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VALIDATION TESTING OF
NUCLEAR SURVIVABLE SYSTEMS

Eugene Sevin
Assistant Deputy Under Secretary
Offensive and Space Systems
Office of the Secretary of Defense
The Pentagon. Room 3E129
Washington, DC 20301-3090

Department of Defense policy regarding nuclear hardness
validation testing is reviewed. Examples of major programs
involving extensive full-size testing are presented in the
context of nuciear simulation methods. lmplications of
using simulation testing to "Hoth define nuclear load
environments and demonstrate rardening are discussed.

INTRODUCTION

When Henry Pusey called me last July to ask if ['d be interested in speaking
at the Symposium, I was wrapping up a panel assignment on test capabilities for
validating nuclear hardened space systems, so [ felt that [ had appropriate
material in hand. Our panel had been asked to determine the test capabilities
needed to assure, with cont'idence, the survivability of future nuclear hardened
space systems; we were to report on the type of test facilities needed, to
identify shortfalls in testing knowledge, technology and capabilities, and to
suggest how pest to fix any deficiencies. Moreover, just that day I had received
a complimentary letter from a distinguished four-star general on our panel's
report, so [ was feeling fairly meilow.

Well, immediately upon accepting Henry's offer, an equally distinguished
four-star general sent word to the effect that our report obviously was the work
of the nuclear effects mafia, and that the last thing he needed was three-sigma
nuciear effects zealots telling him how to test his satellites. I tried to reach
Henry but, cleveriy, he had !eft town. On reflection, however, it seemed that the
reasons why our study had provoked such diametrically opposed reactions offered a
ciue to the proper focus for my discussion today.

[t shou.d come as no particular surprise to this audience that our panel
focused on the "validation process" itself and the role of testing;in particular,
the need for large-scdle system-levcel testing and the fidelity requirements for
nuclear simuiations were the central issues. We thought the burden of proof lay
with the developer; that for critical war-fighting systems, confidence in having
met  the nuclear hardress design objectives required some amount of meaningful
system-level testing. These considerations apply nct only to thardered space
systems, but quite generally to all types of nardened systems.




I will touch briefly on the Department of Defense's hardness validation
policy, review three examples of hardness validation programs, and offer some
observations on nuclear effects simulation testing.

DoD HARDNESS VALIDATION POLICY

DoD has an established policy that nuclear survivability and herdness
features shall be included in the design, acquisition, and operation of major and
nonma jor systems that must perform critical missions in nuclear conflicts. This
includes conventional forces, nonstrategic nuclear foreces, strategic
communications, ¢nd intelligence systems. Top-level guidance is contained in DoD
Divective U2U5.5, "Acquisition of Nuclear Survivable Systems", first issued in
1983 ~nd updated this past July; Army and Air Force regulations predate the DoD
directive by five years. DoD policy mandates that a Nuclear Survivability Program
dealing with survivability requirements, criteria, validation procedures, and
life-cycle maintenance be developed and maintained.

"...(criteria) should be quantified and be amenable to validation by
reasonable Test and Evaluation procedures...”

"...(the developer) shall ensure that the nuclear survivability is
validated at the appropriate points in development and operational
test programs with critical survivability features validated as
early as practical. Nuclear hardness shall be validated in
roglistic system configurations, with a cost-effective combination
of underground nuclear testing, simulation testing and analysis.
During T&E, the assumptions concerning system performance used in
deriving the criteria shall be validated."

(The term "validation" appears five times in this single paragraph.) Finally, the
adequacy of the nuclear survivability program is to be judged at critical
milestones in the acquisition process, a point to which I will return later.

Each Service has its own regulations for implementing this top-level DoD
policy, and there is substantial and growing literature on nuclear survivabilicy

from a program manzgement perspective. The Defense Nuclear Agency and the Army's
Harry Diamond Laboratories both publish very useful bulletins; DNA's July 1988
Bulletin, Nuclear Survivability, has as its theme, "How to Develop a Nuclear

Hardening Program'.

With such material to draw upon, and the emphasis given to 'validation,'" one
might think 1t relatively straightforward to set forth a coherent view of the
hardness validation process—what it is and how one goes about it. But, of courve,
this is not the case. People who write policy tend not to be burdened with the
consequences. While there are numerous individual examples of hardness validation
programs—and, [ will cite several—we are a long way from a comprehensive view of
the subject. Perhaps this is because of the wide variety of nuclear survivable
systems (spacecraft, aircraft, missiles, a great variety of surface and subsurface
systems), the broad range of damaging nuclear effects and associated failure
modes, and the substantial variation in hardness criteria—from limiting collateral
damage to withstanding direct attacks. Still, it is unacceptable that a serious
policy have neither standards to measure conformance nor means to enforce its
provisions.
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Hardness is z characteristic of the system; confidence that the prescribed
hardness has been obtained is a judgment based on knowledge of the system and the
threat environment. Therefore, hardness validation is a process of information
gathering about system behavicr under Nuclear Wcapons Effects (NWE) environmental
stresses. [In exploring this process, it is useful tc contrast hardness validation
with hardness assessment; the terms sound similar, but they are two very different
concepts.

Hardness assessment is a process for estimaling the system's actual hardness
level; the level of the NWE "stress" at which the system reaches 1its failure
threshold. Hardness validation, in contrast, is not (or need not be) about
system failure; rather, it is a process for verifying that the system meets Iits
hardness requirement, that % will not fail at or below a specified level of
stress. A comprehensive hardness assessment would provide the probability cf
system failure over the fi.!l range of design variables and NWE stresses. Thus, if
available, it would suffice as well for hardness validation since the failure
probability at criteria stress levels 1is a direct statement of haraness
validation. However, an accurate determirztion of system failure probability is a
very complicated undertaking, and usually beyond the scope of a design effort.

THREE CASE STUDIES

L2t me discuss briefly three nuclear survivable systems in wnich large-scale
testing played an important role in hardness validation. All are ground-based
systems for which the primary hardening design challenge was to mitigate blast,
shock and thermal effects——the Army's hardened tactical shelter (HATS), and two Air
Force weapon systems—the hardened mobile launcher (HML) for the Small ICBM, and
the superiard silo concept for basing the Peacekeeper missile. At present, the
HATS J(evelopment 1s complete but no systems have yet been produced; ccntinuation
of the HML full-scale development awaits a decision by the next Administration,
the superhard silo development was nearly completed when abandoned in fevor of
basing Peacekeceper on railroad cars. This dismal status report might suggest that
nuclear survivable systems face an easier time with threats from overpressure than
from fiscal or political pressures; nonetheless, these examples remain interesting
case studies from a hardness validation perspective. The wide range of nuclear
environment requirements illustrates different simulation challenges, as depicted
in Figure 1.

Hardeneg Tactical Shelter

The Army has a well-conceived approach to developing nuclear survivable
equipment. Compliance with specified nuclear survivability criteria is mandated
from the beginning of hardware development, through validation tests of equipment
during both development arnd production. The intent is to ensure that battlefield
equipment is at least as survivable as the combat personnel required to operate
it. Nuclear design environments were developed for the HATS family of hardened
shelters (Figure 2) over a range of plausible battlefield scenarios. While the
level of hardening is modest by some standards, it substantially exceeds the
capability of unhardened shelters.
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The HATS 1is designed to be fully compatible with existing vehicles and
shelters. The shelter panels are of sandwich construction with kevlar skin (for
ballistic projectile and thermal protection), paper honeycomb core and internal
fiberglass stiffeners; an inside aluminum facing provides EMI shield. The shelter
is attached to the vehicle with tie-downs and outriggers are used to prevent
rotation and translation.

Low pressure nuclear airblast waveforms can be simulated in shock tubes and
by hard high explosive (HE) charges. Both techniques are capable of producing
exponentially decaying pressure-time waveforms over a range of nuclear yields with
high fidelity. Neither device provides significant thermal output, however.
While thermal effects can be simulated by various means, combined thermal-blast
loading is usually accomplished with HE under field conditions. The need for
improved understanding of combined airblast and thermal loading of HATS led to the
initiation of large-scale testing early in the development program. About a dozen
full-scale tests of HATS were conducted in shock tubes and HE field tests during
its development.

Hardened Mobile Launcher

Survivability of the Small ICBM (SICBM) is achieved through mobility, not
hardness. The idea of hardening the mobile launcher was born of desire to greatly
reduce the land area needed for its deployment. At hardnesses of several tens of
psi overpressure, the system can survive a massive barrage attack when deployed
randomly on selected military bases. From a hardening perspective, the HATS
experience suggests this to be an extremely ambitious undertaking, and it was
fully appreciated from the outset that a more radical vehicle design was required.

Figure 3 shows the HML design selected for full-scale engineering development in
December 1986; not much resemblance to HATS. The HML has outstanding on-road and
off-road mobility characteristics, fully meets all of its operational performance
specifications, protects the missile, and provides for unattended launch (and
costs a fortune).

The HML is hardened structurally against direct airblast effects. Sliding and
overturning forces are reduced by aerodynamic streamlining, and resistance to
sliding is achieved by exploiting the stabilizing effects of the vertical airblast
forces. Clearly, the design requires a detalled understanding of the airblast
flow field, including time phasing of the vertical and horizontal airblast
components. It is known from atmospheric testing experience that nuclear airblast
waveforms and flow fields along the ground are dependent on the height of burst
and thermal properties of the ground surface. The radiating fireball heats the
ground ahead of the advancing shock wave, causing it to propagate more rapidly
along the surface than in the (cooler) air above. This leads to radical changes
in the airblast shock structure and increases the aerodynamic drag forces on
above-ground objects. There is direct evidence that these so-cailed thermally
precursed flow effects can have a dramatic influence on the response of "drag
type" targets such as vehicles.

A novel method was developed to simulate thermally precursed flow in the
absence of a suitable thermal source. The underlying premise is that the flow
develops as consequence of the air shock propagating along the ground ahead of the
main shock. While this is triggered in a nuclear burst by fireball preheating, it
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is not primarily a thermally dominated effect. Thus, it should be possible to
replicate the flow in a layered, two-gas system of appropriately different sound
speeds. This was accomplished at large scale under field conditions by confining
a layer of helium gas along the ground under a thin mylar membrane. The speed of
propagation 1is controlled by the concentration of helium which, in turn, is
related to nuclear yield and height of burst through theoretically-based estimates
of surface air temperature.

This approach was investigated by means of extensive numerical simulations
and comparison with atmospheric nuclear data, tested in laboratory shcck tubes at
miniature scale, and demonstrated successfully in HE field tests. Figure 4 shows
the test setup in the Minor Scale event, an 8-kiloton nuclear equivalent HE

source. A 0.5 mil-thick mylar membrane measuring 400 ft wide x 900 ft
long x 2 ft high contained helium at 95 percent concentration. Figure 5 1is a
photograph of the shock structure obtained in this field test. Comparison with

data from atmospheric nuclear tests, appropriately scaled, was remarkably good.

On this basis, the test technique was qualified for hardness validation
testing. One-fifth geometric scale models of two competing (pre-FSD) HML designs
were tested in the Minor Scale event. This was considered to be a successful
proof-of-principle test for the HML design concept. Full-scale development of the
SICBM and HML has been terminated by this Administration for reasons of
affordability, though it is possible that the next Administration will elect to
continue development. The Test and Evaluation plan did not call for further
large-scale response testing of the HML.

Superhard Silos

Concerns regarding the vulnerability of our silo-based Minuteman ICBM force
stem from potential improvements in the accuracy of Soviet missiles.
Superhardening—a 25- to 50-fold increase in hardness over our current silos—is a
competitive strategy to thwart the effectiveness of Soviet ICBM modernization
plans. To achieve the accuracy required against superhard targets would challenge
them on major new technology investment, undesirable force structure (especially
in view of arms control limits), operational difficulties, and substantial
targeting uncertainties.

The feasibility of superhardening rests on a far-reaching reassessment of
nuclear weapon effects close-in to the burst; more specifically, high overpressure
waveforms, cratering and crater-produced ground motions. An earlier view of these
effects suggested that at overpressure loadings of interest, the compressive
strengtn of silo materials would be exceeded and ground motions would far surpass
the capabilities of known shock isolation methods; indeed, the conventional view
held that current silos were about at the practical limit of hardness.

The atmospheric nuclear data base extends only up to about 1000 psi and
predictions of higher overpressures are based on numerical solutions. Recent,
more detailed, <calculations 1indicated that overpressure waveforms were
substantially more impulsive, decaying to half peak value in a fraction of the
time originally thought. Experimental confirmation was obtained by detonating a
small nuclear device on the floor of a large, air-filled, underground chamber to
simulate an atmospheric surface burst for a short period of time. These results
had profound 1mnlications for structural hardening once 1t was recognized that
early-time pressure impulse, rather than peak pressure, was the more appropriate

10
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damage indicator. With this stimulus, research in superhard construction scon led
to radically improved designs.

Cratering and crater-related ground motions also pose significant design
challienges for superhardening. Theoretical predictions of <.ater formation did
not agree with the empirical results based on high explosive data and a few large-
yield nuclear tests in the Pacific. Theory consistently indicated very much
smaller craters and ground motions, as well as a strong dependency on geology.

The underground nuclear "atmospheric" chamber test mentioned earlier not only
provided critical airblast data but also demonstrated a new capability for
cratering experimentation. The chamber remained intact post-test and measurements
of the crater were in good agreement with analytical predictions. A subsequent
chamber experiment was conducted with a different near-surface geology and
extensive ground motion measurements were obtained; these results also supported
the analytical methods. Finally, a two-year geophysical exploration of selected
nuclear craters at the Pacific Test Site has brought the empirical basis for yield
scaling in line with theoretical expectations.

How did we approach test validation with this substantially changed view of
close-in nuclear effects? The nuclear chamber test is not suitable for testing

silos, and high explosives cannot achieve nuclear source region pressures. The
similation approach adopted for large-scale testing combines each of these
techniques in a sequential, three-stage process. The concept is illustrated in

Figure 6. The first stage is represented by the underground "atmospheric" tests,
where agreement between predictirns and observations of ground motions and final
crater dimensions is presumed to substantiate the early-time, hydrodynamic phase

of the theory. Stage 2 consists of a high-explosive simulation of the crater,
close-in ground motions and airblast. Practical considerations limit this to
kiloton-yield equivalence. Termed CARES (Crater and Related Effects), this

simulation consists of a high-explosive subsurface charge that replicates the
calculated pressure-velocity state at about the 50 kilobar stage of the evolving
nuclear crater, and subsequent pressures can be obtained with HE. (At this time,
the crater has grown to about five percent of its final volume in a dry geology.)
A sequentially detonated surface charge is used to simulate the airblast-coupled
ground shock, transitioning into a conventional HEST bed to provide the primary
airblast loading on the silo structure. Finally, in Stage 3, the ground motions
measured in the CARES experiment are scaled up and reproduced in a large-size
HEST-DIHEST configuration to provide a test bed for prototype silo structures.

A fully instrumented CARES test replicating a 2-kiloton surface burst (one-
eighth scale for a megaton) provided the experimental rationale for establishing
silo ground motion design criteria and designing large-scale HEST beds for silo
validation testing. Figure 7 shows the CARES test bed under construction.
Subseqguently, a large-scale HEST test was conducted on a large-size superhard silo
(i.e2., full-size for the SICBM or 5/8-size for the Peacekeeper missile) in which
both airbiast and direct ground motion effects were simulated. A photograph of
this silo during construction is shown in Figure 8.




0|!S

quamdoyaaag uorjeynwis oyrs T "9 2Jndr1 g
(sanisojdx3 ybiH suol 00S)
/////1E:ﬁ:;ﬁ:.,;ﬁ:r :555/,555,//5/5,5555/5555555 ////// ////// 4
(s.LW) olis 3|edsg ¢4 (S.IM) SSN
(sanisojdx3 ybiy suo} 29)
p, (Suoy) pieA-11HN
aper-niN 1190
{S.IX) S3IHYI .X\ _.w/ 7
B a
¥ E N
\, Wit
Rg
rd Z




Figure 7 . . . . CARES Test Bed
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OBSERVATIONS

What can be learned about the hardness testing and validation process from
these examples? Clearly, each program took a comprehensive approach toward
meeting its nuclear hardness requirements; all could serve as role models in this
regard. The need for high-fidelity nuclear simulations and testing at large scale

was accepted. Indeed, the Air Force programs developed major new airblast and
ground shock simulation capabilities to obtain design data and demonstrate
hardness proof-of-principle. Is there any reason, then, to doubt that these

systems are as survivable as advertised?

At issue principally is the relationship of the test environments to threat-
level nuclear environments. The new airblast simulation technique developed for
the HML is an important technology breakthrough for studying complex flow fields
at large scale. It appears to replicate the essential features of thermally
precursed airblast, but the nuclear data base is extremely sparse. Accepting this
test technique as a valid simulation of the nuclear environment from which to
determine HML design loads and, subsequently, for hardness proof-of-principle
demonstration involves a certain leap of faith. The HATS was designed and tested

under ideal airblast conditions. While the developers were aware of thermally
precursed flow effects, these were not considered to be significant at HATS design
overpressure levels. However, recent research stemming from the HML development

suggests that this matter needs to be revisited.

In the superhard silc program, a new high-explosive simulation technique
(CARES) was used as a surrogate nuclear cratering experiment to establish design
ground shock ivadings. In turn, a stili larger-scale simulator was constricted to
produce this environment on a prototype silo which had been to resist these
loadings. We are highlighting instances 1n which the system developer has
exercised considerable discretion in interpreting hardness design criteria. And,
where one developer may be very imaginative and creative, as surely the Air Force
was here, others may be considerably less so. At the same time, we must
acknowledge the risk involved in using unproven test procedures. It is possible
to be too creative, and we need to remind ourselves from time to time not to get
out too far ahead of the state-of-the-art. This is a particularly serious matter
when it comes to accepting nuclear simulations as the basis for both design and
validation. [ know of more than one instance in which a presumably independent
test amounted to little more than a mechanical analog of the theory under
investigation.

Central to the hardness validation process, it seems to me, is how the rules
are made regarding nuclear simulation. A nuclear hardness program plan is a
required part of the Test and Evaluation Master Plan (TEMP); the TEMP must be
accepted by the Defense Acquisition Board (DAB) at the Concept
Demonstration/Validation and Full-Scale Development acquisition milestones. The
Assistant to the Secretary of Defense (A4tomie Energy), with the help of the
Defense Nuclear Agency, is obligated to advise the DAB on the adequacy of the
developer's nuclear survivability plan. This strikes me as offering a
particularly good opportunity to define and agree upon the rules. Among the tests
to be conducted in any hardness validation program, there must be those whose
significance depends on being accepted as realistic nuclear simulations—not merely
high-expiosive "stimulations.”" Such tcsts need to be identified in advance, their
importance to the validation process made clear, and provisions established to
independently "certify" the test bed design for usc by the developer. Agreeing in




advance on a simulation test that can serve as a surrogate nuclear test to define
design loads and determine response clearly is in the interest of the developer.
The developer is relieved of the responsibility of making up the validation rules
and is judged only by how well he follows them. [t places others in a "put up or
shut up" position regarding the scale and fidelity of tests reguired for
validation. The Under Secretary of Defense {(Acquisition), as chairman of the
Defense Acquisition Board, becomes the rule-maker, and accepts the risk that the
rules are later found to be inadequate. That is as it should be.

-

I don't think that approaching hardness validation in this manner 1s about to

happen anytime soon. The DoD directive dealing with nuclear survivable systems
installs a gatekeeper in the acquisition process to advise on the adequacy or the
survivability program. The gate has yet to be slammed on a developer for

inadequate validation test planning as documented in the TEMP, however deserving.
[t is likely that the sound of a slamming gate will be the appropriate attention
getter!
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VIBROACOUSTIC PAYLOAD
ENVIRONMENT PREDICTION SYSTEM
(VAPEPS)




USING THE VAPEPS PROGRAM TO SUPPORT THE TOPEX
SPACECRAFT DESIGN EFFORT

Terry D. Scharton and Dennis 1. Kern

Jet Propulsion Laboratory
California Institute of Technology
Pasadena, CA 91109

The TOPEX instrument module (IM) consists of large,
lightweight honeycomb panels which are very responsive
to the acoustic loads generated by the Ariane launch
vehicle at liftoff. The VAPEPS (Vibroacoustic Payload
Environment Prediction System) computer program was
utilized to evaluate the effect of TOPEX IM
configuration changes on the acoustic response at the
panel/instrument interfaces. Acoustic and vibration
data for a structure similar to the TOPEX IM were used
to calibrate the VAPEPS modeling. TOPEX configuration
variatiors studied were panel size, thickness, weight,
and damping. An on-line method of notching random
vibration tests has been designed for those TOPEX
components for which it 1is desirable to limit the
vibratory force input from the shaker.

INTRODUCTION

Usually aerospace structures are designed to withstand mission dynamic and
static loads through an iterative process. Once the design is acequately
defined, the structure is analyzed for response to high frequency acoustic
loads. The results of this analysis are used to establish random vibration
test requirements for the instruments and other hardware supported by the
structure. The development of the TOPEX (The Ocean Topography Experiment)
spacecraft has presented an unique opportunity to utilize acoustical
analyses to help design a spacecraft structure and to develop a notched
qualification test spectrum that will accommodate the utilization of
vibration sensitive inherited hardware.

The TOPEX spacecraft is the key element in the TOPEX/Poseidon mission being
undertaken by the U.S. National Aeronautics and Space Administration (NASA)
and the French Centre National d’Etudes Spatiales (CNES) for studying the
global ocean circulation from space [1]. The mission will use the
techniques of satellite altimetry to make precise and accurate measurements
of sca level for several years. The Jet Propulsion laboratory (JPL) has the
responsibility to manage the development of the TOPEX spacecraft system for
NASA. Development of the spacecraft has been contracted to the Fairchild
Space Company. The spacecraft is being designed for Ariane launch in late
1991/early 1992.




The TOPEX spacecraft will carry both NASA and ONES sensors (instruments).
The TOPEX instrument module (IM) consists of large, lightweight honeycomb
panels which are very responsive to the acoustic loads generated by the
Ariane launch vehicle at liftoff. The sensors themselves are, for the most
part, based on inherited designs/hardware which have been qualified to
moderate random vibration levels. Based on programmatic considerations, it
is not feasible to redesign the sensors to survive high vibration levels.
The problem then was to design the IM panels to reduce their response to
acoustic loading and to specify a random vibration test which did not
unnecessarily overtest the sensors.

The VAPEPS (VibraAcoustic Payload Enviromment Prediction System) computer
program was utilized to evaluate the effect of TOPEX IM configuration
changes on the acoustic response at the panel/instrument interfaces [2].
Acoustic and vibration data for a structure similar to the TOPEX IM were
used to calibrate the VAPEPS modeling. TOPEX configuration variations
studies were panel size, thickness, weight, and damping. An online method
of notching random vibration tests has been designed for those TOPEX
components for which it is desirable to limit the vibratory force input from
the shaker.

SPACECRAFT CONFIGURATTON AND VIBROACOUSTIC ENVIRONMENT

The TOPEX spacecraft configuration is depicted in Figure 1. The
Multimission Modular Spacecraft (MMS) bus consists of a frame structure
supporting the bus subsystem modules. The instrument module (IM) is
composed of large aluminum honeycomb core panels. The external panels are
arranged to form a box. A center panel runs the length of the box, dividing
the IM into two compartments. The panel face sheets are 0.025" thick
aluminum and the core is 1.0" thick, with a density of 0.0018 1b/in3. The
electronics boxes were grouped onto selected panels to increase the panel
mass loading. Other panels were left unloaded. The electronics box
arrangement of one of the external panels is shown in Figure 2. This panel
carries 12 electronics boxes with a total weight of 171 1lbs, for an
equipment surface density loading of 0.07 1lb/in-. Five lengthwise heat
pipes are also buried between the face sheets of this panel. The heat pipes
are modeled as 1.0" by 0.2" alumimum bars.

MMS5 BUS

- \
INGTRUMENT

MOLULE

Figure 1. TOPEX Spacecraft Configuration
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Figure 2. Honeycomb Panel of TOPEX Instrument Module

The predicted one-third octave band flight acoustic levels for the TOPEX
spacecraft inside the Ariane launch vehicle shroud are shown in Figure 3.
The overall srund pressure level (OASPL) is 142 dB. For camparison, the
one~third octave band flight acoustic levels for STS payloads (OASPL of 138
dB) is alsc shown in the figure. Ariane payload acoustic levels are
considerable more severe in the mid frequency range where honeycaomb panels
are typically most responsive to acoustic excitation (about 200 to 800 Hz).
This also covers the frequency range in which instrument sensors ard
electronics boxes typically exhibit their most damaging dynamic structural
responses.

The response of the IM panel described above to the Ariane acoustic
enviromment was predicted employing the SEMOD routine of the VAPEPS
(VibraAcoustic Payload Enviromment Prediction System) program. The SEMOD
routine incorporates Statistical Energy Analysis (SEA) to theoretically
predict structural responses to acoustic excitation. The SEA technique
utilizes energy balance equations to arrive at a spatially averaged response
of a structural element over a specific frequency bandwidth. Structural
elements are defined by their average physical properties. The predicted
spatially averaged randam vibration response of the panel is shown in Figure
4. The 95th percentile panel response level, which is predicted in VAPEPS
by adding an empirically derived factor to account for the spatial variation

across the panel, is also shown. The panel equipment loading was treated as
non-structural mass for this prediction.

23




150

140

120 7 o O

SOUND PRESSURE LEVEL (aB)
(o]
o
o
o
¥ -e
o
)
,,>\*
0\
&
‘7

’o‘9 [}
6\“’( ° o % \
, v
S
110 Q&J —&
Q
/ °
1C0
20 50 100 200 5C0 1000 2000 5000 10CCa

FREQUENCY (Hz)

Figure 3. One-Third Octave Acoustic Flight Levels for Ariane
Launch Vehicle Inside TOPEX Spacecraft Shroud

As can be seen in Figure 4, the predicted 95th percentile flight random
vibration level for the panel mounted equipment peaks at a level of abocut
0.2 G2/Hz. It is standard practice at JPL to add 4 dB to 95th percentile
flight acoustic levels and to multiply 95th percentile flight randam
vibration spectral density levels by a factor of 2.5 for design and
qualification/protoflight testing of spacecraft hardware. These randam
vibration levels significantly exceed the previous qualification levels of
the inherited instrument designs.

The TOPEX IM design described above resulted from a reconfiguration which
attempted to satisfy the following objectives, listed in order of priority:
a) functional requirements, b) structural/accustic requirements, c) thermal
requirements, d) magnetic requirements, and e) accessibility requirements.
The acoustic requirements were basically to reduce the randam vibration
levels at the instruments/panels interfaces to levels campatible with the
instruments inherited designs. The following sections describe the efforts
undertaken to optimize the IM design for accustics and to develop instrument
random vibration specifications campatible with their inherited desigyns.
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Figure 4. SEMOD Prediction of Flight Random Vibration Levels
of TOPEX IM Panel

SENSITIVITY OF VIBROACOUSTIC PREDICTIONS TO DESIGN CHANGES

The VAPEPS SEMOD program was used by Fairchild Space Campany (FSC) and JPL
to investigate the sensitivity of the acoustic response of the TOPEX
Instrument Module (IM) to the IM panel mechanical design parameters. The
parameters investigated were: panel thickness, equipment mass, damping, and
panel size. 1In addition, the benefits of constructing the IM as a closed
box so that the panels were acoustically excited onily on one side was
recognized and incorporated into the design selected by FSC.

The sensitivity studies presented herein show the vibroacoustic effects of
parameter variations relative to the design configuration selected by FSC
for the lower +Y panel of the IM as illustrated in figure 2. This
particular panel was chosen as representative of the IM panels. The SEMOD
prediction of the 95th percentile flight random vibration for the selected
combination of panel design parameters panel is shown in figure 4. This
prediction for the selected design parameters is repeated as the solid
reference curve in figures 5-8, which show the effects of the parameter
variations.

Figure 5 shows the vibroacoustic effect of variations of the IM panel
thickness of 0.5", 1.0", 2.0", and 4.0". The selected thickness value was
1.0". Also shown in figure 5 are the corresponding coincidence frequencies
at which the panels are best coupled to the acoustic field. Increasing the
panel thickness lowers the vibroacoustic response. This reduction results
because the ratio of the squared vibration response to squared acoustic
pressure is mversely related to panel thickness at any frequency and also
because increasing the panel thickness reduces the coincidence frequency
below the 500 Hz peak in the acoustic spectrum, see figure 3.
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Figure 6 shows the vibroacoustic effect of variations of the IM panel
equipment mass of 0 1lb, 86 1lb, 171 1lb, and 342 1b. The selected equipment
mass value was 171 1b whlch corresponds to a surface density loading of 0.07
lb/m2 for the 2378 in? panel shown in flgure 2. The prediction shows that
the squared vibration response is reduced in proportion to the ratio of
panel weight (approximately 24 1b) to the tobil;anel;ﬂus equipment weight.
This effect of equipment welght predicted by SEMOD is conservative as
discussed in the next paper in this session. The grouping together of the
TOPEX IM mounted equipment on a few panels was one of the principal
techniques selected by FSC to reduce the vibroacoustic response.
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Figure 7 shows the vibroacoustic effect of variations of the IM panel
damping loss factor of 0.2, 0.1, 0.05, and 0.025. The selected value was
0.1. The predictions assume that the damping loss factors are inversely
related to frequency and the quoted damping loss factors are the values at
300 Hz. It is noted that the damping loss factor is defined as twice the
damping ratio or as one over the system Q. The results in figure 7 show
that damping has a relatively small effect at the peak in the vibroacoustic
spectrum where a reduction would be most beneficial. This is because the
honeyconb panels are well coupled to the sound field at the coincidence
frequency so that the energy lost through acoustic radiation is camparable
to that due to internal damping. In view of the results in figure 7, no
effort was made by FSC to increase the panel damping and the damping loss
factor was assumed to be 0.1 for the vibroacoustic predictions.

S } ‘ —
l \
3 i —
l% | * ‘ : : -
0.5 ‘ ‘ }
i | | ' — '
0.2 i | /i/;“‘\k § |
’ ! ‘ e |
z ] Lo S TNy
Y MRS V=t SV AN\
: I , .‘! . :
T 0.02! / N/I/ | \\\\
' /! T e
a .01 VAL l\k'
o) 1//1_ \\\
0.005 /1 BEANRY

N
b
|z

/ .
| N
0.0005 AN
0.0002 | l : BN
- i | | | RN
. uoU ) : : - : : >
10 20 50 100 200 500 1000 2000 5C0C0 "CCCC
173 OCTAVE BAND CENTER FREQUENCY - HZ
Damping Loss Factor: D.20 0. y Oty 005 ______. 0.025__
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Figure 8 shows the vibroacoustic effect of variations of the IM panel size
of 29"x16", 29"x33", 29"x82", and 57"x82". Referring to the IM panel sketch
in figure 2, it is seen that 29"x82" corresponds to the selected size of the
panel. The smaller size choices would require placing stiffeners on the
lower +Y panel to break it up into subpanels and the larger size choice
would require combining the lower +Y panel with the IM upper +Y panel. The
results presented in figure 8 show that panel size has very little effect on
the vibroacoustic response except at the frequencies well below the spectrum

peak.
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VAPEPS EXTRAPOIATION TO DEFINE RANDOM VIBRATION SPECITICATION

The VAPEPS theoretical prediction (SEMOD) for the TOPEX instrument module
(IM) in Figure 4 would result m a design and test random vibration
spe01f1cat10n of approximately 0.5 g /Hz when the traditional JPL 4dB margin
is placed on the flight levels. Because this specification would be high
conmpared to other JPL spacecraft programs and compared to the TOPEX
camponent test heritages, it was decided to calibrate the theoretical SEMOD
predictions with empirical test data. The VAPEPS semi-empirical prediction
code EXTRAP] is ideally suited to this purpose.

To calibrate VAPEPS for the honeycamb type structure of the TOPEX IM,
Fairchild Space Campany (FSC) provided acoustic and vibration data from
acoustic tests of Control and Data Handling (C&DH) modules from two previous
spacecraft programs which used essentially the same Multimission Modular
Spacecraft O@En bus as TOPEX. These modules were fabricated from one inch
honeycomb as is the TOPEX IM. The C&DH module from the GRO spacecraft had
equipment loading of 0.11 lb/in? and was tested at an overall SPL of 142 dB.
The C&DH module from the MMS spacecraft had equipment loadlng of 0.08 lb/ln2
and was tested at an overall SPL of 149 dB. The TOPEX IM is being designed
for equipment loading of 0.07 ]_b/m and will be qualified to an overall SPL
of 146 dB.
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Figure 9 shows a comparison of the VAPEPS theoretical SEMOD prediction with
the random vibration data from the acoustic test of the C&DH module fram the
GRO spacecraft. The average ratio of the prediction to the data is
approximately a factor of two for the GRO module. For the C&DH module fram
the MMS spacecraft, the correspording average ratio of theory to data was
more like a factor of ten, but this ratio was subsequently reduced by a
factor of two to account for possible nonlinearities due to the 149 dB SPL.
The comparisons of theory and data from the GRO and MMS spacecraft programs
were given equal weight in the semi-empirical prediction of the TOPEX IM
random vibration specification.

The VAPEPS semi-empirical prediction technique EXTRAP1 compares the
predictions of a theoretical SEMOD model with empirical data for a baseline
configuration and uses SEMOD to extrapolate the differences between the
theory and data for the baseline to a new configuration for which a
prediction is desired. EXTRAP1 thus makes good use of both the theory and
data. The results of applying EXTRAP1 to the TOPEX IM using the GRO and MMS
C&DH modules are baselines is shown in Figure 10. In concurrence with the
VAPEPS EXTRAP1 analysis, FSC set the IM 95th percentile flight levels at a
maximm value of 0.08 G2/Hz, and JPL has defined a desi ard test
specification for IM instruments with a maximum value of 0.2 G4/Hz as shown
in Figure 10.
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CONCEPIUAL DESIGN OF DUAL CONTROL RANDOM VIBRATION TEST

Some of the TOPEX spacecraft components have pronounced structural
resonances which will be strongly excited by the random vibration test input
specified in figure 10. The cognizant engineers for these components want
to "notch" the randam vibration input at these resonances because they feel
that random vibration tests typically subject their components too much
higher loads than do the flight enviromments. Of course, these engineers
are right, because the unrealistically high mounting impedance in random
vibration tests results in over testing, even when the test and flight
levels are comparable. The question is: how and how much to notch? The
VAPEPS computer code has been used to predict the TOPEX instrument module
acceleration levels and to specify the random vibration test levels of
camponents mounted on the panels. The VAPEPS code may also ke used to
predict the limit loads used to notch these random vibration tests in the

high frequency regime.

There is an extensive body of literature, much of it in the Shock and
Vibration Bulletins, concerned with random vibration overtesting because of
the incorrect mounting point impedance of shakers. The random vibration
notching approach which we are investigating for possible application in the
TOPEX program was set forth in three early papers [3, 4, and 5]. In 1960
Morrow (3] described the concept, which we shall call "dual control", of
using both motion and force fe iback to control shaker impedance. In 1966
Ratz [4] conducted a simple test which demonstrated that a shaker controller
could be built to implement this impedance simulation concept. 1In 1968
Murfin [5] showed that the specification and control of the maximm motion
and force is a convenient way to implement impedance simulation. These
techniques have been investigated extensively by researchers at Sandia
Iaboratories, see for example [6] by Smallwood. Recently, Piersol and his
colleagues at Astron Research Inc. [7] have been working for the Air Force
to develop a recommended approach to this problem.

Impedance and Dual Control Relations

The impedance relations which govern the complex frequency response of a
component subjected to sinusoidal or random vibration follow from Thevenin’s

and Norton’s equivalent circuit theorems given in equations (1) and (2)
respectively:

\

Vo - F/Zo (1)

F = Fo - V*Zo (2)

where: V is the interface velocity, F is the interface force, Vo is the

source free velocity, Fo is the source blocked force, and Zo is the source

1mpedance.
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From equations (1) and (2), it follows that the source impedance Zo is equal
to tie ratio of the blocked force Fo and free velccity Vo:

Zo=Fo / Vo . (3)

Similarly, the impedance of the load Z is equal to the ratio of the
interface force F and velocity V:

Z=F/V . (4)

The derivation and combination of the forgoing impedance equations in
relation to vibration testing is described in [6), where the respective
impedances are defined as the ratios of force to acceleration and called
"apparent weights".

Herein, we choose to combine equations (1) and (2) in a form that does not
involve the source and load impedances:

1 = A/Ao + F/Fo (5)

where the interface and free accelerations, A and Ac, have been used instead
of the corresponding velocities. It is understood that each term in
equation (5) is in general camplex and a function of frequency. If the
interface acceleration A and force F in a component vikration test were
controlled in accord with equation (5), the component would respond at every
frequency as in flight; therefore we denote the implementation of equation
(5) as "exact dual control". Equation (5) offers the advantage that it does
not contain the source and load impedances, with which vibration test
engineers are largely unfamiliar. However, equation (5) is theoretically
equivalent to other exact impedance control relations described in the
literature [6 and 7). In applying equation (5) to dual specification and
control of vibration tests, it is convenient to interpret Ao and Fo as the
specified limit acceleration and force which will in general be larger than
the free acceleration and blocked force in order to envelope combined source
and load resonances, spatial variations, flight-to-flight variations, and
other uncertainties.

Conventional random vibration tests are conducted by controlling only the
interface acceleration A to the specified acceleration Ao; that is the
second term on the right hand side of equation (5) is ignored.

A simplified form of dual control, which is well suited to implementation
with existing random vibration spectrum equalizers, is what may be called
"dual extremal control":

A <2Ao and F < Fo. (6)
This extremal dual control technique was described very explicitly by Murfin
in [5]. (However, Murfin calculated the force limit Fo from the load

impedance. eguation (4), rather than from the source impedance, equation
(3).)
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Rescnance Frequency Notching

Figure 11 illustrates the use of three control techniques: conventional
acceleration control, exact dual control, and extremal dual control. 1In a
conventional vibration test, the shaker acceleration is maintained at the
specified acceleration and the force between the shaker and component may
become unrealistically large at resonances of the component as illustrated
by the dashed curve in figure 11. 1In exact dual control, as in typical
flight mounting configurations, the interface acceleration '"notches" at the
resonance frequencies and the force increases so that the ratio of interface
force to acceleration is as in the conventional test as shown by the solid
curve in figure 12. In extremal dual control, the interface force is
limited to the same maximum value as in exact dual control and the
acceleration notches to the same value as in exact control as shown by the
dash-dot~-dash curve in figure 11. In ([7] research vibration tests were
conducted using off-line iterative shaker control techniques corresponding
to the three techniques described herein and the results generally confirmed
the notching effects illustrated in fiqure 11.

Implementation of Extremal Dual Control Random Vibration Test

The on-line implementation of an exact dual control random vibration test
would be difficult at present. Random vibration spectral equalizers
currently in use are not capable of computing the auto and cross spectra of
the measured acceleration and force and of comparing these quantities with
the appropriate specified acceleration and force as required by equation 5.
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Figure 11. Resonance Frequency Notching
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Figure 12 shows the block diagram of a suggested method for on-line
implementation of the extremal dual control random vibration test with a
conventional random vibration spectrum equalizer. This is the method under
consideration for real time notching of random vibration tests of selected
TOPEX components. Conventional random vibration equalizers, in the extremal
control mode, compute the temporal rms values in narrow frequency bands
(typically 5 or 10 Hz) of a number of acceleration measurements and control
the shaker in each narrow frequency band by comparing the maximum of these
measurements to the specified acceleration spectrum. This type of equalizer
can be used to implement extremal dual control random vibration notching in
real time, if the frequency spectrum of the force feedback signal is shaped
for comparison with the acceleration specification. (Most of the vibration
test equalizers will accept only one specified spectrum for randam vibration
tests.) The required shaping of the force feedback signal may be
accomplished by passing the force time history through a one-third octave
band spectrum shaping network before the signal is presented to the
equalizer as shown in figure 12. (One-third octave band shaping networks
are typically available for the purpose of shaping acoustic test spectra.)
The appropriate frequency shaping function is:

(Ao(f)/Fo(f)) x (Sv/g / S v/lb) (7

where Ao and Fo are the specified limit acceleration and force spectra and
S v/g an' S v/1b are the accelerometer and force measurement calibration
sensitivities. It should be emphasized that the use of a one-third octave
band shapping network to filter the broad band force measurement will not
negate the ability of the equalizer to notch in 5 or 10 Hz bands.
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Figure 12. Block Diagram for On-line Implementation of
Extremal Dual Control Rando. Vibration Test
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Both the exact and extremal dual control techniques require a measurement of
the force F delivered to the camponent by the shaker and a specification of
a limit force Fo. The force may be measured in one of several ways. If the
camporent is comparable in weight to the shaker armature, the shaker current
may provide an adequate measure of the force [7]. Alternately, the shaker
force may be measured by a force plate attached to the shaker table. 1In
either of these cases, it may be necessary to correct the gross force
measurement as shown in figure 12 by subtracting the force consumed by the
mass M between the force sensor and test component, i.e. the armature and/or
the test fixture. In same instances rather that correcting the measured
force, it may be convenient to specify a gross force limit Fo which bounds
the measured gross force:

Fo = Fo + M*xA0 (8)

where Ao is the specified limit acceleration taken in phase with the limit
force Fo. A third and preferred way to measure force is to instrument the
test component with strain gauges or load cells, as will be done for several
of the TOPEX program camponents.

There is little data to aid in specifying the appropriate force limit, but
several approaches are available for investigation. At JPL a ‘"“mass-
acceleration curve" [8] is often used to estimate the limit loads for test
components. Use of the mass-acceleration curve to set the limit loads would
be similar to the technique used by Murfin ([5]. However, the mass-
acceleration curve is usually very conservative and is often replaced by the
results of a low frequency transient coupled loads analysis later in
spacecraft programs. Both the mass-acceleration curve and coupled loads
analysis are Jgenerally limited to frequencies below 50 to 100 Hz. At the
high frequencies, the limit forces may be calculated using infinite system
structural impedance analyses [9] which are identical to those used by the
VAPEPS computer code to predict structural vibration transmission. Same
extrapolation of these approaches will be required in the mid-frequency
range. It is planned to investigate all of these techniques for generating
the random vibration test limit forces for the TOPEX program components.
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STATISTICAL ENERGY ANALYSIS MODELING OF
NON-STRUCTURAL MASS ON LIGHTWEIGHT
EQUIPMENT PANELS USING THE VAPEPS PROGRAM

Melissa L. Slay
Jet Propulsion Laboratory

California Institute of Technology
Pasadena, CA 91109

The random vibration environment of equipment
mounted on a panel can be predicted analytically
using the VAPEPS (VibroAcoustic Payload
Environment Prediction System) progran. This
program uses Statistical Energy Analysis (SEA) to
calculate average structural responses to
acoustic 1loads. However, SEA theory is not
specifically geared for the analysis of equipment
components, and the standard method of modeling
these components (as non-structural panel mass)
has led to overly conservative predictions. This
paper discusses some of the reasons this problem
occurs, and presents an alternative modeling
technique. Comparisons of these two modeling
methods are then shown against actual test data
for several flight projects.

INTRODUCTION

Establishing random vibration design and test requirements for
panel-mounted equipment on aerospace structures first requires
knowledge of the response of the equipment panel itself to high
frequency acoustic 1loads. This response then establishes the random
vibration environment of the mounted equipment at the panel interface.
The panel response can be determined analytically by the VAPEFS
(VibroAcoustic Payload Environment Prediction System) program, which
incorporates Statistical Energy Analysis (SEA) to predict structural
responses to acoustic excitation. The SEA technique utilizes enerqgy
balance equations (energy into an element equals the energy out of the
element) to arrive at a spatially averaged response of the element
over a specific frequency bandwidth. Elements are defined by their
average physical properties, which means that a layered panel or a
panel with ribs must be modeled as a homogeneous plate with
equivalent properties. A factor can then be added to the predicted
average response to account for the spatial variation across the
panel.

Components mounted on a panel are not easily modeled as SEA
elements, since SEA elements typically have characteristic dimensions
that are 1large compared to the acoustic wavelengths of interest.
Candidate methods of modeling the equipment are (1) to assume that the




components are non-structural and share some fraction of the response
of the unloaded panel; and (2) to assume that the components change
the structural properties (stiffening, damping) of the panel and
incorporate these changes when defining the equivalent panel element.

NON-STRUCTURAL MASS ASSUMPTIONS

The usual method of accounting for the equipment mounted on a
panel assumes that the equipment is non-structural. This means that
the equipment is assumed to have no stiffening effect on 1its
supporting structure, will store energy as a rigid body only, and will
not dissipate energy. When the SEA model is built using the VAPEPS
program, the non-structural mass (equipment mass) is specified in the
panel parameters. It will have no effect in the SEA power balance
calculations. Instead, it will be used as part of a scale factor to
attenuate the panel response, given by:

m
(a )2 = structural (a )2
loaded panel - g unloaded panel
structural non-structural
where: a = acceleration
m = mass

This equation, which is based on the idea of energy sharing between
the panel and equipment, works well for lightly loaded panels. In
cases where the panel equipment loading becomes large, empirical data
show that the non-structural mass assumptions become invalid.

INCORPORATING EQUIPMENT MASS STRUCTURALLY

One method of working around the non-structural mass limitations
is to assume a portion of the equipment mass is an extra layer of the
plate, and calculate structural rarameters for an equivalent,
homogeneous plate. Equivalent structural parameters are often
calculated for built-up plates (such as honeycomb panels with face
sheets or ribbed panels) so that a SEA prediction can be made. This
is done by matching bending stiffness ("EI"), mass, critical
frequency, and longitudinal wave speed to obtain an equivalent
thickness, mass density, Young's modulus, and surface mass density.
The VAPEPS program has a runstream that performs these calculations
based on the user-defined layers of the panel. For the models
described later in this paper, we defined the equipment mass layer by
smearing a portion (half) of the total equipment mass into a very thin
(.001 inch) homogeneous plate layer with the same surface area as the
equipment panel and no stiffness. This definition was based on
intuition alone, and used only as a rough estimate of the actual
structural characteristics of equipment loads.
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VAPEPS MODEL VERIFICATION ACOUSTIC TEST

A recent acoustic test was run at the Jet Propulsion Laboratory
(JPL) to measure the responses of a panel under different mass
locadings. The panel tested was a former flight spare for the Delta
Star UVIE Instrument Pallet, and was configured in the following ways:

Configuration 1: 1loaded with 20 times the pallet mass (230 1lbs)
Configuration 2: 1loaded with 10 times the pallet mass (115 1bs)
Configuration 3: 1loaded with 5 times the pallet mass (58 lbs)
Configuration 4: unloaded

The loads were simulated by steel blocks, located as shown in Figure

1. These blocks were bolted to the panel through spacers which
eliminate some of the stiffening effect of the mass (as opposed to
the blocks being bolted directly to the panel). The panel was

suspended in the JPL reverberant acoustic chamber and tested at five
noise levels: 137 dB overall (OA), 143 dB OA, 146 dB OA, 149 dB O0A,
and again at 137 dB OA. Thus far, the data from 16 accelerometers
during the runs at 146 dB OA have been analyzed and converted to one-
third octave band acceleration spectral densities. These
accelerometers were located normal to the pallet as shown in Figures 1
and 2. The one-third octave band responses from the 16
accelerometers were averaged for each configuration and compared.
Figure 3 shows that there is little difference between the responses
for the three loaded configurations across the frequency spectrum, and
all four configurations tend to converge above 500 Hz. This same
trend was also observed when only the four accelerometers mounted at
the bases of the masses were averaged and compared.

Figure 1. Delta Star Pallet (side 1) Mass Simulator and Accelerometer
Locations (e = accelerometer location)
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Figure 2. Delta Star Pallet (side 2) Accelerometer Locations (e =
accelerometer location)
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Responses from a previous protoflight acoustic test of the same
panel loaded with actual equipment were then compared to the panel

responses from the Configuration 2 developmental test, since the
actual equipment had approximately the same weight (110 1lbs) as the
steel blocks used 1in Configuration 2. The average of seven

accelerometers mounted on the pallet (as shown in Figure 4) during the
protofliaht test were used for the compariscn ~hown in Figure 5. The
response of the panel loaded with actual equipment remains much lower

than the unloaded panel's resporse

(Configuration 4)

throughout the

frequency range,

unlike the response of the panel loaded with steel

blocks. This discrepancy is believed to be caused by some basic
differences in the structural characteristics between actual equipment
and mass simulators. These structural characteristics are compared
with each other and with the VAPEPS non-structural mass assumptions

below:

Actual Equipment

Mass Simulator

VAPEPS Assumption

Stiffens
supporting
structure

sometimes

Stores energqgy
as a rigid
body

no

Stores energy
as an elastic
body

yes

Dissipates

energy yes

This shows that
mass simulators cannot,

sometimes

yes

no

very little

no

yes

no

no

actual equipment can store and dissipate energy while
which could cause the response differences in

Figure 5.
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Figure 6 compares the VAPEPS SEA predictions with the acoustic
test data (shown in Figqure 5).
response agrees reasonably well with the data in frequencies above 630
which is the low frequency cut-off due to the panel's small modal

The prediction of the unloaded panel

However, the prediction of the panel 1loaded with non-
mass shows a large over-prediction in frequencies below

which is not seen in the unloaded case.
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VAPEPS MODEL COMPARISONS

Several flight projects from JPL, Fairchild Space Company, and
GE Astro Space Division (ASD) were used for modeling comparisons of
the two previously discussed techniques of accounting for equipment
mass. Overall, the predictions using the non-structural mass method
were oonsisteabtly hogli in lue 1ieguencies, but becawme clcooer to Lue
actual response above about 1000 Hz. The predictions using the half
structural/half non-structural mass method usually agreed well in low
frequencies, but over-predicted more than the first method above about
1000 Hz. Tw.is 1is because the second method forces the panel's
critical frequency to be calculated as higher than it actually is.
Modeling methods that kept the critical frequency constant were
attempted but with very poor results.

The models used were simplified flat vplate/acoustic space models,
and were not refined against the test data. Also, corrections were
not made to account for the effects of the eguipmert comporients on the
panel structural damping, since they are not fully known.

Delta Star UVIE Instrument Pallet - JPL

This pallet, previocusly shown in Figure 4, is made of 40 inch x
24 inch aluminum face sheets with an aluminum honeycomb core, and was
loaded with equipment weighing approximately 110 lbs. The two VAPEPS
predictions are shown in Figure 7 compared with the average of the
data from the seven accelerometers normal to the pallet.
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Figure 7. Delta Star Pallet Responses and Predictions
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Multiple Mission Spacecraft Communications and Data Handling (MMS

CADH) Module - Fairchild

This spacecraft consists of five panels that form a box with one
open side. The equipment is mounted primarily on the base panel,
which is made of 47 inch x 47 inch aluminum face sheets with an
aluminum honeycomb core and 1loaded with approximately 180 1lbs of
equipment. The two VAPEPS predictions are shown in Figure 8 compared
with the average of data from four normal accelerometers from three
separate, identical acoustic tests.
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Figure 8. MMS CADH Response and Predictions

Multiple Mission Spacecraft Modular Power Subsystem (MMS MPS)-
Fairchild

This spacecraft is identical to the MMS CADH module, except that
its base plate is loaded with 400 1lbs of equipment. The two VAPEPS
predictions are shown in Figure 9 compared with the average of data
from five normal accelerometers from three separate, identical
acoustic tests.
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SATCOM-K —- GE ASD

This satellite structure consists of eight panels forming a box
shape. Three of these panels were used in this analysis, all of which
were made of aluminum face sheets with an aluminum honeycomb core.

Antenna Panel

This panel 1is 83.5 inches X 60.5 inches and loaded with 155 1lbs of
equipment. The two VAPEPS predictions are shown in Figure 10 compared
with the average of data from 12 normal accelerometers.

Northwest Panel

This panel 1s 51.2 inches x 38.2 inches and loaded with 89 1lbs of
equipment. The two VAPEPS predictions are shown in Figure 11 compared
with the average of data from five normal accelerometers.

Northeast Panel

This panel 1s also 51.2 inches x 38.2 inches, but is loaded with 100
lbs of equipment. The two VAPEPS predictions are shown in Figure 12
compared with the average of data from six normal accelerometers.
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Figure 12. SATCOM-K Northeast Panel Response and Predictions

SUMMARY

This analysis has shown that the SEA non-structural mass
assumptions do not adequately describe large mass loadings on

lightweight equipment panels. Therefore, building a SEA model of
this type of panel requires that special techniques be used to account
for the equipment mass. As seen here, assuming that a portion of the

equipment 1s actually part of the panel structure yields better
results.

The amount of mass that should be considered structural is not
uniquely defined. If test data from a similar baseline structure are
available, then the baseline SEA model should be refined against the
data, and a VAPEPS extrapolation prediction should be made.
Otherwise, judgement based on the trends shown here or previous
modeling experience will have to be used. In either method,
consideration needs to be given to what type of mass loading is on the
panel, since panels mounted with mass simulators have been shown to
have higher responses than panels mounted with actual equipment. The
method in which the equipment components are mounted should also be
considered, since a panel with a box bolted at several locations
around its perimeter will be stiffer than a panel with a box bolted at
only four corners.
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FUTURE WORK

Although assuming half of the equipment component mass loaded on
a panel is structural in nature has shown adequate results, there are
still several areas that should be examined in detail. First, further
acoustic testing should be performed with actual equipment in
different configurations. This should include different types of
equipment with different mountings to simulate a flight-like panel as
much as possible. Then the results from this test could be compared
to those from the test discussed previously in this paper. Second,
accurate damping measurements should be made so that actual damping
values can be obtained. Third, additional methods of modeling
equipment components should be investigated and compared with data.
The best method or methods of those investigated should be refined and
then incorporated into the VAPEPS program. This would eliminate the
guesswork currently involved with this type of modeling, and give the
program user a more consistent analysis method.
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STRESS ESTIMATION AND STATISTICAL ENERGY
ANALYSIS OF THE MAGELLAN SPACECRAFT SOLAR
ARRAY USING THE VAPEPS PROGRAM

Gloria A. Badilla' and Valerie C. Thomas
Jet Propulsion Laboratory
California Institute of Technology
Pasadena, CA 91109

Large, lightweight aerospace structures may experience
significant acoustically induced stresses during launch
vehicle liftoff and ascent. A technique for estimating
the magnitude of such stresses is included in the VAPEPS
(Vibroacoustic Payload Enviromment Prediction System)
Program. The technique may help to identify structural
design deficiencies and is particularly useful when a
finite element analysis has not been performed or when
insufficient acceleration and strain measurements from
an acoustic test are available. The VAPEPS stress
analysis is also easier and less expensive to perform
than a finite element analysis. This paper describes
the application of the VAPEPS stress estimation
technique to a large spacecraft solar array panel and
canpares the analytical results with measured test data.

INTRODUCTION

The Jet Propulsion laboratory, under the sponsorship of NASA and the
United States Air Force Space Division, has the responsibility to maintain
the VAPEPS Statistical Energy Analysis (SEA) camputer program and to
independently validate new prediction methodology. Lockheed Missiles &
Space Campany, the VAPEPS software developer, has incorporated routines for
estimating the acoustically induced stresses in simple panel and cylindrical
structures [1]. IMSC has also performed an empirical validation of the
method using a large right—circular cylinder and a simulated solar panel as
a test specimen (2]. An analysis of a Magellan spacecraft solar array,
described in this paper, has been performed by JPL to provide an independent
verification of the VAPEPS stress prediction methcd.

Magellan, which is being managed by NASA/CPL, is scheduled for launch
aboard the Shuttle in April 1989. Its mission is to perform extensive radar
mapping of the planet Vemus. The Magellan solar arrays were chosen as good

lGloria A. Badilla is an employee of Syscon Corporation, under contract
to the Jet Propulsion Labora*tory.
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models for validating the VAPEPS stress estimation technique for several
reasons. The arrays are large (100 in. x 100 in.), lightweight panels,
representative of the types of structures for which the technique was
specifically developed. Also, an extensive, well documented test program
was performed on the solar arrays. Numerous acceleration and strain gage
measurements were made during assembly level acoustic testing of test
article solar arrays.

The VAPEPS stress estimation method is based on a derived ratio of the
spatial averaged, mean square stress to the spatial averaged, mean square
displacement of the structure. The approach described in this paper is to
first use the VAPEPS program to develop a SEA model of the solar panel and
to compare the predicted acceleration response to data measured during an
assembly level acoustic test of the array. The measured and analytically
predicted acceleration resporses are then used to estimate the space
averaged, mean square stresses in the array. Results are compared to
calculated stresses fram measured strains and same conclusions about the
VAPEPS approach to stress estimation are discussed.

VAPEPS SEA AND STRESS ESTIMATION TECHNIQUES
VAPEPS SEA Prediction

The VAPEPS method for predicting the theoretical vibration response of
a structure to a known acoustic excitation is based on SEA. This method
works well in the high frequency regime and can be cambined with finite
element analyses which tend to became camputationally intensive at the
higher frequencies of interest. The implementation of SEA incorporated in
the VAPEPS program is described in a set of reference maruals [3]. Briefly,
the assumptions upon which the method is based can be summarized as follows:

1. Excitation forces are randam, steady-state and uncorrelated.

2. Coupling between different SEA elements (mode sets) within the
system being modeled is linear and uniform within a frequency
band. Coupling is also assumed to be conservative in that no
coupling damping is included.

3. The energy is uniformly distributed among the modes of a given
frequency band (equipartition »f energy).

Given these assumptions, steady state energy balance equations can be
written which relate the average energy in a SEA element to its average
response. For a large plate-like structure (such as a solar array) VAPEPS
only camputes the energy of the bendiny modes. These modes tend to dominate
the vibroacoustic response of most lightweight aerospace structures. The
output from a VAPEPS SEA prediction consists of spatial-averaged, mean
square accelerations, in one-third octave bands, for each element in the
model. Since these results are averages over time, space and frequency, the
accuracy of the boundary conditions and geametric and material properties of
the structure is less significant than it would be for a finite element
analysis.




VAPEPS Stress Prediction

In addition to the basic SEA assumptions of eguipartition of energy and
the secondary importance of boundary conditions, the stress estimation
technique requires other assumptions regarding the dynamic behavior of the
structure. The VAPEPS equations relating the spatial-averaged mean square
in-plane stresses to the spatial-averaged mean sgquare displacements (or
accelerations) in a structure are based on the generalized plane stress
theory of linear elasticity [4]. Fig. 1 illustrates a simple plate element
under plane stress conditions and shows the normal and shear stresses that
are calculated by VAPEPS. In this case, the thickness of the plate must be
small campared to its other two dimensions and the out-of-plane camponents
of the stress tensor (tv,,, Tyzs Iz, €tc.) are negligible or zero. Simply
supported boundary conditions are also assumed to make the mathematical
expressions tractable.

4

;

! Uxs 0y = normal stresses
1 shear stress
a)’cg plate dimensians
h plate thickness
L_ ‘7" L . (h<<a, h<<b)

Figure 1. Flat Plate in State of Plane Stress

The VAPEPS procedure requires either empirical or predicted mean square
acceleration responses to calculate the spatial-averaged mean square in-
plane stresses for each mode. The modal stresses are then summed over each
one-third octave frequency band. The overall root mean square stresses are
just the square root of the sums of “le modal stresses. Details of the
analytic procedure are set forth in Reference [2]. The process has been
autamated for flat plates and cylindrical shells in the VAPEPS software and
is transparent to the user. The only imputs that are required are the
physical properties of the structure and one-third octave band mean square
accelerations.

The VAPEPS developer emphasizes that this technique should only be used
to estimate the order of magnitude of stresses in a structure to identify
cases which may require more detailed dynamic analysis. Additional
correction factors may be needed to scale the average predicted stresses to
account for spatial variances.

EXPERTMENTAL INVESTIGATION

The Magellan solar arrays, shown in Fig. 2, are approximately 100
inches in width by 100 inches in length. Each array consists of an aluminum
honeycamb core, 1/2 inch thick, with 0.009 inch alumimnum face sheets. For
strengthening, a strnrgback which is a U-shaped aluminum bracket, runs down
the length of the panel in the center.

The panels were instrumented with accelerameters and strain gages
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during the Assembly Qualification Test. Actual flight hardware was not
used. Test article solar arrays with mass simulated electrical and thermal
subsystems were employed. Fig. 3 is a plot of the average microphone sound
pressure levels recorded during the test. Figures 4 through 6 show the test
configuration and instrumentation locations. Data from 54 response
accelerometers, located on the solar array amd support structure, were
recorded during the test. Fourteen accelerameters mounted normal to the
solar arrays were judged valid for camparison with the VAPEPS acoustic
response prediction (4y, Sy, 8y, 9y, 10y, 11y, 12y, 14y, 15y, 18y, 19y, 20y,
22y, and 23y). The average of these accelerameters was used as an input for
the VAPEPS stress prediction calculation. Five strain gage rosettes were
used for the stress verification.

The test data were recorded on analog tape and then digitally
processed. Microphone time histories were converted to one-third octave
band pressure spectral densities in units of dBs (re 2x107° N/m?).
Accelerameter data were digitized into one-third octave band acceleration
spectral densities in units of G's squared per Hertz. Strain gage data were
reduced to one-third octave band strain spectral densities in units of
micro-inches/inch squared per Hertz. Stresses in the X and Y directions
were then calculated from the measured strains. The stresses were
calculated in two ways. The first calculation assumed uncorrelated strains,
(all cross product terms were neglected); the second method assumed
correlated strains, (cross product terms were included).
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ANALYTTICAL PREDICTIONS

Equivalent Panel Generation

The VAPEPS software includes a routine (RUN=EQPL) that calculates
parameters for an equivalent isotropic, hamogeneous, panel given the
properties of the actual panel. The actual panel can include stiffeners and
multi-layers of different materials. The bending wavespeed of the original
panel is kept constant for the equivalent parameters calculated for the SEA
predicticn.

Two separate SEA models of the solar array were developed. The two
models reflect the differences in structural behavior at low and high
frequencies. These differences are due to the stiffening effects of the
strongback. For the low frequency range (below approximately 100 Hertz),
the strongback stiffens the panel. The strongback is incorporated as
support beams in the calculation of the equivalent panel parameters. At
higher frequencies (above 100 Heitz), the strongback does not affect the
stiffness of the structure since the bending wave lengths are small in
camparison to the size of the panel. Above 100 Hertz, the 2 halves of the
nanel vibrate independently. The core and face sheets are the only
structure that is involved in this frequency range. The strongback is not
included in the equivalent panel calculations used in the high frequency
model, but is included in the SEA prediction as non-structural mass.

SEA Prediction

Two SEA models were created using these two sets of equivalent
parameters for the high and low frequency ranges. In both cases, there were
+two SEA elements, an external acoustic space element and a skin element.
Both SEA models allowed for excitation anmd radiation on both sides of the
panel. The input excitation was the same for both models and is shown on
Figure 3. The damping loss factor (DLF) was set equal to 0.1 which
correspords to a fraction of critical damping of 0.05. A pivot frequency
(PIVOTFRQ) of 250 Hertz was used, which is recamended by the VAPEPS
developer based on their experience ard historical dotz. This decreases the
damping as a function of 1/frequency with damping being 0.1 at 250 Hertz.

The full panel was modeled in the low frequencies. Solar cells,
wiring, etc. were added as non-structural mass (ASMS). Since the strongback
was already incorporated into the model during the equivalent panel
calaulation, no edge discontimiities were included for the strongback. Only
the full perimeter of the array was used for edge discontinuities (PATA).

VAPEPS uses coupling-loss factors that are based on the assumption that
the panel is baffled. The panels are unbaffled in this example. This
affects the ocoupling-loss factor calculations below the coincidence
frequency [5). The coupling-loss factors were therefore adjusted to allow
for an unbaffled panel. The calculated coupling-loss factors below
coincidence for the simply-supported panel were multiplied by the ratio of
the center frequency to the coincidence frequency. At coincidence, the
coupling-loss factor was divided by two. These new loss factors were used
for the prediction for the low frequency model. Coincidence for this model
was at 221 Hertz.

The high frequency model considered only half of the panel because the
two symmetrical halves were expected to vibrate independently above 100




Hertz. One-half of the strongback was included as additional non-structural
mass. The perimeter of the half panel was used for the PATA value.
Adjustments similar to the low frequency model were made to the coupling-
loss factors. Coincidence for this model is at 600 Hertz.

Stress Prediction

Two stress predictions were performed. The first prediction used the
acceleration response data from the Solar Array Assembly Qualification Test.
The second prediction used the acceleration response predicted by VAPEPS.
An egquivalent hamogeneous isotropic thickness was calculated for a solid
panel by maintaining the mament of inertia of the honeycamb panel. The
surface mass density was the sum of the mass densities for each panel layer
plus the surface mass densities of the solar cells amd wiring. The modulus
of elasticity used was that of aluminum. The methods of calculating these
parameters are similar to those used by Lockheed when they performed their
verifications [2].

The stress prediction routine calculates the actual modal frequencies
for the panel. Same frequency bands above the panel first resonance may not
contain any modes. The prediction will show zeros for the calculated
stresses within the bands that contain no modes. This mainly occurs in the
lower frequency bands where bandwidths are smaller.

COMPARISON OF ANALYTICAL AND EXPERIMENTAL RESULITS

SEA Prediction

The :=vults of the VAIEPS SEA predictions of the acceleration response
of the panels are presented as one prediction (Fig. 7). This is a
canbination of the high frequency and low frequency models. The two
predictions were cambined at 100 Hertz.

The predicted results are slightly conservative across the spectrum
except below 50 Hertz and above 600 Hertz. The over prediction below 50
Hertz is due to the lack of modes available for a good statistical
calculation. SEA predictions are not valid where the mumber of modes is
small; this model is considered invalid below 50 Hertz. The discrepancy
above 600 Hertz, where the response is under predicted by as much as 7 db,
is believed to be caused by the following:

1 . Non-linearities in the panel response which were noted during
modal surveys. These non-linearities were attributed to the slop
in the interface fittings used to support the panels during
testing.

2. The accelerameters used to determine the spatial averaged
response of the panel were located mostly near its edges, cormers
or areas where high responses were predicted fram a finite element
analysis. The measured data may therefore not be representative
of the true rms acceleration. The measured accelerameter data are
enveloped by the 95th percentile prediction.
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Stress Prediction

Both measured accelerations and accelerations predicted using VAPEPS
were used as inputs to the stress model. Figures 8a-8d are a camparison of
the predicted stresses to the calculated stresses from the measured strains.
Shown are the camparisons of the stress predictions in the X and Y
directions using the accelerations fram the VAPEPS SEA prediction and the
average of the measured accelerations from the Solar Array Assembly level
Test. Two sets of calculated stresses fram the measured strains are
presented on each plot. They are the extreme cases for the data analysis.
The upper curve is the correlated case and the lower curve is the
uncorrelated case. As expected, the stress prediction using predicted
accelerations is conservative in the low frequencies since the accelerations
were - --~rvative. The stress levels predicted using measured accelerations
campa. ... oetter to measured stresses, although they were also conservative
in the lower frequency bands. Again, this could be partly due to the
effects of non-linearities in the support frame attach points. Also, the
five strain gage rosettes were located in the center of the panel and may
not be representative of the t e spatial average. This could be the
explanation for the discrepancies between the predicted stresses to the
calculated stresses from the measured strains. Table 1 is a listing of the
overall stress levels in PSI mms. The overall stresses for the two
predictions using the different acceleration inputs, and the calculated
stresses from measured strains from the correlated and the uncorrelated data




reductions are listed for both the X arnd Y direction.

Table 1

Camparison of Overall Predicted Stress levels
to Overall Calculated Stresses from Measured Strains
in PSI rms

Direction
X Y
Predictions
using VAPEPS predicted 1.59x103  1.45x103
accelerations
using measured accelerations 1.34x103  1.33x103
Calculated stresses fram
measured strains
correlated 7.77x10%2  9.15x10%2
uncorrelated 6.00x102  7.62x102

CONCIIUUSTONS /RECOMMENDATTIONS

The stresses calculated using VAPEPS are within approximately a factor
of two of the calculated stresses fram measured strains within the solar
panel. A thorough understanding of the assumptions used in SEA and the
VAPEPS stress routine is necessary to be certain that models are developed
which adequately represent the actual system. Ilarge variances in structural
parameters such as damping, non-structural mass, boundary corditions, and
frequency dependent characteristics can significantly affect the response of
the structure. If these effects are not accounted for in the prediction,
the results will not be valid. The low frequencies are most affected by
these structural parameters.

For the most accurate prediction of overall stresses, it is recaommended
that a stress prediction be performed with actual measured acceleration
data. Should this not be available, using the responses calculated from a




PURW R SPELTRAL DENLLEY Pulesl/bie

DENLLTY Polesl/iy

Punt 1K 0t LTRAL

X DIRECTICN

JAFERS ANA_v3IS ST
SALCULATED

TALTLLATED 3

' N -
2200 e e S T - ; N
20— — 5 N m
= - 2 : \ 4 - g N
. N Z xo—. ~ N\
e NN i 2 0 N )
:: o \‘\L f =0 N
NN g 25 \\\‘,
o NE i S - .
: N~ S D
s — = = =
N\ NN ; 2 N
2 ~ > : >
) AN , <
\ N : 5 \ ~
s -
\ 1.2 L
32 — 2
Tsg 0 >0 =0 ocg Lo0e 0 0 230 g 0 e

[N
~.

N LAPERS A.NA:'SIS _SING PREDICTED ACCELERATIINS
MEASLRED STRESSES - AIJRRE_ATED
“EASLRED STRESSES - T

TERESUENCY L) FREQUENCY [

Y DIRECTION

EL8TED

PURLKR SPELTHRAL DENSTTY POLeel/H2

|
|
l
l

|

1

[ I A
N

S S U 5] 20 0 =20 Ca ooeo
AR FREQENCY (Nz)

Figure 8a-d. Camparison of VAPEPS Stress Predictions to
Calculated Stresses fram Measured Strains
From Magellan Solar Array Assembly Level Acoustic Test

St




VAPEPS model which has a high confidence level of accuracy is appropriate.
VAPEPS has the capabilities to do predictions by extrapolation. This method
uses information from previous flights or tests that are stored within the
VAPEPS Global Database, or a database at a local site. This method predicts
acoustic responses which have a high confidence level of accuracy.

The stresses predicted by VAPEPS for the Magellan Solar Arrays are
adequate to show whether further analysis is required. The predicted
stresses from VAPEPS give a slightly conservative approximation to the
overall stresses. For all predictions, it is recommended that a FEA
analysis be performed to the first few modes. This is a good supplement to
the SEA prediction which is not accurate in the low frequency regime where
there are not many modes.
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ABSTRACT

The 2 Channel FET Anabyzer makes it possible w calibrate o vibraton trans-
ducer. at a large number of points over a4 wide frequency range. in one single
measurement. The ability to control the 2 Channel FET Analyzer by u personnet
computer forms the basis for an Automated Vibration Transducer Calibration
System. An overview of considerations. requirements and consegquences will he
discussed.

INTRODUCTION

For the Calibration Laboratory thore is a number of ebvious benetits by having the calibration process

automated.
i High, consistent accuracy
2. Redneed operator dependency
X baster calibration
4. Consistent philosophy

> Database management capabiitty
Fo obtain these benetits the first decision 1o be made o~ the choice of o suitable cailibration methaod.
CALIBRATION OF TRANSDU CERS
Principles of Buach-to-Back Calibration by Substitution

Fhe tradiional back-to-back calibration technigue s hased cnthe principle tlustrated m bigc 1 The Device
Under Test DU T s mounted o back-to hack manner with o Standard Reference Aceelerometer, and the
combimation s mounted on aswitahle vibration sources The mput aceeleraton to cach aecelerometer v identicad

and conseguentiv, the ratio of ther seastines - -mmply the ratio of ther autputs

Fraditionaliv the aceeleromerers are exarted ot o anede fregnenes. and thar outputs are measured tafier
stable premphication ) By oasme o hie gaahiny elecirome voltmeter, the accuraey of swhieh s known This
micthod produces vood rosalis Flosever i prodnes - omeasure of the sensimivity at oo sineie fregueney Therelore,

At o comprebiensone koadadee o  cccierometer s characternistios G he rathics G sy
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Fig. 1. Principle of the bacl -to-back calibration technigue
Back-To-Back Calibration Using FFT Analysis

The advent of the dual-channel analyser (with built-in broad-band random noise gencrator) enables
relatively fast frequency response function {magnitude and phase) measurement. Consequently, the sensitivities of
two accelerometers can be compured by using ¢ Dual-Channel Signal Analvzer to measure the ratio of their
outputs. By feeding the output from the stundard reference accelerometer to the channel A input. aad the output
from the test accelerometer (DUT) to the channel B input, the relative sensitivity of the DUT can be presented on
the analyzer's display screen as a frequency response function (magnitude and phase).

Calibration by substitution

In practice. it has proved advantageous. with regard to accuracy, to employ the FFT-based back-to-back
calibration method, using the calibration by substitution technique, which eliminates channel mismateh and gain
Crrors.

The catibration by substitution technique. which is based on the principie shown in Fig. 2, imvolves miaking
two measurements. The reference measurement, in which a working standard accelerometer is calibrated against a
stundard reference accelerometer. is stored. Then the DUT is calibrated against the working standard. producing a
frequency response function measurement, which is compared to the stored measurement. The working standard
remains fixed to the exciter head. The standard reference aceelerometer and the DUT are individually compared
to the vorking standard. The charge sensitivity of the unknown accelerometer is then caleulated as follows:

L)L S HD

S , H)
S.Ofy S0 T HAD

()

or S,0f) = S0 x

where S, 0 ) is the charge sensitivity of the test accelerometer
S.01) s the charge sensitivity of the standard reference accelerometer
S0t as the charge sensitivity of the working stardard accelerometer for the measurement

H. Cf)is the frequency response tunction for the test accelerometer relative to the working standurd
aceelerometer

11.0f) 1s the frequency response Tunction for the standard reference aceelerometer relutive o the working
standard acceelerometer

The ratio /1,.Cf) - H 0 f) can be Tound directly from the equalized irequency response function. This is a
post-processing tunction of the analyzer, which calculiates the complex ratio between the measired and stored
frequency response functions.
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CALIBRATION SYSTEM

The calibration svstem shown in Fig. 3 has been designed to achieve the goals listed in the introduction.
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High, consistent accuracy

To achieve this major goal a number of precautions hus been taken.

1. The above mentioned calibration by substitution method using random-noise excitation is used. This gives

full frequency response

traditional methods. The substitution removes the dependence on gain oi all

precision attenuator.
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Verification

To obtain VALID calibrations (i.e. data which can be stored in the database. A printout cles-ly marked NOT

VALID can however always be made) three conditions must be fulfilled:

a. The system must be warmed up (!/2 hour)

b. A System Verification must have been performed.
This consists of 10 consecutive one minute measurements on a reference standard transducer. The standard
deviation of the measured sensitivities of the reference frequency must meet strict tolerances (e.g. less than
0.2%). A flow chart is snown in Fig. 4.

¢. A Standard Verification must have been performed.
This is a comparison of two reference standard accelerometers at the reference frequency. If they do not
compare as specified within strict tolerances (e.g. 0,57 ) changes are that one of them has chunged for
whatever reason.

Coherence is measured during verifications (Lo very strict tolerances) and during calibration to guarantee that
the signal to noise level is sufficiently high, that no spurious signals are present and that the transducer is rea-
sonably linear.

Corrections taking into account the frequency dependence of the reference standard sensitivity and the
different mounting conditions can be made automatically.

Reduced Operator Dependence

1.

{4

The operator is relieved from all the operations which could be computer-controlled ie.

Retrieval of test specifications
Analvzer set-up

Input selection

Attenuator selection/bypass
Level adjustment

Report preparation and writing
File Keeping

Furthermore, the computer prompts all necessary operations and checks most manual settings,
Therefore the operator can concentrate on some of the crucial operations in vibration transducer testing:

Inspection of transducer mounting surfaces
Inspection of trunsducer connectors

Proper mounting

Proper cable connection and mounting
Proper labelling

FASTER CALIBRATION
The time to perform one calibration can be divided n tour parts;

Find test specifications,

The system uses a very vapid and casy to use menu svstem to seleet the test specifications for o given type ot
transducer. Figs. 3 and 6 shows the Muain Menu with entry to Product Data and the Generic Product Data hite
for an accelerometer. TUis a matter of o few seconds to select the transducer Compared to classical retrieval of

manuals and records at least o factor of 10 1y gained.

Inspection and mounting
This s stll manual operations with o duration of one to two puputes, There are no reason o beheve that this

will cver be made by robots except for dedicated production Tines.
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Fig. 5. The Main Menu

3. Calibration Measurements

Fig. 6. Generic Product Data file for an
accelerometer

A calibration giving 1550 measurement points is performed in 2 3 minutes.

1 he duration 1s mainly determined by the averaging over 64 spectra at low frequencies. This is a fundamental
vented by any method. The time to do the same
00 umes longer (but maybe fewer points were

limitation (Bandwidth x Time) which cannot be circum
measurements manually would probably be at least !
acceptable).

4. Report preparation and writing

Only the serial number of the transducer has to be typed in. after which the caiibration report can be
downloaded into a print spooler in a few seconds, and the system is ready for the next measurement using

spare time to print the report simultaneously.

Again this would take 10 to 100 times longer, if not mo

From the above it can be seen that the total time is reduced at least by a factor of 10, and that further re-

duction possibilities are limited.

CONSISTENT PHIL

In many calibrations a certain amount of personal judgement are used to determine whether a transducer

can be accepted or not.

By entering acceptance/rejection criteriat in the computer database no personal judgement and ditferences

in judgement from day to day or from person to person wili

This provides a consistent philosophy.

re, to do manually, even on a pre-printed chart.

OSOPHY

alter the decisions.,

DATABASE MANAGEMENT CAPABILITY

The database contains the following information:

Relerence Standard Transducer specifications
Transducer test specifications

System Users. their pass words and security level
System activity entries, venfications and calibrations

68




Calibration Results

A number of possibilities to sort or select these data are provided to permit easy access o view or print out
the content of the database.

Backup and filing functions are provided and a restructuring function permits optimum use of the available
hard-disc memory.

CONCLUSION

Automation of vibration transducer calibration is ua reliable way to make the calibration laboratory fulfil
the primary goals of high consistent accuracy, large throughput, consistent philusophy aad good filing practices.
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ABSTRACT

This paper presents progress in developing and demonstrating an analytical
method for evaluating avionics Printed Circuit Board (PCB) and Line
Replaceable Unit (LRU) stress levels and life available prior to failure., The
prediction capability provides vibrational stress assessment based on finite
element modeling of the electronic components, associated avionic boards ana
LRU's, The analytical method is applicable to vibration environments that are
encountered in the service of military aircraft/spacecraft, The objective of
the effort is to provide an analytical capability to ve used by government
procurement agencies to evaluate the avionic designs of avionic suites to be
used by the United States Department of Defense (DOD). The experimental
validation effort conducted by the contractor i3 presented and discussed.
Pregress to validate the structural prediction models through governmental
in-hcuse efforts are alsoc presented and discussed herein.

INTRODUCTION

Studies conducted from the early 1970's through the middle 1980's have shown
that military avionic equipment accounts for 20 - 40% of all maintenance
actions (See References 1 & 2). In the past, asseasment and verification of
hardware reliability was generally achieved through testing, both in the
laboratory and in operations. Today, the emphasis is on striving for greater
reliability during the design stage by better defining the environment, and
also by developing an assessment tool so that the design of the system can be
evaluated prior to procurement (See References 1 through 7).

This paper presents the development of a technology to be transitioned to the
avionic procurement community. The objective of this transition is to improve
avionic reliability early in the DOD procurement design process through
innovative applications of computer aided engineering (CAE). The computerized
resource described herein permits the reliability of individual compconents on
the printed circuit board, or the LRU to be quickly evaluated. In addition,
it 18 necessary that an effort be conducted to demonstrate that this
computerized capability provides estimates of stress and Mean Time Between
Failure (MTBF) that are within acceptable limits to the CAE user, The initial




steps in validation of these computerized <capabilities by performing
correlaticns of analysis with experimental cata is given in this paper.

PROGRAM PLAN

The Environmental Control Branch (AFWAL/FIEE) of the Vehicle Equipment
Division of the Flight Dynamics Laboratory (AFWAL/FI) initiated a program in
1985 which consisted of three contractual efforts which were to: (1) Develep
a computer-aided engineering program to analyze electronic designs for
vibration environments during the Preliminary Design Review (PDR) and Critical
Design Review (CDR); (2) Develop a reliability life model or algorithm for
avionics, based on analysis of existing avionic vibration fatigue data; and
(3) Parallel the above reliability 1ife model effort by developing an
algorithm reflecting thermal cycling environmental stress-related impacts when
impocsed on the avicnics, The effort related to the vibrational aspects of
this effort have been completed and are discussed herein. Efforts relating to
the thermal cyclic effort are not completed; thus, discussion related to
thermal analysis is not presented in this paper,

VIBRATION STRESS ANALYSIS OF AVIONICS

Studies were conducted by Rome Air Development Center (RADC), NY, and the
Naval Avionics Center (NAC), IN, to sSelect a finite element analysis program
appropriate for modeling avionic packages. Several finite element programs
reflecting the advancements made by 1983 in adapting finite element
computerizead analyses towards electronic component/board/enclosure
geometrical/analytical considerations were considered. In light of the above
and additional studies conducted, the candidate capability selected ang
purchased by AFWAL/FIEE was a finite element capability identified for use in
analysis of electronic packages as the "Numerical Integratec Elements for
System Analysis (NISA)" computer code (See References 8 & 9).

AFWAL/FIEE then began developing a preprocessor to NISA in the effort
described in the Program Plan given above. This preprocessor was designed to
permit entry of relatively easy-to-obtain descriptive information about the
PCB or LRU to be analyzed. The information that is input consists of board
dimensions and structural characteristics, component 1locations, type of
component, and all other related data needed. After the information is
entered, the preprocessor constructs the appropr:ate finite element
representation to be used by the NISA analysis. The finite element mesh size,
arrangement, mass and stiffness lumping is accomplished using engineering
rules embedded within the greprocessor (See References 10 & 11).

A part of the ccmputerized preprocessor development was to include "default"
or typical component "Size/Geometrical/Structural™ characteristics for users
who are not familiar with industry Electronic/Fabrication/Integrity standards.
These "default™ electronic components and their characteristics are provided
in Figure 1. Details as to lead wire definition is depicted in Figure 2 of
the components considered. The effect of wire dimension (diam+) as well as
the effect of wire bending effects are alsoc reflected in the Fatigue
Relationship curve shown in Figur 2 2,




New, correlations of analyses versus tests were performed by the contractor of
this effort. The Lockheed Company, CA, which developea these computerized
predictive capabilities, selected a flight control avionic LRU used in the Air
Launched Cruise Missile (ALCM) and Ground Launchea Cruise Missile (GLCM) as a
test specimen. Multiple axis-vibration tests were performed on the unit (See
Figure 3). The results of this test are shown in Figure 4 (Also, see
References 10 & 11); of importance, the finite element analysis provided good
correlation with test data and the peak values agreea within 15 percent
between test and analysis.

IN-HOUSE VALIDATION OF THE VIBRATIONAL CAPABILITY

Upon receipt of the preprocessor software in late 1986, an in-house effort was
initiated to validate the NISA capability, The first effort undertaken was to
correlate the finite element model against exact solutions provided by
Steinberg (See Reference 3). In adaiticn, this effort included use of the
NASA Structural Analysis  (NASTRAN) computer program for purpcses of
correlations with the results from the NISA program, and the results are shown
in Figures 5 through 11. The purpose of the NASTRAN correlation effort was
that this capability is accepted by structural analytical tcchnologists in
government and industry as a standard. It is seen that the correlation for
vibrational frequency f _, the vertical axis in these figures, is excellent
between the exact theoretical soclution, and the NISA and NASTAN results for
the first 5 modes of excitation.

Reference is now made to Figure 5 as the example on how the exact solutions
for each mode of frequency excitation f_ were obtained. The first mode
solution is defined in the upper 1left corner of this figure for one fixed
edge. Mcdes 2 through 5 were obtained by multiplying the result for mcde 1 by
adjustment factors given in Reference 12 as a function of the mode excited and
as a function of the number of free edges, supported edges, and fixed edges
restraining the board. This procedure was applied for all modes above the
first for the results shown in Figures 5 through 11. As indicated above, the
correlation of the NISA and NASA results with the exact solution is excellent.

An in-house effort was conducted using the test specimens, as gecmetrically
constrained by boundary conditions shown in the upper left hand corners of
Figures 12 through 17. These boards were tested while mcunted in a rig that
constrained their edges. The rig was then mcunted on a shaker and excited
tarcugh frequencies from 10 to 2000 Cycles Per Second (CPS). Ten small mass
accelerometers were mounted on the boards with one accelerometer mounted on
the rig restraining the test specimens. The test data was measured and stored
on magnetic tape. Data reduction was performed following the test to produce
time histories of excited modes at the locations of the accelerometers.

Figures 12 through 17 identify the becards as being either composite or steel.
Those test specimens given as composite consisted of copper/fiberglass/copper
layers; that is, the copper cuter layers were .003 in. thick while the middle
fiberglass layer was .06 in. thick. The steel boards were ,063 inches in
thickness.




Each board tested had an electronic component located at each of the ten
crosses shown on the boards depicted in each of the figures. The components
consisted of capacitors, integrated circuits (IC), diodes, transistors, and
relays. These components were representative of the component data base
stored in the preprocessor (Also see Figure 1), The electronic components, as
well as the accelerometers attached to the board, were represented as point
masses attached to the board modeled in the NISA analysis performed. The
components mounted onto the board were not representative of any electronic
circuit; that is, there was no wiring attaching the components inte a circuit
and none of the components were powered or heated by any external source.

As seen in Figures 12 through 17, the correlation of the NISA analysis with
test data was excellent in so far as the frequency was concerned relative to
the modes excited,

FURTHER VIBRATIONAL RELIABILITY LIFE MODEL CONSIDERATIONS

An extensive open and private literature search was performed tc collect data
related to fatigue failures in electronic components, lead wires, and solder
jeints, The fatigue data was identified as being aqependent upcn tne type of
mounting wused, such as surface mounted or poked thrcugh, and whether a
multi-pin DIP had side brazed leads or bent leads, The types of component
fatigue data identified are delineated in Table 1.

The focus of the technical efforts in this study used the identification and
validation of simplified methods for stress analysis of components mounted on
PCBs, This approach, while technically attractive, could noct be fully
validated since the current state of the art is such that direct measurement
of stress/strain in component leadwires is difficult. Despite quantity and
quality problems with the fatigue data collected. it was observed that this
stuagy should be focused upon leadwire and solder Jjoints. A data base was
formulated for the default mechanical properties of each component, mounting
geometry, series of curves and charts that have the stresses and fatigue lives
previously calculated for each component.

As part of this effort, studies were conducted to develop a simplified finite
model for accurately predicting fatigue life of the electronic components., A
PCB can be populated with many electronic ccmponents, and modeling each and
every component with each and every pin could be time-intensive, because of
the resultant size of the finite element model. The apprcach used to solve
this problem was as follows: (1) Guidance provided in References 10 and 11
showed that under vibration stress, the outermest pins on a component fail
first provided all the pins/solder joints e of equal strength; (2) The
outermost pins at four corners were modeled in the NISA and preprocessor
separately, and second, thira, and fourth pins were lumped and modeled at the
location of the third pin; and (3) The outermost pins ''~re assumed to
experience the most stresses and pins closer to the cente JLf the critical
ccmponent were assumed to experience the least impact. This approach resulted
in smaller finite element models in the preprocessor, and savings in computer
time. The validation of the analyses through correlation with test data still
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needs to be performed.

The collected vibration fatigue data indicated that there was a threshola size
for most component types. Components smaller than the threshold value were
considered to not fail before a component larger than the threshola, provided
everything else was equal. Using this criteria, critical threshold sizes were
established. The established critical component sizes for vibratiocnal fatigue
are summarized in Table 1. This approach permitted the analysis to be focused
on the critical components rather than in modeling everything. This saved
computing time while not sacrificing accuracy.

CONCLUDING REMARKS

Presented herein is the progress achieved in develcping and demonstrating an
analytical development, based upon finite element modeling, for predicting
avionic equipment stress/atrain characteristics and the life available in the
equipment prior toc failure.

The first effort initiated was to correlate the analysis with exact solvtions
provided for the first mode of vibratory excitation by Steinberg (See
Reference 3) and which was extended to the higher modes by Leissa (See
Reference 12). Included in this effort is correlation of the analytical
method with NASTRAN, a finite element method long accepted by structural
engineers as a standard. The results are shown in Figures 5 through 12. The
correlation of the exact solution with the results from this predictive method
and also NASTRAN are excellent, The cconclusion reached was that the
analytical method developed produced good results when applied to homogeneous
plates, or boarads, that are free-edged, edge supported, or fixed edged as the
boundary condition. This correlation relates only to the natural frequency
excitation related to the first five modes of excitation, Correlaticns of
board displacement and/or 3stress/strain characteristics as compared to the
NISA and/or NASTRAN predictions st 1l need to be shown.

A test was conducted using a composite board and a steel board with 10
electronic components mounted on the board. The results of the tests as
correlated Wwith the frequency prediction of the analysis are shown in Figures
13 through 17. Again, the correlation of the results from the test with
analysis is evcellent. The conclusions reached are that the analytical method
developed can be applied to composite avionic boards and that good results can
be expected when the electronic components are relatively small so as to be
represented as a point mass, as was the modeling used in the case here.

Further efforts are needed, and are planred as part of the effort to validate
that this computerized capability provides good results for: (1) Board
displacement (the resuits shown inh Figures & through 17 do¢ not include
displacement as a function of frequency); (2) The electronic component models
as provided by the default representations shown in Figure 1; (3) The
prediction of stress/strain/life when an actual ~omponent differs
significantly from the default representation of the component as given in
Figure 1; (4) The 1life prediction because of the variations in component
weight, lead wire diameter, board thickness etc.,, due to tclerance errors




induced by the manufacturing process followed in producing the ccmpcnents and
boards; and (5) The prediction of Stress/strain/life as a result of the
simplifying assumptiocns made to gecrease computation time.

To conclude, a prediction capability has been developed that permits rapid
ossessment of vibrational Stresses and Mean Time Between Failure (MTBF) of
aviocnic equirment and LRU's. The capability is computerized, user frienadly,
ana depicts the equipment being analyzed in color graphics, pricr to analysis,
to provide a check reducing the probabilities of erronecus gecmetric and
electronic component characteristic inputs by the user. The purpcse of the
effort is to provide an analytical capability for government procurement
agencies to evaluate the avionic designs of avionic suites. The correlation
of this predictive capability with test data conductea 8o far 1is very
encouraging. Please contact the primary author of this paper for further
details for becoming a user of this capability.
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STRUCTURAL VERIFICATION USING MODAL
FREQUENCY TESTING: A NONDESTRUCTIVE
EVALUATION

Thomas F. Drouillard and David N. Ikle’
Rockwell International Corporation
Rocky Flats Plant
P.O. Box 464
Golden, CO 80402

Douglas K. Gustaveson
Lawrence Livermore National Laboratory
P.O. Box 808
Livermore, CA 94550

An investigation was carried out to study the application
of modal frequency testing as a nondestructive method for
structural verification and bond characterization of a
dissimilar-metal structure joined by solid-state bonding.
Important to the success of this investigation were the
contributions from three disciplines' nondcstructive eval-
uation, experimental modal analysis, and statistical anal-
ysis. This interdisciplinary effort resulted in a unique
concept of structural verification -- the use of modal
frequency testing to determine the geometrical consistency
of precision parts and to characterize the condition of the
silver solid-state bonds in a beryllium/stainless steel
structure during its manufacture. Two methods of date
analysis will be presented: one is an overlay of frequerncy
response measurements to observe macro effects, and the
other is principal component analysis of modal parameters
to distinguish micro effects. The sensitivity of modal
testing to small changes in the mass of a structure will
also be discussed.

INTRODUCTION
The search for a nondestructive test method to evaluatc bonded structures

and measure bond strength has been ongoing for nearly four decades. No non-
destructive method has yet been found that can determine the strength of a bond.

If the geometry of the structure permits, wultrasonic test -, can be used to
distinguish areas of wunbond where there is physical separc .- However, it
cannot reliably distinguish bond conditions that may vary . . tight contact
between interface surfaces to a fully metallurgically bonded interface. Conse-

quently, bond testing generally consists of a proof loading test with some
fraction of the samples tested to destruction. For structures with large bonded
areas it is common practice to remove and destructively test many small tensile
coupons. In some cases pressure testing is used to apply more realistic stresses
to the s*vurture, for example, to create both tensile and bending stresses in a
pressure vessel or pipc joint.

It has been well known for a long time that wheu struck wi+th 2 hammer the
sound of a structure changes if a crack or other similar flaw is present. ‘his
means that the natural frequencies of the structure have been altered, genecrally




to lower frequencies. Tang and Huang (1] reported that such a phenomenon has
been used for monitoring a variety of engineering structures. Tracy et al. [2]
cite a number of studies since the early 1970's in the use of modal analysis as
a nondestructive testing technique to detect structural damage. They used modal
analysis techniques to investigate the <ffects of impact damage on the dynamic
properties of advanced composite materials. 1In the present investigation the
use of a modal analysis technique is applied to the nondestructive evaluation of
a dissimilar-metal structure during its manufacture.

The scope of the investigation encoumpasses three major disciplines: non-
destructive evaluation, experimental modal analysis, and statistical analysis.
The results of this interdisciplinary investigation are presented in this paper
Discussed are the rationale for applying modal frequency testing to the study
of a bonded structure; the development of the test parameters and sclection of
instrumentation; and the test fixture and procedure used to achieve reproduci-
bility in repeated measurements of a given part and consistency in measurements
from part to part. Also presented are two methods of analyzing modal tist data.
One is a composite overlay method in which the frequency response function (FRF)
of a test part is overlayed on that of a nominal part in order to visualize
shifts in individual frequency peaks. This reveals consistency in nominal parts
and identifies parts that grossly differ from nominal. The second and more sen-
sitive method uses a modal analysis technique to identify frequency and damping
values which are then statistically analvzed by a method based on principal com-
ponents to distinguish small differences between parts.

MODAL ANALYSIS TECHNIQUE

The objective of the modal analysis procedure is to accurately identify
modal parameters from measured frequency response functions in order to properly
characterize the dynamic behavior of a mechanical structure. This becomes in-
creasingly important when the analysis is wused as a means of nondestructive
evaluation to distinguish structural differences introduced during the manufac-
ture of high precision parts.

To estimate modal parameters from frequency response measurements a number
of computational zlgorithms have been developed. A theoretical development of
these parameter estimation, or curve fitting, techniques 1is given by Brown et
al. [3]). To compare the dynamic behavior of one part with another it is imper-
ative to use an estimation technique that is consistent and repeatable, so that
changes observed during the analvsis process can be attributed to variations
between manufactured parts and not analysis aberrations. The analysis method
selected for this study calculates modal parameters directly using the partial-
fraction-expansion (PFE) formulation of the frequency response function. A
complete description of the PFE method is given by Gustaveson [4]. The method
does not rely on polynomials for the computation of modal parameters which often
cause numerical instabilities and a divergence of the complete analysis (due to
the excessive order required of the polynomial). Instead, the modal parameters
are computed using a technique based upon the minimization of the least-squares-
error of a set of nonlinear PFE equations (in the frequency domain) wutilizing
empirical frequency response data. Evaluating the equations in this manner pro-
vides a significant advantage with regard to numerical stability and increased
accuracy of the modal parameters.

Residual energy, due to modes that lie outside of the measurement frequency
range, is compensated for {in terms of residual parameters in the mathematical
model rather than arbitrarily over-specifying the actual number of modes in the
analysis moael. Analvsis techniques that require over-specification, in order
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to deal with residual energy, produce computational or fictitious modes as well
as physical modes. It becomes necessary for the operator to sort out and dis-
tinguish which modes are computational and which modes are real, thus giving
rise to the possibility of error. These so-called computational modes are an
inherent by-product of the polynomial-based curve fitting techniques. The PFE
method instills a high degree of confidence in the modal parameters it produces
by avoiding the instabilities of polynomials and by eliminating the need to
over-specify the analysis model.

The PFE analysis method fulfills the nondestructive evalual.on requirements
by providing a high degree of accuracy and numerical stability necessary as a
prerequisite for a statistical analysis of the modal parameters. Th~ PFE method
is also well suited to a production-like application because it requires minimal
operator intervention.

TEST SPECIMENS

The test specimen selected for this study was a tube-cn-plate geometry
comprised of 304 stainless steel with an inserted beryllium ring, joined togeth-
er by silver solid-state bonding. Additionally, four all-stainless steel parcs
were made from 304 bar stock. The specimen configuration was approximately &
inch outside diameter by 3.5 inch inside diameter with a 4.5 inch diameter by
0.5 inch thick base. The overall height was approximately 2.75 inches. Figure
1 is a sketch of the dissimilar-metal test specimen.

The technology of making silver solid-state bonds between beryllium and
itself, as well as other metals, is well documented in the literature [5,6,7,
8,9,10]). Therefure, no attempt will be made to discuss the bonding or manufac-
turing processes used here except to report the parameters used in producing the
test specimens.

The surfaces of the component parts to be bonded were coated with pure
silver using a hot-hollow cathode deposition process. The thickness of silver
coating varied from 2-4 mils with the average thickness in the 2-3 mil range.
The component parts were assembled and encapsulated in a thin, form-fitting
stainless steel can. The can was evacuated and then sealed. Bonding was
accomplished in an autoclave at a pressure of 30 ksi and temperature of 600° C.
The can was stripped from the part, after which the part was machined to the
configuration shown in Figure 1. Automated machining was used to produce
consistency in part geometry. The open end was threaded to accommodate a cap
for either tensile or pressure testing. The flange on the base provided a means
of attaching the second grip for tensile testing.

For the purposes of this investigation, 56 bonded beryllium/stainless steel
(BSS) parts were manufactured with tight controls on material properties and
close machining tolerances. However, three of those parts had known gross
machining errors, and another three were suspected of having weak bonds. Reduced
bond strengths were suspected because the cans bulged during the autoclave

bonding process, indicating trapped gas in the cans. Bulging is caused by
expansion of gas trapped 1in the can which may contaminate the silver surfaces
and impair bonding. Deliberate attempts to produce weak bonds failed, since

those bonds were so weak that the parts fell apart before machining. Thus, the
study was designed to evaluate the results of modal testing 50 nominal and 6
potentially anomalous parts.

Four all-stainless steel (SSS) parts were also made. Thev were machined
from 304 bar stock to the same configuration as the BSS parts. Three were
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identical and one was slightly different due to a machining error. These parts
rroved to be of value in our repeatability study and mass variability study.
The effects on the irequency response measurements from the geometrically out-
of-tolerance SSS and BSS parts were significant enough to warrant broadening the
scope of our investigation to include 2ll conditinns that affected the frequency
response of a part. We studied the anomalies that inadvertently happened during
the investigation. There was no attempt to produce controlled machining errors,
substitute components with different alloy composition, change the mechanical
properties of any component, or further try to make defective bonds.

EXPERIMENTAL
Iiic*rumentation

Transducers consisted of a PCB Piezotronics Model 303aU2 accelerometer,
fitted with a mounting shoe, and a Model 086C80 instrumented hammer. These were
connected to PCB Model 480D06 power units. Measurements were processed in a
two-channel Hewlett-Packard Model 3562A Dynamic Signal Analyzer, then transfer-
red to a Hewlett-Packard Series 200/300 computer. Data analysis (curve fitting)
was then performed on the frequency response measurements using Dynamic Software
Systems "SPRINT" modal analysis software package.

Test Setup

The accelerometer was attached to the part with mounting wax on the bottom
surface near the outer edge of the flange. The wax attachment was found to be
more satisfactory than small mechanical clamps, which caused additional mass
loading and more variability in frequency response measurements. To support the
part, both a sponge pad and a cork ring were evaluated with equal success. How-
ever, the cork ring was selected because it provided a means to obtain better
repeatability in setting up parts in the test fixture. A cutout in the cork ring
provided space for the accelerometer. The cork ring, with the part sitting on
it, was positioned up to the suspended instrumented hammer with the accelero-
meter vertically aligned with the hammer head. The axis of the hammer head was
visually aligned normal to the part surface. The hammer was suspended as a
pendulum in the fixture so that the arc length of its swing could be adjusted
and fixed for repeatability. A diagram of the test setup is shown in Figure 2.
The fixture provided a quick and easy test setup while maintaining measurement
repeatability from part to part. This was confirmed by statistical analysis of
the modal parameters. Based on a pooled estimate of the variance using eight
replicates on ten BSS parts, the two sigma estimates of measurement error ranged
from a minimum of +1.38 Hz for the first analyzed mode of vibration to a maximum
of +17.12 Hz for the last analyzed mode of vibration in the frequency range of 3
kHz to 15.5 kHz.

Test Procedure

One frequency response measurement was made on each part. Each measurement
was the average of ten hits of the instrumented hammer just above center on the
beryllium ring component. The frequency response measurements contained five
modes for BSS parts and six modes for SSS parts in the frequency range of 3 kHz
to 15.5 kHz. The point of impact was kept constant for all measurements by
virtue of the test fixture. A typical measured FRF with its synthesized FRF
(curve fit results) superimposed is shown for BSS Part 4716 in Figure 3. Figure
4 is a numeric printout of the modal parameters derived by the curve fit
analysis for BSS Part 4716. Figure 5 is an overlay plot of the measured and
synthesized FRFs while Figure 6 1is a printout of the modal parameters for a
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typical SSS part. The "SPRINT" software program provides the option of plotting
the measured FRF, the synthesized FRF, or an overlay plot of both. All FRF
plots, both measured and synthesized, are displayed in a log-linear format.

RESULTS AND DISCUSSION
Methods of Data Analysis

Two methods were utilized to analyze modal test data. The first method was
to visually examine the plots of measured and synthesized frequency response
functions. This method provided a means of seeing shifts in frequency peaks
that were indicative of part differences on a macro scale. The second method
was a statistical analysis of modal parameters which is sensitive to differences
between parts on a micro scale. The statistical method was used to analyze only
frequency and damping values; amplitude and phase data were considercd to
contain no useful information relative to our study. The frequency response
pattern is summarized by twe independent measures which can be used to distin-
guish anomalous parts from rominal parts. A detailed discussion of this second
method is presented later under Ctatistical Analysis of Modal Parameters.

With regard to the first method mentioned above, visual examination of FRF
plots of nominal parts showed they were consistent enough to prompt overlaying
one upon another to look for shifts in modal peaks to indicate scmething differ-
ent in a given part. Subsequently, this technique was improved by overlaying
the synthesized FRFs which provided better accuracy and readability. The
frequencies of each mode were averaged for the fifty nominal parts, and BSS Part
4716 was selected as being representative of that average pattern. Part 4716,
shown in Figure 3, was then used as a reference with which to compare measure-
ments on other parts. This composite overlay method proved to be useful in
detecting macro differences in parts, particularly machining errors.

ilaterial Properties

The affect of a change in material properties (i.e., that affect of a
change in the mass, stiffness, and/or damping) 1is best displayed by comparing
the FRF plots of a BSS part (Figure 3) and a SSS part (Figure 5). Figures 4 and
6 list the modal parameters for these two parts. The insertion of the beryllium
ring caused a significant change in the FRF. Although not specifically studied
here, it 1is obvious that modal frequency testing is sensitive to changes in
material properties. This implies that the test could be useful in verifying
the proper selection of the correct material or alloy and, for example that the
structure has been given the proper heat treatment. A composite of fifteen
synthesized FRFs, shown in Figure 7, provides a graphic indication of the con-
sistency of nominal BSS parts. The small variation in frequency of each mode is
believed to be caused by a slight difference in the weight of each part due to
allowable machining tolerances and the result of different thicknesses of silver
coatings in the bond joints.

Mass Variability

The four all-stainless steel parts were identical in all respects except
one, SSS Part #3 had a machining error. The top lip above the threaded end was

0.030 inches longer than tha other three parts. This geometrical difference
(causing a change in mass of approximately 2.5 grams) is quite noticeable in a
composite overlay of the four measured FRFs shown in Figure 8. There is a

slight shift to a 1lower frequency of mode 1 and significant shift to lower
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frequencies of modes 2 and 5 due to the added mass for Part #3 with the longer
lip. Modes 3, 4, and 6 remain unaffected. This precipitated a study of the
affect of mass variability using narrow strips of lead tape to change the mass
of the top lip of SSS Part #1, approximately 1 gram per layer. After each layer
was applied, a frequency response measurement was made. Figure § is a composite
overlay of the synthesized FRFs for the original part and after each layer of
lead tcpe was applied. Therc is a decrease in frequency of modes 1, Z, and 5
with each successive layer of 1lead tape. There is no significant affect on
modes 3, 4, and 6. The effect on the frequency response by changing the weight
locally with lead tape is the same as that produced by SSS Part #3 with the
machining error. This study shows there is a linear relationship between
frequency and weight for mode 1 as shown graphically in Figure 10.

A similar mass variability study was performed on beryllium/stainless steel
Parts 4634, 4702, and 4714. Strips of lead tape were added to the top lip,
above the threaded portion of the stainless steel component. Frequency response
measurements and weights were taken after each successive layer of tape was
applied. A composite overlay of the synthesized FRFs for BSS Part 4714 is shown
in Figure 11. Modes 1, 2, and 4 show a decrease in frequency with an increase
in weight. Modes 3 and 5 are unaffected. Figure 12 is a plot showing a linear
relationship of frequency versus weight of mode 1 for BSS Part 4714.

Three beryllium/stainless steel parts had various machining errors that
caused a change in their masses. These included BSS Part 4570 with a circumfer-
ential tool gouge that removed about 2.3 grams of metal on the inside surface,
about midway on the upper stainless steel component; BSS Part 4602 with a flange
0.034 inches undersize, resulting in a reduction of weight of approximately 16
grams; and BSS Part 4657 with the outside diameter 0.036 inches undersize,
except for the threaded portion, causing a reduction in weight of about 50
grams. The measured FRF of 2ach of these improperly machined parts is shown
relative to that of Reference Part 4716 in Figures 13, 14, and 15. 1In all three
cases there is clearly a shift in a number of frequency peaks. The tool gouge
in Part 4570 caused a decrease of 2.3 grams in a total weight of 1580 grams,
representing a material loss of about 0.146%. §SSS Part #3 with the 0.030 inch
longer lip had an increase of 2.5 grams in a 1775 gram part, representing a
material difference of 0.141%. In both cases modal frequency testing was
sensitive enough to detect thesc relatively small changes 1in weight. Weight
differences of this magnitude are shown to be of a macro scale that are readily
detected by the shift in one or more frequency peaks by the composite overlay
method of analysis.

Bond Condition

Using the composite overlay method to evaluate the FRFs from the bulged can
parts, two appeared to be normal (BSS Parts 4634 and 4702) and one suspect (BSS
Part 4714). The measured FRFs of the two normal appearing parts are represented
by BSS Part 4702 in Figure 16. Figure 17 1is the measured FRF of suspect Part
4714, showing a slight increase in frequency of modes 1, 3, 4, and 5. BSS Parts

4702 and 4714 were subsequently tensile tested to failure. Part 4702 failed in
the silver-beryllium bond just above the flange at 42,960 pounds load. Part
4714 failed in the same location at 45,000 pounds. Part 4634 was not tested.

Typical failure of nominal parts occurs in bervllium at about 60,000 pounds.
Failure loads of the two bulged can parts were approximately 25% below normal,
however, the change in joint condition that caused this amount of reduction in
bond strength is not clearly apparent in the FRFs by wusing the overlay analysis
method. It is interesting to note that the machinist reported that Part 4714
sounded different during the machining operation.
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Statistical Analysis of Modal Parameters

The objective of the statistical analysis was to develop a sensitive
quantitative procedure for discriminating between nominal and anomalous beryl-
lium/stainless steel parts on the basis of their modal parameters. This 1is
commonly accomplished in the case of a single discrimination criterion by
assuming that it is normally distributed and computing the mean (m) and standard
deviation (s) from a sample of nominal parts. A prediction interval is then
constructed equal to (m-ks, m+ks), where k is a function of the sample size and

the desired confidence level. A part is classified as nominal if its value 1is
within the prediction interval and anomalous if its wvalue is outside this
"normal range." However, this method is not appropriate in the case of multiple

classification variables that are significantly correlated, since the actual
confidence level associated with a set of dependent prediction intervals 1is not
equal to that of the individual intervals. The result will generally be a loss
of sensitivity, 1in that many anomalous parts are likely to be incorrectly
classified as nominal.

The solution is to utilize statistical methods for the analysis of multi-
variate data [11]. In particular, principal component analysis permits the
reduction of measurements on many correlated variables to values of a smaller
number of independent m.asures that contain most of the original information.
By a least squares technique, linear combinations of the original variables are
estimated which produce standardized principal component scores that are inde-
pendent standard normal deviates (i.e., they follow a normal distribution with
mean 0 and standard deviation 1). The estimated coefficients of each linear
combination are multiplied by the original variables and the products are summed
to produce the principal component scores. For simplicity of interpretation,
the variables are first standardized by subtracting the mean and dividing by the
standard deviation of the sample data. The number of principal components to be
retained is determined by how much of the variance in the original data is
desired to be explained.

The modal parameters fror the 50 nominal BSS parts studied here were ana-
lyzed using the principal component procedure of the SAS statistical software
system [12]. Preliminary analysis of modal parameters indicated that damping
values would not be wuseful for classification purposes, but that principal
components based on the five modal frequencies would be, due to their high
degree of intercorrelation. The final results are summarized in Table 1, where
the standardized principal component coefficients are listed for the first two
components, or factors, which explain approximately 92% of the variance in the
frequencies. The statistical interpretation of the two sets of coefficients is
that the first principal component (Factorl) is roughly the unweighted mean of
all five modal test frequencies, while the second component (Factor2) is roughly
the mean of frequencies 2 and 4, minus the mean of fiequencies 3 and 5. Factorl
explains 67% of the variance in the frequencies and reflects simply an up or
down shift in all the frequencies. Factor2 explains an additional 25% of the
variance and describes a more subtle shift in the differences between the last
four modes. At this time, it is not clear what underlying physical mechanism is
reflected in Factor?.

Since the standardized principal component scores are independent standard
normal deviates, they may be compared directly to tables of the standard normal
distribution. Thus, at roughly the 99% level of confidence, parts with scores
greater than 2.5 in absolute value for either Factorl or Factor? may be consid-
ered to be potentially anomalous. In addition, an overall probability may be
associated with each part, since the sum of the squares of twe independent
standard normal variates follows a chi-square distribution with 2 degrees of
freedom.
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The standardized scoring coefficients estimated from the 50 nominal BSS
parts were used to compute the first two principal component scores for all 56

BSS parts, including the three with machining errors (Parts 4602, 4657, and
4570) and the three bulged can parts with suspected weak bonds (Parts 4634,
4702, and 4714). Table 2 summarizes the results for the 15 parts with the

smallest overall probabilities. Clearly, Parts 4602 and 4657 are substantially
different in both dimensions from all the other parts, while Part 4570 is some-
what less so. Cn the other hand, amongst the three parts with suspected weak
bonds, Part 4714 has a score on Factorl which places it outside the expected
range of scores for nominal parts, while Parts 4634 and 4702 were in the nominal
range of scores. This supports the suspicion from the composite overlay analysis
that only Part 4714 is anomalous due to poor bonding. The principal component
scores are displayed graphically in Figure 18, where Factorl scores are plotted
against Factor?2 scores for the 50 base, or nominal, parts and the six test, or
anomalous, parts. In Figure 19 the same principal component scores are plotted,
excluding the three extreme parts with known machining errors. Figures 20 and
21 illustrate an alternative graphical representation useful for monitoring
production processes for trends, where the principal component scores are
plotted according to the manulacturing sequence of the parts. The pattern for
Factorl exemplifies a controlled process with only random variation, while that
for Factor?2 clearly reflects a shift in the process about halfway through the
production run.

The effect of mass variation is illus*trated in Figvres 22 and 23, where the
principal component scores are plotted ag. inst weight for BSS Parts 4634, 4702,
and 4714. Separate simple linear regression lines are fit through the data for
each part. Regression analysis indicates that the fit for each line is extremely
good, and that the regression lines are parallel. The all-stainless steel parts
were not analyzed by principal components, since the multivariate structure of
their frequency response functions was presumed to be different from that of the
BSS parts, and there was no sample of nominal parts with which to estimate the
scoring coefficients.

Multivariate statistical analysis of modal parameters has been found to b:
extremely useful in summarizing the correlated data produced by modal frequency
testing. Further research needs to be done using controlled experimentation to
systematically relate physical features of parts to specific changes in the
principal components.

CONCLUSIONS

The success of this investigation is attributed to the contributions from
three disciplines: nondestructive evaluation, experimental modal analysis, and
statistical analysis. It was found that modal frequency testing offers a unique
nondestructive method for structural verification. It provides a means by which
to verify consistency and uniformity in the manufacture of high precision parts.
Modal frequency testing can be used to confirm consistency and reveal variabil-
ity due to differences in material properties, mass differences due primarily to
machining errors, and variations in bond condition. It has been shown that modal
testing distinguishes dimensionally out-of-tolerance parts caused by machining
errors as well as changes in material properties which cause a change in mass or
stiffness of the structure. The partial-fraction-expansion (PFE) analysis method
of computing modal parameters provided the high degree of accuracy and numerical
stability necessary to perform a statistical analysis of the modal parameters.
The PFE method also was found to be well suited for use in a production-iike
application because it requires a minimal amount of operator intervention. Two
methods of analysis were presented by which modal parameters were evaluated.
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One is the composite overlay method which provides a graphic means for visually
detecting macro differences. In this method the frequency response function of
a representative nominal part is selected as a reference to which all subsequent
FRF measurements are corpared. .he second method is principal component analysis
of modal parameters which distinguishes micro differences and yields valid esti-
mates of the statistical significance of those obrerved differences. Both
methods clearly revealed machining errors with weight differences as small as
0.14% ., Also, both methods showed the bonds in one suspect part to be anomalous
and in two other suspect parts to be normal. However, the bond strengths in two
of the three parts that were destructively tensile tested failed approximately
25% below normal. We feel that these substandard bond conditions are at the
threshold of detectability and that there is a correlation between bond strength
and modal frequency response. Further research is indicated to resolve this
relationship.

DISCLAIMER
No specific intent is made to endorse any one manufacturer’s equipment or

software. The authors cite spec®Iic instrumentation and software simply because
they have succescfully used them for the described work.

REFERENCES

1. Z. Q. Tang and T. C. Huang, "Modal Analysis of a Cylindrical Shell with a
Longitudinal Crack," Modal Testing and Model Refinement, Edited by D. F. H.
Chu, AMD-Vol. 59, pp. 77-84, American Society of Mechanical Engineers, New
York, 1983

2. J. J. Tracy, D. J. Dimas, and G. C. Pardoen, "The Effect of Impact Damage
on the Dynamic Properties of Laminated Composite Plates," Fifth Interna-
tional Conference on Composite Materials, ICCM-V, Edited by W. C. Harrigan,
Jr., J. Strife, and A. K. Dhingra, pp. 111-125, The Metallurgical Society,
Warrendale, Pennsylvania, 1985

3. D. L. Brown, R. J. Allemang, R. Zimmerman, and M. Mergeay, "Parameter
Estimation Techniques for Modal Analysis,” SAE Paper No. 790221, SAE
Transactions, Vol. 88, pp. 828-846, 1979

4. D. K. Gustaveson, "Direct Parameter Identification from Frequencv Response

Measurements," Proceedings of the 5th International Modal Analysis
Conference, Volume 1ITI, pp. 1352-1356, Union College, Schenectady, New
York, 1987

5. S. R. Maloof and J. B. Cohen, "Brazing of Beryllium for High-Temperature
Service," Welding Journal, Vol. 40, No. 3, pp. 118s-122s, March 1961

6. A. T. D'Annessa, "Diffusion Bonding Beryllium, Molybdenum and Tungsten,"
Metal Progress, Vol. 91, No. 2, pp. 71-74, February 1967

7. J. L. Knowles and T. H. Hazlett, "High-Strength Low-Temperature Bonding of
Beryllium and Other Metals,"” Welding Journal, Vol. 49, No. 7, pp. 30ls-
310s, July 1970

8. G. S. Ignatovskaya and M. A. Komarov, "Welding of Beryllium to Titanium and
Steel." Welding Production, Vol. 20, No. 1, pp. 30-22, January 1973

105




10.

11.

12.

M. O'Brien, C. R. Rice, and D. L. Olson, "High Strength PDiffusion Welding
of Silver Coated Base Metals," Welding Journal, Vol. 55, No.l, pp. 25-27,
January 1976

C. R. Heiple, "Silver Solid-State Bonding: A Review and Assessment,K”
RFP-3867, Rockwell International Corporation, Rocky Flats Plant, Golden,
Colorado, July 7, 1986

T. W. Anderson, An Introduction to Multivariate Statistical Analysis, John
Wiley and Sons, New York, 1984

SAS Institute Inc., SAS User's Guide: Statistics, Version 5 Edition, Cary,
North Carolina, 1985

106




-304 Stainless Steel

Silver Solid-State Bond —=|
— Beryllium

— 304 Stainless Steel

Fig. 1 Sketch of silver solid-state bonded
beryllium/stainless steel test spciimen

C D .

. ik

Fig. 2 Sketch of test setup showing test flixture
ana part sitting on cork ring

107




FRE Log MAG

| I

0.3000 .eps. . E404 BSG 32 1.5500
SYNTH: — . FREQ (Hz) MEAS #653
Fig. 3 Measured and synthesized FRFs of BSS Reference Part 4716
XA %W MODGL FARAMETERS LR
Froject:s BSHALD Meas: HOSZ
D.OGF. s 1X/21X Units: g 's/1bf
MODE FRECQ DAMEFING AMFL I TUDE FHASE
(H) (Hz) %) (Deq)
1 A729.158 G875 5. 0934 +002 ©.48
= 235,083 0. 1468 7.814648E+0072 -0, 27
B 10864, 4738 0,161 2.6L574E+003 175.97
4 12860, 430 O, 111 SG.7560E+002 -5.08
I 14657, 780 0,208 4. 6232E+002 -15. 66
& [(RINISIN] 0,000 (. QOOOE+OO0 O, OO0
V4 (BTN Cry OO0 O, QUOVE+ODO0 Q.00
o] 0, OO0 O, QOO0 O.O00UAE+000 Q0,00
Q 0, OO0 O, OO0 O OOGOE+O00 0. 00
10 O, 100 O, 000 O, OOQOE +000 Q.00
Fig. 4 Printout of modal parameters of BSS Reference Part 4716

108




20

FRF Log MAG
dB

~BB 1 1 1 I L
g.3880 MEAS: ——oon E+34 55513 1.558@
SYNTH: — -~ FREQ (Hz) MEAS #189
Fig. 5 Measured and synthesized FRFs of SSS Part #1
* X KKK MODAL FARAMETERS *H XK
Froject:s 85833 Meas: #189
D.O.F.s: 1X/71X Units: g's/lbf
MODE FREQ DAMFING AMFLITUDE FHASE
(#) (Hz ) (%) (Deq)
1 4T 150 0,804 6. 00B4E+QO2 -2.84
= 7696.416 0,204 8.4791E+002 -1.15
3 OL274 2.51489E+0073 176.7%
4 QL2364 1.4540E£+002 -2.24
5 0. 1350 b6, 91538E+002 -0, 38
13} 0. 169 8. 7588E+002 -9. 35
7 O, OO0 O, Q00 O L OOOOESNQCO O, OO
£3 O, 000 O, 000 O, QOOOE+0QQ O, 00
& O, OO0 Q, OO0 QL O0O0O0OE+0O00 OO0
1o O, 000 O, 000 O, OOOOE 4 OO O, 00

L .

-
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Table 1 Standardized principal component scoring coefficients
for first two components and each modal frequency

.
FACTORT FACTOR2

MODE 1 0.28 -0.00

MODE 2 0 26 0.34

MODE 3 0.4 -0.40

MODE 4 0 20 0 .55

MODE 5 022 -0 47

Table 2 Principal component scores and overall probabilities
for the 15 most extreme of the 56 BSS parts

PART FACTOR1 FACTOR? CHISOR PROB

4602 13.57 -16 .89 469 .84 0.0000
4657 -16.28 11 51 397.78 0.0000
4570 -2.80 -4 53 26 .65 0.0000
4740 2 2 236 10 57 0 0051
4748 -2 85 0 00 8 1) 0 0170
4714 2.65 -0 .95 7 96 0 0186
4711 2.27 -1 41 7.19 0.0273
4728 0.92 210 5.27 0.0716 [
4701 -2 27 0 24 5 238 0.0/728 ;
4749 107 183 4.53% 0. 1036 l
4705 -0 .89 -1.80 4 .06 0. 1308
4687 1 07 -1 67 3 87 0 1439
4723 -0.56 -1.86 379 0. 1500
4693 163 -0 97 3 50 0 17135
4732 -0y 14 174 v 07 0. 2144
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MODEL VALIDATION USING SUBSTRUCTURE
MODAL-TESTING, APPLIED TO A LARGE AND VERY
FLEXIBLE WIND TURBINE

Thomas G. Carne. James P, Lauffer.
Anthonyv J. Gomez. Thomas D. Ashwill
Sandia National Laboratories, Albuquerque. NM 87185

The Sandia 34-Meter Test Bed Turbine is a vertical-axis wind
turbine, thirty-four meters in diameter, designed to provide
a test-bed for research in aerodvnamics, structures and
control. In order to design a large wind turbine, knowledge
of the modal frequencies and mode shapes is essential for
predicting structural response. During the design,
analvtical or finite element models are utilized for
estimates of these modal parameters. However, when hardware
becomes available, modal testing can be used to verify or
update the models. The concept of substructure modal
testing was developed for the Sandia 34-Mcter Test Bed in
order to more fully evaluate the dccuracy of the finite
element model. Instead of performing only one test on the
entire turbine, separate tests and analyses were performed
on major substructures of the turbine, including three
separate blade sections, the tower supported by the guv
cables., and the entire turbine. The results were then
compared to analvtical predictions from the finite element
models of the substructures and the entire turbine.

INTRODUCTION

Iie the desipn of 4 larpe flexible wind turbine, knowledye of the modal
frequencies and mode shapes is essential for predicting structural response and
fatipue life. During the design process., analvtical models must be depended
upon for estimates of the modal pararmeters. When the turbine hardware becomes
avallable for testing, the actual modal parameters can be cxpevimentally
determined.,  These measured data can be used to update the analviical
predictions or modify the model.

The analvtical model is a critical desipn tool because it is used to
predict fatigue life, evaluate operational constraints (wind speed and rotation
speedy . and puide redesign if needed. The model can also include the gvroscopic
effects of a rotating turbine 17, Consequently, verification ot the model
with test data is verv fmportant, and this is ordinavily performed after the
turbine is assembled.  Tyvpically, results of a modal test on the entire turbine
are compared with predictions {rom the wodel . 1 the agreement is acceptable,
then the verified model can be nsed with assurance of reasonable accuracy.
Howewer, it there are sore discrepancics between the test results and the
analvtical predictions, then determining where the model 16 inadegu te and
ifrproving it can be a most ditficalt problen.

3

The concept of verification throuph subhstructare modal teating can be used

to alleviate this problem. With this concept the structure is divided into
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substructures, usually major portions of the structure, and then each of these
substructures are individually tested and their models verified. 1f possible,
some substrnctures can be further assembled; these combined substructures
tested; and their models verified. Using this technique, any inadequacies in
the models are discovered at the substructure level. 1f all the substructurec
have verified models and if there still are any discrepancies between the test
data and analvtical results for the entire turbine, then the problem can he
isolated te the modeling of the joints which connect the substructures.

The 34-Meter Test Bed is rated at 500 kW at 37.5 rpm and has a thirty-four
meter diameter rotor and a total height of fifty meters. The entire rotor,
including the central column and the two slender curved blades, rotates on
bearings. The top of the rotor is supported by guy cables through a bearing.
Figure 1 is a photograph of the completely assembled turbine. Each blade
consists of five different blade sections with different chords and airfoils.
These sections are constructed from extruded 6063-T6 aluminum, and cold bent to
the appropriate radius of curvature. Figure 2 shows a diagram of the assembled
blade with the five sections indicated., The center blade section has a
seventeen meter radius and a 0.9] meter chord and is approximately 17.5 meters

lony,. The center section is connected on both ends to intermediate sections
which have a thirty meter radius and a 1.07 meter chord, and are approximately
six meters in length. Lastly, there are top and bottom sections which are

straight with a 1.22 meter chord and approximately eleven meters long.
Reference [2] describes the design and fabrication of the turbine in more
detail,

For the Test Bed Turbine we have tested three different blade
substructures, the column substructure supported by the guy cables and base,

and finally the entire turbine. The blade substructures include both the
center section and an intermediate section. These two sections were then
joined and tested as a unit, creating a combined blade section over twenty-five
meters long with one joint between the sections. These tests are described in

the following Experimental Techniques section. The Results section contains a
discussion of the analytical predictions as compared to the experimental
results.

EXPERIMENTAL TECHNIQUES

To measure the modal frequencies and mode shapes of the various
substructures, we have used the frequency response function (FRF) approach. In
this approach one first measures the response of the structure as a function of
frequency due to a forece input at a driving point. Using a set of these FRFs,
which represent the responses at all the points of interest on the structure,
one can estimate the modal frcguiicies and mode shapes of the modes within the
frequency range of the measurements. The type of input force can bhe fairly
general, that is, it can be sinusoidal, random, or transient in nature, as long
as 1t has sufficient frequency content over the frequency range of interest.
Civen the force input to the structure, the FRF can be measured with good

accuracy provided that proper experimental techniques are utilized [3,4]. Once
the FRFs dre measured, there are many techniques that can be used to estimate
the modal parameters [3-5]. The specific experimental techniques used for the

individual substructures will be described in this sectinn.

Blade Section Tests

For anv modal test in which one wants to compare the results with
analvtical calculations, a key element is matching the boundary conditions in

120




- TOWER CENTERLINE

. NACA
- 0021-122m
N s - {48 in)
i
N L 1087m

\
R 7 688
; VR 0.76m
53.5 © 7 11.64°
SANDIA .
‘ 0018/50-1.07m . M
(42 1in.) v 7.52
! : |
v -0.76m
30.0m R \ g em
)
i ;
1 ' \
41.9m |
i
: 17.1m R 58'.65"
3 | ARC LENGTH
H !
: !
H ‘ SANDIA /
: ", 0018/50-0.91m /
{ \\ (36 in) ~_ /
: 30.0mR
\-. N ‘a
N
SANDIA .
N\ 0018/50-1.07m
i3 S (42 In.)\
. 4 : §7.00°
§
- 1]
N\
Aﬁk\——ﬁﬁ \\\ ‘9.24m\ et
N NACA
\, 0021-1.22m
g.83m (48 In.}
N
3 Figure 2. Diagram of Blade Sections
1 -~
—

Figure 1. Sandia 34-Meter Test Bed

Figure 3. Tower Supported by Guy Cables




the test with that in the model. For the tests on the blade sections, this was
the principal difficulty. For all three of the blade tests the sections were
supported very softly with elastic cords to simulate free boundary conditions.
Free boundary conditions are used in the experiment because they could be
approximated in the laboratory, and are quite easy to include in the finite
element model. As a rule of thumb, to simulate the free boundary conditions
one would like the frequencies of the rigid-body modes of the structure on its
support system to be less than ten percent of the frequency of the first
elastic mode. Ideally, if one had truly free boundary condition, then the
rigid-body modes would all be at zero Hz.

The blade sections basically have two different types of modes, flatwise
bending and edgewise bending. The flatwise modes involve bending normal to the
chord of the blade (the flatwise or the soft direction) and consequently are
much lower in frequency than the edgewise modes which involve bending in the
same direction as the chord (edgewise or the stiff direction). See Figures 1
and 2 for details of the blades. By hanging the blade sections in a pendulum
fashion so that the flatwise direction was normal to the pendulum support, we
created a very soft or low-frequency support in the flatwise direction. In the
edgewise direction the softness of the elastic straps was sufficiently low so
that the highest edgewise rigid-body mode was well below the elastic edgewise
modes. For exarple in the case of the center section, the first flatwise mode
was at 2.17 Hz while the highest pendulum-type rigid-body mode was at 0.30 Hz.
While this is higher than suggested by our rule of thumb, the effect of the
support was further minimized by supporting the blade at the nodes of the first
mode, so that the support had a negligible effect on the elastic mode
frequency.

To measure the FRFs for the blade, a transient force was input with a
rubber-tipped sledge hammer, instrumented with a force transducer. Two sets of
FRFs were measured using flatwise and edgewise excitation to insure that all
the modes of interest were excited. Tri-axial measurements were made along
both the leading and trailing edges of the sections using high output
accelerometers.

Tower Test

The tower test was different from the blade tests in that we wanted to
include the uncertain boundary conditions which the turbine base provide for
the tower. This test was performed in the field on the erected tower supported
at the top by the guy cables and the bottom by the turbine base. Figure 3
shows a photograph of the tower alone without the blades attached. The tower
was instrumented with accelerometers normal to its axis along its length.

As in the blade test, a transient input force was used to excite the

structure. However, in this case the transient was provided by suddenly
cutting a steel cable tensioned to 45,000 N (10,000 1lbs). The cable was
attached near the middle of the tower, and then tensioned to the preload by a
winch at the ground level. By suddenly cutting the cable, a step force is
input to the structure. This force can be measured using a load cell in series
with the cable. With this as the input, FRFs can be measured using techniques
developed in {6]. This particular ferce input has a very desirable teature in
that its frequency content is inversely proportional to frequencv. This

creates most of the energy at the very low frequencies and will excite the low
frequency modes of the tower quite well.

Using this step force input (called step-relaxation), and the response
accelerometers on the tower, a complete set of FRFs were measured. The mode
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shapes and frequencies for the tower were extracted from the FRF data, and
these will be discussed in the Results section.

Turbine Test

Figure 4 displays front, top, and side views of the mode shapes for the
entire turbine as computed using the finite element model. One can see that
the mode shapes become fairly complex, although they typically involve only in-
plane motion or out of-plane motion, where the plane is defined by the
undeformed blades and tower. These mode shapes are for the parked turbine; for
the rotating turbine the shapes vary with the rotation speed and couple with
each other, [1].

For the modal test of the entire turbine, we used two different excitation
techniques, step-relaxation, as discussed above for the tower, and wind
excitation. This results in two separate modal tests. The wind excitation
technique [7] was developed because there is a difficulty in perforring step-
relaxation testing of a wind turbine. This is due to the fazt that the
vibratory response induced by the wind on the blades may be large when compared
to the response from the step input. The vibratory response due to the wind is
uncorrelated witn the step-relaxation force and has the same effect as noise on
the response signal. This results in noisy estimates of the FRFs. Because
modal parameters can not be accurutely extracted from noisy FRFs, and because
windless days could not be guaaranteed, we performed a modal test of the turbine
using wind as the excitation force. However, there was sufficient time when

the winds were low, sc a normal step-relaxation test could also be conducted.
Performiang a modal test with wind excitation is similar to performing a
step-relaxation test with some important differences. One significant

difference is that the forces acting on the structure are not measured. We
assume that these forces are random, broadband, and have sufficient energy
content over the entire frequency range of interest. Additionally, we assume
the the wind forces acting on the turbine do not have any holes or peaks in the
frequency domain. Because the force can not be directly measured, we cannot
calculate FRFs as is normally done in a modal test; instead, we measure auto-
and cross-spectra between the response acceleration signals. From these
spectra, using techniques developed in [7,8], the modal parameters including
the modal frequencies, mode shapes, and modal damping can be extracted.

Table 1 shows results from these two tests with both the modal frequencies
and damping factors listed for the two excitation techniques. The mode numbers
of the first column refer to the numbering of Figure 4. The modal parameters
extracted using the wind or step-relaxation testing are virtually identical,
except for the first rotor twist mode (1.51 Hz for wind and 1.35 Hz for step-
relaxation). This difference can be attributed to the brakes which were
applied during the tests. During the step rclaxation test, large torques were
applied to the braking system when pulling on the blades. This excited a
nonlinear response in the friction brakes which was not excited in the low
torque wind excitation test. One can also observe that the damping in this
mode is much higher for the step-relaxation test than for the wind test. This
indicates that substantial energy has been dissipated through the sliding
friction of the brakes. Further discussion and results of these tests can be
found in Reference (8].

RESULTS

The principal results are comparisons of the modal frequencies between the
tests and the analyses for each of the substructures and the entire turbine.
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Mode Shapes of the Turbine from the

Finite Element Model

Figure 4.
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Table 1. Modal Frequency and Damping Ratios

Wind Step-Relaxation
Mode # Freguency Damping Frequency Damping Description
(Hz) (% critical) (Hz) (% critical)
1&2 1.06 2.0 1.04 1.8 lst Flatwisec
(Combined Mode)
3 1.51 1.1 1.35 10.0 1st Rotor Twist
4 1.81 0.2 1.81 0.2 1st Blade
Edgewise
5 2.06 1.1 2.06 1.3 2nd Flatwise
Anti-Symmetric
6 2.16 1.7 2.16 1.2 2nd Flatwise
Symmetric
7 2.50 0.4 2.49 0.4 1st Tower
In-Plane
8 2.61 0.3 2.60 0.2 1st Tower
Qut-of-Plane
9&10 3.49 0.7 3.45 0.9 3rd Flatwise
(Combined Mode)
11 3.59 0.1 3.59 0.1 2nd Rotor Twist
12 4.06 0.2 - - 2nd Blade
Edgewise
13 4 .69 0.4 - - 2nd Tower
In-Plane
14 5.28 0.4 - - 3rd Blade
Edgewise
15 5.08 0.5 - - 4th Flatwise
Symmetric
16 5.33 0.4 - - 4th Flatwise

Antisymmetric




If there is close agreement between the two results, then one can have high
confidence in the accuracy of the model. Some qualitative comparisons of mode
shapes are also presented, but in general, the mode shapes were quite similar
between the tests and the analysis. For the substructure tests only a few
modes were measured as compared to the turbine test, since the lowest modes of
each substructures should capture the fundamental dynamics of that structural
unit.

Center Blade Section

Table 2 presents the results for the center blade section, see Figure 2.
Three flatwise and two edgewise modes are included from both the test and the
analysis. The differences are quite small for the lower modes, but increase
somewhat for the higher modes. Overall, one would conclude that the model for
the center section is quite accurate.

Intermediate Blade Section

Table 3 presents the results for the intermediate blade section. The
correlation between the analysis and test results is not nearly as good as it
was for the center blade section. Of the five modes, the three flatwise modes
have excellent agreement while the edgewise mode is different by over one
hundred percent and the twisting mode does not even appear in the analysis.
Examining the mode shapes for both this test and the center section, one can
see that the modes that include twisting are not well predicted by the model,
as compared to the pure flatwise or pure edgewise modes. That is not
unexpected since the model does not include any rotary inertia about the blade
axis. Consequently, if a mode’s primary kinetic energy comes from twist about
the blade axis, that mode will not be modeled well. <Clearly this substructure
has a good model for flatwise deformation for all modes up to the third mode;
however, it demonstrates the inadequacy of the model for twisting modes about
the axis of the blades. As we will see later in the results for the entire
turbine, this particular inadequacy does not affect the quality of the overall
model, since this twisting deformation is not dominant for the low frequency
modes of the entire turbine.

Combined Blade S-=ction

For the substructure consisting of a combination of the center and
intermediate sections (over twenty-five meters long), the modal frequencies are
quite low starting at about one Hz. These results are shown in Table 4.

Here, as with the center section, the agreement is outstanding with very small
differences in the frequencies including four flatwise modes and two edgewise
modes. This fine agreement also establishes the adequacy of the model of the
joint between the blade sections. Figure 5 shows test and analysis vresults for
the three flatwise and the first edgewise modes for this substructure. One can
see the shapes are very similar. The edgewise mode does include some twisting,
but it does not contribute significantly to the kinetic energy of the mode.
Note also that the first edgewise mode has three nodes along its length rather
than two as we see for the flatwise modes; this is a result of the curvature in
the blade.
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Table 2. Modal Frequencies for the Center Blade

Section
Mode Shape Analysis Test Difference
(Hz) (Hz) (%)

1st Flatwise 2.22 2.17 2
2nd Flatwise 6.31 6.16 2
3rd Flatwise 12.7 12.3 3
1st Edgewise 15.6 16.4 5

& Twist
2nd Edgewise 33.5 29.8 12

Table 3. Modal Frequencies for the Intermediate

Section

Mode Shape Analysis TJest Difference
(Hz) (Hz) (%)

1st Flatwise 15.6 15.4 1

2nd Flatwise 44.5 44.4 0

Twisting - 62.9 -

1st Edgewise 146. 71.7 103

with Twisting

3rd Flatwise 89.2 87.6 2

Table 4. Modal Frequencies for the Combined Section

Mode Shape Analysis Test Difference
(Hz) (Hz) (%)
1st Flatwise 1.11 1.09 2
end Flatwise 3.32 3.14 6
3rd Flatwise 6.83 6.54 4
Ist Edgewise 6.88 7.07 3
4th Flatwise 11.4 11.0 4
2nd Edgewise 18.2 18.1 1
127




Table 5. Modal Frequencies of the Tower

with Guys
Mode Shape Analysis Test Difference
(Hz) (Hz) (%)
1st Bending 2.60 2.64 2
2nd Bending 4.43 4.81 8
5.19 15
) 1
¥ , j
[ |
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Figure 5. Comparison of Mode Shapes, Analysis and

C ined Blade Section .
Test, for Combine ade >ects Figure 6. Comparison of Tower Mode Shapes,
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Tower Substructure

Table 5 shows the modal frequency results for the tower supported by the
guy cables and the turbine base. Just a few modes were measured as it was felt
that they represented the basic dynamics of this structural unit. The first
modal frequency has been predicted quite well with only a two percent
difference, and the mode shapes agree as depicted in Figure 6. In contrast,
there appear to be two second bending mcdes in the test data, while only one is
predicted by the analysis. Both of these modes are higher than the analysis by
eight and fifteen percent. The difference between the analysis and the test is
apparently due to the dynamics of the guy cables. In the model the cables are
treated as massless axial springs, but in fact, they possess mass and have
lateral modes in the frequency range of this test. These two "second bending
modes" which are measured in the test are actually coupled modes including both
the tower and the guy cables. This effect has not been included in the model.
The differences are further illustrated by the mode shapes shown in Figure 6.
The node points for the two test modes are shifted relative to each other,
showing that they are distinct modes.

Entire Turbine

Finally, Table 6 shows the results of the analysis and test for the entire
turbine. The test results are the average of the step-relaxation and the wind
data, except for the first rotor twist mode where the wind result is used. The
agreement is excellent for the ten modes listed, most having less than two
percent difference. Only the first blade edgewise mode has a difference
greater than three percent. Refer to Figure 4 for a diagram of these mode
shapes. Interestingly, the agreement for the entire turbine is as good as that
for any of the substructures, apparently showing a forgiveness of the small
modelling inadequacies or a cancelling of errors. In any case, the results for

Table 6. Modal Frequencies for the Entire Turbine

Mode Shape Analysis Test Difference
(Hz) (Hz) (%)
lst Blade Flatwise 1.05 1.05 0
lst Rotor Twist 1.56 1.51 3
lst Blade Edgewise 1.72 1.81 5
2nd Blade Flat, Anti 2.07 2.06 0
2nd Blade Flat, Symm 2.14 2.16 1
1st Tower In-Plane 2.46 2.50 2
lst Tower Out-of-Plane 2.58 2.61 1
3rd Blade Flat, Anti 3.49 3.47 1
3rd Blade Flat, Symm 3.51 3.47 1
2rd Rotor Twist 3.52 3.59 2
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the entire turbine do show that it is not absolutely necessary that every
substructure be perfectly modeled in order to have an adequate model for the
entire structure. This is due to the fact that certain deformations, which may
not be modeled adequately, will be exercised in a substructure test, but are
not involved in the low frequency modes of the entire turbine.

CONCLUSIONS

The finite element model of the 34-Meter Test Bed has been validated with
modal tests of four substructures (three blade sections and the tower) and the
entire turbine. In general, the correlation between tests and analyses were
excellent for both the substructures and the turbine. The excellent
correlation between model and test for the substructures helped ensure a
similar result for the entire turbine. However, the substructure modal testing
approach did reveal areas of the substructure models which were inadequate.
The models were not accurate for certain deformations exercised in the
substructure tests. These inadequacies did not affect the accuracy of the
overall turbine model as these deformations were not important for the low
frequency turbine modes.

A variety of modal testing techniques were employed to test the different
structures, including excitation with transient impacts, step-relaxation, and
wind excitation. Free boundary condition were well approximated on the very
flexible blade sections by using a combination of a pendulum support with soft
elastic straps.
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ANALYTICAL ESTIMATION OF EARTH PENETRATOR*
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ABSTRACT

Analytical techniques for predicting transient
structural response of earth penetrating projectiles
during severe penetration events are presently being
used at  Sandia. Such  analyses are subject to
uncertainties arising from two areas: the prediction of
the loads exerted on the penetrator, and the modeling of
the detailed structural response of the penetrator to
these loads. This paper discusses efforts to validate
the accuracy of a structural model through comparison
with data from laboratory shock and modal tests of a
field test configuration penetrator, and the insight
this is providing with respect to penetrator structural

modeling.
INTRODUCTION
Applications of transient structural analysis of penetrators include
evaluating penetrator capabilities, determining the desirability/

feasibility of design modifications, and enabling a "balanced design" to be
achieved; that 1is, a penetrator in which no structure or component has
significantly less capability to survive prospective penetration events than
other structures/components of the penetrator. The confidence with which
penetration analysis can be applied to these endeavors has traditionally
been limited by uncertainty in the accuracy of analytical results. The
uncertainty arises from two areas: the prediction of the loads exerted on
the penetrator, and the modeling of the detailed structural response of the
penetrator to these loads. The level of uncertainty is particularly acute
for transient laterai 1load-induced phenomena, such as component lateral
acceleration environments and case bending stresses, which are extremely
important in the determination of penetrator capability yet most difficult
to characterize and quantify.

*This work was performed at Sandia National Laboratories and supported by
the U.S. Department of Energy under contract DE-AC04-76DP00789.
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Recentiy, data systems have become available which are enabling the
simultaneous acquisition of axial! and lateral accelerations and case strains
during actual penetration events with a degree of dependability sufficient
to allow meaningful comparisons with analytical predictions of structural
response, including lateral load-induced phenomena. It is important,
however, that the accuracy of analytical structural models be verified
independent of the penetration load uncertainty. This can be accomplished
through comparison with data from laboratory modal and shock tests which
have been performed on field test configuration penetrator units. The
internal structures included 1in these wunits are rather complex and
significantly affect the response of the penetrator to time-dependent loads.

This paper discusses one cnalytical technique used in penetration analysis,
the Tlaboratory shock and modal tests, efforts to reconcile the analytical
response predictions with the measured data, and the insight this is
providing with respect to penetrator structural modeling and testing.

ANALYTICAL TECHNIQUE

ihe analytical technique presently being used makes use of two computer
codes: GNOME [1], in which cavity expansion load models are used to predict
axial and lateral force-time histories on a rigid penetrator, and SHELL
SHOCK [2], with which the penetrator 1is structurally modeled and the
transient structural response of the penetrator to the loads predicted by
GNOME are determined. The method is uncoupled; that is, the technique can
not take into account the effect that deformation of the structure during
penetration may have on the forces exerted on it by the geologic target.
The significance of this simplification is presently not known, although it
is generally believed to be small for axial effects hut possibly not small
for lateral effects.

The emphasis of this paper is on validation of the accuracy of the SHELL
SHOCK structural model of the penetrator. The penetrator is modeled as a
perfectly symmetric structure. A schematic of the model is shown in Figure
1. The case 1is modeled using solids and shells of revolution, while the
internals are modeled using solids, beams, and lumped masses. SHELL SHOCK
allows asymmetric load application and response calculation without the need
of a 3-D model. It also performs eigenvalue/eigenvector extraction to
determine modal frequencies and shapes. SHELL SHOCK treats material
response in a linear manner except that it permits piecewise linear
description of the load/deflection response of beams.

510 ) 15 65 55 5 65 65 5 55 55 56 S W 50 0 S5 i o e e e S i R

b m @ - o

il o A0 ol i i A0 8 -0 4 i3 o b oD D i i

Figure 1. Schematic of SHELL SHOCK Structural Model o7 Penetrator
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The internals of the field test unit penetrator are rather complex. as can
be seen in Figure 2, which is a drawing of the penetratcr itself. An aspect
of this unit which is difficult to analytically model a-priori by presently
available means s the frictional interaction between the internal bracing
and the case. This interaction can significantly affect lateral stiffness
and axial and lateral damping coefficients. The bracing is evident in
Figure 2 about 2/3 of the way aft of the nose.

!
.

Figure 2. Field Test Configuration Penetrator

EXPERIMENTAL TECHNIQUES

The field test configuration penetrator was subjected to two different
forcing functions in the laboratory: a low-level (about 2 kib) point force
generated with an instrumented hammer, and a high-level (about 100 klb)
point force generated with a Reverse Hopkinson Bar Technique. The
penetrator case material is steel (Type 4340) which has a yield strength in
excess of 170 ksi; the case was not visibly deformed by any of the tests
described in this paper. The intent of the tests described herein is not to
simulate a field test penetration environment, whose impulse is much higher,
but to characterize the penetrator structural response to known axial and
lateral 1loads and to compare to the response analytically predicted with a
computer model.

A modal analysis with low-level force excitation was pertormed to determine
the modal frequencies and the modal shapes. The modal frequencies and
corresponding descriptions appear in Table 1. Space and configuration
constraints severely limited instrumentation on the internals of the
penetrator unit. Consequently, modal information regarding the internals is
of less than desired detail. Note also that many of the modes are closely
spaced, making experimental differentiation of these modes tenuous.




10
11
12
13
14
15
16
17
18

Table 1.

728
736
856
888
942
992
1592
1792
1800
2048
2264
2264
2456
2696
3224
3360
3856
3952

Penetrator Modal Frequencies and Mode Shape Description.

Mode Frequency (Hz)

Mode SI D ipti
Internal Component bounce mode with bending
Similar to Mode 1 but rotated 90 degrees
Internal component bounce mode with case bending
Similar to Mcde 3 but rotated 90 degrees

First case bending mode abut Y axis

Torsion with case bending

Case ovalling, n=2 mid and aft out-of-phase

Case ovalling, n=2 mid and aft in phase

First system axial mode

Second case bending mode

Case ovalling, n=2, 3*

Case ovalling, n=3, 3

First case axial mode

Case ovalling, n=2, 4

Third case bending mode

Case ovalling, n=2, 6

Case ovalling, n=3, mid

Case ovalling, n=2 fore, n=3 aft

®*n=a, b indicates a sinusoidal wavelengths around the penetrator and
b nodes along the length.
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System modal test results were used to determine a mounting location for
strain gages on the inside of the case. It was determined that a location
of 18 inches from the rear would provide acceptable strain response for the
first axial and first three bending modes. Four gages were installed on the
interior of the penetrator case using a fixture [3]. The gages were
oriented 90° apart circumferentially.

The penetrator was then subjected to high-level force inouts of about 107
klbs in the axiai direciion, and about 60 klbs in the lateral direction,
applied at the nose. The high-level forces were generated with a Reverse
Hopkinson Bar Technique [4]. The Reverse Hopkinson Bar configuration is
shown in Figure 3, where it can be seen that a steel bar is accelerated by
air pressure toward the penetrator structure. Flat surfaces were provided
on the nose of the penetrator for axial and lateral impact so that a one-
dimensional elastic wave propagates down the projectile bar and back to the
point of impact.

BAR

TUBE

AR STRAIN
CHAMBER GAGE
REVERSE HOPKINSON TEST (TEM
BAR

Figure 3. Configuration for Testing a Penetrator with
a 1-in.-Dia by 10-in.-Long Hopkinson Bar

The force generated at the interface of the steel bar and the test structure
is measured with strain gages installed on the bar 2 inches from the point
of impact. Although these strain gages measure the correct amplitude of the
elastic wave created by the impact, they record a shorter duration based on
their distance from the point of impact. The duration can be easily
corrected by adding the time it takes an elastic wave to travel the
additional four inches. The corrected pulse durations were used as forcing
functions in the analyses.

The steel bar used for these tests is a 1 inch diameter by 10 inch long bar,
and the duration of the force generated with this bar impacting a rigid
surface is about 100 microseconds. The dimensions of the Hopkinson bar were
chosen to generate a trapezoidal pulse of this duration. Reflections in the
pulse and imperfect contact between the bar and test specimen tended to
distort the desired pulse shape and extend the duration somewhat so that the
spectrum for this high-level point force was usable to about 8 kHz. This
shape distortion and duration extension were especially noticeable in the
lateral force input. The Tlateral distance across the penetrator nose is
less than the length of the impacting bar, so significant reflections were
experienced while the bar was in contact with the penetrator. This is
illustrated in Figure 4, which compares an uncorrected axial force input
with an uncorrected lateral force input.
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Figure 4. Axial (solid) and lateral (dash)force inputs (uncorrected)

The response was sampled by the data canister installed in the penetrator at
24255 Hz. The axial and bending response to an axial input is shown in
Figure 5; the axial and bending response to a lateral input is shown in
Figure 6. It 1is evident from these figures that there is out-of-axis
response to the input. Figure 7 shows bending strain in one plane for three
different axial input tests, and illustrates a high level of consistency in
this out-of-axis response from test to test. The predominant frequencies of
the off-axis responses correspond approximately to the first modes (i.e.,
the bending response to axial input is predominately about 1000 Hz.)

o1l ond bending stro'n B2 plone test 2

100.

- Vae

-s0. }—_{

Figure 5. Axial (solid) and bending (dash) strain response to axial input
(strain in microstrain, time in seconds).
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strain (microstrain) for three
different axial force inputs (time in seconds).

for this out-of-axis response. One, the
This may occur due

Figure 7. Bending

There are two possible reasons
forcing function is not purely axial or purely lateral.
to misalignment of the test structure and the Hopkinson bar projectile, but

difficult to measure quantitatively. The consistency in the off-
axis response would suggest that, if misalignment were the cause, it was
rather reproducible. Another reason for the out-of-axis response may be
asymmetries in the structure which allow coupling of orthogonal modes into

any response from excitation in a particular axis.

this s
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ANALYTICAL RESULTS AND COMPARISON TO LABORATORY DATA

The original structural model of the penetrator was used to predict axial
and lateral modal shapes and frequencies, as wel! as the case strain
response at the strain gage location to the laboratory shock test axial and
lateral inputs. Because the analysis treats a symmetric model, it cannot
quantify any of the out-of-axis response observed in the tests.

The eigenanalysis predicted a first axial modal frequency for the system of
2473 Hz, which corresponds well with the measured first axial frequency of
2456 Hz. The first axial modal frequency of the empty penetrator case is
2700 Hz.

Figure 8 is a plot showing measured axial strain from one test having axial
input and the analytically predicted axial strain using the original

structural model. The damping used 1in the analysis was a stiffness
proportional damping, in which the percent critical damping increases
linearly with frequency. The original model assumed a stiffness

proportional damping coefficient of 5% of critical at 2000 Hz, a commonly
used value. Applying the logarithmic damping method to the first cycle of
the data indicates a 12% damping value. The frequency content of the data
for the first two cycles is predominately the first axial system mode (=2500
Hz), so a stiffness proportional damping value of 12% at 2500 Hz was
specified. The resulting better agreement between analysis and data for the
first few cycles is shown in Figure 9. Results for the third and higher
cycles are of Jlesser interest since this data is of low magnitude and the
out-of-axis response is more significant. Although data from only one axial
test was used here, repeated axial tests yielded very consistent results.

oxial strain ¢@22¢ with originul model

J3=-BVae

Figure 8. Measured axial strain (solid) and predicted axial strain (dash)
for axial input and original model (microstrain and seconds).
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Figure 9. Measured axial strain (solid) and predicted axial strain (dash)
for axial input and reconciled model (microstrain and seconds).

The process was repeated for the lateral input test. Eigenanalysis of the
original structural model indicated first, second, and third system bending
modal frequencies of 874, 1819, and 3437 Hz respectively. The first two
bending frequencies were notably less than those measured, 942 and 2048 Hz,
while the third was higher than the measured 3224 Hz. The stiffness of the
internal lateral bracing was increased in the model until eigenanalysis
indicated first bending mode frequency to match the measured closely (948
Hz). The analytical second bending frequency was 1929 Hz, and the third
became 3696 Hz. Bending strain data from the lateral Reverse Hopkinson bar
test shows that the response is predominantly in the first modal frequency
(942 Hz), so the significant inaccuracy in the third lateral mode was judged
unimportant. The limited detail of the modal information regarding the
internals, mentioned above, precluded further reconciliation of this aspect
of the model anyway.

Figure 10 shows the actual bending strain magnitude, along with that
predicted by the original (unreconciled) structural model, for the lateral
shock input test. (Although the ratio of the peak bending strains of
orthogonal gages was reasonably consistent during ringdown, indicating that
the bending was reasonably planar, the particular plane of bending during
the test was not coplanar with either set of strain gages. The bending
strain data must therefore be resolved into magnitude for comparison with
the analysis which predicts strain 1in the plane of bending.) As in the
axial analysis, the original lateral model assumed a stiffness proportional
damping coefficient of 5% of critical at 2000 Hz. Applying the logarithmic
damping method to the first cycle of the lateral data indicates a 6.5%
damping value. The frequency content of the lateral data is predominately
the +virst Jlateral system mode (=1000 Hz), so a stiffness proportional
damping value of 12% at 1000 Hz was specified. The resulting better
agreement between analysis and data for the first few cycles is shown in
Figure 11. Again, results for the third and higher cycles are of lesser
interest.
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Figure 10.

Figure 11.
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CONCLUSTONS AND SUGGESTIONS FOR FUTURE WORK

This effort has demonstrated the usefulness of laboratory data in improving
a structural model of a penetrator in terms of damping and lateral stiffness
so that good analytical predictions of strain response to short-time
duration axial and lateral point force inputs can be obtained. The use of
lateral excitation/bending response data to adjust lateral aspects of a
penetrator model is a new technique and proved beneficial since substantial
improvement in the lateral response prediction was obtained. Although less
uncertainty exists in prediction of axial phenomena than lateral,
significant improvement in the axial strain magnitude prediction was
facilitated as well by the experimental determination of a damping
coefficient more accurate than the one initially assumed.

Numerous factors must be considered when evaluating the applicability of
these results to actual earth penetration events and determining direction
for future work. Among them are:

1. The high-level force inputs used in the laboratory tests here are 1-2
orders of magnitude 1less than forces experienced in field penetration
events, and the impulse is on the order of 3 orders of magnitude less
than field. Penetrators with complex internals will possess some degree
of non-linearity, but this is difficult to quantify. A method has been
developed and used [5] on an empty penetrator case in which explosive
sheet is wused to produce force 1Jlevels comparable to field levels
(although the impulse is still much less). The use of this technique on
the penetrator used in this study (including internals) would be useful
in quantifying the significance of the non-linearities when comparing
response to force inputs of greatly different levels.

2. Higher order structural modes did not appear significant in these tests.
The higher order modes may have been effectively dampened by the
penetrator internals, since in the explosive force tests on an empty
penetrator case mentioned above, magnitudes of higher order axial modes
were significant. Whether higher modes are significant in actual
penetration events will of course depend on the relative rise times and
durations of penetration forces compared to these laboratory forces. It
appears that, for penetration into relatively homogenous geologic
targets at velocities of interest, the axial forces have rise times and
durations 1longer than the bar tests, so the higher axial modes may
indeed not be significant. The importance of lateral modes is more
difficult to assess at this time, since neither analysis nor intuition
conclusively indicates how the rise times and durations of the lateral
forces, which are spatially distributed along the 1length of the
penetrator, compare to the lateral force in these tests. Frequency
content analysis of well-instrumented field tests can be used to assess
this.

3. It may be beneficial to better evaluate the out-of-axis response of
penetrator wunits observed in these tests, as significant bending
response was observed during a virtually normal field penetration event
in which no bending was expected. This evaluation would initially
involve studies of how the addition of off-center masses affect the
response of simple beams. Ultimately, lateral Reverse Hopkinson bar
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tests at various circumferential orientations on penetrator units,
coupled with 3-D finite element structural analysis, could be used to
quantify the sensitivity of out-of-axis response to slight structural
asymmetries in penetrators.

4. Modal test data were used effectively to adjust aspects of the lateral
model. However, modal information regarding the internals more detailed
than that acquired here would be required to further imorove structural
modeling of the internals.
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VERTICAL LAUNCHING SYSTEM MODELING
TECHNIQUES FOR SHADOW SIDE EFFECT DURING
SHIP SHOCK TRIALS

Tejbir S. Arora and Michael E. Pearce
Shock Analysis Group

Martin Marietta Aero and Naval Systems
Baltimore, MD 21220

The USS Mobile Bay (CG 53) Shock Trials were held
in May-June, 1987. The charges were exploded
alternately on the port side and the starboard
side. The vertical response of the Vertical
Launching System (VLS) on the side away from
charge was higher than the charge side at most
locations on the VLS. This phenomenon was recorded
during all four shots. This study analytically
explains the VLS Shadow Side Effect observed
during CG 53 Shock Trials. The methodology and
assumptions developed are applicable to future VLS
response predictions.

BACKGROUND

USS TICONDEROGA Class ships from CG 52 onwards contain two MK 41
Vertical Launching System (VLS) Launchers each of which contain 61
missiles, each stowed vertically below deck in a sealed canister
ready for launch. Each launcher consists of seven eight-cell
modules, (six identical standard modules and one system module) plus
one five-cell module. The five-cell module has a strikedown system
which is elevated to the deck level during replenishment.

The USS Mobile Bay (CG 53) Shock Trials were held in May -
June, 1987. There were two MK 41 launchers on the CG 53 as shown in
Figure 1. The two launchers were loaded differently in order to
obtain the maximum amount of engineering data. The forward launcher
was fully loaded with sixty-one missiles or weight simulators and
the aft launcher simulated a nearly spent launcher. The explosive
charges were set alternately on the port side and the starbkoard
side. During the test, an unanticipated phenomenon was noticed in
the VLS response for all four shots. The vertical response of the
VLS was significantly lower on the charge side than the shadow side
(side furthest away from the charge).

When the charge is exploded in water, the ship is assumed to be
at rest. The time it takes the shock wave to travel to the near
side of the ship differs from the time it takes to reach the far
side. When the shock wave first strikes the ship, it excites the
near side which in turn excites the whole ship structure. Further,
the velocity of sound is higher for the ship structure than the
velocity of sound for the water. So, by the time the shock wave
travels accross the hull shape to the far side, the ship structure
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has already been excited by internal forces. Depending on the
phasing of the arrival of these two waves, the shock loads can
result in higher response of the ship’s components on the far side
than the charge side. Impact time phasing and amplitude change of
the Shock pulse is under study at Martin Marietta Aero and Naval
Systems.

This paper concentrates on the launcher response and is not
intended to characterize the overall ship response which is the
subject of a further study. The purpose of this study was to perform
a transient analysis to explain this schadow side effect and to
establish a methodology of including this effect on the response
predictions for future Shock Trials. The plan for this study was to:

a) review and evaluate Shock Trials measured data at the
launcher/ship interfaces for USS Yorktown (CG 48) and CG 53.

b) review MK 26 Guided Missile Launching System (GMLS) analyses
for USS Kidd (DDG 993) and CG 48 Shock Trials. (The MK 41 VLS in CG
53 occupied the space of the MK 26 GMLS in the comparably structured
hull (CG 48 and DDG 993)).

c) prepare a simplified model for the VLS with a CG 53
foundation model. Perform transient analysis using measured data
from the CG 53 Shock Trials (Shots Three & Four).

d) evaluate the VLS response after replacing the CG 53
foundation model witl: a DDG 51 subbase model.

Reference [2] compared the analytical predictions with the
measured data for the MK 26 GMLS from the CG 48 Shock Trials. It was
found that the MK26 analysis vertical response predictions were
conservative for the forward launcher and nonconservative for the
aft launcher. In addition, measured data showed that the forward
launcher vertical response was 10-15 percent higher on the shadow
side than the charge side. Whereas the aft launcher measured data
did not show any shadow side effect.

The MK26 GMLS pretest analysis [3] was performed using
translational and rotational transient input loads at the foundation
flat and the ship structure. The transient inputs to the MK26 GMLS
were generated using a fluid-structure interaction model. The MK26
analysis for CG 48 also showed higher shadow side vertical reswuonse
than the charge side vertical response for the forward launcher.

A review of the MK 26 GMLS analysis ([4) for the DDG 993
indicated that the vertical response predictions for the forward and
aft launchers did not show any shadow side effect.

The MK41l VLS analyses for the CG 53 Shock Trials were conducted
using two methods. Tne Dynamic Design Analysis Method (DDAM) pretest
analysis [5] was performed for several loadout configurations. The
transient analysis [1] was perforned for a heavy loadout to simulate
a full up launcher and a light loadout to simulate a nearly spent
launcher. The vertical response from both the analyses did not
indicate any shadow side effect. The transient analysis was
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performed using translational loads only. The loads were applied to
the ship structure through a seismic mass rigidly attached to the
outer boundary points of the ship structure. The reason that no
shadow side effect appeared was that no rotational effects or side
to side variations were present in the transient loads.

The MK 41 VLS post Shock Trials correlation analysis was
conducted using the transient analysis method [6]. The charge
side response predictions showed good correlation to the CG 53 Shock
Trials measured data. However, the vertical analytic response for
the shadow side was lower than the measured data by 40 percent. The
CG 53 Shock Trials measured data was used as input loads to the VLS
foundation.

The CG 53 Shock Trials data was reviewed for both Shot Three and
Shot Four. At most locations on the MK 41 VLS the charge side
response was lower than the shadow side response. Table 1 shows a
comparison of the response between charge side and shadow side for
the forward and aft launchers. Figure 2 gives the 1location of
instrumentation gages on the plenum top/canister base and the deck
level for the forward and the aft launchers. The general trend of
CG 53 measured data for the MK41 is shown in figures 3 and 4, and
(11]. Shot Four (Starboard Charge) shows a dJgreater shadow side
effect than Shot Three (Port side Charge). The VLS plenum top
response also varies depending on where the instrumentation gage was
located. The vertical acceleration peak g level at the plenum
top/canister base for Shot Three and Shot Four measured data are
presented in Figure 5.

Table 1. CG 53 Shock Trials Data Review

Forward Launcher Response-Heavy Loadout

Shot 3 Shot 4
Plenum Cs = 88§ CS < SS
Canister/Missile Aft Interface CS = SS CS < Sss
Component Boxes CS < 8§ CS < SS
Deck CS < 88§ CS < S8S§
Aft Launcher Response-Light Loadout
Plenum CS < S8S CS < SS§
Canister/Missile Aft Interface Cs > ss CS < SS
Component Boxes CS < SS CS < SS
Deck CS < SS CS < SS

Where CS Charge Side
SS Shadow Side
Shot 3 Port Side
Shot 4 Starboard Side
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TECHNICAL APPROACH

The mathematical models used for this study are similar to those
used in (6]. The models were modified to the extent that boundary
conditions were re-examined for the VLS foundation/deck to ship
interfaces. For the transient analysis, performed in [1] and (6],
ship roll effect was neglected. The foundation pedestals were
rigidly connected to the foundation triple beams. So, the post test
analysis loads ([6] were applied at the triple beams and outboard
channels.

For the VLS Shadow Side Effect Study, the vertical response was
assumed to be decoupled from the fore/aft response. In addition,
pitch and yaw responses were neglected. Only a portion of the VLS
structure in the fore/aft direction, consisting of two modules
across the ship’s centerline, was required for analysis. This study
started with stick models of two VLS eight-cell modules [13] and a
beam foundation mcdel similar to the model used by [8]. Different
boundary conditions at the VLS foundation/ship structure interface
were examined. Further, for each side of the VLS a detailed module
model (Figure 6) was used and a reduced foundation model (Figure 7)
was developed for this study. Since only one module on each side of
the ship’s centerline was modeled for this study. This required the
addition of masses to the model at the four corners of the
foundation to account for the adjacent modules. Different
missile/canister loadout configurations presented are:

- CG 53 Shock Trial heavy loadout with VLS Foundation
- CG 53 Shock Trial light loadout with VLS Foundation
- CG 53 Shock Trial heavy loadout with DDG 51 subbase

The majority of time on this effort was spent selecting the
proper boundary conditions. First a baseline model was established.
Loadouts representative of the Shock Trials were developed to
determine the boundary conditions. Some of the parameters considered
were:

i. Boundary Conditions at the Foundation/Ship Structure Interface

The fore-aft (X), pitch (RY), and yaw (RZ) motions of the ship
were assumed to be negligible with respect to the vertical (2) and
athwartship (Y) responses, and therefore these degrees of freedom
were constrained for the model boundaries. In addition to this,
there were two types of model boundary conditions studied: Case 1.
The VLS foundation outboard channel and pedestal base (Figure 7)
were assumed to be free in the translational degrees of freedom
(DOF) Y(2) and 2Z(3). Translational DOF X(i), and Rotational DOF
RX(4), RY(5), ard RZ(6) were constrained. Case 2. All boundary
conditions for the model were the same as Case 1 except rotational
DOF RX(4) was freed.




ii. cCanister to Launcher Interface

The interface between the canister and the VLS module is
highly nonlinear. When the ship moves upward, the inertia force of
the canister is reacted at the plenum top plate. And when the ship
moves downward, the inertia force of the canister is reacted at the
dogdown structures four feet above the plenum Figure 6 and ([8].
Reference [1] conducted a single cell study of a linear versus
nonlinear vertical interface between the canister and the VLS
launcher. Results of this analysis indicated that the 1linear
interface was approximately similar to the nonlinear interface case.
In order to simplify the analysis approach, the following
assumptions were made:

-the canister was assumed to be supported at the plenum irrespective
of the direction of ship movement. Linear interface elastic springs
in the fore and aft (X), athwartship (YY), and vertical (2)
directions were modeled. The spring stiffness K = 1.0E8 1lb/in was
assumed for all translational directions. Rotational RX and RY DOF
were free and RZ was modeled with a stiff rotational spring of
stiffness K = 1.0E9 1lb/in.

- the canister was not supported at the dogdowns.

- the canister top to module deck interface was modeled with linear
springs (K = 1.0E8 1lb/in) in the X and Y directions. Canister
translational Z, rotational RX, RY, and RZ DOF were assumed to be
free.

iii. Dynamic Reduction

MSC/NASTRAN (Version 65B), a finite element structural analysis
program, was used to perform direct transient response analysis. The
superelement technique used was similar to the one described in [1].
The residual structure was solved using the Generalized Dynamic
Reduction (GDR) technique instead of the Guyan reduction technique
used in [1]. The GDR technique [9] 1is considered the most accurate
method for dynamic reduction. Also, the model size for this study
was small compared to the model used by [1]. So the process of Guyan
reduction was eliminated.

There were three phases of operation for superelement analysis
with MSC/NASTRAN. The first phase of analysis was to perform
eigenvalue solution (SOL 63) for all superelements using the GDR
technique. The second phase was to combine all superelement data to
form the model for the residual structure and perform direct
transient analysis using MSC/NASTRAN SOL 69 [10]. The last phase
was the data recovery phase. Acceleration time history data were
recovered at various launcher locations.
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MATHEMATICAL MODELING

As mentioned previously, the finite element models used in this
analysis were essentially the same as those used in [6]. Some minor
modifications incorporated specifically for the shadow side effect
transient analysis were:

i1 Canister to module dogdown springs were removed from the
module superelement

ii The aft foundation plate model was reduced to a model for
one module only. The inboard pedestals on either end of the
module were modeled as bar elements with modified structural
properties [13].

iii The foundation boundary points DOF four (RX) were fixed in
Case 1 in order to neglect ship roll motion, and were freed
in Case 2 in order to permit ship roll motion.

The Finite Element Models (FEM) of the 8-cell module,
canister/missile, foundation and subbase are shown in Fiqures 6 and
7. Table 2 gives the weights of the major components used for the
Shadow Side Transient Analysis.

Table 2 Model Weight Summary

Item Unit Weight (LBS)
Standard Module 37,135
Foundation For One Module (in CG 53) 7,334
SM2 Missile/MK 13 Canister 3,770
VLASROC Missile/MK 15 Canister 4,020
Tomahawk Weight/MK 14 Canister 5,960
MK 13 Canister and Adapter + Cell Cover 2,220
Subbase For One Module (in DDG 51) 3,949

RESIDUAL STRUCTURE

The residual structure is a collection of all the superelements.
It contains boundary degrees of freedom of all the components and
the seismic masses to represent the VLS foundation/ship and the VLS
deck/ship interfaces. The boundary conditions for the structure are
defined through the seismic masses with the enforced loads in
MSC/NASTRAN [9]. For Case 1 boundary conditions, the seismic masses
were fixed in X, RX, RY, and RZ and freed in Y and Z . For Case 2
boundary conditions, the seismic masses were fixed in X, RY, and R2Z
and freed in Y, 2, and RX. The seismic masses enabl¢ the transient
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loads to be enforced on the model.

The Generalized Dynamic Reduction (GDR) method was used to
further reduce the number of degrees of freedom. The cut-off
frequency specified was 60 HZ. The total number of DOF in the
residual structure were approximately six hundred and fifty.

APPLIED LOADS

Input loads for the VLS shadow side effect study were obtained
from the CG 53 Shock Trials Shot Four data for the forward VLS
launcher and Shot Three for the aft VLS launcher. Figure 8 shows the
location of seismic masses and channel numbers used as input loads.
Figures 9 through 14 show time histories of applied loads for the
forward and aft 1launchers. Scale factors were used to
interpolate/extrapolate the measured data for instruments which did
not coincide with the locations of seismic masses in the FEM.

TRANSIENT ANALYSIS RESULTS

MSC/NASTRAN SOL 69 ([10] was used to perform transient dynamic
analysis for this study. There were several models prepared for
different loadout configurations [13]. Results are presented for the
loadout configurations which were represented in the CG 53 Shock
Trials.

The heavy loadout configuration used input data from Shot Four.
The starboard side of the ship was the charge side. This loadout
configuration was evaluated for two subcases of loads: (A) using
forward channels V7000V and V7002V and (B, using aft channels V7005V
and V7006V. The rest of the loads remained the same as shown in
Figure 11. Further, this configuration was evaluated for Case 1 and
Case 2 boundary conditions. Loading A Results: Figures 15 through 17
show the vertical accelerations at the plenum top/canister base and
deck level for the two cases. The response comparison plots show
time history and shock spectra correlate better for Case 2 than Case
1. Analysis time history peaks for the shadow side do not match the
measured data but, analysis shock spectra are within 10 percent of
measured data up to the cut-off frequency of 60 Hz. The response
frequency of Case 2 matches the measured data. Loading B Results:
Figures 18 through 20 show the accelerations at the plenum
top/canister base and deck level for the two cases. The peak
acceleration response data shows a shadow side effect for both
cases, but the shock spectra comparison between the Shock Trials
data and the two cases shows Case 2 to be closer to the measured
data.

The light loadout configuration used Shot Three data for the
aft launcher. The port side of the ship was the charge side. This
configuration was also evaluated for Case 1 and Case 2. Figures 21
through 23 show the accelerations at the plenum top/canister base
and deck level for the two cases. The peak acceleration response
data show no appreciable shadow side effect for either Case 1 or
Case 2. The shock spectra and time history comparison between the
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Shock Trials data and the two cases shows Case 2 to b~ closer to tha
measured data.

For the heavy loadout configuration with DDG C1 subbase model
all input loading was at the subbase feet, which were connected to
the ship foundation. There were no connections with ship bulkheads.
Note that this ccntiguration is similar to the CG 53 aft foundation
whereas the fowarc foundation outboards are connected to the ships
longitudinal bulkacads port and starboard. Because of the way 1in
which the subbases were connected to each other and assuming
symmetry about the center line of the subbases themselves, no
additional mass distributions needed to be simulated. This
configuration was analysed for Case 1 and Cacse 2. Figure 24 shcws
the peak accelerations at the plenum top/canister base and deck
level for the two cases. Analysis shock spectra and time history
plots are presented in Figures 25 and 26. The peak acceleration
response data shows a shadow side effect for both cases. The
comparison of shock spectra between the two cases shows Case 2
response frequency is closer to the frequency of CG 53 heavy loadout
Case 2. The VLS with DDG 51 Subbase also showed the Shadow Side
Effect, but the peak response of the VLS was 20 percent lower for
the DDG 51 subbase case thar the CG 53 foundation case.

CONCLUSIONS AND RECOMMENDATIONS

Transient analysis for the shadow side study was performed using
several different finite element models. It was noted that changinc
the athwartship load did not vary the vertical response of the
model. From the analytical response data it is clear that it is not
enough to look at the peak accelerations. Time history and shock
spectra plots of acceleration respcnse provide a better
understanding of the shadow side effect. Ship roll motion (Case 2)
when introduced in the model gives better correlation to the
measured data than Case 7 when roll motion is constrained. This
study was acle to reproduce a similar response for the VLS by using
measured data as input to the mathematical models and changing the
boundary constraints. The methodology explained in this report can
be readily adaptable to other siip hull structures.

MMA&NS analytical models for the VLS showed good correlation
with the CG 53 measured data. Any discrepencies which may be
present can further be reduced by using translational and rotational
inputs at the keel. The input 1loads for the keel and the ship
structure surrounding the VLS should be generated using a method
similar to one used by Reference 3. In the case of CG 53 only one
velocity guge data was zvailablie at the keel.

The VLS model response ror the CG 53 heavy loadout was evaluated
with the CG 53 foundation and the DDG 51 subbase. A comparison of
results for these two cases shows that the average vertical
acceleration response was 20 percent higher for the CG 53 foundation
case than for the DbG 51 subbase case., Also, a comparison of shock
response spectra indicates that the shadow side response was 50
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percent higher than charge side for the CG 53 foundation case
compared to 30 percent for the DDG 51 subbase case.

A second phase of Shadow Side Effect Study is ongoing at Martin
Marietta Aero and Naval Systems. The analaytical model for this
part of the Study will include a part of the ship structure
surrounding the VLS. Input loads will be the CG 53 Shock Trials
measured data at the ship hull for a gage located near the center
line of the ship. Input loads at the other locations on the ship
structure will be adjusted for the impact time phasing and the
amplitude change of the pulse. Delta time will be defined by the
radial distance away from the center line of the ship divided by the
spead of sound in water. And, the transient load amplitude change
accross the hull will be determined by keel shock factor formula

[11].
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DYNAMIC RESPONSE OF PIPE SUBJECTED TO HIGH
IMPACT LOADS

R. J. Scavuzzo and P. C. Lam
Department of Mechanical Engineering
University of Akron
Akron, OH 44325

An instrumented pressurized simply support-
ed 1 1/2" schedule 40 pipe was subjected to
starting velo:>ity shock using a drop test
fixture. Velocities as high as 21 ft/sec
were imposed on the 4' length of pipe.
Elastically calculated stresses exceeded

the yield strength by over a factor of three.
The plastic pipe deflection is about 1/4".
Design criteria based on an allowable
plastic pipe deflection is suggested.

INTRODUCTION

Allowable dynamic stresses of piping in naval combatant ships
are normally limited to values between the yield strength and
twice the yield strength. These same limits are also used in the
ASME Boiler and Pressure Vessel Code, Section III, Division I for
nuclear piping subjected to seismic or other dynamic loads [1,2].
In this study the response of piping to both static (pressure)
stresses and dynamic stresses associated with shock loading are
expermentally investigated.

Piping subjected to naval shock never fails in the center of
a pipe span. Failures, if present, occur in threaded or soldered
joints or in the hangers supporting the pipe. Thus, based on the
experience, design effort should be concentrated on the joint
design or hanger design and not in the hanger spacing to limit
pipe bending stresses.

Recent evidence indicates that piping systems can absorb
considerably more ¢ynamic energy than permitted by the upper limit
of 2Sy. Studies of power plants that have been subjected to large
earthquakes without having been designed to resist earthquakes
show that the piping neither failed nor showed evidence of large
plastic deformation as long as it was properly anchored [3].
Because of the econonic potential, the current Code criteria for
nuclear piping are being re-examined to determine whether more
liberal allowable stresses can be safely permitted. Work being
done for the nuclear industry can be applied to piping in naval
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combatants.

One argument for permitting higher allowable stresses for the
dynamic loads is based on the concept of limited available energy
for structural deformation. For static loads such as internal
pressure (from gas or steam) and dead weight, the available energy
is large compared with the energy required to deform and,
subsequently fail the structure. However, for certain types of
dynamic loads such as an earthquake , drop-impact, and shipboard
shock, the available energy is limited and may not be sufficient
to cause either unacceptable plastic deformation or rupture.

As a result, an experimental study was sponsored by the PVRC
[3] dynamic task group to measure the dynamic response of
pressurized stainless steel piping subjected to high dynamic
loads. Specifically, the objectives the experimental portion of
this research program were to:

(1) Superpose dynamic stresses in piping onto static pressure
stresses so that current allowable stress criteria of the
ASME Boiler and Pressure Vessel Code [1] are exceeded.

(2) Obtain experimental dynamic strains in the piping
specimen to compare with various analytical predictions.

(3) Measure plastic deformation to compare with analyses.

Data provided from the first objective were used to experimentally
evaluate the significance of exceeding Code allowable stresses.
Data provided on the second and third objectives were used both to
evaluate experimental results and to compare with various
analytical solutions so that the ability of a designer to
calculate dynamic elastic-plastic stresses and strains in very
simple structures could be accessed. These analytical comparisons
are discussed in Reference [4-7].

DESCRIPTION OF TEST EQUIPMENT

Pipe Specimens

All pipe specimens were 1 1/2 in. NPS Schedule 40-type 304
stainless-steel seamless pipe. The nominal inside and outside
pipe diameters were 1.90 in. and 1.61 in., respectively. The D/t
ratio was 12.1 where D is the mean diameter.

Two tensile tests were conducted on the 304 stainless-steel
pipe material. Both tests were conducted on the first length of
the pipe which was used for the four pipe specimens. The first
test was conducted using a mechanical extensometer to measure
strains. An electric resistance strain gage was used in the
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1/4-in. diameter steel rods 9 ft high. The fixture was dropped
from different heights onto a steel channel on the floor for each

test.

1
11
!J

Fig 2—Pipe specimen, strain gaged and mounted in loading fixture

Fig 1--Overview of entire test fixture with concentrated weight on
pipe specimen

Both uniform pipe and pipe with a 14 1lb. mass at the center
of the span were tested. Output from electric resistance strain
gages at various positions on the pipe were recorded using storage
oscilloscopes. In this manner, strain-time history data were
obtained. Specimens were loaded first elastically and then into
the plastic range. Without the center mass as many as eight tests
were ccnducted on one pipe specimen. Five of the tests
plastically deformed the pipe. For the pipe specimens with the
center mass only two tests into the plastic range could be
conducted. After a particular specimen reached a center
deflection of approximately 1/2-in., it was discarded and replaced
with a new pipe specimen. A total ot eight different pipe
specimens were tested to evaluate the response of piping to high
dynamic stresses.




second test. Data from the second test are judged to be more
accurate. The yield strength was determined from both tests.
Data from the tests were also to determine the tangent modulus.

The measured yield (trengths were 27,000 psi and 29,600 psi,
respectively. The measured elastic modulus was 28.5 million psi.
The tangent modulus varied with strain. An average value of 5.5
million psi was estimated over the plastic strain range obtained
during testing. Material properties are summarized in Table 1.

Table 1—Elastic and Inelastic Materlal Propertles Table 2—Test Instrumentation and Equlpment
Fox po a, " E,x 1073 P Instrumentation and Equipment
Sieree (<) e (hsi) (ki) tUhlin Test Equipment  Manufacturer Model Comments
Handbook” 254 0.3 30 132 (1,283 Bridge amplifier  Vishay BAM-1 0-20 K Hz
Teste o8A 0.4 206 5.50 0.253 and meter Instruments
T Storage Textronix Type-T912 0-10MHz
¢ Initial vield stress. oscilluoscope
b Nuclear Systems Materials Handbook for 304 S5 ¢ 70° F. B&K electromag- Bruel and Kjaer Type 812 0445 N
< Average valines from tensile tests conducted at the University of netic shaker (0-100 Ib)
Akren. B&K power Bruel & Kjaer Type 2107 —
amplifier

Test Facilities and Instrumentation

Facilities of the Mechanical Engineering Laboratory at the
University of Akron were used in this program. Strain gages were
mounted on all pipe specimens and dynamic strains were recorded on
a storage oscilloscopes. Each strain gage signal was amplified
through a bridge amplifier to the oscilloscope. A permanent
record of data was made with photographs of the scope trace.
Plastic deformation between the center of the pipe specimen and
fixture was measured after each test in a series. These
centerline deflections were measured with inclined gage blocks and
a micrometer. Data could be duplicated to within 0.002 in. with
these instruments. Instrumentation and equipment used in this test
program are listed in Table 2.

A test fixture was designed to load pipe specimens by
dropping the entire fixture at a known height (see Figs. 1 and
2). In this manner, a starting-velocity shock loads the pipe.
The fixture tests a 1 1/2-in. NPS Schedule 40 pipe specimen 48 in.
long simply supported at each end. The simple support is obtained
from hardened steel pins that extend from a collar through a steel
yoke. Two lubricated bronze bushings were press fitted into each
yoke to provide bearings with low energy losses. These yokes were
fixed to a frame fabricated from two steel channels covered with a
1/4-in. steel plate. One yoke was free to move in the axial
direction of the pipe. Steel blocks welded to the frame under
each yoke provided a very stiff support to the foundation. The
movable portion of the fixture is guided by ball bushings by 1
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The location of strain gages varied from one test series to
the next. Strain gage locations are shown on Figs. 3-5; strain
gage data from test series (or pipe specimens) 2, 3, 5 and 8 were
analyzed to determine damping in both the elastic and plastic
regimes. Specimens 2 and 3 were uniform pipe sections without a
center mass. Peak strains of approximately 3500 micro-in./in.
were obtained. Specimens 5 and 8 had a center mass of 14 lb.
(Fig. 2). For this case, peak strains over 7000 micro-in./in.
were developed. Typical high-strain data (Test Series 8) are
shown on Fig. 6.

TEST 8-3
P - e —
< »>
> < |
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< »e > \
Fig 3 -Strain gage lacations for Test Series 2 and 2
< »
AB
Pl »
< »
] »
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By Stain gage nentions for Test Series 506, and 7 r - — = - - Aj
4 »
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“ »

Fig coesinaanpdate Teed Do 6 T 0 £4 i, 0 AT
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The two ends of the pipe were fitted with plugs and O-ring
seals so that the pipe could be pressurized using & hydraulic




pump. Pressures up to 3000 psi could be obtained with the
fittings in the system. Thus, dynamic stresses developed from
impact are superposed onto the static pressure stresses. A closed
up view of the pin support with the yoke and bushing is shown in
Figure 7.

.,fs . T

Fig /7 - View of pin support showing the voke and bushing

DISCUSSION OF RESULTS

A total of nine test series were conducted on eight different
pipe specimens. Tests 1, 2, and 2 were conducted on uniform
diameter pipe specimens without a center mass. Preliminary tests
for pipe specimens with a 14 1lb. mass at the center were conducted
on the third pipe specimen by turning the specimen over and
bending the pipe in the opposite direction. Tests in this pipe
are called Test Series 4. Test Series 5 through 9 were conducted
on pipe specimens with a 14 1lb center mass. Test Series 9 was
conducted to determin. if the center weight tended to flatten the
pipe during impact. Peak strains from all the tests are tabulated
in Reference [4].

Data from each test on the pipe specimens without a
concentrated mass at the midspan are listed on Table 3.
Data from pipe specimens with the 14 1lb center mass are listed in
Table 4. 1In Tables 3 and 4, the drop height is listed for each
test. The initial hydrostatic internal pressure is also
tabulated. Axial stresses from the hydroscatic pressure are added
to the peak elastically calculated dynamic stress to obtain the
maximum elastic elastically calculated stress intensity, SI. Peak
dynamic strains measured by the strain gages multiplied by the
elastic modulus is also listed. As seen in Table 3 these pseudo
stresses, E x strain, determined from strain gage data exceed the
elastically calculated values by as much as 50% for the higher
impacts (Tests 2-6, 2-7). Thus, elastic analyses trom this impact
loading underestimated the maximum strains that occurred. The




strain-gage data from the first test appears faulty but 1is
provided for completeness.

Midspan (incremental) plastic deformation caused by a
particular test is also listed in Tables 3 and 4. The total
midspan deformation in a specimen is cumulative and can be
obtained by adding all values for a part.cular test series.
Plastic deflections obtained from tests without a center weight
are plotted in Fig. 8. A drop of approximately 20 in. was needed
to initiate measurable plastic deformation.

Deflection data for Test Series 4 through 9 are plotted in
Fig. 9. Tt should be noted that deflections obtained during Test
Series 5 and 6 without internal pressure were lower than values
obtained during Series 7 and 8 indicating that internal pressure
increased plastic strain in the pipe. Permenent deflections of
approximately 0.3 in. were measured for a 60 in. drcp, which 1is
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Table 4—Elastically Calculated Stresses for Specimens with 14-1b Concentrated Mass
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equivalent o an iaitial impact velocity of 17.9 ft./sec. Strains
measured on pipes with the center mass reached values over 7000
micro-in./in. which is six times the strain yield.

Test Series 8 was instrumented to observe ratcheting that
might have been caused by cyclic plastic bending superposed onto
the tensile static internal pressure stresses. It was expected
that permanent set or plastic strains measured in compression by
the top gage would be less than the tens.le strains measured by
the bottom gage. Actually, the opposite occurred; compression set
exceeded the tensile set. Therefore, an eighth pipe specimen
(Test Series 9) was tested. In this test, data was obtained to
determine poscible local bending from the concentrated mass. Pipe
diameter measurements were taken to determine possible changes
from high impact. None were cbserved. As shown in Fig. 10, the
permanent set observed with the strain gages was similar to the
permanent set measured in Test Series 8. Higher strains were also
measured in compression than in tension in this test.

Elastic stress calculations are compared to Code allowable
values for the uniform pipe specimens and specimens with the
center weight in Tables 3 and 4, respectively. Code allowab.e
stress values vary dependir.g upon the Class and Service level from
1.5-3.0 Sm or 28y , whichever is smaller. For 304 stainless-steel
seamless pipe the Code [1] gives Sm = 20 ksi. The maximum Service
ievel D limit is thus 60 ksi. Maximum experimentally measured
pseudostresses (E x strain) reached 107 ksi. The effect on the
pressurized pipe was that 3 permanent set of 3/8 in. occurred with
no other structural damage. Furthermore, this set can be estimated
as discussed in Part III of this report.

Results listed in Table 4 clearly demonstrate that the upper
linit of Code-allowable value be exceeded by a factor of over 6
{Test 5-4) without rupture or even significant plastic deformation
of the pipe. 1In that test, the peak measured strain was 7190
micro-in./in. with a corresponding elastic pseudostress (E x
strain) of 204,820 psi. A centerline displacement of 0.279 1in.
resulted.

APPLICATION TO NAVAL SHOCK ANALYSIS
The pipe can be analyzed assuming a starting velocity equal
to the velocity at impact.
For a 5' drop height, the velocity at impacti 1is
vV = 17.9 ft./sec. (1)

The first mode natural frequency of the 13.9 1lb. oil filled pape
with a 14 1lb. center weight is approximatel.y 42 Hz.




The effective G load is:

G

V2T F/g (2)

G

it

146.7 g's (3)

Thus, the calculated dynamic stress, Sd, based on a center weight
of 27.9 1lbs is

sd = 152,400 psi

This stress is clearly unacceptable by current Naval allowable
stress standards for a material with a 30,000 psi yield strength.
As seen in Table 4 the permanent deflection of the pipe is between
0.28" to 0.35". Defections of this magnitude are usually
insignificant in shipboard applications.

SUMMARY and CONCLUSIONS

(1) A total of 9 straight pipe specimens in 10 test series were
tested with a starting velocity shock and internal pressure.

(2) Strains of 7190 micro-in./in. (for which E x strain = 204,900
psi), and permanent deflections of up to 0.3 in. were obtained
for a 1 1/2 in. Schedule 40-type 304 SS simply supported pipe
4 ft. long with internal pressure of 2500 psi. Other than the
bend in the pipe, there was no adverse effects on the
integrity of the pipe.

(3) Experimental data indicate that allowable stresses based on
the yield strength for dynamic impact loads can be increased
significantly without affecting the integrity of the pipe.

(4) Criteria should be based on an allowable permanenc
displacement of the pipe rather than a stress criteria. Also
the criteria should emphasize the strength of joints and pipe
hangers.
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BUBBLE JET CALCULATIONS USING THE
DYSMAS/E FINITE DIFFERENCE CODE

Stephen A. Wilkerson
Naval Surface Weapons Center
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Silver Spring, MD 20903-5000
and
Dr. Hans Schittke
Industriealagen-Betriebsgesellschaft
Abteilung Finite Berechnungsverfahren
8012 Ottobrunn bei Miuinchen
Federal Republic of Germany

A method of calculating underwater bubble collapse
using the DYSMAS/E code is presented. The effects on
bubble growth and collapse of a nearby rigid boundary
and the free surface are included in the analysis.
The solution methodology is described and the
advantages and disadvantages of compressible flow
theory are compared to incompressible flow theory.
The approcach is shown to give reasonable results in
comparison to observed explosion bubble behavior.

The paper also contains a preliminary look at the
formation of a bubble jet

BACKGROUND

The formulation of the DYSMAS/E code was based on an existing
one dimensional finite Aifference code. The code employs the pasic
conservation of momentui ., miss and energy laws. The original one
dimensional model was exn - led to include one and two dimensional
cylindrical coordinate sy..ems and one, two and three dimensional
cartesian coordinate systems. The present DYSMAS/E finite difference
code is still undergoing development. The code makes use of state-
of-the-art discretization, material models, equaticn cf state
formulations and failure criteria. The present version of DYSMAS/E
utilizes the FLIC {FLuid In Cell) finite difference method of Gentry
Martin and Daly®. The method is second order with exception of the
convective phase. 1In this phase a donor cell upwind differencing
method is used. Other methods are also under development.

The material model uses an elastic-plastic strength formulation
with a linear-elastic constitutive relation for isotopic materials
and a Von Mises yield criterion which takes into account the affects
of strain, strain-rate, temperature and pressure effects. Further,
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the ccde includes several burn models including constant velocity
burn2 the C-J volume burn, burn to detonation and forest fire

burn<~4% The code contains specific models for water, including
cavitation affects; air, accounting for high energy dissociation and
ionization; compacting soils, as well as an extensive list of high
explosives. Amoung the equation of state models is the Jones Wilkins
Lee (JWL) equation of state for explosives. In all the code has an
internal data bank of about 60 materials.

The failure criteria that can be used in DYSMAS/E provide for
failure due to exceeding the maximum allowable distention of a
material, the maximum effective stress, the maximum effective strain,
or the hydrodynamic pressure. These criteria account for strain
rate, temperature and lcad state. After failure, the code simulates
failure propagation in a material cell by introducing a small failed
region which can grow according to an assumed load-dependent rate
law. In this model a fully failed material will support no tensile
load. However, recompression of a failed material is possible.

PROBLEM DEFINITION

The purpose of this study was to explore the applicability of
the DYSMAS/E code to the analysis of the underwater explosion bubble
collapse. 1In particular, DYSMAS/E's ability to predict the formation
of a bubble jet, toward a rigid boundary during the bubble's collapse
phase, was of primary importance. The problem chosen for analysis
was that of a small explosive charge (1.4 grams of TNT) situated
between a free surface and a rigid flat plate such that the bubble
should collapse onto the rigid flat plate during its collapse phase.
The location of the charge was approximately 3/4 of the expected
maximum radius from the plate. At this location, a bubble jet was
expected to form and impact on the rigid boundary near the end of the
first bubble period. Figure 1 shows the geometry being studied.
Selection of this configur2tion permits the problem to be easily
duplicated experimentally.

The DYSMAS/E code offers a variety of detonation models
including a fully exploded model, a C-~J Constant Volume burn model,
the burn to detonation model by Mader, initiation and growth model by
Lee and Tarver and the forest fire model by Mader. In the interest
of simplicity a fully exploded model was chosen for the TNT
explosive. 1In this model the original volume of TNT converted to a
high pressure, high temperature gas, thus providing the initial
conditions for the dynamic expansion and contraction of the explosion
products. The problem under consideration is axisymmetric and a
cylindrical coordinate system is used.

In order to take full advantage of DYSMAS/E rezoning features an
initial grid of 40 by 40 cells was used. Since the change in each
cell must be calculated during a cycle, and the shock wave can only
propagate one cell per cycle, it would be inefficient to include a
large grid initially. Therefore, use of a small grid reduces the
computation time required for each cycle and the rezoning feature can
be used when required to expand the grid for the outward propagation
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of tiie explosion's shock wave. DYSMAS/E rezoning can be performed
using an integer factor. For example, a factor of 2 along a
coordinate axis would combine the information of two cells into one
alorra that axis. Figure 2 shows the initial 40 by 40 grid and the
location of the TNT cells within the grid. It was initially
important to choose a sufficient number of cells being occupied by
the TNT gaseous products and a sufficient number of fluid cells.
Having sufficient cells occupied by the TNT gaseous products allows
the detailed examination of the bubble jetting phenomena. An
insufficient number of TNT gas cells would obscure the resoclution,
details, and accuracy of the compilation. Furthermore, the initial
grid size and proportions become important when a rezoning is
performed. This rezoning must be done in a way that preserves the
initial grid's ratio of fluid cells to TNT gas cells. If this is not
done correctly, the total number of cells will grcw, thus increasing
the computational time or the loss of TNT cells will res::?+ in a
degradation of computational accuracy. Furthermore, the best w2y to
estimate proper proportions appears to come with experience. 1In
order to gain experience several grid configurations in a one
dimensional system as well as several configurations in a two
dimensional system were experimented with before choosing the final
grid given in Figure 2. The importance of consistent rezoning
procedures 1is due to the code's time dependence on shock wave speed.
As the initial shock wave propagates outward, roughly at the speed of
sound in water, the explosive gases ccntinue to expand outward
dropping the internal pressure of the TNT's gas products. This drop
in gas pressure results in a decreasing outward momentum which is
clearly time dependent. When the shock wave reaches the outer fluid
cells the analysis must be stopped and a rezoning must be performed
before the analysis can continue. If at that time the bubble's gases
have not expanded sufficiently, the total ratio of TNT to fluid cells
will not be preserved after rezoning. This in turn will become a
worsening problem with each additional rezone and a real problem
throughout the analysis.

After the initial choice of grid sizes the problem was rezoned 4
additional times. The final grid was utilized until the bubble jet
formed and impacted on the rigid boundary. One additional rezoning
would have increased the accuracy near the end of the collapse phase
of the bubble period. However, the results obtained up to that point
were sufficient for the purpose of this analysis and no final
rezoning was performed. The rezoning procedures in DYSMAS/E were
very efficient, and the total rezoning proccss became so routine that
a 5 to 10 minute operator time delay per rezone was all that was
required before continuing the analysis. A plot showing the rezoning
process and the amount of time in terms of computation cycles is
shown in Figure 3. The first and second choice of grigﬁ resulted in
a larger number of c%gls being needed in the 3T% and 4 rezoning.
However, after the 4 rezoning the bubble was sufficient in size so
that the final rezoning was the last required. The final
configuration consisted of a 60 by 65 grid with gradually expanding
cells along the x and y axes. The final grid extended several meters
high and 10 meters out. A large grid limits the influence of a
reflected shock wave from a boundary which reduces surrounding
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boundary constraints and allows the influence of the flat plate on
bubble collapse to be studied accurately.

RESULTS

The results showed that the interaction of the bubble with the
flat plate and the bubble's proximity to the free surface extended
the bubbles period slightly, which was expected. When compared with
empirical rules, the DYSMAS/E's predicted bubbie period was 10 to 15
percent longer then an equivalent free field detonation which seemed
reasonable. A number of plots were made throughout the analysis,
showing the behavior of the bubble and surrounding fluid. Several
notable plots are shown here which duplicate expected bubble behavior
during its growth and collapse in the proximity of a rigid boundary
and near a free surface. Initially the gaseous products from the
explosive detonation become nearly spherical. The initial tin can
shaped charge used in thisGanalysis became nearly spherical after
only 15 cycles, 1.024*10 seconds, into the analysis. A velocity
plot showing the outward movement of gaseous products and the
beginning of the formation, of the now nearly spherical shock wave,
is shown in Figure 4. 1In Figure 5 the outer circie, highlighted by
the velocity vectors, is the shock wave in the fluid and the darker
inner circle shows the expanding bukble gases. As indicated, this
velocity distribution is representative of expected shockwave
formation and early_ time bubble growth and is very early in the
analysis (5.315*10_O seconds). One additional velocity distribution
is given in Figure 6. Figure 6 shows the rebounding shockwave from
the rigid boundary which is seen propagating outward behind the
initial shock wave. The dark inner velocity vectors show the near
spherical expansion of the bubble's explosive gases.

In order to show the phenomena of bubble jetting as well as the
magnitude of the bubble jet strength, several momentum distribution
plots are presented. These plots indicate the magnitude of each
cell's momentum relative to the other cells. In-other-words, higher
momentum cells will be highlighted by larger vectors which can be
seen as darkened areas on the plots. These larger momentum vectors
become of interest in estimating the magnitude of the force being
exerted on the rigid boundary by the bubble jet. Additionally, the
bubble's boundary can be estimated by recalling that momentum is the
product of mass and velocity for each cell. Since the TNT gaseous
products are of a very low density, and the plot is scaled in
accordance with the highest momentum, areas occupied by the TNT gas
bubble are shown with little or no momentum. These areas are
surrounded by high momentum fluid vectors and can be identified on
the figures. Figure 7 shows a momentum distribution near maximum
bubble expansion. The outward bubble expansion is highlighted by a
dark ring of momentum vectors. Further, the interaction with the
free surface can also be seen by the mish-mash of momentum vectors
extending from the upper portion of the bubbles surface to the free
surface of the water. Fiqure 8 shows the initial contraction of the
bubble and the beginning of the formation of a bubble jet near the
top of the bubble surface. Finally, Figure 9 shows definite
formation of a bubble jet and Figure 10 shows the jet impacting on
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the rigid boundary. The results show conclusively that a bubble ijet
will form and impact on the rigid boundary under the initial
conditions imposed by this study. Further, the results indicate that
the momentum in the area of the bubble's jet could be significant in
deforming a non-rigid boundary.

CONCLUSION

The CYSMAS/E code represents a major contribution to the field
of computational fluid dynamics and offers the opportunity to study
complex physical phenomenon in detail. The code is easy to use, well
written and offers an abundance of features. In particular the
present study offers only limited results. However, the results
presented indicate that the code is easily adapted for specific
underwater applications. In particular, the code is well suited for
the study of shock wave propagation as well as the study of
underwater explosion bubble collapse.

The DYSMAS/E code offers a number cf advantages over an
incompressible irrotational flow theory approach in analyzing an
underwater explosioan bubble collapse. The code methodology avoids
the problems that occur in incompressible theory when the bubble jet
penetrates the opposite surface of the bubble. Additionally, the
etfects of the energy loss after the bubble minimum are also
partially accounted for in DYSMAS/E. DYSMAS/E will also allow the
consideration of a deformable boundary. Incompressible theory
currently does not address these complex phenomena which occur near
the bubble minimum. The one negative aspect of DYSMAS/E is that the
code is very computationally intensive and requires a large amount of
computer time. In conclusion, DYSMAS/E offers the opportunity to
study particular cases of bubble jet collapse in detail, but is not
well suited for parametric studies on bubble collapse. Such studies
are better suited fcr incompressible flow theory, where multiple
parameters can be studied, prior to bubble jet penetration, in a
fraction of the computational time required by DYSMAS/E.
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CONVERGENCE OF FINITE ELEMENT FREQUENCY
ANALYSIS FOR A THIN WALLED CYLINDER

Joseph M. Santiago and Henry L. Wisniewski
US Army Ballistic Research Laboratory
Aberdeen Proving Ground, MD 21005-5066

The natural frequencies of a thin walled cylindrical shell are com-
puted using the ADINA finite element computer program and compared
with the frequencies from a Rayleigh-Ritz solution of the Kirchhoff shell
equations. The rate of convergence of the finite element solution is
investigated by using three progressively refined mesh discretizations.
Models based on the 16-node quadrilateral curved shell element and
the 3-node triangular plate element are generated for each mesh. The
subspace iteration solution method is employed to solve for the first 100
frequencies and results are used to estimate rates of convergence and
limit frequencies. Comparison of the solutions calculated by the three
finite element meshes reveals that frequencies converge predominantly
from above and that the quadrilateral element converges faster than
the triangular element. Convergence correlates with the mode shape
rather than the frequency, with modes having few oscillations being
closest to convergence. Comparison with the Rayleigh-Ritz solutions
reveals that while the finite element frequencies are markedly closer
to converging for less complex mode shapes, as the oscillations in the
modes increase, the frequencies predicted by the Rayleigh-Ritz analysis
become superior.

INTRODUCTION

This paper investigates how the accuracy of finite element calculations for the natural frequen-
cies of a thin walled cylindrical shell is effected by the type and number of elements employed. Such
analyses are often useful as a preliminary means of selecting an appropriate finite clement model for
subsequent transient response computations. In fact, the present investigation is an outgrowth of
such a study [1]. The commercially available ADINA computer program (2] is used for this study.
Convergence of the finite clement solution is investigated by using three progressively refined mesh
discretizations, comprising 325, 703, and 1225 nodes. Finite clement modeis based on the 16-node
quadrilateral curved shell element and the 3-node triangular plate element are developed for each of
the three meshes. The subspace iteration solution method [3; pages 672-695] resident in the ADINA
program is used to calculate the first 100 frequencies for each mesh and element combination. For
cach element type, the frequencies predicted by the three mesh models are used to estimate the
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rate of convergence and a limit frequency for each mode by assuming a power convergence formula.
An independent Rayleigh-Ritz analysis of the Kirchhoff shell equations for the cylinder is used to
calculate the frequencies corresponding to the modes computed by the finite element analysis. As
an estimate of the error in the finite element solutions, the computed frequencies and the limit
frequencies for each element type are compared using the Rayleigh-Ritz frequencies as a basis.

BACKGROUND

It is commonly accepted that the accuracy with which a finite element analysis reproduces
the transient response of a structure, in particular when the response is predominantly elastic, is
a function of how well the frequency spectrum of the structure is modeled. This is because the
accuracy of the transient solution is limited by the frequency spectrum associated with the finite
element discretization irrespective of the time integration scheme used to solve the equations of
motion, see Bathe [3; pages 499-547]. For this reason, a frequency analysis can prove useful as a
preliminary step in selecting an appropriate finite element model for subsequent dynamic analyses.

However, it is well known that the frequency spectrum of a finite element model does not
duplicate exactly the frequency spectrum of the corresponding continuous body. First, the spectrum
of the continuous body is infinite, while that of the finite element model is finite and equal to
the number of degrees-of-freedom. Second, the process of discretization, in particular, the choice
of mass matrix, distorts the frequency spectrum relative to the associated modes. A consistent
mass formulation will overpredict frequencies, while a lumped mass formulation may underpredict
frequencies [4]. Moreover, the accuracy of a finite element frequency analysis depends on how
closely the finite element shape functions approximate mode shapes. This means that accuracy will
diminish as modes become more oscillatory. Since highly oscillatory modes are often associated
with the higher frequencies, this means that the high frequency end of the spectrum will be poorly
calculated by the finite element model. That is, these high frequencies will be more a reflection of
the discrete modeling, sensitive to the total number of nodes and the type of elements used, but
having little resemblance to the actual structure’s spectrum. If, however, as most often happens,
the loading on the structure is fairly smooth in time and space, the response will be governed
by the lower frequencies, since the higher frequencies will be only slightly excited and will hardly
contribute to the total response. Moreover, for sufficiently severe loading, plastic deformation will
tend to dampen the higher frequencies so that the lower ones predominate after a short while.
That is why a finite element analysis will often predict the transient response of a structure quite
accurately when only the lower frequency modes are modeled adequately. However, some care is
required in choosing appropriate elements and in using a sufficient number of nodes.

To some extent, these observations reflect the conclusions reached in our first investigation
into the problem [1]. There, the ADINA program was used to reproduce the transient deformations
measured on a cylindrical shell subjected to an enveloping blast wave in a shock tube experiment
[5]. A preliminary frequency analysis was used to sclect an appropriate discretization and element
type, and compared with a counterpart Rayleigh-Ritz analysis. This comparison revealed some of
the features described above, in particular, that the Rayleigh-Ritz predictions became noticeably
superior to the finite element predictions as the mode shapes became more oscillatory, although at
that time we did not fully understand the reason for this. Moreover, at the time it was mistakenly
found that the frequencies predicted by the triangular plate element model were closer to converging
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than those predicted by the quadrilateral clement model. This was contrary to our expectations
because the cubic shape function of the quadrilateral element secemed better suited to modeling
the oscillatory pattern of the modes than the linear shape function of the triangular plate element.
The increased computational power resulting from the replacement of the Cyber 7600 computer
by the Cray XM-P/48 computer at the Ballistic Research Laboratory in late 1986, provided the
opportunity to reinvestigate this problem and answer some of the questions raised by the earlier
study.

CYLINDER SPECIFICATIONS

The cylinder analyzed in this paper, as in our first study [1], is taken from an experimental
investigation [5] and has the following dimensions:

L = length between clamped ends = 0.8 m (31.5 in.)
D = inside diameter = 0.3048 m (12.0 in.)
h = wall thickness 1.016 mm (0.04 in.)

These give a D/h ratio of 300, well within thin shell theory. The mechanical properties of the
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Fignre 1. The 18x36 mesh model of the quarter eylinder using 703 nodes and 72 16-node shell elements.




cylinder are taken as the nominal values for 6061-T6 aluminum sheet:

£ = Young's modulus = 61.73 GPa (9388 ksi)
v = Poisson’s ratio = 0.3285
p = mass density = 2700 kg/m* (5.21 slug/ft?)

The cylinder is assumed clamped at both ends. so that these edges neither translate nor rotate,
Moreover. only modes of vibration symmetric with respect to the mid-plane hetween the two ends
are investigated.

FINITE ELEMENT MODELS

Since only modes of vibration symmetric with respect to the mid-plane are of interest. the
problem employs two planes of symmetry (one throngh the axis and the other perpendicular to
the axis midway between the fixed ends) to reduce the computational model to one quarter of the
cvlinder. This is depicted in Figure 1. where symmetry boundary conditions are imposed on the
edges in the y-z and z-r coordinate planes and clamped boundary conditions are applied to the top
cdge only. The figure depicts the finite element model of the quarter evlinder emploving 72 16-node
quadrilateral shell elements, which was also the model used in the previous study. Tt also shows
the local shell coordinates (V) and V) tangential and V), normal) used by gquadrilateral clements to
specify the rotaticnal degrees-of-freedom (DOLE). The boundary conditions are set by hmiting the
displacement and rotational DOF at boundary nodes as follows: at the svmmetry boundaries only
displacements in the plane of symmetry and rotations about the normal to the plane are allowed.
while on the clamped edge no displacements or rotations are permitted at all.

4 4 pA
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g dp 808 oo
Tguaus! 1808
Sunpss
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12X24 mesh 18X36 mesh 24X48 mesh

Figure 20 Mesh models for quarter eylinder.

To study the rate of numerical convergence, the present study emplovs three different mesh
discretizations involving 325, 703, and 1225 nodes, as shown tn Figure 2, where mesh intersections
mdicate node locations. Notice, this figure differs from the previons one which shows the clement
mesh rather than the node mesh. The meshes maintain the same aspeet ratio as thev ave relined and

can be characterized by the number of increments i the longitudinal and circumferential directions
as follows: 12x24, 18x36, and 240 x 18, Heneeo the meshes subtend angles of 7.5 degrees, 5.0 degrees,




and 3.70 degrees, respectively, in the circumferential direction.

These mesh models are used as grids
to generate finite element models based on the 16-node quadrilateral shell element and the 3-node
triangular plate element.

Figure 3: Equivalence of a singie 16-node shell element to 18 triangular plate elements

Applying the ADINA quadrilateral curved \‘ll(‘“ clement with |
three meshes results in models consisting of 32, 7
in Figure L The quadrilateral element [6] is lmsul on Mindlin prate theory and has 2 rotational
DOL (rotations abont the shell normal are undefined) addition to the usual 3 displacement
DO Tuking into account the constraints imposed by the boundary conditions. the resnlting finite
element models are found 1o have 1102, 3134, and 5636 DO Application of the ADIN A triangular
plate element [7] with 3 mid-surface nodes to the three meshes results in models with 576, 1296
and 2301 clements,

16 mid-snrface nodes 1o these

2. and 128 elements: the 72 element model 15 shown

Notice that the triangular element model uses many more elements than the
corresponding quadrilateral element model, because I8 tniangular elements are required 1o replace
a single guadrilateral element. as shown in Figure 3. This figure also shows how the triangular
elements are arranged in an alternating geometric pattern so as not to introduce directional bias.
Unlike the quadrilateral element, the triangular element has a full 6 DO per node. the additional
rotational DO being required to accommodate the difference in element normals at common nodes.
Moreover. the rotational DOV are with respect to the global. rather than local shell coordinate
BYWRIR 6767 DOL.
quadrilateral clement models. The pertinent
patimeters for these finite element models are summarized in the following table.

axes. Hence, the finite element models based on this element require 1655,

approximately 20 more than the corresponding

and

Table 1: Specification of finite element models.

Flement Type i Mesh | Circamferential | Number Number P)()l'
Mesh Spacing | of Nodes | of Elements |

[ 16-Node 12 %21 7..3 degrees 325 32 [ 12
| Quadrilateral || 18%x36 5.0 degrees 703 72 iilﬁl
24 1N 3. T') degrees 1225 128 NG
I 3-Node 1221 7.5 degrees 325 576 1( 55
Triangular 18 %36 5.0 degrees 703 1296 | 3779
21 x A8 i T' degrees 1225 2304 1 6767

Rather than describing the finite element analysis next,

we present a brief deseription of the




Rayleigh-Ritz method and results obtained thereby i order to give insight into interpreting the
subsequent finite element results.

RAYLEIGH-RITZ ANALYSIS

As an independent check on how closcly the finite element caleulations simidate the evlinder
frequencies. an approximate solution for the frequencies of the evlinder based on a Ravleigh-Rits
analysis of the Kirchhoff shell equations has been developed. Typically, the analysis cinplovs i set of
approximate displacement functions satisfving the essential houndary conditions and determines the
associated displacement coeflicients by requiring that the equations of equilibrinm be satistied in a
Galerkin or integral sense. By way of illnstration. the method of analvsis is applied in Apr oo 25w A
to the somewhat simpler Donnell equations for a cvhindrical shell. This is taken from Krans's
textbook on elastic shells. but with corrections. since the the final resnlts presented there are in
CTror.

Based on a Ravleigh-Ritz analysis of the more general Kirehhofl shell equations. a small pro-
gram has been written to compute the frequencies of the evlinder. As explained in detail in Appendix
AL to calenlate evhinder frequencies by this method. the oscillations in a mode st first he specitiod
in terms of the number of longitndinal half waves. n.and the number of cirenmferential full waves.
1 the program then computes the corresponding frequency. Fignres 59 illustrates the delinitions
of neand i by examples. Tt turns oue that the frequencey spectrum of the evlinder is best examined
i terms of these numbers.,
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In Figure 1 the frequencies obtained by the program for the cylinder under consideration are
plotted against the number of circumferential waves for ascending numbers of longitudinal half
waves. This method of representation clearly illustrates the anomalous character of the frequency
spectrum of the evlinder. which is unlike that of simpler structures, such as beams and plates.
where the natural frequency increases with the complexity of the corresponding mode shape. Here
we notice that while the frequencies of the evlinder increase monotonically with the number of
lougitudinal half waves, m. the trend with respect te the number of circumferential waves, n. s
unusual in that at first the frequencies show an unexpected decrease to a minimum followed by
the more usual monotonic increase. For this reason. frequencies higher than the minimum occur
not only for higher values of n. but also lower values. This behavior is explained by Arnold and
Warburton [9] as due to a halance in the strain energy stored in membrane deformation (decreasing
with higher 1) and the flexural deformation (increasing with higher n) causing the lowest frequency
te ocour at an intermediate value of 1 where the total encrgy is a minimuaa. Finallve it should
be cmphasized that because the Ravleigh-Ritz method uses approximate displacement functions
satisfving the equilibrium in an integral sense only. the frequencies calculated by this method can
be expected to overpredict the true natural frequencies of the evlinder.

FINITE ELEMENT FREQUENCY ANALYSIS

Using the ADINA eigen-frequency analysis option, the first 100 frequencies and associated
mode shapes are caleulated for cach of the six finite element models previously described. The
calculations employ the subspace iteration method of solution exclusively [3: pages 672 695, since
our previous investigation [1] established that this method gives essentially the same answers as
determinant search method (also available in ADINA). but with relatively less computational effort
as the DO of the models increase. A consistent mass formulation is emploved throughout. so that
the analysis overpredicts the true evlinder frequencies [10: page 226).

The ADINA program calculates frequencies in ascending order starting with the fnndamental.
Figures 5 9. showing the first 20 frequencies and associated mode shapes obtained with the most
refined mesh (21x18) using the quadrilateral element . typifies the results obtained from the ADINA
computations. Notice that the number of circumferential waves does not necessarily increase with
the frequency: for example, for modes with one longitudinal half wave, the number of circumferential
waves in mode 3 s less than that in mode 2. the number in mode 6 is less than that in mode 5.
and so on. This is to be expected in light of the Ravleigh-Ritz analysis. Figure 1. since for cach
family of longitndinal half waves. there are higher frequencies to the left as well as to the right of
the minimum frequency. The times required by the finite element models to calculate the tirst 100
frequencies on the Cray X-MP/IR computer are in the order of 2-3 minutes for the 12x24 mesh.
6 7 minutes for the I8x36 mesh, and 13- 15 minutes for the 21x48. In general. the solution times.
in addition to reflecting the DOFE of the models, are influenced by the values of the parameters used
in the subspace iteration method and the available computer storage. but are not affected much by
the tvpe of element employved.

The results of the finite element frequency caleulations. as well as the those for the Rayleigh-
Ritz analvsis. are arranged in order of ascending wave numbers in Appendix B for the quadrilateral
clement models and in Appendic O for the triangular element models. Sinee the finite element
analvsis calculates frequencies in ascending order, to generate these tables it is necessary to assign
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Figure 10: Mode 02 caleulated with the 12x24 mesh model using 3-node triangular elements,

wave numbers neand nto each frequency based onidentifying the number of waves in the deflection
pattern. The process is not difficult for the more refined meshes:see Fignres 5 9. but for the coarsest
mesh (12x21). identification can become uncertain as the number of waves increases. In some cases
imvolving the triangular element model. identification becomes impossible. giving rise to gaps in
the coarse mesh data in Appendix (' for the highly oscillatory modes. Figure 10 illustrates this
dilemma for mode 92 obtained with triangular elements and the 12x24 mesh: here. not only s the
circumferential pattern very irregular. but it is impossible to determine the number of longitudinal
hall waves. When the frequencies obtained from the ADINA calenlations are graphed as functions
of the umber of cireamferential waves for ascending numbers of longitudinal hall waves, the curves
are found 1o have the same general characteristies as those obtained by the Ravleigh-Ritz method.,
Figure 1. Therefore. rather than showing these very similar graphs for the finite element caleulations.
we prefer to graph the differences in the frequencies caleulated by these models in terms of deviations
from the Ravleigh-Ritz frequencies later in the paper in Figures 1115,

The tables in Appendices B and (" show that. with the exception of some simple modes with
few oscillations, the frequencies predicted by both the quadrilateral and the triangular element
models converge from above as the finite element mesh is refined. in agreement with the use of
a consistent mass analysis. Morcover, as the mesh is retined, the frequencies for modes with few
oscillations change less than those for highly oscillatory modes indicating that the former are closer
to converging.  This causes frequencies of some modes with few oscillations to be replaced i the
tables by those ol modes with many oscillations as the mesh s refined. since only the lowest 100
freguencies are computed by the program. Consequently. there isoa shift i the tabnlar data with
mote hiehlv oscillatory modes being included as the mesh s retined at the expense of losing modes
with Tew oscillations. In general, with the exception of some modes with few oseillations. the
quadrilareral elemeint frequencies are lower than the corresponding triangular clement freguencies,
imndicatine that for a given degree of refinement the quadrilateral element will prediet frequencies
clo~er to converging and henee is superjor!

Comparison ol the frequencies predicted by the finite clement models and the the Ravleieh-
Rt analvsis reveals an interestine trend. While finite element frequencies for modes with fow
o~ctllations are markedlv closer to convereing thas *he corresponding Ravleigh-Ritz freqnencies,
a~ the oscillations increase the converse hecomes true. Looked at in detail for a fixed mnnber of

Toneitndinal hall waves, i and a eiven mesh relinenent . we sece that as the number of ciremnterential

[his tesnlt cortects an erronecns tesult in our presious mvestigationt b o that work s o mostake i medelig boandary condinens
with the quadnlateral element wave unreadiste ally hieh frequenoy poedi tions . Becaloulatin of results vepaorted there mehoares thae
the rrer bovd bes i corrected before further calontatioms were poetformed and that the vornander of the resnlts omcermne the dynamn
tavc ke of the ovbiebr dae ot




waves, n, increases, the frequencies from the two methods approach a cross-over frequency and

therealter the superiority of the Rayleigh-Ritz solution steadily increases. The apparent reason for
this is that the sinusoidal functions used in the Ravleigh-Ritz analvsis become hetter approximations
of the displacements than the element shape functions as the oscillations in the modes inerease,
Hence, the fact that the Rayleigh-Ritz formulation satisfies the equations of motion in an integral
sense and not exactly bocomes less significant with increasing oscillations. It is tene that by refining
the finite element mesh, the cross-over frequency is delayed and some improvement i the acenracy
of the finite element solutions for the higher values of nis achieved, but in all cases for the highest
nunber of circumferential waves considered, the Ravleigh-Ritz frequencies are ¢losest 1o converging.
These points will be dealt with again below in comparing the deviation of the finite element solutions
from the Rayleigh-Ritz solution.

CONVERGENCE ANALYSIS

In order to evaluate how close the frequencies computed by the finite element models are 1o
converging. an estimate of the limit frequency is needed. In general, discrete numerical algorithims
converge as some power of the mesh increment. Indeed. Tong and Pian[1] have shown that the rate
at which cach frequency computed by a finite element model converges 1o its imit valne can he
bounded by an expression of the form:

fo=1+rd (1)
where €is a characteristic mesh length, usually the mesh inerement. f, is the frequency computed by
the fimte element model with the given mesh. f is the converged valie of the fregnency. obtained in
the imit as ¢ — 0.~ and 5 are model parameters that are assumed to be independent of the mesh
increment o, although they both can be influenced by the tyvpe of element used and. i particnlar,
v can depend on the frequency being considered. These parameters can be interpreted as follows:
i s an exponential measure of the rate at which the finite element model is converging to the himit
frequency and wis a measure of the closeness of the model to that limit frequency.

Taking this equation for our estimate on convergence. the fregnencies computed using the
three mesh refinements are used to determine the three unknowns fo v and y for cach mode. The
resulting values of the limit frequencies farve listed in Appendices B and €. and the values of the
rate of convergence expouents i oare tabulated in Tables 2 and 3 for the qnadrilateral and triananlar
clements. The tables clearly show that the quadrilateral element converzes at a faster rates with an
average exponential vate of convergence of 55756 compared to 17621 for the trianenlar clement.
A comparison of frequencies in Appendices B and € show that althoueh the freqnuencies caleulated
with the triangular clement are higher than the correspouding quadrilateral clement fregnencies,
the Tt frequencies are lower. This we attribinte to the slow rate of convereence of the trianeular
clement.as illnstrated in Table 30 vesulting inan inaceurate imit frequenev. We shall return to this
point avain i the next section. where the deviations of the Tinit frequencies from Ravleieh Rity
frequencies are cotpared,

Fhe waps appearing in Tables 2 and 30 as well as those o the Timit frequencies colimns in
Appendices Band Care due to a nmnnber of canses. The principal canse i< that the Tt analvsis
cannot be applicd 16 modes that do not have data from all three mesh calenlations. Morcover.
the avalvsis cannot be used if the frequencies for a mode are not monotonic. Also. cortain cases
imvolving the triangular element. where the rate of convergence exponent 1= fonnd ta be less than
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one, are excluded as being unreasonable.

Table 2: Rate of convergence exponents for the 16-node quadrilateral element calculations.

m 1 3 ) 7 9 11 13 15
n
2 6.0734
3 5.6355  11.5008
! 56901  6.0730 11.0451 10.7919
5) 54316 5.6659 7.1314 T.1157
6 53847 55294 3.8910 6.5487 6.6386  6.6089
T 53902 53958 4.1984 6.4439 6.4974  6.5442 3.1608
3 45346 6.0074  7.0628  7.3185  T.3439  7.2336 5.9967 5.1817
9 53157 5.2851  5.6039 4.6614 5.1830 5.5903 4.8821 4.5157
10 52417 52227 0 53451 4.9409  5.2430 5.6203 5.1029 4.9103
11 5.1739 51624 53321  5.0016 5.2334 5.6371 5.3107 5.2768
12 6.3212  6.1602  5.4696 4.4996 3.8266 3.6086 3.3694 3.5631
13 7.0408  5.0412  5.0296  5.0170 5.0935 5.2124 4.3341 4.7201
1 5.0034  5.0042  5.0075  5.0095 5.1023 5.2519 5.0074
15 49319  4.9319  4.9404 49616 5.0728 5.2346

Table 3: Rate of convergence exponents for the 3-node triangular element calculations.

n 1 3 5 T 9 11

2 1.9930

3 2.0629 1.7110
4

3)

2.0693 1.9828 1.6387 1.1371
; 20733 2.0440 1.9063 1.6142 1.5170
6 3.1869  2.0751 1.9960 1.8306 1.0323
7 20199 2.0920 2.0390 1.9214 1.7530 1.1377
3 19971 2.0759  2.0605 1.9628 1.7662 1.2706
9 97360 2.0274 2.0519  1.9715  1.7241  1.2362
10 9416 19656 2.0026  1.9411 1.6073 1.0230
I D985 1.8936 19139  1.8587

1
1
]

12 13375 1L.7948 L7567  1.6531
L7586 1.7089  1.6443  1.5195
L6492 15307 14624 1.3044
15006 1.4159  1.2101
1.2900  1.1816  1.0224

)
2
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COMPARISON OF FREQUENCIES

In this section we compare the deviations of the frequencies computed with the three finite
clement meshes and the imit frequencies obtained from the convergence analysis for the two element




types relative to the Rayleigh-Ritz frequencies as a basis. Ideally, we would prefer to use the trne
cvlinder frequencies as a basis for comparison. but these are unavailable. The next choice might
be the limit frequencies, except that the limits computed using the two element types are at wide

variance, indicating possible inaccuracy in reproducing the true frequencies. Morcover. the Timit
frequencies are based on the corresponding finite element frequencies. which are themselves sensitive
to the accuracy with which the finite element analysis simulates the mode shapes. Hence, an error in
anyv one of the three finite element frequencies due to a faulty simufation of a mode shape would be
perpetuated in the limit frequency. Some sensitivity to mode modeling is. in fact. discovered in the
following analysis. For these reasons we chose the Rayleigh-Ritz data as the basis for comparison.
For purposes of comparison the deviation for cach mode is represented as an error:
computed frequency — Rayleigh-Ritz frequency

Crror = . - {2
Ravleigh-Ritz frequency

For the computer frequency we use either the frequencies successively computed by the three finite
element meshes or the related limit frequency. When a computed frequency s lower than the
Ravleigh-Ritz frequeney. the error will be negative. an indication that it is closer to converging
than the Rayleigh-Ritz . Figures 11 13 show graphically the results of the error analysis for the
guadrilateral element and Figures 11 15 for the triangular element,

Focusing on the results from the quadrilateral element caleulations. Fignre 11 shows that for
modes with one longitudinal half wave, 1 = 1. 1l a mode has five or less circumferential waves,
the errors from all three mesh calculations are negative and practically indistingnishable fron cach
other, signifyving that the finite element frequencies are very close to their Tinnt values and. henee.
more accurately computed than the corresponding Ravleigh-Ritz frequeney. As the number of
circumferential waves increase, the error in cach mesh calculation increases until cach becomes pro-
gressively positive, indicating that the corresponding frequencies are farther away from converging
than the Rayleigh-Ritz frequencies. The error curves for cach mesh give an indication of the rate
of convergence, showing that the 21x18 mesh frequencies are relatively close to converging and.
although not easy to see, that the limit frequencies are slightly below the Ravleigh-Ritz frequencies,
These trends for the most part persist for modes with three and five longitudinal half waves, except
that in the latter case the smoothness in the error curve for the 12x21 mesh s disrupted by a
positive juip in the value at n = 8.

Fignre 12 shows that the tendency for a jump i the error curve of the 12x2 0 mesh at v =~
persists into modes with seven. nine. and eleven longitudinal hall waves, Morcover, a stmilar positive
junp begins to appear in the error curves for the 1836 mesh at o= 120 which apparently elfects
the error curve for the imit frequencies by causing a negative jump at thas point. The fianre also
shows how the curves for the 12x21 mesh no long coincide with the other carves at the lower
values of circumferential wave numbers. Morcover, the figure more clearlv illustrates that the L
frequencies are below the Rayvleigh-Ritz frequencies over the entive range. Fionre 13 <hows tha
this tendeney for jumps in the error curves of the 12240 mesh at o= N and the 23600, 12
contimies for modes with thirteen and fifteen fongitndinal hall waves,

These jumps in the error enrves appear to be related to a comecidence hetween the mnnber
of cirenmferential waves and the number of circumferential elements: i bhoth cases the nmber of
elements used by the finite element model in the circumferential divection equals exactlv twice the
number of circumferential wave over half the evlinder cirenmference. This means that cach wave is
modeled by exactly two clements in this direction. That the solution should De effected by vhe s
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Harity in clement distribution and deformation pattern is not altogether surprising: what is strange
s that rather than the solution improving. it worsens. Intuitively, it seems reasonable to expect
that the more closely the element distribution conforms to the wave pattern of the deformation. the
nearer the energy funetion will be to its mininnm, since the element shape functions would then
reprodiice the sinusoidal deformation more accurately, and. hence, the closer the solution will be
to converging. That these caleulations apparently indicate the contrary to be trie is puzzling and
needs to be investigated further to see if this result is true in general for finite clement frequency
analvses.

Franves 1115 show that the overall performance of the triangular element is poorer than
that the quadrilateral element. Comparing Figure 14 with Figure 11, we notice that the error
curves of the triangnlar clement become positive at lower values of n than those of the gquadrilateral
clementindicating that the corresponding freqnencies are less acenrately calenlated carlier than the
quadrilateral clement frequencies. Moreover, the separation hetween the frequencies for the ditferent
mesh calenlations at the lower valies of 1 s greater with the triangular clement models than with the
quadrifateral element models. Fignre 1 also shows a peculiar crossing over of the error cturves of e
three and five Jongitudinal hall wave calenlations. This is cansed by the frequency caleulated with
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the coarsest mesh for the lowest =2lue of n being lower than the corresponding frequencies computed
with the refined meshes, a violation of the convergence from above requirement. Lastly. the limit
curves indicate a peculiar trend in the limit frequencies: they show that the limit frequencies are
considerably below the Rayleigh-Ritz frequencies at the lower values of n. which is to bhe expected,
that they approach the Rayleigh-Ritz frequencies at the intermediate values of n. again expected.
but then, unexpectedly, that they are once more considerably below the Rayleigh-Ritz frequencies
at the higher values of n, even though now the frequencies for the three mesh caleulations are
considerably above those of the Rayleigh-Ritz frequencies. The last result is clearly wrong becanse
it implies that the poor frequency predictions calculated by the finite element models at the higher
values of n yield limit frequencies that are closer to converging than the more accurate frequency
predictions at the intermediate values of n. Moreover, we know from the quadrilateral element
comparisons, Figures 11-13, that for modes with many oscillations, the Rayleigh-Ritz frequency
predictions are very close to the limit values. Most of the above observations continue to hold true
in the error comparisous for the seven, nine, and eleven longitudinal half waves results, Figure 15,
and need not be discussed further. The thirteen and fifteen longitudinal half waves data is too
sparse for meaningful comparison and is hence omitted. Basically. the poor performance of the
triangular element models in reproducing the cylinder frequencies. especially for modes with many
oscillations. can be attributed to the element’s poor simulation of the more complex deformation
patterns, as exemplified in Figure 10, and its low rate of convergence, Table 3.

SUMMARY OF RESULTS

Comparison of the first 100 natural frequencies of the eyvlinder caleulated by using three pro-
sressively refined finite element meshes for both the 16-node quadrilateral shell element and 3-node
triangular plate elementthe triangular element models confirms that frequencies converge predon-
mantly to their true values from above, in agreement with the use of a consistent mass analysis.
The frequencies computed by gquadrilateral element models are closer to converging than the corre-
sponding frequencies computed by triangular element models. despite the tact that the latter models
required 20% more degrees-of-freedont. In particular. the convergence study shows that the quadri-
lateral element on the average converges three times faster than the triangular element. Morcover.
as the numiber of oscillations in the modes increase, it becomes progressively more difficult to clearly
identify the number of oscillations in the modes computed by the triangular element models. The
only drawback found in using the gnadrilateral element is that for mode shape and mesh combi-
nations where cach wave in the circumferential direction is modeled by exactly two clements. the
frequency calenlated by the finite element model is slightly less aceurate than normal  the reason
for this puzzling result remains unexplained. Overall, the quadrilateral element hias bheen found to be
superior in most respects to the triangular element and is recommended for frequency calenlations,

[ e caleulations also reveal that accuracy in computing the frequencies of a evlinder is not nec-
essarily better for the lower frequencies. but correlates with mode oscillations -the less oscillations
a mode contains, the closer its frequency is to converging. As an indirect result of this. it has been
formd by comparing the finite clement solutions with the Rayleigh-Ritz solutions that. while the
finite element frequencies are markedly closer 1o converging for the less complex mode shapes, as
the immber of oscillations in the mode shapes inerease. the frequencies predicted by Ravleigh-Ritz
anaivsis improve steadily and are substantially closer to converging for highly oscillatory modes.
The reason for this is that as the oscillations i the modes increase, the sinusoidal functions used in

230




the Rayleigh-Ritz analysis becoming better approximations of the dispiccctucitts vhan the element
shape fuuc-juns. This resuit can be significant for situations where nigh frequency response asso-
clated witl many oscillations must be accurately modeled, since improvements in the accuracy of
the finite element method are usually attained by refining the mesh and the degree of refinement is
limited by the storage capacity of the computer. On the other hand the utility of the Rayleigh-Ritz
approach, although more accurate for large numbers of oscillations, is limited to simple geometries
for which good analytical approximations to mode shapes are available.

Generally, although these calculations succeeded in meeting the objectives of study. revealing
the effects of mesh refinement on the accuracy of the frequency predictions, showing the overall
better performance of a complex eleient over a simple element, clarifying some issues raised by our
carlier study, and giving insight into the properties of the frequency spectrum for cylinders. they also
raise some intriguing questions. Among these are, why does the simple element performed so poorly?
Why is the quadrilateral element not as accurate when the element configuration and deformation
pattern coincides? More fundamentally, can the accuracy of finite element frequency predictions be
improved for highly oscillatory modes without undue demands on computer memory? One possible
approach to the last is to combine the consistent mass formulation, which overpredicts frequencies.
with the lumped mass formulation, which in certain situations underpredicts frequencies, i order
to achieve accuracy in a given frequency range. In summary, these calculations have answered
some question, but have also pointed out areas in which further work necds to be done to better
understand tinite element frequency analysis.
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APPENDIX A: RAYLEIGH-RITZ ANALYSIS OF DONNELL
SHELL

Ay

The Rayleigh-Ritz method of analysis is applied in this appendix to the Bonnell cquations for
a cvhindrical shell. This is taken from Krans's testhook on elastic shells. hut with corrections. <ince
the final resnlts presented there [0 pages 300 3010 equations 8. 11g & S 1] are in error.

The Donnell approximation to the equilibrium equations for a evlindrical shell. after the stan
dard frequency substitution of cosw! to eliminate the time dependence. can be written as follows

(N0 page 2970 equations 8. 13]:

0* ) u | — v éiu I+ e Ve

b= vt g > ot T2 away Taaoe
/ Q- e L—vdte L4+ Ju I che 3
S R I S 0 Dedy adn )
L, = lel‘ - EV"U‘ — I;Il‘ — Z()i - 1()—( =
a? 12 a’ ade  ady
\\.‘h('l.('

u = axic lisplacement

¢ = circumferential displacement

w = radial displacement

r = axial coordinate

y = afl = circumferential coordinate

« = arcular frequency

¢ = mean radius of evlinder

h = thickness ot cvlinder

Moreover,

is the Laplacian operator

v a dimensionless circudar frequency and £ v and poare the material constants introdiced caplior

m the section entitled CYLINDER SPECIFICATIONS.

As already mentioned. the Ravleigh-Ritz method uses a <ct of functions witl nnspectiied coct
Haents to approximate the displacements, For the shell equations. it is convenient 1o approximate
the mode shapes by displacement functions emploving beam bendimg funetions i the Loneitadinal
direction and trigonometric unetions in the circumferential direction:

w= A& (r)cosnl, v = BE, () sinnl, w - (T C (rcosnl (1
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where e corresponds to the number of Tongitudinal half waves and o the number of cirenmlerential
full waves in the mode. Figures 5 9 in the hody of the paper illnstrates the definitions of meand o
by examples.

The beam bending functions

R (A b ol .
\,,,(.1)—— S —— cushh — ¢+ .\Illll*(u.\— {0

2a 2u 2 2a
with satisty the clamped boundary condition at o == /2 and the svinmetey houndary condition at

=0 when g satishies
il pl. .
tan — 4+ tanh = =10 (G
2a 2a

Solutions of this transcendental equation for g can be assoctated with the number of loneitudinal
Balf waves o throngh the equation

an. ‘ I _

}1;T(nl+£) Pl

where s the nearest integer satisfving the equation. In actuality, the previous expression is ised
ian nverse wav: annteger vidone of eis substituted i (T which s solved for a value of powhicl
= then used as the inttial gness in a Newton's method solution of (61, Becanse (61 is derived on
the basis that modes are svimmetrie about the plane « = 00 only odd values of i will eive valid

NI

e assmmed displacament functions (1) with the resulting bending fanctions 150 can be shown
not to satistyv the cquations of cquilibrinm (31 exactly, Consequently, in order to npose equilibrinm
i ud i an antegral or Galerkin sense. the Ravienh-Ritz method is applied 1o the varnational
('(lll(llil)ll of the pl'ul;lt‘[ll

g2 SR
/ / (Lbu+ Looe+ Loow)dedy =14 (N}
Sl Jn

Stbsintme 30 b and 05 im 8] and integrating leads to the homogeneons matrix equation
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St e can have nontovial solntions onby af s determinart vanishess a cabie equation o the
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of (9. which is then solved for Q70 The three frequencies vesultine fromn the ~abs

Ter' s o

A Boor Coas Hargests as determined frore v Usnallve as i the hody of the paper. thie
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Fhe Srequencies compnted usine the three quadrilareral element models are -

Biascenddine order accordime to the
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APPENDIX B: FREQUENCIES COMPUTED BY

QUADRILATERAL ELEMENT MODELS
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[;\\'a,w Ravleigh Finite Element Analysis
Numbers -Ritz Mesh Configuration Limit
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[ Wave Rayvleigh Fiuite Element Analvsis o
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13 T 3077585 | 3225478 3073.939 3057117 | 3052188
13 S 281679 | 3106450 2843.119 2822.260 | 2817.738
13 G || 2679037 | 2892.793 2687113 2662577 | 2651196
131 10 | 2593975 | 2867581 2609.393  2530.667 | 2572.063
30 L1 2580250 [ 2917.271 2606891 2571973 | 2566.125
V3] 12 |l 2605002 ] 3051.027 27123700 2610396 | 2596.106
131 13 2770108 | 3276.810 2825191 2769581 | 2751.155
3] 1| 2909.825 | 3605960 3021927 2951561 | 2933.659
B3| 15 | 3176615 3276083 3188136

IO 6 3TH25TY | 3NINNE2 -

15 T 378N | 3705163

15 S| B3250507 ] 3610.293 3281795 3213079 | 3231.824
{lf) G 3091651 | 3152.88% 3127139 3081937 | 306 193]
CEO | T 2095012 | 3166507 B03RTTE 2088168 | 2972.063
CIDL T 296T.N200 | 3526.299 0 3016.500 2963492 | 2918590
IS 123007025 | 3662920 3111L5TT 3006078 | 2015370
DI [ BI0SNER | BTSN3 BIOSNT6 BETLANS | 3081220




APPENDIX C: FREQUENCIES COMPUTED BY
TRIANGULAR ELEMENT MODELS

The frequencies computed using the three triangular clement models are listed, rowwise, i
ascending order according to the number of axial half-waves (m) and circamferential wives 10
contaied in the mode shape, and. column-wise. in increasing degree of mesh refinement. Fo
comparison, they are flanked on the left by the frequencies from the Ravieigh-Ritz analvsis and on
the right by the limit frequencies from the convergence analysis of the finite element fregnencies,
In the majority of cases. the frequencies calculated by the finite element method for a wiven mode
converge from above. Also, it should be noticed that, with a few exceptions, the frequencies for
a given mode computed with the triangular element models are higher and. heneel further from
converging than the corresponding frequencies computed with the quadrilateral element models in
Appendix B.

Wave Rayleigh Finite Element Analyvsis

Numbers -Ritz Mesh Configuration Limit

m | n |l Aralysis | 12x24 [8%36 21 %18 Values

1 1 1327.036 | 1206.398  1207.115  1207.091
2 678.316 | 633.318 631171 632.708 | 630.825
3 387.831 379.025 372263 0 369.956 1 367.102
4 281445 | 285,489 2777760 2750183 ] 271.907
) 294.060 | 304475 296319 293579 | 290183

O 379.028 | 396.039 331575 381958 1 3R0.215
T H03.496 | 531777 HIHAL1S H09.N6E T H02.693
3 651887 | 701142 675112 665.992 0 651211
Y 829200 | 901.989 36116 SI7.080 | 828321
100 1025.093 | 1131796 10701183 1052130 | 1023, 412
11§ 1242067 | [100.927  1313.823 0 1282210 | 1238.695
I20 T479.922 | 1701707 1531525 1536.931 | 1472.911
13 | 1738566 | 2038377 IS73.350 I817.263 | 1724505
LA 20172959 | 2110.895 2205518 2123994 1 1989711
[H[ 2318.080 | 2818120 256-1.226 2157.950 | 2261.096
16} 26389107 | 3256.121 2955606 2820.023 | 2518297
LT 2950460 | 3TI8.05%  3330.631 3211130 | 2691.810

PP 3561.922 1 3317.365  3113.926 3122565 | 3126.129
20 22580207 | 2140.167 2111986 2139471

3| 197.200 | 1132.309 L2748 1105153 | 1393.209
1

5

1035952 1 1028569 99R.237  9RT.505 | 973.66H

; TISATS | 807.8914 TTO9TT  THAN2HY | T12.370

6 667170 | TIS.608  677.885 661011 6H17.031

] 670590 | 736.033 692191 6TT.TIS | 650,887
S THT302 1 N37.286 7NN 152 TN TH1A6)H
g RO9.070 1 10O LIS 9tE 727 921045 | N95. 152
1O § 1078472 | 12139010 HI37T.318 1110.220 | 107 133N

1
l
|
1
1
1
1
]
1
l
1
|
]
]
|
|
3
3
3
3
3
3
3
3
3
L3
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Wave Rayleigh Finmite Element Analysis ]
Numibers -Ritz Mesh Configuration Limit
3 nofl Analysis | 12x24 1836 24 %48 Values
3 11 || 1286.789 | 1463.739  1368.067  1331.457 l'.ZSU.?)()'.ﬂ
3 120 1519.893 | 1761.997  1630.962  1531.591 | 1508.543
3 134 1775.824 | 2094.501 1925231 1859.159 | 1755.872
3 L | 2053.608 | 2462.879  2251.070  2164.909 | 2015.263
3 15 2352740 | 2866.006  2609.117  2498.290 | 2277.364
3 16 || 2672.952 1 3298.585  3000.115  2860.216 | 2511.585
3 17 4] 3014.091 | 3755.553  3424.809  3251.142
) 2 3461.230 | 3355.516  3401.357  3399.229
) 30 2530316 | 2512.091  2522.693  2509.334
5 4 1940.536 | 1953133 1906.640  1386.123 | 1352.057
5 5|1 1502.061 | 1569.536  1198.522  1472.797 | 1437.580
5 6 1222481 | 1330.702 1245965  1216.261 | 1177.975
5 T 1074652 | 1213.489  1113.927  1086.292 | 1045.337
B 8 1039.798 1 1201.633  1099.483  1064.501 | 1021.259
5 9 1 1097. 144 | 1230.636  1170.203  1132.267 | 1085.113
B! 1O || 1223.682 | 1435.063  1312.328 1269411 | 1214.326
5 I 1400.350 | 1651.233  I510.118  1159.174 | 1389.794
5 12 ] 1614.612 | 1916.959 1753123 1690.543 | 1595.375
H 131 1859.160 | 2231.937  2035.427  1957.265 | 1328.033
b L 2129911 | 2584.787  2351.043  2256.132 | 2068.931
B 15 || 240240593 | 2973.233  2707.659  2585.710 | 2301.323
B 16 2741.919 | 3398.633  3095.802  2915.558 | 2506.209
5 17| 3081147 | 3828.915  3518.316  3335.789
T 20 4126.153 | 1060.614
T 34 3375185 | 3397719 3339.028  3361.992
T 1 .213().9-3?3 2810.767  2745.350  2712.164 | 2607.702
7 5 2217.967 | 2355.869 2253410 2212.227 | 2142.516
T 6 5 1311216 1 2032293 1902.926 1851806 | 1785.392
T T ID9E062 | 1826.608 1676160 1622401 | 15149.152
T B 783 | 1727.203  1560.709  1501.650 | 11423.821
7 9 | [122.803 | 1720667 1500807 LIS1.208 | 1397.885
T 10§ 1176.508 | 1808.964  1616.541  1547.758 | 1455.809
7 L1 T600.8TT | 1968490 1762.096  1656.09-1 | 1578.5349
T 12 0 1779.603 | 2186.558  1968.632  1882.246 | 1710.37H
T 1300 2000.738 | 2168.309  2226.293  2025.676 | 1912.145
T 11| 2256.081 | 2793.593 2528453 2409111 | 21-18.093
T [5 ] 2510.519 | 3137.612 2870917 2729.382
T 16 [ 2851007 | 3519.611  3251.205  3083.205
9 3 3905.701 T 1019463
Y Pl 3333883 1 3510.013 3130127 3375.807
Y 51 2833.760 | 3066612 2936.560 2371598 | 2711473
9 6 2130.0: 24 2717863 25IR.830 217889 1 2309.934
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Wave Ravleigh Fiite Element \H(ll\\l\ ‘
Numbers -tz Mesh Configuration I Limit l
o [ 0 Analysis [I2x21 0 INX360 20 I8 ] Values ]
Y9 T 2027870 | 2465816 2263.263  2189.591 | 2063. ’l(?l
Y S 1926.592 | 2316.775  2090.603 2001100 | 187220
9 9 || 1823006 | 2256.855 2010190 [916.709 | 1775.07S
9 LO || 1812125 | 2282067 2021167 19200189 | 1762936
49 1111880507 | 2381428 2113.619 2001512 | ININ916
Y 124 20155589 2277195 215801503
Y 13 2201183 2502.659  2370.025
Y || 21436.801 2780.773 0 2631.305
9 15 2705.036 3105478 2935.660
9 16 || 300.1.075 3472012 3275909
I 1) 3783.651 | 1087.536
il 5 3333.722 | 3683.735 0 3529118 3135.57X
11 G ] 2942815 | 33142217 3115.522  J045.188 | 2723387 ‘
I T 2627791 | 3078881 2816.807 2738226 | 2171.633
11 S| 2396.619 1 2897.778 0 2638.055  2520.065 | 2252.656
[ G [ 2252400 | 2796.397  2513.992 2391119 | 2092.706
[l 10 ] 2190016 | 276:1.219 2487112 2319.969 | 1951.357
Il I 2216166 | 2811239 2537577 23903381
Il 124 2309.926 2663177 2501788
1l 13 |} 2161.692 2355.729  2681.207
11 11| 2670.295 3107.089  2920.091
11 15 || 2918.283 3109.943  3205.376
13 6| 3379.611 | 3876112
13 T 3077585 | 3598.511  3399.578  3251.558
13 S 2811.679 JISE A9 3025.018
13 9 | 2679837 | 3219377 3013.798  2877.238
13 10 || 2593.975 2056.919  2809.136
13 11| 2581.250 3005951 2819.950
13 12 ) 2615.1412 3105170 2901351
13 13 4 2770.103 3270.310  3056.18Y
13 11| 2919.825 3196281 3268119
15 9 11 3091.651 3577103 3362.892 R
5] 10 || 2995112 3508.036  3283.849
15 I 2967.820 3512993 3277.701
1H 12 ] 3007.125 3589.352 0 33120185




INTEGRAL METHOD FOR FREE EDGE PLATES
WITH STIFFENERS

B. P. Wang and S. Nomura
Department of Mechanical Engineering

Univercity of Texac at Arlington

Arlington. TX 76019

ABSTRACT

A computer aided implementation of the Ritz method is presented to
calculate the natural frequency of a plate with interior support points
reinforced by stiffeners. Symbolic algebra software, REDUCE, is used to
generate permissible Galerkin functions for the deflection of the plate that
satisfy both the free boundary conditions and support constraints. The effect
of stiffeners can be handled by additional line integrals. REDUCE is also used
to calculate matrix elements for the generalized eigenvalue problem. The
method has advantages over purely numerical methods and is particular suitable

for the sensitivity analysis.

INTRODUCTION

A computer-aided implementation of classical Ritz procedure is presented to
treat free vibration of a plate reinforced by stiffeners. An integral method
which has been successfully applied to the analysis of transient heat
conduction is adopted and symbolic algebra software, REDUCE [1], is used for

the analysis.




Of various boundary conditions of the plate problems, the free edge poses

the most difficulty and receives the least attention. This is because the
boundary conditions assoclated with free edges ("natural boundary conditions")
involve higher order derivatives of the plate lateral displacement.

All aucvegral mewuud, which takes advantage ot bouun numerical techniques and
symbolic algebra software, has been used in heat transfer problems and it has
proven to be a powerful and accurate method for various problems in transient
heat conduction [2-3]. By combining the standard Galerkin method with symbolic
algebra software, improved accuracy and reduced computer time are possible.

The lateral displacement in free edge plates with stiffeners is expressed
as a series of polynomials each of which satisfies the free boundary
conditions. Coefficients of these polynomials are determined by the standard
Ritz method using the Galerkin functions. Symbolic algebra software is
essential to perform necessary algebraic operations to generate admissible
Galerkin functions and generalized mass and stiffness matrices for the
generalized eigenvalue problem [4]. The presence of stiffeners is handled by
additional integrations over stiffener phases [5]. The obtained expression is
in closed form and unlike purely numerical methods such as finite element or
finite differeice methods, this method does not require excessive computational
time nor huge memory storage.

It is also possible to to compute the sensitivity of eigenvalues with
respect to variation of support locations based on the Galerkin method and
computer algebra. This sensitivity will be useful in choosing support
locations and can be also used in automated programs to find the optimal
support locations to maximize the fundamental natural frequency.

Numerical examples are also presented.
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ANALYSIS

A sSti1.€ned (WO-wL.MensloNui place Supporied di inierior puiunts wich {ree
edges 1s considered. The governing equations for the plate and stiffeners are

expressed as

alw 34w atw 24w
o + D ( + 2 + ) =20 (1)
at2 axd ax2 ay? ay?
8%y dty !
P + EI = 0 (2)
at2 |y=y; ax* y=yy
3%y d4w
P + EI = 0 (3)
at2 X=Xy dy4 X=Xy

where "o and pg are the mass densities of the plate and stiffeners,
respectively, w is the lateral deflection and D and EI are the flexural
rigidities of the plate and stiffeners, respectively. The plate is reinforced
by stiffeners in both x- and y- directions along as X=Xy and y=y;.

If the plate is square whose region Is expressed in non-dimensionalized

form as {(x,y), -1<x<1, -1<y<l }, the free boundary conditions are expressed as
x = 1 an/axz + o 3u3/0y2 = 0 (4)
Ogu/()x3 + (2-v) 0311/ax£)y;2 =0 (5)

y = i1 2%u/ay¢ + gud/ax® = 0 (6)




-

33u/ay3 + (2-v) 93ujayax® = 0 (7)
where v is the Poisson’s ratio of the plate.

In addition, constraint conditions at interior support points are expressed

t) =0 (8)

where the plate is supported at a point (xa, ya).
In order to find the free vibration of such a plate, a time-harmonic

solution is assumed as

wix,y,t) = W(x,y) elwt (9)

with this substitution, eqns (1)-(3) become

3w 24w adw
D ( + 2 + )=ppu2w (10)
ax4 ax2 8y2 6y4
diw
Bl — - pg Wl W (11)
dx® | y=y4 y=yi
diw
El —— = pg wl W (12)
dy4 X=X{ X=Xy

Equations (10)-(12) can be solved by applying the Ritz method using a
Galerkinr function [5] by assuming a solution in the form of a linear

combination of base functions as
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W(x,y) = Z C, ¥alx,y) (13)

a

where ¢a(x,y) is a polynomial that satisfies the homogeneous boundary
conditions as well as support constraint conditions of eqn (8) and ¢ ’s are
unknown coefficients to be determined. According to the Ritz method, the

following matrix eigenvalue problem is obtained [5]:
A ¢c=) Bec (14)

pr 2%e 2% 0t 0%y Yo v
(agg) = (1= f [ ‘2 . ) as
ax? ax2 Ixdy JIxdy ayz ay2

+uff Ay, Byg dS

. ax + [ dy) (15)
-~ 0 i
o Ix- ! ax- [ ° 3y2 Byz
"Y=y1 y:vi X=X1 X=Xi
(hulf}) =Jrf ¢a ‘llﬂ dS
1 [ 1
+n (f ¥ mi dx+f¢a ¥ dy ) (16)
0 y=¥4 Y=y 0 X=Xy X=Xy
where
2
Pp w
A= (17)
D
and

" — (19)




Once the eigenvalue problem defined in eqn (14) is solved, the m-th mode

shape, W (x,y), corresponding to the m-th eigenvalue, A can be computed by

o’

using the eigenvector, {c in eqn (14). Additionally, the sensitivity of

m)1

elgenvalue with respect to design parameters can be obtained by direct
differentiating eqn (14). That is,
daA 8A 3B

m T T
=cy ((— - Ay ) cy/ (cg” B cy) (20)
dz dz dz

where z is a design parameter such as plate thickness, rigidity of stiffeners,
or support location. It should be noted that if closed form of the elements of
the matrices, A and B, of the design parameters were available, the eigenvalue

sensitivity analysis can be carried out readily.

SOLUTION PROCEDURE

Equation (14) is a generalized eigenvalue problem whose solution routine isg

readily available once the components of the matrices, A and B, are found.

However, the evaluation of a3 and b 5 involves formidable amount of algebra by
*

human hands and is best carried out by symbolie algebra software. First, a
trial polynomial function ¢(x,y) that satisfies the support constraint
conditions of eqn (8) as well as the free boundary conditions of eqns (4)-(7)
is sought.

[t is assumed that ¢j(x.y) is constructed from a series of polynomials as

¢J(X»Y) = }: hi'j ui(x,y) (21)

i




where

uj(x,y) = x y (22)

(Li and M; are integers)

The coefficients, hy, can be determined so as to satisfy the given boundary
conditions and support constraints. The minimum order of polynomials, ¢(x,y),
is chosen in such a way that the number of unknowns (hi’s) equals or exceeds
the number of constraints plus the number of boundary conditions. For this
case, the boundary conditions at each side (eqs (4)-(7)) yield 4 X (2N-3)
conditions. If the number of supporting points is M =and the order of

polynomials is N, N has to be chosen to satisfy the following inequality:

(N+1)(N+2)/2 > 4 (2 N-3) + M (23)
ror example, if there are four supporting points (M=4), the minimum order of
polynomial (for both x and y) is twelve (N=12). Symbolic algebra software,
REDUCE, has been used to generate a FORTRAN compatible code by actually
evaluating eqs (4)-(7) for eqn (21), which yields coefficients of a set of
simultaneous equations for unknown hij’s. This set of indefinite simultaneous
equations can be solved by a routine numerical method, thus, a polynomial that
satisfies both the free-edge boundary conditions and the supporting condition
can be obtained. REDUCE was also used to facilitate egs (15)-(16) by
expressing each component of the matrices, ag g and baﬁ' as functions of hij’s,
thus avoiding time-consuming numerical integrals. fnce the components of A and
B are at hand, the generalized eigenvalue problem (eqn (14)) can be easily
carried out by a routine numerical method. It is believed that this 1s the

first time a systematically automated procedure is used to produce trial




functions that satisfy the natural boundary conditions.

For a given problem once we solve the generalized eigenvalue problem of
eqn (14), the eigenvalue sensitivity can be computer using eqn (20). It should
be noted that the rcquired matrix derivativ-s, 0A/Jz and 3B/3dz, can be carried

out analytically for specific design parameters.

NUMERICAL RESULTS AND DISCUSSION

As an illustrative example, a square plate (unit length) supported at
four interior points ((x,y)=(8,8),(1-8,8),(8,1-8),(1-8,1-8), 0<B<1l) 1is selected
for this study since a comparison with finite element is possible for the same
geometry without stiffeners [6]. The plate is reinforced by four stiffeners
that pass each support point (x=8,1-4, y=8,1-8).

As was discussed in the previouc cection, ¢ (x,y) is assumed to be a twelfth-
order polynomial on both x and y. A simple calculation reveals that seven
linearly independent solutions for hy’s are available for this geowmetry which
yields seven distinct eigenvalues. Table 1 shows a result of the lowest three
eigenvalues for different aspect ratios, f, as well as the different flexural
rigidity ratios of the plate to the stiffeners, 7. For simplicity, the mass
density ratio, n, was set to be unity. Table 1 also shows the results for the
same geometry without stiffeners compared with those calculated by finite
element method [6]. The effect of stiffeners 1Is clearly demonstrated.

Several extensions are possible using this approach. Orthotropic plates or
anisotropic plates can be easily handled. Addition of extra stiffeners lis
incorporated by additional integrals in eqs (15)-(16).

The present approach 1s particularly suitable for sensitivity anaiys.. as
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Aspect ratio No v =2 ~=5 =10 FEM (no stiffeners)
B stiffeners [6] i
0.1 A1= 10.14 13.29 19.18 26.02 12.89 '
A2= 21.30 18.93 35.04 35.04 19.69
A3= 25.17 22.78 44.15 44 .15 23.97
0.2 A1= 17.22 20.06 28.84 39.21 19.69
A2= 23.84 29.54 43.11 58.72 23.13
A3= 37.37 34.08 47.56 64.21 32.56
0.3 A1= 13.88 16.99 24.78 33.95 19.31
A2= 23.03 27.64 39.36 51.47 19.72
A3= 28.09 29.79 39.94 53.45 24.30

Table 1. Natural frequency,

A, of square plate with stiffeners.

of flexural rigidity of stiffeners to the plate.

EVAY

v is the ratio




it can retain all the relevant paraneters in the formulation. Results will be

reported subsequently.

(1]
2]

(3]

[4]

(5]

(6]
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SHOCK ISOLATION USING AN ACTIVE
MAGNETROSTRICTIVE ELEMENT
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ABSTRACT

Materials with a high degree of magnetostriction have
been developed at The Naval OSurface Warfare Center.
Devices have been constructed and tested to demonstrate
the ability of this material to actively modify the
vibration characteristics of structures. The effort
reported here demonstrates the ability of these
materials to isolate a platform in the nresence of
shock inputs at the base using magnetostrictive
elements with appropriate feedback. A small vibrator
was constructed using a magnetostrictive actuator. The
device was attached to a massive base. Models were
developed, experiments were campleted and a controller
was designed to demonstrate the ability of the
magnetostrictive actuator to reduce the shock levels at
the platform.

INTRODUCTION

The magnetostrictive effect in materials, changes in geametry when exposed to a
magnetic field, was first discovered and studied in 1940 [1]. The reference,
which is current, gives a brief history of the discovery and development of the
materials. At that time the amount of strain which could be generated was
restricted to 50 ppm (parts per million). Dr. Arthur E. Clark (2] and other
researchers at Naval Surface Warfare Center have developed highly magnetostrictive
materials which are alloys of iron (Fe) with the rare earths dysprosium (Dy) and
Terbium (Tb). They have been given the name Terfenol. The materials were further
developed and manufacturing techniques improved by O. D. McMasters of Ames
ILaboratory (1]. These highly magnetostrictive materials, 2000 ppm, are now
commercially available in a variety of configurations from Edge Technologies Inc.,
Ames Iowa, and are finding application as high force low displacement actuators. A
magnetostrictive actuator was fabricated and modeled [3] in a previous effort. The
actuator was then used to actively reduce the response of a platform which was
attached to a base which was undergoing sinusoidal vibration ([4]. The effort
reported here will focus on the application of the magnetostrictive actuator to
the reduction of shock levels on a platform which is supported by a base which is

experiencing shock inputs.




e ——————————————————————————

THE VIBRATCR

In order to demonstrate the application of the material to the shock and vibration
isolation problem, a magnetostrictive vibrator was fabricated. Figure 1 below
shows the magnetostrictive vibrator which was used to study the shock and
vibration applications of the actuator. Also shown in the figure are the external
disturbances and readily available feedback transducers which could be used to
accanplish the desired control. Figure 1 also shows a block which is the potential
controller of the device. The block accepts the feedback signals and sends the
correcting currents to the device. The design of this controller although not the
main purpose of this effort will be discussed below. Figure 1 shows the feedback
signals namely strain, or relative displacement, base acceleration and finally the
platform acceleration. The purpose of this effort is tc reduce the activity of the
platform accelerameter.

Platform Acceleranrecter Fg
i "o
c —J
v Platform
N Coil Drive
= | Il |—Freloading
T Rods
Strain Relative Disp.
" ] =seein
— Strain Gauge
o ~j|-—— coil
L Base Accelerameter Fixed
BLE =

Base

Figure 1 Instrumented Magnetostrictive Vibrator

THE ACTUATOR

The performance of these actuators has been studied in static [2] as well as
dynamic ([3],[4] situations. Reference [2] gives the strain versus magnetic field
strength for several different alloys. The alloy Tb 7 Dy 73 Fej o5 Was used for
this effort. Experiments have indicated that the performance 1S influenced by
loading. Since the actuator is preloaded and is opposing a spring like resistance,
the performance will differ fram the constant load curves of reference [2]. The
strain versus current was measured for currents between plus and minus five
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anperesarrlalsoforaoneanperepeaksmldal1n;ntw1tl'1aoneampereb1as

The results are shown in Figure 2. Itlsmportanttomtethatthematenal
elongation versus magnetic field strength is symmetrlc about the strain axis [2].

The actuator must therefore be operated with a bias in order to have bidirectional
control. The coil for these test was fabricated with fixed magnets at the erds.

This supplies a small bias to the actuator which is evident in the end points of
Figure 2. The figure is not intended to indicate the extremes of the actuator
displacement. The amplifier was limited to five amperes. If higher current values
were used in the testing it would be necessary to cool the test apparatus. The
actual limits of the elongation for a three inch rod would be approximately 0.006
inches in a single direction or 0.003 in a bidirectional application. For a single
cycle 1 kilchertz simusoidal input the displacement limitation translates to plus
and minus 100 G's. The actuator was operated at a moderate 1 ampere bias figure 2.

for all dynamic test. This will also, hopefully, reduce the affects or the non-
linearity of the device.

’; 0'3 T T ¥ T T T T -y T Tt ]
= ]
= /,'*’//
= 02PN ////
— \\ ~
T T
z 0.1 1 \-\\\ T~ ///
. S~ - -
7y T T
z — T~ . —
= o— —— [ ,:\itz_\:f:;.{_c;d/,,jm‘, P S S, e L
-5 -4 -3 -2 -1 0 1 2 3 -1 5]
Current (Amperes)
008 — T T T T T — -r
1
|
0.06 I

0.04 | T |

displacement (Mils)
|

()l - . Lo e [ S |

0 0.2 0.4 0.6 () 8 1 1.2 1.4 1.6 1.8 2

Figure 2 Displacement vs. Current for Actuator

SYSTEM MOCEL

In order to study the behavior of the vibrator, a model was developed. The block
diagram is shown in Figure 3. The model includes the inputs Xg-base motion, Fg-
external force and Ep-input voltage. The relative motion between the base and
platform is shown as Xp. The platform motion, the output, is shown as Xp. The
additional constants in the model include A-amplifier gain, R-coil resistance, L-
coil inductance, Kg—actuator force constant, M-mass, K-stiffness, C- dampmg and

~actuator feedback voltage constant. In addltlon, the block diagram includes two
feedback paths H; and Hp. The H; and H, feedbacks represent the relative motion
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sensors, which might be a strain gauge, and total motion sensors, which might be
an acceleration. In order to eliminate the phase lag and atteruation caused by the
coil a current feedback loop was added to the model and is shown in the Figure 3
as unity feedback on the amplifier. The transfer function platform motion for
applied voltage with feedback was camputed and is shown in equation (1). The
platform motion over base motion is shown in equation (2). The abjective here is
to control the platform response in the presence of the external disturbances.
Using the model with voltage Ey input is convenient for both the experiments and
the modeling.

1 — Ms2
Fg Xg
I F + XR + xI!
1—2 Kr —1_ U
- [R +ILs CS + K
KpS
Hy
Hy

Figure 3 Block Diagram of Vibrator With Feedback

= (1)
MIS3 +(LCHMRMA) S%+ (KL+RCHACHKEKR) S+ (RKHAK+AKR (Hp +H3) )

X7 AKp
Er

= (2)
MLS3 +(LCHIRIMA) S2+ (KL+RCHACHKEKR) S+ (RKHAK+AKE (Hy +Hp) )

Xp LCS2+ (LK+RCHACHKEKR) S+ (KR+KA+AKEH) )
Xp

If it is assumed that the electrical elements of the system are much faster than
the mechanical elements, a standard practice in low frequency servo systems, the
system model simplifies. If amplifier gain A approaches infinity, the transfer
functions simplify and are shown in equations (3) and (4). These equations will be
useful for studying the effects of feedback.

Xr Kp

_ = (3)
Er MS2 + CS + K +KgH; +KgHy

X1 CS + K +Kgy

— = (4)
Xp MS2 + CS + K +KpH; +KgHy




Experiments have indicated, as will be snown later, that the system contains at
least four poles. The true characteristics of the campensated amplifier A add a
pole to the system and change equation (1) and (2) significantly. The simplifi-
cation to two poles is useful for visualizing the effects of feedback on system
performance.

The important thing to note in the equations is that the relative feedback occurs
in both the numerator and dencmirator. The total motion feedback appears only in
the denaminator. This has an interesting implication. If for example, the
effective stiffness is increased using strain feedback the low frequency gain will
be unaffected. If total platform displacement is used for displacement feedback,
only the denominator constant term is increased. This will reduce the low
frequency gain of the system, causing less platform motion. This is the objective
of this effort. The other possible use of the relative displacement feedback
would be to change the system to a low frequency system. This could be done with
positive displacement feedback and negative acceleration feedback. This would
therefore increase the apparent mass and reduce the apparent stiffness. This
approach was not attempted here. For this effort only relative motion feedback of
the strain rate will be considered. The strain rate feedback would be useful to
synthetically increase damping and thus reduce the resonant amplification. The
alternate approach to design of a controller is to sense the base motion and input
the negative to the actuator. This would be an open-loop system but it is an
attractive approach because of the simplicity. This will not be studied in any
detail here.

Consider using devices, that sense the actual platform motion ard the €irst two
derivatives. For this case the KgH, feedback takes the form of equation (5). Here
the hp is acceleration gain, hy is velocity gain and hp is displacement gain of
the feedback device.

KpHy=haS2+hyS+hp (5)

The strain rate feedback could be modeled as shown in (6). Here the strain rate
gain is given by eg.

KgH,=egRS (6)

With these feedbacks included in equation (4), the transfer function becomes
equation (7) below.

(C+eRr) S+K
— = (7)
Xp (Mrhp)S° +(Cthy +eg)S +(K +hp)

These effects of the various feedbacks were modeled using MATLIAB [4] and are
shown below along with a hypothetical input. The model was made to be consistent
with the actual device. That is, natural frequency 1585 Hertz and fraction of
critical damping of 0.05. The input is a 1 khz single cycle 100 G base
acceleration. Figure 4 shows the input acceleration, velocity and displacement.
This input also shows graphically the displacement and velocity extremes of a
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three inch actuator for this particular input. The affects of total velocity
feedback arc shown for several hy values. As a reference on the value of hv note
that hy=19C would be critical damping ¢3 a result of making c 20 times the
current value.

Figure 5 shows the effects of the total velocity and total acceleration feedback.
Here again hp=3M indicates the apparent mass is four times the actual value and
hp=3k indicates the apparent stiffness is four times the original value. In both
cases the hy feedback was set to hy=13C which results in 0.707 for fraction of
critical damping in the denaminator.

EXPERTMENTS

The vibrator and base mass of Figure 1 were placed on a soft support, in order to
eliminate any effects from the structure supporting the apparatus. In the
realistic application, the base impedances would be seen as an additional feedback
loop in Figure 3. This would have a significant affect on the controller design.

The vibrator was then driven with a sinusoidal input voltage (50 mv-pk) to measure
the frequency response function (Bode Plot ([6]). The measured Bode diagram
platform acceleration over drive voltage is show in Figure 6 with the symbol (*).
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Figure 6 Measured and Modeled Transfer Function

The rapid 360 degree phase transition indicates that two complex conjugate pairs




of roots are needed to model the system. A system model is also shown in Figure 6
with solid lines. The system was determined to have natural frequencies at 1585
Hertz and 2239 Hertz with fraction of critical damping of 0.05 in the first and
0.10 in the secord.

The expression for the transfer function is shown in equation (8). The equation
has been time scaled by making the substituticn of $=2000% S. The roots of the
denaminators are now in kilchertz and the fraction of critical damping is
unaffected. The displacement over drive voltage Bode diagram was calculated from
the acceleration transfer function and is show in Figure 7. This is consistent
with the measurements of strain over drive voltage. The displacement transfer
function is flat enough at low frequencies that an open-loop controller would
probably be adequate for low frequency shock inputs. The addition of filters could
eliminate the dual resonant rise and externd this useful frequency range.

Xp 39.452
T (8)
Er (S2 + 0.159S + 2.51) (82 + 0.448S + 5.01)
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Figure 7 Displacement/Volts Transfer Funection

Controller Design
The transfer function Figure 6 indicates the direct accelerameter feedback could
be applied without reaching the conditions for instability (gain 1, 180 degrees
phase lag [6]). This is in fact not quite true. Gains which were high enough to
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significantly influence the frequency response were very close- to tl}e unstable
condition. The phase margin was very small. With the acceleration gain at these
high levels any disturbance of the apparatus caused unstable oscillations. This is
pelieved to be a cambination of the low gain margin, additional higher frequency
poies and the fact that the non-linearity 1n the actuator shows up as increasing
slope, or gain, when the current levels are increased. Several attempts to design
the controller using Lag-Lead campensation (7] proved inadequate. The system
therefore required a more camplicated controller. The system was campensated using
an observer (8]. This was accamwplished by programming an analog camputer to
duplicate, in terms of input/output, the actual system. The added feedback
required to change the performance was determined. This additional feedback was
readily available in the analogous system. In order to modify the pole locations
in the systems, an additional feedback term is required. The rate of change of
acceleration (jerk) must be added to the feedback expression (5). The feedback

with the adisd tewm, hy, is shown in eguation (9).

KpH,=h3S3+haS2+hyS+hp (9)

The transfer functions, analogous and real, were changed by this feedback so that
the new roots of the denaminators occur as two camplex pairs at 1600 and 3000
Hertz each with fraction of critical damping of 0.707. The campensated transfer
function, acceleration over drive voltage, is shown in Figure 8.
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Figure 8 Compensated System Transfer Function

The acceleration over drive voltage transfer function is shown in equation (10)
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below. The feedback terms in the denominator were calculated from the above

requirements. Equation (11) shows the total motion over base motion transfer
function.

Xp 39.4s2
T (10)
Er  (S%(0.61+hy)S3+(7.59+hy) 52+ (1.92+hy+eR) S+(12. 6+hp)

sS4 +0.6153+7.5952+(1.92+eR) 5+12.6
= (11)
(S%+(0.61+hy) S3+(7.59+hp) S2+ (1. 92+hy+eR) S+(12. 6+hp)

g |5

The acceleration, hp term, is the only readily available feedback fram the real
system. With this control approach [8] the error signal, in this case platform
acceleration is input to the model as an acceleration disturbance. This
acceleration Adisturbance tc tht Jduplicate system causes the appropriate
corrections to be input to the real system.

The final test was run by striking the base of the apparatus and measuring the
response with and without acceleration feedback. The base acceleration and
platform acceleration with and without feedback are shown in Figure 9. Inspection

of the figure reveals that the feedback changed the natural frequency ard
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Figure 9 Measured Platform KResponse and Base Input




The magnetostrictive actuator is very cbviocusly reducing the platform response in
the presence of the base input. The response to the 11.5 G input to the base is
approxiumately 5 G peak and is lightly damped in the uncontrolled vibrator. The
compensated system has a peak of about 2 G and is more heavily damped.

RESULTS AND CONCIIISIONS

The tests have shown that, for this simple system, the shock response of the
platform can be reduced nsing a magnetostrictive actuator. The particular
isolation problem studied, that of reducing platform motion in the presence of
base motion, should have numerous applications. The developers of the material [2]
have indicated that results from tests using small samples scale well when used in
larger applications. The controller did not eliminate entirely the motion of the
platform. Current efforts are focusing on eliminating completely the platform
resporse in the presence of base motion and other disturbances using some
combination of the available feedback signals and optimization techniques.
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PREDICTION OF MODAL CHARACTERISTICS AND
HARMONIC RESPONSE OF VISCOELASTICALLY
DAMPED STRUCTURES

H. T. Zhou*, J. Der Hagopian. G. Ferraris. M. Lalanne LN.S.A..
Laboratoire de Mécanique des Structares
U.A. C.N.R.S. 255-20, avenue Albert Einstein 69621

Villeurbanne, France

This work 1s concerned with the modal characteristics
and the harmonic response of viscoelastically damped
structures which contain a large number of degrees of
freedom and with non proportional damping. A pseudo-modal
method is recalled, and an application 1s presented. The
influence of the number of modes used is shown and the
comparison between experiment and prediction is satis-
factory.

INTRODUCTION

Structure vibration control is more and more necessary today and the use of
viscoelastic elements is now common in engineering structures to get a signi-
ficant damping. The prediction of the dynamic behavior of structures with
viscoelastic elements is ol great interest as shown In [I] [2] More specifi-
cally it is frequently necessary to be able to predict modal characteristics -
frequencies of resonance and associated modal damping - and the steady state
respons2 to harmonic excitation forces. Previously [3], [A] a method was propo-
sed. Basically the structure is modelled using finite elements, then because of

the high number of degrees of freedom, the response of the structure to a
harmonic excitation is quite impossible to sbtain. A pseudo-modal method was then
developed and used, the number of degrees of freedom was thus highly reduced and

the method was applied to engineering struciures such as in [5]. The first aim of
this work 1s to check the influence of the number of modes on the response to a
harmonic excitation force. The other aim 1is to present a relativelyv complex
viscoelastically damped structure with all the data. !l.s otructure was tested and
all the characteristics are given in such a way that they cou.d be used by others
involved in prediction problems to check methods.

PSEUDO~MODAL MET:OD

The method has been presented in [3] [Aq and is briefly recalled. In
complex notation the steady state harmonic response of the structurc 1s given by
the solution of the system

(—(22M+ in, KV+K)X = F (1)

* On leave 11-87, |]-88 from Jian Tong University - Shanghat.




where M and K are respectively the mass and the stiffness matrices of the entire
structure and Kv‘ the stiffness matrix of the viscoelastic element. The order of
equation is N and n_ is the structural damping factor of the viscoelastic
material. The harmonic excitation force F(t) and the displacement vector x = x(t)
are such that

x = X ejQt (2)
_ . jaet
= (xr + in)e (3)
F(r) = F el (%)
_ ) jat
= (Fr + ] Fi) e (5)

where £ is the excitation frequency and r and i tae subscripts of the real and
imaginary parts.

At first the modes of the structure supposed undamped are sought. They come
from the solution of the eigenvalue-eigenvector problem associated with

&®® + Kx = O (6)
An average value E._ of E = E_(Q), real part of the Young's modulus of the
. . . . Vo v v .
viscoelastic material is used to determine K. Then the n << N lowest frequencies
and the corresponding modes ?l, ceen *n are used to transform the initial
equation by

4

x = (b, ) ; (7)

n .

= ¢.q (8)

Because of (2) and (4)
q = Q eJQt (9)

. jQt
(Qr + JQi) e (10)

t

Premultiplying (1) by ?t, where t is here the matrix transposition symbol,
and using (5), (8) and (10)

2.t .4t t ) _ )
(- G°¢™M + jn ¢ K ¢ + ¢ KEI(Q +jQ)) = F_ + jF, (11)
The n equations of the system (11) are not independent as the matrix product
¢ Kv¢ has no reason to give a diagonal matrix but as n is small the system is now
easy to solve. The identification of the real and the imaginary terms in (11)
gives

t 2,t t
¢ Ké - M n,¢$ K, ¢ Q _ F_ (12
t t 2.t
WK 4 R-T9TMe| [Q F.
System (12) is now solved for given valuestof Q. The matrix product nvétK $ is
also a function of 0 as n_ = nv(Q) and as ¢ Kv¢ is proportional to E_ = Ev(c),
Then from (12), Q_ = a (), Q; = Qi(Q) are known and using (3) and (89 gives at

r
last X = X (), X. = X.(Q).
r r 1 1
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In addition if the modes, as it often happens, are reasonably uncoupled the

system can be conveniently modelled around the p resonance frequency of
resonance wp by the equation
2, t t . t
- M + K + . K JQ = F "
S SRR A I S (13)

then a modal loss factor can be defined in comparing equation (13) and
2, t t . t
-Q M+ Ko + b kKb )Q = F
Equations (13) and (14) gives
t
K
Tgp = 7 o s (15)
gp vp ¢ CK¢
P P

. t t . .
The quantities ¢p Kv¢ and ¢ 'K are easily obtained when (6) is solved,
but as the frequenctles ahd modBs Bre obtained with E and as at 2 = w_,
Ev = Ev(mp) = Evp equation (15) has to be modified vo P

t
E K
n = g .—F % ot (16)
EP vp y t
E:VO ?p K?P

The modal loss factor 1 is then obtained from (16) and the values of E , 7
(table 1). &P Vo

APPLICATION

The application is the viscoelastically damped plate shown in photograph 1,
the dimensions of which are given in millimeter figure 1. The dimensions of the
steel element and of the viscoelastic element are respecrively 600 x 398.5 x 2.06
and 398.5 x 160 x 2.

Fivure [ Damped piatce




The characteristics of the steel used are
E = 1.97 10! N/’m2 i v = 0.3 ; p = 7870 kg/m3

with,

E, Young's modulus

v, Poisson's ratio

p, mass per unit volume.

The structure was tested at 22.5°C and the characteristics E (), nv(Q) of
the viscoelastic material have been obtained, as described 1in [3], from the
response of a beam damped on both sides and submitted to a harmonic force of
excitation., The values are given in table 1,

(

Frequency Hz 19.7 60 120 160 220

1077 E_ N/am?|  2.05 2.4 2.8 3.1 3.4
v J

n, 0.74 AJ 0.74 0.73 0.71 0.65

Table 1 : E, and 1 at 22°5 C as a function of frequency.

Poisson's fatio 1s taken equal to v = 0.49 and the mass per unit volume is
Py = 1750 kg/m . A Solartron transfero&eter, characterised by a 120 db dynamic
range, was used to drive the experiment. The force gage is small and the displa-
cement is measured by an eddy current transducer. The experiments and calcula-
tions show d/F, where F is the amplitude of the force of excitation acting at
point A and d the amplitude in the direction perpendicular to the plate of the
displacement at point B, (figure 1).

The structure is modelled by the classical 16 nodes thick shell isoparame-
tric element which has three degrees of freedom per node. The mass matrix 1s
consistent and the structure has been modeiled regularly with 171 finite ele-
ments. The number of nodes is 1105 which gives 3315 degrees of freedom. The
mountings are such (see photograph 1) that the plate is supposed to be clamped at
the four bolts, at a diameter of 0.02 m. The response d/F has b%fn measured and
calculated in the range 0-180 Hz. The response with E = 3.10" has been calcu-
lated as a function of the number of modes : n = lY 2, ..., 8 to show the
influence of the modes, (figure 2). In figure 3 the resuits with n = ]O modes
have been shown in a larger scale than in figure 2. The response is the same as
for n = 8 and these results show a good agreement between mecasured and calculated

results. Addition of supplementary modes n = 11, 12, ... dces not change the
results.
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Figure 3 : Response d/F as a function of frequency with 10 modes.

In addition the modal loss factors are calculated using equation (16) and
measured by the - 3 db bandwidth using the well known formula

A

n =
gp

(17)
®

p
In table 2 the values of the frequencies of the resonance of the modal loss
factor calculated (C) and measured (M) are presented and the agrcement is
satisfactory.

MODE 1 2 3 A 5 6 7 8
' M| 56.4 | 69.5 95.3 105 117 129 158 170
F Hz ; }
C | 55.4 | 68.8 91.7 99.4 116 4( 130 155 170
5 M 2.3 3.7 2.6 ~-- 3.4 ( -- 4.9 3.4
10% n, H
C 2.3 2.6 2 0.8‘[; 2.8 l 0.7 [; 3.8 3.2
! 1
Table 2 Mcasured (M) and calculated (C) values of the 8 first resonance

frequencies of resonance and modal dampings.
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CONCLUSION

A pseudo modal method has been applied to a relatively complex structure the

characteristics of which have been given. The comparison of the measurements and
predictions has been made as a function of the number of modes and the agreement

is

mat

[1]
(2]
(3]

(4]
(5]

shown to be satisfactory.
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NEW STRUCTURE DESIGN CRITERIA OFFER
IMPROVED POINTING AND LOWER WEIGHT

I.. Porter Davis and Dr. James F. Wilson

Honeywell Inc.
Satellite Systems Division
Glendale, AZ

A new design approach for large space structures, based on
dynamic performance, offers significant pointing performance
improvements. Passive damping is employed as a dynamic
structural element working in conjunction with ccnventional
static structural elements to provide cptimal performance.
Comparisons of various aspects of space structure perfor-
mance are discussed and structure figures of merit are
examined. Settling time emerges as the most significant
performance parameter. Through an integrated stiffness-
damping design process, it is possible to maximize the rat
of these parameters (settling time/weight). Quantitative
results are obtained and compared for a specific application.

TN
pRe;

INTRODUCTION

A revolution will take place over the next decade in the way spacecraft
structures will be designed and built. The change will come about because of
damping. However, it is not simple to change the way engineers approach the design
problem, the way they think, or the structure design criteria they use. That is
primarily what this paper is about: a new way to guide the design of space
structure. Once this is understood, it will become clearer why so much is being
said about damping and why a revolution in design of space structure is underway.
An example will be provided to show how a structure using new design criteria
significantly out-performs a design based on maximum stiffness-to-weight ratio.

To introduce the subject of design criteria, it might be helpful to relate a
conversation that took place in 1986 when we were discussing space structure design
while developing the Hubble Space Telescope Reaction Wheel Assembly (RWA) Isolation
System. Taking a viewpoint contrary to the use of the combination of compliance
and damping, Dr. Wilson said, "Give me the weight that you use for damping and 1
will improve the structure by making it stiffer.” My reply was, "Take the shocks
off my automobile, use the weight to stiffen the springs, and see if it gives me a
bﬂttfr ride.” Obviously it would not. This example helped clarify that a
anblnation of compliance and damping can be a better solution for certain needs
{in this case vibration suppressicn) than stiffness alone. It is interesting that,
although all of us are familiar with isolation systems when it comes to our
automobile (and use them without exception), very few isolation systems (certainly
?vnn foewer damped isolatien systems) are used in spacecraft. The Hubble Space
Iu]vztuph HWA [solation System [1] is, however, one exception. (See Fig. 1.) This
atomobile story is an introduction to the fact that high stiffness, low weight is
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not always correct. This figure of merit is usually further conditioned by the
rule: get the first mode an order of magnitude above the control bandwidth; if you
can't do that, get it five times the bandwidth. This rather cavalier statement of
structural design criteria is used because it characterizes the way system controls
engineers sometimes provide requirements to structural design engineers. It is a
simplifying process that somewhat decouples active control dynamics from structural
dynamics. It makes both engineering jobs easier, but in some cases, it does not
work.
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Fig. 1 Hubble space telescope reaction wheel assembly isolation system
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DESIGN CRITERIA - STIFFNESS TO WEIGHT

I1f we were to r.state the criteria in a more technically accurate and complete

manner, but without any basic change, it might read:

e Stiffness - Structural resonances must be high enough to not affect active
control. Generally, an attempt is made to keep all modes a factor of 10
above the control bandwidth. 1In certain situations, depending on structural
damping and other control factors, a factor of 5 may be acceptable.

stiffness/Weight - With stiffness satisfied, weight should be minimized.

Strength - It can generally be assumed that if stiffness requirements are
satisfied, strength will have excess margin.

Although for years these criteria have been somewhat of a standard for the
industry and have been used quite successfully, they are deficient in at least two

aspects:

e They give only casual consideration to damping, and active control failures
can result.

e They do not provide the lightest weight or optimum design for applications
where structural dynamics and vibration amplification or settling time are

important to performance.

The fairly well known problem of launch vehicle POGO is an example of too
little consideration for structural damping. Here, structural vibrations caused by
low damping destabilized the active control system. When large, controlled amounts
of damping are not built into a structure, joint slip and related phenomena produce
significant changes in damping that cannot be accurately predicted. This results
in high structural amplifications that create the problem.

Maximizing stiffness to weight will not produce the best design when
structural dynamics or vibration settling time directly influence performance. A
signiticant sacrifice in stiffness, and thus a major weight reduction, can be
obtained by increasing damping to an optimum level. Pointing accuracy, jitter,
tracking, and retarget time are examples of performance requirements that fit into
this category. Structural dynamics becomes more of a ptoblem as spacecraft become
larger. SDI vehicles and the Space Station are prime examples.

With larger vehicles and more demanding accuracy requirements, the 10-to-1
ratio between bandwidth and structural modes becomes an increasing problem.
Bandwidths need to be higher to improve accuracy and speed, and structural modes
need to be lower to reduce weight.

Damping, either passive or active, will contribute to a solution of this
probiem. Active damping can be used to make a sofl structure appear to be much
stiffer. This enables pointing, tracking and retargeting of a variety of gsystems
to be performed more accurately and more quickly. Fassive damping performs the
sane function. Although it does not increase static stiffrness, it increases
dynamir stiffness and enables a structure to be maneuvered more quickly and to
cottle 1o a given pointing accuracy or velocity jitter in less time. 1n addition,
pazsive damping reduces the destabilizing iofluence that a high Q structure has on
asnoci1ated active controls.
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Significantly improved performance results when damping can be optimized at
very high values. For most decigns, this will mean 20 to- 50 percent damping. The
space industry has given very little consideration to structures with this level of
damping because design techniques which provide it have not existed. Research by
the Government and private enterprise, however, is changing this situation.
Honeywell's DSTRUT system, which uses viscous damping, is a prominent example (2],
[3]. (See Fig. 2.) The Air Force and Martin, through the PACOSS program, are
using viscoelastic materials to provide similar rvesults. The Air Force and TRW,
through the JOSE' program, are developing active damping techniques.
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Fig. 2 DSTRUT

DFSIGN CRITERIA - STRUCTURE TIME CONSTANT

1f we assume that structures can be built with high damping ratios, then we
should alter our structural design criteria to account for the effect and to
provide a more-accurate basis fcr design optimization. Consider the following:

e Figure of merit is to minimize the structural time constant
(t = Q/n{) as a function of weight (L)

where Q is the modal amplification factovr = 1/2 ¢
¢ is the damping ratio
f is the modal frequency

e Stilfness Adequate stiffness will result from time constant optimization.
e Strenplh In most applications, this will not dictate major design factors

if the time constant is satisfied.

Structucral time constant will normally dictate the design and can be optimized
atoa tanetton of weipht or, in other worde, become the fipure of merit because it
i most direcily velated to the basic purpose of most missions, i.e., how quickly
after retavrpeting will accuracy or jitter Limits be obtained and how soon will the
funetion be able to be performed or, after being disturbed, how quickly can the
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function be performed? Further, time constant constraint will contrcl both
stiffness and damping, but only in product (T, = Q/wf). This will (2)
allow the two parameters to be optimally selected, affording the potential

for better results than those obtained when stiffness is optimized to weight. It

will provide a means for evaluating the effect of increased damping as opposed to
simply increased stiffness.

The following example shows the imporiance of the time constant design
criterion and how the addition of damping enables stiftness and weight to be
reduced. Fig. 3 shows a generic truss structure such as might be used for the
Space Station or other large space structures. The frequencies of the first 20
modes are tabulated. The assumed goal of the structure designer is to make the
longest system time constant as small as possible. The lowest mode is at 1.55 Hz
for the lightly damped structure. If the damping associated with this mode is one
percent (Q = 50), the time constant will be 1/.01 x 2 x v x 1.55 = 10 seconds.

1f highly damped truss elements are used [4], the frequency of the first mode
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Fig. 3 Generic Truss

world drop to 1.33 Hz, but the time constant will become 1/.175 x 2 x v X

S .68 second. Fiy. 4 provides visual com irison between a time constant of
1o seconds and 0.68 second.  To achieve the same time constant reduction by
stitfening the structure would require raising the first mode to over 27 Hz, an
f*?r”hﬂbl“ poal.  The time constant reductions for the lowest few modes are shown
noFig . 50 Only the lower modes with long time constants are . tocted,




Fig. 6 shows the effect of high passive damping on structural control
considerations. Control bandwidth is often limited by the requirement to provide
some level of margin, such as the 6 dB shown at the first structural resonance.
Resonances with Qs of 3 and 50 are shown occurring at the same frequency. The very
low Q system can implement approximately one order of magnitude higher bandwidth
because of the greatly reduced gain at the first resonance. This illustrates that
stiffness should not be a fixed value related to control bandwidth and that time
constant as a design criterion has the advantage over stiffness to weight. The
time constant criterion treats the space structure design problem more appro-
priately as a dynamics problem than a statics problem. Bandwidth increase will
enormously henefit damping which, in turn, should result in major improvements in
spacecraft structural design.

DECAY EXP( tT)

(ORIGINAL ALL THREE STRUCTURES HAVE SAME WEIGHT
STRUCTURE)

Fig. 4 System time constant is significant
figure of merit for settling time
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Fig. 6 Bandwidth increase for highly damped structuve

A majoc by- product of damping, other than improvement of operational
performance, is launch- load reduction. This helps rveduce cost and weight penalties
of the various spacecraft components and payloads and allows these elements to be
more universally used on spacecraft and launch vehicles. These are sometiuaes
called Soft Launch Systems. Currently, Honeywell is developing a Soft Lannch
System for Fairchild and NASA Goddard to veduce launch loads transmitted to
components being resupplied, via the shuttle, to the Hubble Space Telescope. This
system will replace an undamped compliant system. Analyses promise significant
improvement in the level of isolation. Other systems are being developed that
isolate launch loads from an entire satellite.

CONCLUSLON

1) Damping should and will be used more often in space structures and payload
isolation systems to:

8 lnprove payload and spacecraft performance during orbital operation
® Reduce stiffness requirements to reduce weight
® Reduce launch vibrations

2) Designs with higher levels of damping are more predictable and ensure less
interaction between active controls and structural dynamics.

1) Structural design criteria should include a structural time constant to
better-optimize structural stiffness and damping. This will provide
lighter weilpght designs with more dependable performance.
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THE EFFECTS OF HEAVY TUNGSTEN CASINGS
ON THE AIRBLAST CHARACTERISTICS OF A
CYLINDRICAL CHARGE
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Mock munitions were developed to simulate the effects of detonation of a
special munition in terms of airblast and fragmentation characteristics. Bare
and cased charges were developed. Bare charges were designed to be used
alone when only airblast loads were required in testing. The developed
munitions were designed to be used *o provide close in airblast and fragment
loadings to protective barrier walls.

INTRODUCTION

The purpose of the overall study of which the work reported herein was an integral part, was to
study alternative barrier wall concepts as improvements to the conventioral sandba dividing
walls. The alternative barrier walls were to prevent sympathetic detonation of special munitions
due to fragmentation hazards require less floor space than current designs, be easily reconfigured,
require low maintenance, and be cost effective. Concepts were to be directed towards protection
of the group of munitions in the storage compartment, rather than the individual munitions.

Alternative barrier wall concepts were developed by identifying a number of trial systems and
subjectively selecting four for further analysis. Four concepts of reasonably different description
were selected rather than ones with only minor differences which could evolve during engineering
development of the barrier systems. Subjective criteria used in selecting the four candidates
included:

- ability to stop fragment threat

- ability to withstand blast loads

- ability to be accommodated in existing structures
- reduction of floor space used

- ease of reconfiguration

- low maintenance requirements

- low cost

After reviewing four concepts, the sponsor directed Southwest Research Institute (SWRI) to
perform evaluations through four interrelated research areas:

- Analysis

- Preliminary 1 /2 scale testing
- Configuration design

- Repliea 172 scale testing

Festing o the barrier concepts cluded work accomplished in five tasks. The development
o ack muniton for barner testing was done to support the preliminary testing of the barriers.
Foc ooper speaticallv discosses the results of mock munition tests, Mock munitions were )
Soocienedadi thar they could represent the detonaton of an actual special munition in terms of

i
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were designed to be used alone when only airblast loads were required in testing. The developed
munitions were designed to be used to provide close in airblast and fragment loadings to the

barrier walls.

MOCK MUNITION DESIGN AND FABRICATION

Uncased Charge Design and Fabrication

For both the uncased and cased charge tests, an appropriate simulant expiosive was used to
approximate the 16.5 Ibs. of PBX-9404 contained in thc actual munition. Based on an equivalence
factor of approximately 1.1 for PBX 9404 and pentolite, where

_explosive energy of PBX 9404
- explosive energy of Pentolite

(h)

from Reference 1, an equivalent full scale charge consisting of 18.0 Ibs. of cast Pentolite was
selected. When scaled, the 1/2 scale weight can be determined as

WGClual

[l/scalod= 9F3 (2)
where

IV .cateq = Scaled charge weight

IV gewar = Weight of modeled munition

and

SF =scale factor

The scale factor for the tests performed in this series 15 2.0. Thus, the actual weight can be
determined for the scaled munition as

18.0/3‘F3=—8—'-=2.2 (3)
and the scaled munitions designed and fabricated for the tests p%rformcd consisted of 2.2 nounds
of cast Pentolite, with a cast density of approximately .061 Ib./in”.

A steel canister was fabricated to a set of scaled dimensions based on the interior
description of the actual munition. Based or *'  density reported above, and the volume of the
canister, tne dimensions of the scaled m» - were selected to be 7.5 in. long by 2.825 in. in
diameter, excluding the scaled tungsten exie.ior case. he mock munition design is shown in
Figure 1.

Cased Charge Design and Fabrication

The tungsten case selected for the mock munition was scaled from the actual munition
{References Z, 3 and 4) and was chosen because of its high density and relatively high ductility.
The dimensions of the case were scaled according to the laws of replica scaling, thus the
dimensions scale linearly with the scale factor of 2.0. The material properties of the sintered,
swaged and strain aged WY1 case (90% pure tungsten) are as follows:
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Tungsten content -90.2 %

Density - 172 gm/cc
Rockwell Hardness - 26 (c scale)
Ultimate tensile

Strength - 131,000 psi
Yield strength - 100,400 psi
Elongation -122 %

This material complies with MILL-T-21014B, Type II, Class I requirements.

7.50 Painting Detail
2.0 2.50 (Ref) /_ White (Top 1/3-Solid Expl-2.0)

7_ Red (Middle 1/3-Over Void-3.5)
!

Yellow (Bottom 1/3-Solid Expl

L4 LLS

See Detail .
Pentolite 50-54 Fi11 (2.2 Lb Total
- A Cast Pentolite w/out Tungsten Case
- B Cast Pentolite into Tungsten Case

2.825 (Ref)

3.50
25 27N  fp=mm=——= T
(typ.) 1.875({} }
S P 4
-l
Weld Ends .25 (typ.)
Detail "C"

Figure 1. Mock Munition Design.
The uncased and cased weights of the fabricated charges are included as Table ' below.
Table 1. Measured Weights of Fabricated Explosive Charges

Charge No. Charge Type Explosive Case and Total
Weight Liner Weight

(Ibs.) Weight (1bs.)

(1bs.)

1 Uncased 2.08 1.47 3.558
2 Uncased 2.18 1.47 3.654
3 Uncased 2.13 1.47 3.607
4 Uncased 2.28 1.47 3747
S’ Cased 2.2 10.32 12.550
) Cased 2.23 10,32 12,583
7 Cased 2.30 10.32 12,630




MOCK MUNITION UNCASED (AIRBLAST ONLY) EQUIVALENCY TESTS

Test Setup and Instrumentation

Three tests were conducted using the uncased 2.2 pound pentolite charges. The charges
were placed vertically in a reaction structure at the location and standoff shown in Figures Za and
2b. Side-on pressure measuremenis were recorded at standoffs of 15 in. and 38 in. from the
charge. All data was recorded on magnetic tapc.
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Figure 2a. Schematic ot Reaction Structure Showing Barrier and Charge Location - Side View.
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PCB model 137A pressure probes were selected for side-on pressure measurements. Two
arrays of three transducers were used, one array located 15 in. from the charge centerline, the
other 38 in. away from the centerline. PCB model 137A21 transducers, with a 0-5000 psi range
were used at the 15 in. standoff, while PCB model 137A11 transducers, with a range o? 0-500 psi
were used at the 3% in. standoff. The transducer array located at the 38 in. standotf was protected
from fragment impact expected during the cased charge tests by including a fragment deflector in
the path of expected fragments. Figure 3 shows the detail of the transducer assembly.
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Figure 3. Elevation View of tlie 15 in. Standoff Transducer Assembly.

Airblast Equivalency Test Results

Pressure Records and Impulse Calculations - The predicted and observed side-on pressures
expected for the 15 in. and 38 in. standoffs for the uncased munition tests (2.2 1b. pentolite charge)
are presented in Table 2 below:

Table 2. Uncased Charge Tests Predicted and Measured Pressures and Impulses

Test Standoff Predicted Predicted Observed Observed
No. (in.) Side-on Side-on Side-on Side-on
Pressure Impulse P-cssure Impulse
(Gage Nos.) (psi) (psi-msec) (pst) {psi-msec)
1 15.0 1000 33 360 26
(1-3)
1 38.0 300 26 207 25
(4-6)
2 15.0 1000 33 575 24
(13) (P2P3) |
2 38.0 300 26 222 22
(4-6)
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The predicted values of Table 2 were taken fr'()m Reference 5 for surface burst high
explosive charges. The charge weight of the Pentolite was corrected by the equivalency factor of
1.1, thus a charge weight of (2.2)*(1.1) or 2.42 Ibs. of TNT equivalent. The data presented above
shows that the observed pressures recorded in the uncased charge tests (for tests Nos. 1 and 2) are
approximately 539 less than predicted at the 15 in. standoff, and 29% less than predicted at the
38 in. standoff. The recorded impulses, which are a much more appropriate comparator for
explosive energy, are approxmately 24% less than predicted‘for the 15 in. stz}ndoff and only 10%
less than predicted for the 38 in. standoff. For pressure and impulse comparisons presented here
and in later sections, the recorded values just prior to the appearance of the apparent first
reflection (from the side walls of the enclosure) were used. The calculated impulses after the
arrival of subsequent reflections are increasing and not meaningful in this compariscn.

MOCK MUNITION CASED (AIRBLAST AND FRAGMENTS) EQUIVALENCY TESTS

The cased charge tests were identical to the bare charge tests with the exception of the
addition of the fragment bundles set up to measure fragment velocity and to recover the fragments
for distribution, size and weight data. The cased charges were substituted for the bare charges in
these tes's. Three cased charge tests were performed.

Test Setup and Instrumentation

Figures 4a and 4b show the test setup for the cased charge tests. Figures Sa and Sb are
schematics of the breakscreen and fragment catcher bundle setup. Imprinted paper was used for
the breakscreens. The paper was mounted on cutout sheets of 1/2 in. plywood with cutouts for the
front 12 screens, located 10 ft. from the charge. Celotex was used to capture fragments.

Fragment Collection and Data Reporting - The Celotex bundles described above were
taken apart at the conclusion of each of the 3 tests to observe the trajectory and final location of
the impacting fragments. The fragment impacts were numbered and tracked by designating each
observed penetration as to its final location. This marking on the Celotex was done every 5 sheets
(depending on average fragment penetration depth) so that when a fragment was found, its
trajectory and initial entry point would be known. Each fragment found was washed in acetone,
weighed and labeled.

Pressure Measurement - The instrumentation sctup for these tests was slightly different than
that of the uncased tests, as was previously described. The front set of pressure gages (gages P1,
P2 and P3) were removed. Additionally, a fragment deflector (vertical steel pipe) was added in
front of the gages remaining (P4-P6). Figure 6 shows the transducer setup for the cased charge
tests.

Airblast and Fragments Equivalency Test Results

Fragment Mass and Geometry Analysis and Comparison With Predicted and Observed Full
Scale Results - Fragments from both tests nos. 5 and 6 were collected, weighed and measured in
accordance with the procedure presented in the paragraphs above.

The data gathered was first used to deternimine the distribution of mass and length to
diameter ratio for all fragments collected. For fragments collected after the tests, approximately
60%% of the fragments had a mass of less than 1 gram, while the remaining fragments had masses
from 1 t0 4.9 grams. Fragment L/D was similarly evaluated. About 60% of the fragments were of
L/D less than 2, while 30% varied from 2 to 4.0. The fragment data here compares well with the
full scale data presented in References 2 and 3, where fragment L/D ranged up to about 4, and
the largest fragment mass observed was approximately 40 grams. When the largest fragment
ohservc%d in t[gle SwRI tests (4.9 grams) is scaled to full scale (mass scales by the (scale
factor)” =(2)? =8) the largest fragment mass observed is 39.2 grams, very close to the 40 gram
tragment from Refereaces 2 and 3.
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Fragment Velocity Analysis and Fragment Load Prediction - Reference 6 gives a relation-
ship for fragment penetration into Celotex s follows:

"= 740 (e AN 0w 0 7 (H)

where

¢ = penetration depth. in.

A = presented area, in~
weighi of fragment, grains
velocity, ft./sec.

i

w
Vv

When a velocity for each fragment is known, momentum applied to the target can be
calculated and compared with initial assumptions concerning fragment impulse. Combining this
calculated momentum with the catcher bundle size additionally allows specific momentum or
momentum per unit area (specific fragment impulse on the target) to be calculated.

Figures 7-9 illustrate the distrivution of fragment mass, calculated impact velocity and calculated
fruginent momentum on the Celotex target at the 10.0 ft. standoff distance for tests nos. 5 and 6
respectively.

When these impulses are scaled to full scale (impulse scales as a function of the scale factor,
2.0) they are considerably lower than the initial predicted fragment impulses (which were based on
the 40 gram, 4900 fps fragment). The predicted full scale fragment impulse at the 16 in. standoff
was 1195 psi-sec. This 1s greater than three times the scaled up impulse of (23*(1.6229) or 3.25
pai-sec predicted from the cased charge tests.
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Fragment Velocity Comparison With Predicted and Observed Full Scc. ¢ Results - Tests nos

5 and 6 were instrumented for fragment velocity determination with break scrcens as described
above.

Instrumentation problems prevented velocities recorded in test no. 5 to be reliably use and
evaluated. Velocities from test no. 6 were used, however. The magnitude of the highest velocity
fragment for each of the cutout sections 1-12 shown in Figure 5 was determined as the difference
hetween time of arrival pulses for each screen divided by the separation distance, equal to 1.0 ft.
for each screen. These velocities were then compared with the predicted velocity from equation 4,
with the calculated maximum velocities reported abov: . 1nd with the observed maximum velocity
of 4900 ft./sec. from References 2 and 3. The results ot chis comparison are shown in Table 3




below.

Table 3. Comparison of Measured Fragment Velocities With Calculated and Full Scale Results

Break TOA Screen TOA Screen Measured THOR Gurney
Screen #1 #2 Fragment Fragment Maximum
# (ms) (ms) Velocity Velocity Fragment
(fps) (fps) Velocity

(fps)

1 2.950 3.200 4000 3657 5300

2 2.850 3.187 2963 2731 5300

3 3.180 3.090 ---- 2844 5300

4 2.625 2.900 3604 2399 3300

S 2.438 2.873 2301 2171 5300

6 2.650 3.060 2439 2451 5300

7 2.625 2.920 2439 1559 5300

8 2.625 2.625 ---- 3427 5300

9 2.893 3.188 3396 2999 5300

10 3.375 3.780 2469 2038 5300

11 3.000 3.188 5333 . 5300

12 3.158 3.600 2260 1873 5300

Table 3 shows that the recorded velocities compare favorably with the calculated velocities
determined from equation 4. The 5300 ft./sec. maximum predicted velocity of the fragment is
very close to the maximum 5333 ft./sec. velocity measured in test no. 6 on panel no. 11. These
velocities also compare quite favorably with the 4900 ft./sec. velocity measured from radiographs
as reported in References 2 and 3.

Pressure Records and Impulse Calculations - As reported above, side-on airblist measure-
ments were made for tests nos. 5 and 6 with the three transducers located at the 38 in. standoff.

The important comparisons to be made in the uncased and cased charge tests are the
pressures and impulses recorded. Transducer records from locations 4-6 in test nos. 1 and 2 and 5
and 6 were evaluated to compare peak side-on pressures and calculated impulses derived from

direct time integration of the pressure records. Tuble 4 below presents the results of the
comparison.

Table 4. Measured Pressures and Impuise for Uncased and Cased Charge Tests

——e

[ocation Uncased Test Uncased Test (Cased Test Cased Test
Avg. Side-on Avg. Impulse Avg. Side-on Avg. Impulse
Pressure (psi-msec) Pressure (psi-msec)
_ (pst) (psi)
I 4 11 23 159 10
B 5 260 25 242 17
6 270 23 9s 12




Impulse Reduction and Time-of-Arrival Discrepancies and Possible Explanation - It can be
observed in Table 4 above, that a reduction in recorded side-on impulse is seen for the cased
charge tests. Additionally, a significant difference in arrival time of the pressure front can be
observed between the cased and uncased tests. For test no. 1 at lucaticn 5 the pulse arrives at the
38.0 in. standoff gage at 0.32 ms. For test no. 6 at location S the pulse is seen to arrive
approximately 0.43 ms later, or at a time of 0.75 ms.

The pressure records described above suggest that some reduction of impulse and delay of
fragment arrival exists due to the case expansion and fracture in the cased charge tests.
Computational modeling of explosive filled cylinders as reported by Anderson ct al. in Reference
7 indicates that gas leakage from cracks forming in a munition case begins to occur at an
expansion ratio tor the case (radius/original radius) of about 1.75. At this expansion ratio the case
velocity is seen to be about 90% of its final velocity.

A time duration for this expansion and case rupture, which would equate to part of the pulse
arrival delay since the pressure front does not form until after case rupture, can be calculated. If a
median fragment velocity is selected from Table 3 as 3000 ft./sec., a delay time can be defined as
follows:

r/rolry _
—————=delay time (9)
12V 4.

1.75(2.825/2.0)
(3000/2)(12)

=0.000137 sec.

where:

= original radius = 2.825 in.
= expanded radius
Vavg. = average velocity during expansion = (3000/2) ft./sec.

Thus, 0.14 ms of the observed 0.43 ms delay in pulse arrival can be attributed to case
rupture. The remainder of the delay can be postulated to be a function of the reduced intensity of
the pressure wave front due to the use of some portion of the initial available energy to rupture
the case. This reduced wave front intensity can also be thought of as a reduced effective charge
weight in the munition. A reduced charge would have a later time of arrival and a reduced
side-on impulse as compared to the full 2.2 1b. uncased charge. Using the airblast curves of
Reference S and the equivalence factor of 1.1 used in the comparisons of preceding paragraphs, a
reduced charge can be postulated. If a 40% reduction in charge weight is assumed, an equivalent
weight of 1.45 1b. of TNT results. From Reference 5 the side-on impulse expected and time of
arrival at the 38.0 in. standoff are:

To
r

Predicted side-on impulse = 21 psi-ms
Predicted time of arrival = 0.57 ms

The predicted impulse of 21 psi-ms, when reduced by the 10-15% factor seen in the
comparison of predicted to observed results for the uncased tests at the 38.0 in standoff, is 19
psi-ms which is close to an observed location § average for the cased charge tests. Also, the
difference between the predicted arrival time of 0.57 ms for the reduced charge and the 0.32 ms
arrival observed for the uncased full charge is .25 ms, which, when added to the expected rupture
delay of 0.14 ms is:

(0.57-0.32) + 0.14 = 39 ms
which is close to the observed delay of 0.42 ms.

. Thus, a reduction in the equivalent uncased charge can be postulated when considering
airblast equivalence of the heavily cased and uncased charges.
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CONCLUSIONS

The data and analysis reported herein show that scale modeling of heavily cased explosive
charges can adequately replicate the fragment and airblast loads produced by a full scale
munition. This capability can be used to expediently and efficiently test structures subjected to
these loads.

Additionally, the airblast from a heavily cased munition has been studied and a procedure
has been developed to assess the reduction in blast pressure and impulse caused by the heavy case.
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