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PREFACE

Hosted by Sandia National Laboratories and the Air Force Weapons Laboratory, the 59th Shock and Vibration
Symposium , a cntnuation of the series of symposia sponsored by the former Shock and Vibration Information
Center (SVIC). As was true of the 58th Symposium in 1987, this conference was organized in response to the
continuing needs of the shock and vibration technical community. Because these symposia provide the only annual
forum for the interchange of certain defense- and space-related information, they are expected to continue on an
annual basis while a permanent solution for the sharing of such information is being sought

The response to the Call-for-Papers for the 59th Symposium was very gratifying; a large percentage of the more
than 130 papers proposed were accepted. The final program included an Opcning Session and t':rc Plenary Ses-
sions as well as 14 unclassified and four controlled-access technical sessions. Responsibility for preparation and
distribution of the Proceedings for the ROth Shock and Vibration Symposium has been shared by Sandia National
Laboratories and the Air Force Weapons Laboratory (AFWL). All technical papers for public release have been
published by Sandia in four volumes. Volumes 1, 1I, and III are to be distributed to registrants at the Symposium;
Volume IV is to be mailed to qualified individuals after the Symposium. All technical papers requiring controlled
access are to be published by AFWL and mailed to qualified recipients as soon as possible following the Sympo-
sium. Outstanding support from representatives from Sandia and AFWL and the enthusiastic cooperation of
authors and speakers have helped greatly in attaining these goals.

The reader will note that each volume of the Proceedings contains a Table of Contents for all four volumes; how-
ever, the contents of Volume IV as of this writing are subject to change. The contents of the limited access Proceed-
ings published by AFWL will be arranged in a similar way. Any questions relating to post-symposium availability
may be addi essed to me or to an appropiate Host Representative. It is anticipated that the unlimited Proceed-
ings will be available from the National Technical Information Service and that the controlled-access Proceedings
will be available from the Defense Technical Information Center.

Any success that the 59th Symposium may enjoy is the result of a team effort, and certain members of that team
deserve special recognition. Host Representatives Dave Smallwood and Rod Galloway are to be applauded for pro-
viding the outstanding support that made the Symposium possible. The Interagency Program Committee is to be
cong,-aulated for a superb technical program. In addition, the Vibration Institute deserves credit for their work
on producing the Proceedings. And my wife Sallie deserves very special thanks for keeping track of endless details
and managing the registration. Finally, I offer my sincere personal thanks to all authors and speakers for their
cooperation in meeting the necessary deadlines.

Henry C. Pusey
Symposium Manager
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I) VELOPMENT TESTING AT SANDIA

Mr. Del M. Olson
)irector of )ve lopnvlteit Testirg

Sandia National Laboratories
Albuquerque, NM 87185

Sandia National Laboratories maintains an extensive development
test capability including, but not limited to, explosive, climatic,
electromagnetic, thermal, mechanical shock, vibration, and static
enNironments. These facilities are briefly described.

BACKGROUND

Sandia National Laboratories .,as established in 1945 and operated by the University of
California until 1949, when President Truman Asked AT&T to assume the operation as an
.opportunit. to perform an exceptional service in the National Interest." Today AT&T
Technologies, Inc. continues to operate Sandia for the Department of Energy on a no-profit,
no-fee basis. The Labs' responsibility is national security programs in defense and energy,
waith prlmar, emphasis on nuclear weapon research and development. Sandia also does a
limited amount of work for the Department of Defense and other federal agencies on a non-
interference basis.

Sandia National Laboratories is one of the nation's largest research and development
engineering facilities. About 7200 persons are employed in Albuquerque, about 1100 in
Livermore CA, and about 100 at the Tonopah Test Range, the Nevada Test Site, Kauai Test
Facility. and elsewhere.

About 60 percent of Sandia's research and development effort involves the weaponization of
nuclear explosives for national defense; the remainder involves energy programs and advanced
military technologies. About 30 percent of Sandia's operating budget is from federal agency
reimbursables. Sandia does not manufacture or assemble weapons, this work is performed by
other contractors. After the weapons reach stockpile, Sandia quality assurance evaluators
periodically obtain representative samples and test them in laboratory and field exercises to
ensure that they continue to operate safely and reliably.

Sandia operates a broad range of facilities, many of them unique. They are used for a wide
variety of projects, ranging from basic materials research, to the design of specialized
parachutes. Development testing is an integral part of our activities and the facilities include
state-of-the-art equipment for environmental testing, radiation research, combustion research,
and computing.

DEVELOPMENT TESTING

Sandia National Laboratories has an exceptional range of testing facilities that in many
instances have been designed and built here and are not readily available anywhere else,
especially in one easily accessible location. Although designed and built for the Department of
Energy, these facilities give Sandia a unique capability to assist government agencies and their
contractors who have development testing projects requiring state-of-the-art skills and
facilities. Through special arran,,ments, Sandia can make its facilities available for such
projects. Some of these facilities are briefly described below. Many of Sandia's test facilities
are located in remote locations to facilitate the testing of items with explosives or other
hazardous materias.



Aerial (al)le Facilit,,: Steel cableS 'tretched het.wCCn mountain peak, are used to free-drop
pa, loads as hea\, \ as 3000 1b fr,,m he ight,, of 600 ft. I m pat \eh~clties uf up to 190 ft s can
be ac.hiesed in free fall, I, ; , ui-ng :i rocket pull dowsn technique.

Centrifuges: Centrifuge,; ringc rom ,pinneis c oafhI ,pinn'ng a 350 kg testcm up to
40,000 rpm, aI high- n et centrit,,Oe %sith a l0" radius ,hich can reach 2000 g in 1 4 second, a
35 ft radius outdoor centrifuge, to a 29 ft rad!u. helk1,,-groulnd centrifuge ith a capacit\ of
1.6 million g-lb.

Climatic Test Facilities: Sandia maintains a large number of chambers and o, ens for
simulating a wide range of environmental conditions. [xposures are made to combinations of
temperature, thermal shock, humidity, and altitude, as well as salt-fog and rain. Items as large
as 9 ft in diameter and 30 feet long can be accommodated.

Electromagnetic Environments Simulator. This facility is capable of producing continuous
wave electric fields oxer the frequency range of 4 NIHz to 10 Gltz and fields of 100.000 V m.

Explosive Testing: Explosive testing takes man\ forms at Sandia including blast testing using
shock tubes and explosively driven flyer plates. Shock tubes up to 19 ft in diameter are
available. Flyer plates have achieved velocities up to 14, 000 ftis.

Field Testing: Two field ranges are used bs Sandia- the Tonopah Test Range in central
Nevada is used for flight and trajectory studies, and high altitude rocket and reentry body
studies, and the Kauai Test Facility in Hawaii has a rocket launching capability for high-
altitude scientific research and reentry vehicle studies. In addition field tests operations are
conducted world wide supported by a substantial inventory of test equipment.

Fuel Fire Facility: The Aircraft Fuel Fire Simulation Facility, designed and built by Sandia,
represents a major advance in fire testing with jet fuel.

Horizontal Actuator: The facility consists of an 18 in. pneumatic actuator with a 92 ft track.
The actuator can directly generate 700,000 lb of force. Larger forces and a variety of pulse
shapes can be generated using multiple sleds.

Large-Scale ]Melt Facilit,: The melt facility helps engineers understand and predict events
during a reactor-core meltdown. During full scale testing, temperatures above 3000 K are
produced.

Laser Tracker: Sandia's laser tracker with a three-radians-per-second slew rate is unique
among tracking instruments and is ideally suited for measuring trajectories of high
0,c. fo~mzace rocket systems or other high velocity projectiles.

Light-Initiated High Explosive (LIlIE) Facility: This facility developed at Sandia permits the
remote spraying of explosives onto complex surface shapes and detonating the explosixes with
a flash of light. Impulse levels from 10 to more than 10,000 taps can be achieved.

Lightning Simulator: The lightning simulato- duplicates the characteristics of sesere natural
lightning currents in a controlled laboratory environment. The facility can produce up to 4

strokes per flash with currents rising to a peak of 200,000 amps.

Modal resiing: Sandia conducts state-of-the-art modal tests on items ranging from
components weighing a few ounces to 100 m tall vertical axis wind turbines. Tests are run in
both the laboratory and at field locations.

Nondestructive Testing: NDT methods used at Sandia include \-radiograph, ultrasonics,
computer aided radiography and ultrasonics, radiographic image analysis, laser interferometry,
and others.



Photometrics: The equipment encompasses slow- to ultra- high-speed camera and video
systems, most of which can be mounted on unique tracking platforms. Radiometric equipment
co ers the untraiolet through the near infared spectrum.

Radiant Ileat Facilit.: Sandia's Radiant Heat Facility provides laboratory simulation of high
temperature en\ironments and acquires and records the responses of test items to these
en\ ironments. li,'p to 5 MW of power can be used to simulate a wide variety of heat sources
including solar, reentrN heating. and fires.

Rocket Sled Facilit,,: Sandia has two rocket sleds, a 10,000 ft narrow gage track for high-
\elocit\ requirements, and a shorter standard railroad gage track used to simulate
transportation and other rtlatie low "elocity (up to about 300 mph) accidents.

Shock Testing: In addition to the facilities described elsewhere for conducting mechanical
shock tests, Sandia has several conventional shock machines, air guns, and actuators. Sandia
pioneered developments in reverse Hopkinson bar testing. pyrotechnic shock simulation, and
water entry simulations.

Structural Testing: Sandia has static test frames capable of testing items up to 200 in long
with loads up to 500,000 lb. Several Universal Test Machines are available for conducting
tests from a few ounces to 600,000 lb. Pressure vessels aie available for conducting pressure
tests of items up to 40 inches in diameter and 10 ft long. Items 18 inches in diameter and 15
ft long can be tested to 16,000 psi. These facilities are equipped with extensive
instrumentation for measuring strain, displacement, load, pressure, and other quantities.

Vibration Testing: Sandia conducts vibration tests on components, subsystems, and entire
systems using a number of modern shakers systems with state-of-the-art digital control
systems. Available shakers range from I lb force to 40,000 lbs. Sandia has been a leader in
implementing digital controls for shock, sine, random, and multiple input random testing.

Water Impact Facility: Sandia maintains a 50 ft deep pond used in conjunction with a 300 ft
drop tower and air powered guns to provide testing for water-entry and water impact studies.

CONCLUSIONS

As the above list illustrates, Sandia maintains an extensive development testing capability. The
combination of unique environmental requirements, low production numbers, high reliability
and safety requirements. and the difficulty of full scale tests requires Sandia to continually
strive to provide the most realistic simulations possible. This effort has resulted in a unique
national asset which can be made available to qualified users. Further information about the
capability or availability of any of these facilities can be acquired by contacting Sandia
National t.aboraruc,, , De.elopmeint Tcating Directorate, Albuqueroue. New Mexico (505) 844-
8007.
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THE QUEST FOR w = /K/l:
NOTES ON THE DEVELOPMENT OF

VIBRATION ANALYSIS

Neville F. Rieger
Stress Technology Incorporated

1800 Brighton-Henrietta Town Ine Road
Rochester, NY 14623

ABSTRACT

The origins of vibration analysis are traced through the
achievements of pioneers such as Galileo, Mariotte, Newton,
and Leibnitz, and of developers like the Bernoullis, Euler,
d'Alembert, and Lagrange. Necessary conditions for the
development of the single degZec theory are deduced, and
some possible originators of the formula and theory are

proposed.

INTRODUCTION

Mystery surrounds the origin of the formula w = WK/M which is commonly used to
calculate frequency of vibration of a single degree system 1 . The name of the person
who first recognized the significance of this formula is not known, nor is that of
the originator of the familiar theory for vibrations of a single degree system. The
formula and its related theory are fundamental aspects of all modern vibration
textbooks, and both are in daily use by vibration engineers. The fact that so
little is known about the origins of both is an intriguing blank in the history of
engineering. This paper outlines some of the research conducted by the author in
his quest for the origin of the formula and its theory.

The development of vibration knowledge may be classified into four phases. In
the first phase (1564-1727) fundamental knowledge was developed on mechanics, on the
concepts of dynamics, on the differential and integral calculus; and the theory of
differential equations was begun. In the second phase (1687-1787) the structure of
modern mathematics was established and greatly developed by scientists who were also
intrigued by problems of oscillation of strings. The third phase (1787-1850) saw
the development of general theories of elasticity and of vibration theory, with
supporting experiments. The fourth phase (1872-1934) includes the work of scholars
of vibration, and their development of analysis methodologies from the vibration
knowledge which had evolved over three centuries.

GENIUS AWAKENING (1564-1727)

Galileo GALILEI (1564-1642) was born in Pisa where his father was an estab-
lished musician and composer. At nineteen he enrolled at the University of Pisa to
study medicine. Under the guidance of the mathematician Ricci, he studied geometry

1 w is circular frequency of vibration, K is stiffness, and M is mass.
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and natural phenomena, and in 1584 he considered the regularity with which a
pendulum oscillates. As the story goes, these studies began with his observations
of the great lamp of Pisa Cathedral, swinging in a cross-breeze. Galileo's later
writings show that he understood the laws of the pendulum. He was also the first to
propose that the pendulum could I.. . as a L..bis for precise timekeeping.

According to a plaque at the entrance to the Leaning Tower in Pisa, his initial
studies of falling objects were made from the Tower in 1586.

Instead of pursuing medical studies, Galileo moved to Florence where he studied
mathematics and mechanics. In Florence he wrote on hydrostatics and on the center
of mass of solids, and invented the hydraulic balance. Based on the merit of these
writings, he was appointed Professor of Mathematics at the University of Pisa in
1589, and in 1592 he moved to the University of Padova to teach geometry and
astronomy. In Padova he conducted his famous studies of uniformly accelerated
motion, around 1594.

Galileo had heard of the invention of the telescope in 1609, and was quick to
advocate its military importance in a letter to the Doge of Venice (1609). In 1609
he built his first telescope, and with it he became the first person to study the
motions of celestial bodies. His firm belief in the Copernican model of the solar
system, led him to write a book on his astronomical researches, 'Sidereus Nuncius,'
containing drawings of Jupiter's moons. He was summoned to Rome in 1616 and again
in 1633, where he was forced to recant his teachings. During the last eight years
of his life Galileo prepared his greatest work 'Discourses and Mathematical
Demonstrations Concerning Two New Sciences,' which contains most of his discoveries,
including the pendulum laws. He recognized that the period of oscillation was
proportional to the square root of the length, but does not appear to have known
explicitly of the mathematical formula. That discovery was made by Huygens, who
published it in 1673.

Abbe Marin MERSENNE (1588-1648) was a French mathematician and theologian, and
a close friend of Rent Descartes (1596-1650). In his mature years he wrote several
books on mathematics and natural philosophy, such as 'La Verite dans les Sciences'
(1625). On music and musical instruments he wrote 'Harmonie Universelle' (1637).
Mersenne stated his laws of vibrating strings in his book 'Harmonicorum Liber'
(1636), and made the first direct determination of the frequency of vibration of a
musical sound. He also worked on the geometric relations which describe cycloidal
curves.

Fr. Edme MARIOTTE (1620-1681) was a Prior of St. Martin-sous-Beaune in Dijon,
France. Mariotte in 1664 was the independent co-discoverer of the gas law PV =
Constant, which was first presented by Robert Boyle in England in 1662. During the
construction of the Palace of Versailles by Louis XIV Mariotte was in charge of the
design of the extensive water supply system for the gardens and fountains. The
elevation of water to a great height required the development of a suitable pressure
vessel, the strength of which Mariotte developed by proof-testing. He measured the
growth in vessel circumference under pressure, and found that a proportional
relaLionship exists between circumferential growth and pressure head, i.e., between
force F and displacement K, F = K6, where K is the stiffness of the body. This
discovery and its publication (1678) were made independently of Hooke's discovery of
the force-displacement law (1660) and its statement (1676). This proportional
relationship is of course indispensible to the expression w = K/M. The Hooke-
Mariotte discovery therefore provides an earliest possible date (1676) for the

frequency relationship.



In 1673, Mariotte suggested to Leibnitz, his pupil, that Leibnitz should solve
a problem involving the vibrations of a compound pendulum. A picture of this
pendulum is shown in figure 1. The challenge was for Leibnitz to determine the
period of oscillation of the pendulum. Leibnitz claimed to have found the solution,
but did not supply it in his reply to Mariotte.

Christiaan HUYGENS (1629-1695) knew of the correspondence between his father
and Galileo while Galileo was spending his final years in Arcetri and studying
problems of precise navigation. Later, with his own (much improved) telescopes
Huygens observed and solved the riddle of Saturn's rings, which had puzzled Galileo
forty years before. Huygens went to Paris in 1655 where he studied under Pascal and
knew of Mariotte. Huygens invented the isochronous or cycloidal pendulum, and with
it he developed a clock movement wl-ich kept accurate time. He made many contri-
butions including the center of oscillation, the postulation of centrifugal force,
and Huygens' principle. His portrait is shown in figure 2.

Isaac NEWTON (1642-1727) in 1665, at twenty-three years of age, formulated
ideas on universal gravitation and the calculus. His great work 'Principia
Mathematica de Philosophie Naturailis' which contains the statement of the laws of
motion was published by the Royal Society of London in 1687. Figure 3 shows Newton
at about sixty years of age. The title page of the 'Principia' is shown in figure
4, and the page with the first two laws of motinn is shown in figure 5. This
epochal work is written in three parts, and the style is similar to that of Greek
geometry. Geometrical proofs aic used throughout, and it has been suggested that
Newton chose this format for ease of understanding. In use however, Newton's
notation was less convenient than that chosen by Leibnitz. This convenience led to
the more rapid development of the calculus in Europe than in Britain, during the
subsequent century.

The Principia discusses central forces on bodies, motion through a resisting
medium, motion of a pendulum, wave theory, motion of planets, and universdl
gravitation. Newton's greatest achievements were the creation of the differential
and integral calculus, the universal theory of gravitation, the principles of
optics, and the corpuscular theory of light (1684). He was also the first to solve
a differential equation, in 1676.

Gottfried Wilhelm LEIBNITZ (1646-1716), German philosopher, statesman, and
mathematician was first noted for his construction of an early calculating machine
in 1673, which he presented to the Royal Society of London. In 1675 he indepen-
dently developed the first energy methods for the study of dynamics. In 1676 he
became librarian, then councillor (1678) to the Duke of Braunschweig-Luneburg, where
he worked as an engineer on mechanical devices, on the improvement of education, and
on various geology problems while continuing his work on mathematics and on meta-
physics. In 1684 his book 'Nova Methodus pro Maximum et Minimus,' was published
containing an exposition of his differential calculus. A portrait of Leibnitz
painted ca. 1700 is shown in figure 6.

THE CENTURY OF THE CALCULUS (1687-1787)

Jacob (1654-1705), Johann (1667-1748) and Nikolaus (1687-1759) BERNOULLI wer:
three founding brothers of a famous family of scientists and mathematicians which
originated in Basel, Switzerland. The mathematicians of this family are shown in
the chart of figure 7. Jacob Bernoulli studied 1xperimental physics in Basel and in
1687 became Professor of Mathematics at Basel University. He wrote on summation of
infinite series, and corresponded with Leibnitz on problems of the calculus. He



established the initial concepts of the Calculus of Variations in his study of the
isoperimetric problem. Tsing his variational calculus he discovered the form of the
catenary, and of the isochrone. In 1696 he formulated and solved the brachysto-
chrone problem, and offered this as a problem to the best mathematicians of Europe
by letter, giving six months for solution. Newton's response is best known: he
solved the problem overnight, and communicated the solution anonymously to Johann
Bernoulli, who quickly recognized, with admiration, the author of that solution by

his style.

Johann Bernoulli was also fascinated with problems and possibilities of the new
mathematics, and he obtained the tautochrone curve using the variational calculus.
Johann had three so-s who also became mathematicians, Nikolaus IV (1695-1726),
Daniel (1700-1782), and Johann II (1710-1790). Daniel Bernoulli's famous book
'Hydrodynamica' whicl contains Bernoulli's theorem was published in 1738. In 1742
he suggested in a letter to Euler that the differential equation for the deflected
form of the elasticL. could be obtained by minimizing the integral of the square of
the curvature taken along the length. This task was subsequently completed by Euler
and the solution for the deflected forms of the Elastica was published in 1744.
This solution is the basis for the well-known Bernoulli-Euler theory for deflection
of slender beams. Daniel Bernoulli also suggested to Euler in 1748 a procedure for
obtaining the differential equation for vibrations of slender beams. A portrait of
Daniel Bernoulli is shown in figure 8.

Johann II (1710-1790) succeeded his father to the Chair of Mathematics in
Basel. His son Jacob II (1759-1789) also became Professor of Mathematics at the
Academy of St. Petersburg, where he followed the works of his uncle and teacher,
Daniel. He studied Chladni's experimental work on vibrations of plates, and sought
a theoretical explanation for the nodal patterns.

Brook TAYLOR (1685-1731) was an English mathematician and a contemporary of
Newton, whose best-known achievements were the development of the Taylor's Series,
and the early development of the Calculus of Finite Differences. His portrait is

shown in figure 9. He found the formula for the center of oscillation (c.g.) of a
compound pendulum which gave the correct period. Taylor is mentioned by R. B.
Lindsay as the first person to achieve 'a strictly dynamical solution to the problem
of the vibrating string.' To do this, Taylor assumed that the string was made up of
many identical particles along its length, and that the nature of vibration modes
was such that every particle reached its maximum amplitude at the same time. Using
this form and Newton's second Law of Motion together with the Difference Calculus,
Taylor obtained a formula for the frequency of vibration of a vibrating string which
was in agreement with the experimental results of Mersenne.

Leonhard EULER (1707-1783) was a Swiss mathematician who made voluminous
contributions to the development of applied mathematics and to engineering analysis.
He was born in Basel, and was a student of Johann Bernoulli. At the age of twenty,
in 1727, he became an Associate of the Imperial Academy of St. Petersburg. In 1733
he obtained the first solution for the second-order differential equation with
constant coefficients. This effort was possibly motivated by a desire to solvc the
wave equatior which had been obtained but not solved by Daniel Bernoulli in 1723.

In 1736 he obtained and demonstrated the expression for minimizing a curve. In
1741, tired of the intrigues of St. Petersburg he joined the Imperial Academy of
Berlin, and he published his famous work on beam deflection (1744), and his work
with D. Bernoulli on the lateral vibrations of bars (St. Petersburg, 1751), during
his tenure in Berlin. According to A.E.H. Love (Cambridge, 1927) the fourth-order
equation vibration equation was obtained 'by variation of the function they
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(Bernoulli and Euler) had previously used for the work done in (static) bending.
They determined the functions we should now call Normal Functions, and the equation
we should now call the Period Equation, in the six cases which arise according to
whether the ends (of the bar) are free, clamped, or pinned' (Love 1927). The method
therefore is due in concept to D. Bernoulli, and the execution was performed by
Euler. Later studies by this talented pair included an attempt to develop a theory

for the tones of a bell. Euler's later researches on beams initiated the theory of
elastic stability of columns and his well-known ductility formula (1757).

In 1759 Euler returned to the St. Petersburg Academy, and around 1767, he
became totally blind. A portrait of Euler around this time is shown in figure 10.
Despite this loss of sight, his productivity continued at a high level. His memory
appears to have been uncommonly acute, and his ability for mental computation was
phenomenal. He introduce4 the symbols e, n, and i into common mathematical

parlance, and the identity e I  + 1 = 0 bears his name. He wrote two textbooks on
the calculus (1755, 1770). These textbooks have guided the format of mathematical

texts to the present day.

Was Euler the first person to find w = KIM? This feat would have been

possible after 1733, when the solution to the second-order equation became
available. Euler, D. Bernoulli, and d'Alembert, who were in relatively close

communication for those days, avidly investigated problems of mechanics and dynamics
of continua. However, it appears that particle dynamics per se did not intrigue
them.

Jean Le Rond D'ALEMBERT (1717-1783) was admitted to the French Academy of
Sciences in 1741, and published his best-known work 'Traite de Dynamique' in 1743.

This work contains his famous principle of dynamics. D'Alembert studied the
vibrations of strings in 1747, and published his work on this topic in a memoir to
the Berlin Academy in 1750. This is the first published work to contain the

equation and solution for the motion of a string treated as a continuum, i.e., the
wave equation, although this equation had been obtained without publication by D.
Bernoulli in 1723. D'Alembert's solution to this equation was achieved by
separation of the variables, a procedure devised by Johann Bernoulli in 1696. This
procedure was successfully applied to the vibrating string independently by both

d'Alembert and Euler. His portrait is shown in figure 11.

Joseph Louis LAGRANGE (1736-1813) was acknowledged as the greatest

mathematician of his age. His principal accomplishment was the generalization of
Newtonian mechanics, for which he devised a straightforward procedure for obtaining
the equations of motion, Lagrange's equation. His book 'Mecanique Analytique'

(1788) contains these achievements. At twenty-three years of age he extended the
earlier work of d'Alembert, and generalized the solution to the vibrating string.

In this study, the string was again considered as a system of identical particles,
for which he obtained the equations of motion, and demonstrated that the number of
independent modes is equal to the number of particles. He showed that in the limit,

the result for the frequencies agreed precisely with those achieved earlier by
d'Alembert and Euler for the continuum model of the string. Lagrange's solution for
the discrete particle model appears to be the closest any analyst has come to
finding the s; .7le degree theory, up to that time. A portrait is shown in figure 12

of Lagrange around the year 1787.
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THE ERA OF THE ELASTICIANS (1787-1850)

Ernst Florens CHLADNI (1756-1827) studied the modal patterns of vibrating

plates, and first published his results at Leipzig in 1787. These results greatly

stimulated the mathematicians to further apply those techniques which had succeeded
with strings, beams, and rods to the analysis and explanation of plate vibrations.

Cbladni gave a more complete account of his work in his book 'Die Akustik' also

published in Leipzig, in 1802, in which he documents his researches on plates, with

dates of their original publication. A copy of the title page of Chladni's book

with his portrait is given in figure 13.

Sophie GERMAIN (1776-1831) wrote three memoirs to explain the modal patterns

Chladni had reported in his book 'Die Akustik,' for which she was awarded a Prize by

the French Academy in 1816. The gold medal which accompanied this prize is shown in

figure 14. In these memoirs, she first obtained the equation for deflection of the

mid-surface of a thin rectangular plate, and in later work she established the

equation for the normal vibrations of such a plate.

Baron Augustin-Louis CAUCHY (1789-1857) worked on the mathematical theory of

wave propagation for which he was awarded the Prize of the Institute de France in

1816. He also contributed extensively to the theory of stresses in solids.

Simon Denis POISSON (1781-1840) contributed to the development of the theory of

elasticity, and is memorialized by his contributions to the generalization of the

stress-strain law of elasticity into three dimensions, which required among other

concepts, the introduction of Poisson's well-known Ratio.

Claude-Louis Henri NAVIER (1785-1836) was the first mathematician to invscLi-

gate the general equations of equilibrium and vibration of clasric solids. He

developed a 'molecular' theory of solids in whichi the mass and elastic properties of

the solid were concentrated at certain material points. He determined the equations

of motion of thesp 'miolecule' points, and took the variation of the work done by the
f-rzc. acting on the molecule in a small displacement. This procedure gave the

differential equations of motion and the boundary conditions at the surface of the

body.

THE SCHOLARS OF VIBRATION (1872-1934)

John William STRUTT, LORD RAYLEIGH (1841-1919) in 1877 published the first

edition of his famous treatise, 'The Theory of Sound.' His first paper on gases was
presented to the British Association for the Advancement of Science in 1882, and he

won the Nobel Prize for the isolation of argon in 1904. Rayleigh was a prolific

writer and became Chancellor of Cambridge University in 1908, a post which he held

until his death in 1919. Rayleigh's portrait of this period is shown in figure 15.
The theory of vibration as taught today for a single-degree system appears in 'The

Theory of Sound,' Volume 1, Chapter 3, pages 44-50: see figure 16. The formula for

the period p = 2n M/K appears on page 44 of the Dover edition (1946).

The Ukrainian-born Stephen TIMOSHENKO (1878-1972) published the first edition

of his famous book on the Theory of Elasticity in St. Petersburg in 1913. He left

his homeland in 1918 for the United States, and he worked for the Westinghouse

Electric and Manufacturing Company in Pittsburgh from 1923 to 1927. Timoshenko

solved vibration problems, collected vibration literature, and taught courses on

vibration analysis at the Westinghouse Night School during this period. His course

notes were first published in 1928 by the D. Van Nostrand Company under the title
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'Vibration Problems in Engineering.' This was the first U.S. book on vibration

analysis, and it was the first English-language vibration text written with a

practical orientation. Timoshenko virtually established the science of engineering
mechanics in the United States through his writings and through his students.

Jan Pietr DEN HARTOG (1899- ) worked initially in association with

Timoshenko at Westinghouse. Timoshenko's book 'Vibration Problems' mentions work

performed by Den Hartog during this period. In 1934 Den Hartog began his teaching

career at Harvard, and at M.I.T. in 1944. The first edition of his lucid textbook

'Mechanical Vibrations' was published in 1934.

WHO WAS FIRST?

What can be concluded with regard to the probable origins of w = K/M from the

lives of the earliest pioneers? First, we know that their discoveries came at a
time when there were strong commercial incentives for the development of mechanical

devices such as chronometers, efficient pumps, and steam engines. Second, the
correspondence between Galileo and Huygens' father in Leyden, and between Galileo
and Mersenne was significant because it provided inspiration and fertile ground for
the genius of Huygens to grow. Huygens went to Paris to study. Paris was the
intellectual center of Europe during the reign of Louis XIV, under his finance
minister, Colbert. Studying with Mersenne, Huygens must have heard of Galileo's

suggestion to use the pendulum for timekeeping, and of Mersenne's work on the

cycloidal curves. To put such pieces of information together into a working device
woulu nave required precisely those intellectual and mechanical skills which Huygens

possessed. He created the first chronometer by introducing the cycloidal, i.e.,
isochronous escapement. A later version of the escapement mechanism is shown in his

book 'Horologium Oscilatorium.' Did Huygens meet Mariotte in Paris? Very likely.

Were Mariotte's questions to Leibnitz concerning the compound escapement inspired by
Huygens' cycloidal pendulum? Such a mathematical analysis was conceptually within

the ability of the twenty-seven year old Leibnitz, though the calculus involved
would not have evolved from him until 1684. Further, the solution of the

simultaneous second-order differential equations involved would also have had to
wait a further sixty years for Euler's contribution. Leibnitz had received his

doctorate at twenty years of age, and was on cordial terms with Mariotte and Newton.

Prior to Galileo there were no concepts of mass or motion as we now understand

these terms. The few earlier writers who had studied the positions of celestial

bodies (Ptolemy, Copernicus) had drawn conclusions concerning orbital motion.
Aristotle in his 'Physics' states that particles travel in straight lines. To

believe otherwise, i.e., parabolic motion, was to deny the great credibility given
to Aristotle by Aquinas. Aristotle further states that the medium drives the
projectile. Such 'Physics' as existed prior to Galileo was apparently understood in

much different terms to those we believe today.

Galileo's major contributions to dynamics were to coordinate the concepts of
displacement and velocity, and to introduce the new concept of acceleration.

Expressed in modern terms, these concents bring us to the brink of the differential
calculus. They provide a reason for the discovery of the calculus thirty years
after the publication of Galileo's book. In order to explain the results of his
experiments in 1594 with falling weights, Galileo did three things: First, he

devised the concept of acceleration. Second, he applied the scientific method - he
devised a theory to explain his experimental observations. Third, using this theory
he expressed his results in analytical form - the expressions for the laws of

accelerating motion. At the time of Galileo, any one of these innovations would be



sufficient to demonstrate his creative brilliance. All three, together, gave birth
to the new science of dynamics, and changed forever the way in which science itself
was understood.

Newton continued from where Galileo left off. By realizing the principles
which lay behind Galileo's dynamical ideas, he conceived the differential calculus,
and by inferring the reciprocity of the differential relations, he was then able to

devise the principles of the integral calcalus. These two mighty discoveries appear
to have taken place immediately following his graduation from Cambridge, in the
plague years of 1665 and 1666, when he was back in Woolsthorpe. The concept of
universal gravitation also occurred to him during the same period. Prior to this
time there was no explanation for how the observed orbital motions of the moon about
the earth, and of the planets about the sun, could occur.

Given Galileo's concepts of motion and (by this time) of mass, Newton deduced
that it was the mass property which provided the attraction, and the motion property
which provided the equilibrium. Thus Newton unified and explained the planetary
motions, and introduced the concept of universal gravitation with the inverse-square
law, and further showed that these ideas were in accordance with the principle of
centrifugal action, given by Huygens in 1655. These achievements together with the
h ee Laws of Motion are given in the 'Principia,' Volume 2.

By the year 170C the concepts of mass and of acceleration were both well
accepted, though not yet in the same use as engineers employ them today. There were
several reasons for this. First, the development of mathematics itself was the
primary interest of mathematicians such as Johann Bernoulli, Newton, and Taylor. Of
these, Taylor was the only one who put the mathematical discoveries to use for
vibration analysis, with his discrete-particle solution of the string problem.
Secondly, energy methods weie being developed very enthusiastically around this time
in Europe, and their proponents saw in them great promise for the discovery of
general laws of dynamical systems. Thirdly, the field of differential equations
remained to be appreciated, solved, and formalized. However, this path apparently
led to solutions for specific problems in dynamics, rather than to general
principles, and this was possibly less interesting to pioneers such as Newton and
Leibnitz, whose major interest in applied dynamics lay in celestial mechanics. And
lastly, the early mathematicians continued to be fixated on the discovery of
analytical forms for special curves. Galileo, Mersenne, and Huygens worked on their
cycloids; Newton and Halley sought expressions for planetary orbits; Johann
Bernoulli, and Leibnitz developed analytic forms for the Brachystochrone and Tauto-
chrone; and D. Bernoulli and Euler solved the Elastica. Evidently, the development
of single degree of freedom dynamics would have to wait until a talented but less
ambitious mathematician with engineering interests appeared on the scene.

D. Bernoulli. Euler, and d'Alembert were mathematicians with less general
interests. This can be discerned from the specific types of problems which they
studied, without detracting in any wa3 from the greatness of their prodigious
contributions. Most of our basic mathematical tools, and many other procedures, are
due to them. Furthermore, engineering dynamics owes much to what must have been a
-very close and fortuitous intellectual friendship between Daniel Bernoulli and
Lonhard Euler, and to some extent with d'Alembert also, throughout their long,
active lives. Bernoulli first brought his strong mathematical skill and fine
practical insight to the problem of the uniform vibrating string, in 1723. Euler's

sclution to the second-order differential equation (3733) may have been an outgrowth
of their earlier collaboration on this work, as colleagues in St. Petersburg. The
concept of Separation of Variables had been contributed by Johann Bernoulli in 1696,



and it is easy to speculate that these two steps were utilized by Daniel Bernoulli
and Euler, during their time together (1726-1730), in semi-isolation in St.

Petersburg. Nonetheless, despite the continuing correspondence between these two
after Bernoulli returned to Basel, the solution to the wave equation was not first
published by them, but rather by d'Alembert in 1750. Was d'Alembert in touch with
Bernoulli from Paris, between 1733 and 1751? Quite likely, but his solution for
axial and torsional vibrations of a uniform continuum does not mention any earlier

,mork on the vibrating string by Bernoulli and Euler, even though d'Alembert's work
was published by the Berlin Academy in 1750, while Euler was in Berlin.

It seems that the pendulum problem may have served most significantly to direct
the minds of the mathematicians toward dynamics. Following Leibnitz, Johann
Bernoulli began to work on problems of particle dynamics: as noted, the
Brachystochrone problem (path of steepest descent), was solved by Newton, overnight,

in 1696. Brook Taylor's solution to the vibrating string problem in 1714 using
particle dynamics and the difference calculus preceded the early development of the
wave equation by Daniel Bernoulli. The first solution to the wave equation was
obtained by Euler and by d'Alembert, apparently independent of each other, around

1749. D'Alembert published his work in 1750 at the Berlin Academy, and Bernoulli
published another result in 1755 in the Memoirs of the same Institution.
Considering that the method of separation of variables was available from the work
of Johann Bernoulli in 1694-97, it is not surprising that methods for solving

differential equations of the second-order with constant coefficients soon became
available from Euler, with contributions by d'Alembert, between 1733 and 1736.

The solution to the wave equation in its most general form was given by
Lagrange in an extensive memoir to the Berlin Academy in 1759, while Lagrange was

still residing in Turin. This generalization was made by reverting to a multi-
particle model of a string, similar to that used by Taylor. It is this use of the
particle model, and by observing that Lagrange's solution shows the number of modes
is equal to the number of particles which comprise the string, which suggests that

Lagrange may also have been the originator of the single degree of freedom theory.
This thought may be pursued by a reading of Lagrange's memoir (1759), and by

studying his famous book 'Mecanique Analytique' (1788).

The specific reason for Chladni's (17R7) interest in the vibration of plates is
not known. It can be surmised that acoustically-excited patterns of plates (or of
surfaces, possibly of the sea?) somehow led to Chladni's interest, as the title of
his book 'Die Xkustik' suggests. Was this a two-dimensional extrapolation of the
preceding interest in strings? In any case, Chladni's results stimulated the great
French analysts to seek a solution to the plate problem. Their efforts lasted for
half a century. Amongst other things, this resulted in Sophie Germain's derivation
(1815) of the plate equation, and the general equations of elasticity for plates and
solids by Cauchy (1810), Navier (1822-29), Poisson (1831), and others.

If the single degree theory and w = VK/M was developed during the Era of the
Flasticians, this event has nut been widely recognized. Nor is it evident that it
occurred during the Century of the Calculus, when the emphasis was on mathematical

development, and on the wave equation. And how could it have occurred during the
/.ge of Genius when neither the equations, nor many of the mathematical concepts were
available? it therefore appears that although Brook Taylor may have come

surprisingly close with his early result for the single degree system, in 1714, his
interest lay mainly in explaining the string vibrations. All things considered,
Lagrange's interest in the development of equations for discrete systems makes him a
likely originator of the single degree theory, and hence of the result w -V K/M.



CLUES FROM TIlE CLASSICAL TEXTS

The first textbook on the dynamics of physical systems is the unified presen-
tation by Lagrange 'Mecanique Analytique' (1788). This book contains the develop-
ment from fundamentals of Lagrange's Principle, with applications. This work is a
mathematical treatise, in which geometrical aspects are presented in analytical

terms, in the tradition of Descartes, through the introduction and use of Lagrange's
procedure. The generalized presentation given is thereby applicable to any physical
system.

The first English text to address the subject of vibration is Rayleigh's
'Theory of Sound.' This book is the work of a mathematical physicist, and it shows
that the vibration problems of interest to Rayleigh were not viewed in the same
manner as they would be today. Rayleigh saw vibration in relation to acoustics
alone: he states that 'Without our ears we should hardly care much more about
vibrations thar without eyes we should care about light,' (Preface, 'Theory of
Sound' Volur, 1, page xxxiv, 1877). The "'heory of Sound' is a full compendium of
physical knowledge on acoustics and vibrations, together with the mathematics of
these subjects, rigorously presented. It is a treatise, not a beginner's textbook.
Apparently, Rayleigh was not acquainted with reciprocating steam engine vibrations,
nor prkpciler nr paddle wheel vibrations in ships, nor overhead factory lineshaft
vibrations, nor shaft whirling (Rankine, 1869), nor the vibrations nor noise of
bridges zs the steam trains of the day passed over them; and despite related
disasters, nor of the Brighton and Menai Straits suspension bridge collapses.

CeTtain European and Russian books on vibration theory and applications may
also have been published during the period 1877 to 1928, but no details of such
works are kr.,)wn at this writing. None of the texts mentioned above contain any
indication of where the original single degree theory came from, nor gives any

indication of the source of w = -V/K/M.

Ninety fiv, 5ears after the publication of Lagrange's book, Rayleigh devoted
part of a _ -a-ter in the 'Theory of Sound' to the single degree system, in which he
cited the resiilts mentitoned earlier. These results are stated with no reference to
their author. Were they so well-known by 1877, or likely even so trivial in
Rayleigh',; mind, that there was no need to identify the original source? It seems
surprising that all textbooks written since Rayleigh's time have followed his lead
with the single degree theory, yet no subsequent author has thus far identified the
origirator that the ,ry.

NO SPECIFIC Ri7SUIT BUI A CLEARER PICTURE

A re.vic A the evidence available at this time leads us to five conclusions:

1) !.e pThwsics of st-ing vibrations was understood to some degree by Pythagoras,
and M((rL omiletely by Calileo and Mersenne; but neither Galileo or Mersenne
had the equation of the vibrating string, much less the matheratical techniques
which are required tt, achieve a solution to this equation.

S la or g) ve iI.e first (approximate) solution for the low( st mode of the
vibrating string in 1714. D. Bernoulli gave the wave equation for the
vitrating s tring around 1723, but without a solution. This solution was
aihicvcd by D'Alembert and Luler between 1747 and 1750, and was generalized by
Vagrange around 1754.



3 The pendulum problem was observed by (alilco in 1586. t1uygens first devised
the cycIci da I pendul uir in 1659, and obtained the formula for the frequency of
uscillation of a pendulum, probably artund 1673.

4) fhe first ktown publication to give single degree forced damped vibration

t heory was in Lord Ra31eigh's 'Theory of Sound' Volume 1, in 1877.

5 It seems both probable and Iikely that the single degree theory was available
prior to 111ayleigh's book.

It is helpful to ri.call that the maLhematical tools for analysis of the single
degrve system became available in the mid-eighteenth century. These tools werc
cvL loped b: mathematical researchers, who were seeking procedures for general

s-'stems. When Fuler obtained solutions for second-order ordinary differential
,, LIt1 11 , d'Alembert immediately applied these solutions for use on partial

ditfcr i cntial equations, viz. on the %ave ec,,,ation.

It is possible that the single degree theory orig-nated with Lagrange, who
ceneralized Newtonian mechanics into a single comprehensible 2rocedure for all of
mathematical physics, and who had the mathematical tools and concepts to achieve
s:,ch a solution. Could the great Lagrange have for once gazed so low as to attempt
to s ivc the simple problem of a single oscillating particle?

The solution does not appear to have been achieved by the inspired French
school of elasticians who began with Chladni, and which included Sophie Germain,
Poisson, Cauchy, Navier, Lame, Kirchoff, and Boussinesq, during the years 1786 to
1850. These mathematical physicists were, again, interested in developing general
formulations for elasticity, with applications to plates and shells. Vibrations of
plates, shells, surfaces, and solids were also studied by the Fre-ch school, and
were later furthered by the English elasticians, beginning with Stokes, Rayleigh,
Mitchell, and Love- Simply stated, the formidable talents of all these scientists
very likely demanded something more challenging than the simple oscillator. The
very simplicity of this system is the reason why the originator of the theory, and
ti the formula tw = ' KM has so far not been identified. This work is continuing.
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CHAPTER 111.

SYSTEMS HAVING ONE IdW(REE OF FREEDO)M.

43. THF material systems, with whose vibrations Acoustics LN
concerned, are usually of considerable comnplication, and are sus-
ceptible of very various modes of vibration, any or all of which
may coexist at any particular moment. Indeed in some of the
most imiportant mubical instruments, as strings and orgun-pipes.
the number of independent modes is theoretically infinite, and
the consideration of several of them is essential to the most pr-ac-
tical questions relating to the nature of the consonant chords.
Cases. however, often present themselves, in which one mode is
of paramount importance; and eve'n if this were not, avi, it woi-uld
still be proper to commence the consideration of the general
problem with the bimplest case-that of one degree of freedom.

It need niot be supposed that the mode treated of is the only one 4 N EREO RKO
possible, because so long as vibrations of other modes do not occur now.v prvoeed- It there b-e tio forve. eithei i.voltitig (cv .vin

their possibility under other circumstances is of no moment, fretion or v"itI, <it imprevsted oi, the -,tem fr.)n *ith-u. th,.
whole energy rtrnati, C,,aSLAht Thus

44. The condition of a system possessing one degree of free- T+-. V -cnt
dom is defined by the value of a single co-ordinate u, whoe origtn Substituting for 2' and V' thetr values. anid differentiting with

may be taken to correspond to the position of equilibrium. The respect to the time, Ive obtain the equation of inotion
kinetic and potential energies of the system for any given position M '.-(,..
are proportional respectively to t!" and us: of which the comiplete integral i

T = jmt', V = juu"................. (I). U -a coslst -a).. .

where m and u are in general functions of u. But, if we limit -here R p.-, m, representing a kaorvnic vibration It will be
Ourselves to the consideration of positions in tL.- immediate negh seen that the penod alone is determined by the nature of the

bour/tood ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ y~e oftiticrepodseo qilrif, s ml qatt, ~ :z the amplitude and phase depend on collateral cir-
b~uhoo oftha core~ondng o euilbrirnu i a mal quntiy, u-ntanea.If the difrerential equatioli were exact, that is toand mand /hare sensibly constant. On this undeis~tanding we say. if T' were strictly proportional to 0. aiid V to W, then, without

any restriction. the vibrations of the systenm about its cotifiguration
of equilibrium would be aoctiratly harmoiic. But in the majoflity

ofcas~ the proportionality is only approximate, depending on an
assumption that the displacement u is always small-how small
depeuda on the nature of the particular system and the degree of
approximation required ; and then of course we must be careful
Got to push the application of the, integral beyond ice proper
limiit&

But, although not to be stated without a limitation, the prni-
ciple that the vibrations of a syaten about a configuration of
equilibrium have a period depending on the structure of the
system and not on the pa-ticular circunmstances nf the v-ibration.
is -If supreme imiportance, whether regarded from the theoretical
or the practical side. If the pitch and the loudness of the tinte
given bv a musical instrument wert not within wvide limits in-
dependent, the Art of the performer on many instruments, vuch
aM the violin and pianoforte would he revolutiouized.

The periodic time 2 t

so that ant inrevase it, loi or a decrease in .,protracts the durar..i,
of a ,ibration Bl ' genet nlucatiun of he language employed in
the caae of a Material particle urged towspris a pobition )f eqoili-
bri-nm by a sprig, 'ii jay b. lied th- to.o the d3e~i ni

Figunre 16 Piuges From The Theorv of Sound -

The Theory of Vibration for ;I

Single Deg rele S%'stem



STATISTICAL ENERGY ANALYSIS
AN OVERVIEW OF ITS DEVELOPMENT
AND ENGINEERING APPLICATIONS

I)r.Jeroine E. Manning
(anubridge (Collaborative, Ine.

689 Coneord Avenue
(:nmibridge, MA 02138

Statistical Energy Analysis is a technique for predicting the
vibration and accl.stic response of complex dynamic systems.
ulikt z .. ,sical methods of vibration analysis, SEA is well
suited for systems having a large number of modes of vibration.
It is therefore often used to predict the high frequency response
of structures to broadband random acoustic excitation. However,
it can also be used at low frequencies and to predict narrowband
vibration levels, if one is willing to adopt a statistical ap-
proach to the prediction of vibratory energy. SEA is particu-
larly useful for design projects where complete information
describing the system is not available and the predictions must
be prepared in a short amount of time. In this paper an overview
of SEA is presented. It is hoped that the information presented
will give engineers a better understanding of this technique so
that they can ase it to advantage.

INTRODUCTION

The concept of a "Statistical Energy Analysis" of the vibrations of complex
dynamic systems was introduced over 25 years ago. Since then SEA has slowly gained
acceptance as a useful analysis procedure for vibration and acoustic problems.
AlthouFgh the technique has been used for a broad range of problems, there continues

be uncertainty regarding the type of problem for which it is suited and the
<,irac>, to be expected. Certainly some of the readers of this paper will be

keptical about SEA and might say "I tried it and it didn't work!" Others may think
ei SEA as the answer to all their problems. Neither of these extremes is a valid

mont of the current situation. When used properly SEA can provide useful
wrs to very complicated dynamic problems. The general simplicity of the

is adds greatly to its appeal. On the other hand, the inability to use SEA to
ol1,,i:'n detailed predictions of the vibration response at specific locations and

II,,' i wi disappoint some users. The objective of this paper is to provide
,.r itih an overviel w of SEA. It is hoped that the informat ion presented will

s to make irite]ligernt dec is ions regarding the use of SEA and to know;
., .:-p, Ct from this type of analysis.

, l7est ions exist regarding the use of SEA. One commonly asked question is
'an be 'tsed to male predictions based only on drawing without the iii d

C :.f ( dta . Th , answer is yes with sone qual ificat ions rcgarding t he
of :vibration aitd acoist, i: sWJtce levels and the predict ion of damping.

-.e sf ] , d , ;, , oFcastI In,; to pr, dict i t!-,-1 i q d ;h' ls" i
"', ' ionS,. lhe collhiit-n 1 withI m,easlured datal to desc'ibe the soirce of the



-Mitinn can be used to make absolute predictions. The prediction of damping can

he a problem for any method of vibration analvsis. A second commonly asked question

s ",.ia is the accuracv of SEA?" Being a statistical technique this question is
:'d: to a,'.'e r. In general, we can expect the SEA predictions of the mean

ibt ion or- ncut-ic level to he within 5 to 10 dB of the measured one-third-octave
hand, r- otavo band levels at a specific location. Peaks in the narrow band

•.h-,tion sp.ectra ae generally within 5 to 10 dB of the mean plus two standard
d.7fvl o, of the SEA prediction. The expected accuracy is significantly improved
bv cOm, n [Lh v" SEA p" .i ations with measured data that has been averaged over

nep.. mead-u.me nt locations. We would expect a SEA model to provide predictions
K ti .... se within 5 dB of the measured data. In providing such specific estimates

f ;c ncuracv of SEA we must point out that these estimates are based on the
v:.p;'VoQpI of the author and that surprises can occur even for experienced SEA

.s.' of the applications of SEA are to compare the vibration or noise produced

' Mi'ferent designs. Because SEA proserves the parameter dependence in the
pt'd(iction it is often possible to predict differences as small as I or 2 dB. This
: k-s SEA particularly valuable in the design process. It can be usod to evaluate
vy" ,us design options and modifications without extensive cost.

in (tscuctsin, the development
An! u:, of SEA we focus on three

A.sp,s. First, we must consider
Mhe Srris]tical aspect of the pre-
(ictions. SEA treats the reson-
ance frequencies and mode shapes
V a stutcture or acoustic space

''as random variables. Although
this statistical approach is com-
yon in room acoustics, vibration

'.Eq-hne rs will be less familiar
... i t . Since the modes are

" t n:d statistically, the SEA
", -tions are also statistical

Y- a tqt learn how to interpret
St i O is of the mean and stan-

Urd devi.ation of the vibration "

1.-701. Second. we must consider

0-, Znre;, aspect of SEA. SEA

:.dx':namic energy to describe
"Kp sqia of a vibrating system.

I z 'ye of energy variables allows Figure 1. Overview of SEA
'ho ,se of simple power balance

,.J ,4;ins to describe the inter-
-ion of coupled systems. It also allows a unified treatment of both structural

,.IQ ,,,st a subsvstems. However, we must learn to accept predictions of energy and
.q q, ,thus" predicted energy levels to obtain the response or stress variables that

,. K- of 'ore iimodijte inter.st. Finally, we must consider the Analysis aspect of
,t. Tu rhpndetice of SEA paramoters such as modal density and coupling loss
-, 'n, on geomet riu and mat.riaL propert ips of the system being studied must be

26)



B! At"E lGPtIY 'E rxlti'T OF SEFA

, :i o-ica 1v 1011 mi i Yi s 1 aos forcuse d onl the low fI'e'i li' e ry.g

ne f'' ti i I xv o w r s on1 ii. f rel (I e tI I i e oti L fl t s LO C_ t IiYr(: be i n rot d i oct (

i: ~~~~ i 7 IUT? 1otaiia 1v 1 ca I ad numeri CalI t OrhiJiques 1 have been (levelI oped
c" w 1 Ow I' re'ut 0''' vibr a itini Tprob lems .None of thiese te'chniques aire
r'cc '. i t 'c or vibri i0n or acoustic problems in w.hich a large ococht'

toh con c brit 'e to re o''erail response .The techniqcues of vib-ra tion anal>'s is

I bug these techniques are alidi. at least in prInc ipa i . for
s''s!'ns i v "Inin': modes, their use is often impractical, pa-t iculari ilwhnt'l

co s c J t" doi ,int d is t r coc) itre d ove r the structure . The use of these tech -

rrji-tl 1i ar,,e number of degre offeedom and ext-enslye. computationl1
u 5'- t hocirl- ie so requirements can be mret by available computers, the cost t

1 tc ind yalidlate a large mnodel1 can be prohibitive. SEA provides a new

1 for t~ problems. Sincre thle modes are treated.c stat isti call v the. car
di-Ei'.d ' ( c110 relat-ivelv s mail ncomber of groups of' similar modes thereby ra

rei i t-he numbi er- of degrees of freedom . Althouigh the namre Statistical Enercv1
'tV~vi., new te concepts, behind SEA have been known for a long titme'.

1.< rd le igh i s ge ner -
a : '' er,'~cedfor his

RNPOIl EXCiTATION
It ts& 1 .l t "nt ribut ,ions to

itt io ,.nalvsis anid his
'Dfcn be considered to be ~ ---- V - ---

'Fad cotfmoaln CONNECTEDL ' '.---oinrnI
'- siIn est ilSTRUCTURE -'--.- TRUCTURE

P 'I t ii-'h (w'Et J ea ns 2)
t Ii So h, Credited With
uisil ieadint~ to SEA, RIGHT TRAVELLING WAIVES
ou1*11l his app1irations

ore 4 t oward thie
4 ott )I )f e, IC Crc'omagFneti I EA,/

t ) "1 hot hot'i Fo 1 2 - 2
Pligjj'S approachiL ____

-'iiif 'orinul ated the

1') 1) 1 of1 r herfa ti i liIse itt HFEI TRAVELLING WAVI S
t! ec(t riral, ct'ci using

oIl aIpproacIh d it- Is ittrloig- Fi gurI:e 2. Vibrati on Transmission fromt a Structure.
F: SE. Aclop* 'toj tils

i'jtt i 'f to s5!1-11I t I1 31 i I i -

a- ye II co0ns, I (If, I: IIe ':1i1) r at i 001 of a onite - dimie n s ionalI s tuic t uir e ( a b)eamin) ex ci t ed

;inIti 1st t I it e x cit ation, a s shIiown i n F i gu re 2 . The beam is connectedA at
11to II It-'' rliiitn wit i cli, f or thi s example , wil Il e cos idered to be

I I 0 1 1oi(* 1 'h ca~ where tilc beim has moor-t modes of vibr'orion Eac

1 'it (tii'II'( Itw 1,0 tr'a'liog wrives - one tiaxeIlIiogF to t-he I-i ght mii

I 11It i tt, ic ef- i.T11i1- t h w i -aI- i on f ielId i n t.h e b eam ri n ot 1(- )Iis ut -I, '
iit 't if vi)1 ci ion w'i''es Wi -t var'ious amp]i 11114( amtn plIast s

7, tdi i' iln . ''-'mt ! r; th l e tiir inl the rii lii - , tiI ltIii

j IrI I t (''I h0 (in' ,dot '' t o b(, 110 Thn' pov'w ' or ic do it oilt h(
i,); I - f I oti is; T yi't v v I); )n( hilIf thle 'ti-g v dmi it."'v it t IIhIin i I

it r c t ' i ') f o r ii 4 i rlI It dilit It w it ' ci' I .,; ll ('11 rtic Il li c Omit, ci ti, (I utII

%-d~t f ii I ' I 1 jipi.~' -;' ini Fqllii I i ott I ii 1 t ot



impedances of the structures, where Z l

is the complex impedance of the beam, Z2  4 R R
is complex impedance of the structure 1 2
connected to the right, and R1 and R2  12 Z 2 (1)

are the resistances (real part of the 1  2

impedances). The power transmitted from
the beam, (i) , to the connected
structure. (2), is now given by Equation wrans e c (2)
2. h.,here el is the energy density 12 2 r 1 2 e gl

(energy per unit length) and c l is the
group speed. The energy densiLy can be
assumed to be uniformly distributed trans E j3)
along the beam, and therefore can be W2 1 2L 1  (3)
expressed as the ratio of the total

energy, El, to the length of the beam,
L I. The power transmitted can then be trans
written as Equation 3. The quantity in w = r12 I f (4)
brackets is recognized to be the inverse

of the modal density of the beam. Thus,
the power transmitted in a band of E
frequencies Af can be given in terms of E 1 (5)
the modal energy, £1, by Equations 4 and 1 n1 (f) Af
5. From this result we see that the
power transmitted from the beam to the
connected structure is proportional to
the modal energy and a power transmission coefficient, which can be expressed in
terms of the impedances of the structures. Returning to Nyquist's formulation the
beam is an electrical circuit and the terminating structures are assumed to be
resistors with a resistance R. The energy of each mode in the circuit is assumed to
be the same, at least statistically, according to the equipartition theorem of

statistical mechanics. The modal energy

is set to equal kT where k is
Boltzmann's constant and T is the
absolute temperature. In the absence of emitted trans
any sources and under the condition of W W12 (6)
thermal equilibrium the power
transmitted to the resistor must be

equal to the power generated by the
resistor due to thermal noise. This emitted

emitted power can then be given by = 12 kT Af (7)

Equations 6 and 7. The corresponding
mean-square current in the line is given
by Equation 8 and the voltage required .2 Wemitted
to generate this current is given by <i > = R(8)t R
Fquation 9. Combining these results we 1
car represent the thermal noise of the
resistor by a source voltage given by
Equation 10. Although this formulation <v2 > = <i2> Z + R 2
hv Nyquist is 60 years old it continues t t (9)
Lo serve electrical circuit designers.
Hopefuliy, SEA will also continue to
serve designers 60 years from now. 2

In deriving the results above we <v >t = 4 R kT Af (10)
have assumed a state of thermal

28



I L rb ln exi st., So that- te pos i' transmIli tted t(jiaa Is the power- reund -h sl id
11o. i i ".!I t I e: casi;e., pa-t icularl i or- v'ihrit io 011 ad acolis i c probleins. HowCNC. we

C :10o et ellii t he ah1)ovo an 1 xs i 5 s o :1 -t X p re s the ittit t powe r a s the d if fe reloc e
, t C -Ote et.r,i ,

r At

ui I0 , ht he ti e t p o,.;e r tl ransm ~itt cd is proportional to the di ffe rence it)

t-ot I .e ~i s the has ic re sul knde rl-vioig SELA [4]. It all ows a power hal ance
! a 1 p t- formed ill which the power input to a slystem from vibrati100 and acoust ic

50:5' .:is hat anrced wi.th the sum of the power transferred to othier connec ted
-1,11 Jli -he powe d isipat-e du to dami ng.i-

!-,-( for L re'COgolit Log1 that the statit tical theory used by Rivleigh Jan n
I i dt a ntr Ie c e tovibrat ion p robl1ems mutst be given to R . H. L%-on . ispp

.I dint k 5Power Flow Betweeo Lioearlv C~oupled Osc iliators," can be
t) i to e birt of SE''A . 1toilgh the name had not vet been formed.Mr'

ii r g,1 i n the area of vibrat ion ai-d acoustics oitalso be given credit. for
in he importance of using a stat istical approach inl describing the

1otIs Of complex systems.
Pr, ions -,o Lyon's work, Powell [61 formulated the response of a finite plate to

presur fed Pollsowed that the response spectrum for the plate,
a" p apoximated by that for an infinite plate if the damping is suiff iciently

a s o) cause mlodal overlap. This restr-iction on damping is not valid for mlan'l.'
11 t 'c ors.However, Powell went on qualitatively and showed that the

'spectrat level over a band of frequencies can be approximated by t-he
tpi tspectral level of the infinite plate. if the ban" encompasses many, reson-

L - hcr plate. At approximately the same time, SkUGLzyk 971 advanced the idlea
-h-polo impedance of an infinite panel is equal to the impedance of the

pn1if thiat impedance is averaged over a band of frequnc y. S kud r,7Y ai o
ron thei role of the modal density as a bridge bctween the behavior of finit

d liii-,e systems. Although Powell and Skudrzyk were among the first to
iiehat statistics; e.g. frequency averages, could be used to adva ntage,

oiles. such as Maidanik, Smith, Heckl, Bolotin. and Ungar made important,
c~iho'- ions to the problem of understanding the behavior of coupled structuresan

1 C spares that have become a part of SEA 343.
1,, ]J)6 the basic concepts of SEA had been developed, but the technique had

'iled 0k only a few cases. In the period frani 1965 to 19/5 the applica-tions
SE'ere g'-eatnlv ev panded, Manning 181 and Scharton [9] made early contributionis
p~ I vi T,, SEA to svs tes with man'; SEA mode groups. others suich as Crocker l10

11 l 1 11 expanded the use of SEA. The period from 1975 to 1980 saw a slow1
0f o SEA applications. However, it- was becoming clear that the calculation

opling loss factors was not a simple, procedure. Two approace mre o

II'iC oi p i g loss farto rs: the mode appr-oach and the wavea app roach.
rin i, tf mode approaCh COnpl ed stiurr ( e describeh~d in tei .S(of coUpled

o rde-to-mode. rouipiing facto 01t ig 1' sed for e~ih [v ii of coupled i~d~
1 i ''' approach the dviiamic i sprolse ot c oupled s 1111 ctliie is describedl

of 'rav.ell1ing waves us inF tr I ll~i <'55 ilnI.0 iii ci('1's illf impii'vit Oce i~ls
:i-,eicouiplinc os fac tor. Ai; 'bud t 9 (1b LOp ahs

1 ' 1(1 to -1he Sam(- yes 1l '17 1 i oig inal dt-i;itI ili I)-. I on us'-ed to.,
pI( C ind Ar( -h i s; ipproAch ( ot~I11 o he of- in'it Thi I~ o' I ( tiibt ii'

h ic I'id ly n 5' h on I i .,. I , t 7oo o I I 5 11(l( .

()Ni hw ai'.~ i t hi () I i olw', tihe Cwi\( appricl . T Ii is pi011



* ~ ~~ ot : n t he wave approach inclIudf

7 t SIA wl imr ant o hE significant
a I a upwu of rt~iirai purpo!re SEA sfwr

I)Joi oi' iand Puwel 1 d-veloped a general
p ,2~ a I.'t hat4 companly. Although the

C'lii iIit I~ in v li w ic I ,d the basic f low of their
V iias~ ryan Tv other programs of significant

-* T, Ito I Ifl Tt i ii osmi c SEA by McDonnell Douglas5;
'at; 7.11 '' '7 t7 1 iY~'l ils re :,vailIable from the Universi tv

I' ro 1 1)v reCt ivelI';. Of the three programlls
: ad foic thle inos- dive rse range of problems.

1, F OTIO. uII-Ct io11 equipmentL, automobiles.
a <'' a 1id'* e Ioped u-sing S E-M. The VAPEPS p rogram

.4 0p. i.'p,:l z) 1i''ttr ai f -o spacecraft structures and has tht0
011) i sa- '.:ilich cliil ha, used to compare and catalog

I ruoCe duIs so i Step 1: Identify SEA Subsystems
Iop ol I ;EA i ug t his p coecr then

han f-ist 11iS r1-Cee I -: ( - Substructure

11 i ~ f' tnsc no e>;pelne in -SEA2 Identify simi lar modes

'. r ito'' ; ons have aSe2 Ident ifv Junc tions

cn l- results., obtaincd.
'I'in-l of~a t'he proce dure ma'; Point, line , and area

1 1rt ~'i'r "I f iI ant C olit aut ionns. bu t junctions

7~~~~~ S t: 1 ups E utvr p 3:Compute Power Inputs

rim i, SE "!A'E PS , anrd C 0S MI C -
ra t Fie 1::li 17 e1 o-,,E.f suc h Impedance formulati~on

'~ sta~iof ia t-nrilStep 4: Compute SEA Parameters

0->- ' o ii1r if V S FA suihb'; se ws.

I1 c I~ 1p ibs'IF, S (1-' Irm1iiies the Modal densities
rof d-r ) f free-lon in the SEl'A Coupling factors

a'ii:larof ji,, ion -hat Dampina farctors

.1',. ii t~i 5ih,'A e!(m consist!-;
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The acoustic spaces are generally represented by one, two, and three dimensional

spaces. The modes of each substructure are then divided into groups of similar

modes. For example, the modes should be grouped according to their resonance

trequecies with modes having resonances within a given one-third octave band being

rroliped togeth-r. The modes should also be grouped according to their direction of

response. For example, the bending, longitudinal, and torsional modes of a beam

should be grouped separately. In nlate structures, the bending, longitudinal, and

shear modes may be grouped togethe', although the longitudinal and shear modes are

often grouped together into a single mode group because they are strongly coupled in

most structures and can be expected to have the same modal energies. A simple

example of substructuring and mode group identification is shown in Figures 3 and 4.

The connections between the subsystems are identified in terms of junctions.

in general the junctions can be idealized as point, line, and area junctions. The

type of junction and the subsystems connected at the junction determine the coupling

factors between the subsystems. Two computational methods (xist for determining

these coupling factors: the mode approach and the wave approach. It can be shown

that both approaches lead to the same coupling factor. However, in general the mode

approach is more useful for systems with a fixed number of resonance frequencies

while the wave approach is more useful for continuous systems. For those interested

in calculating their own coupling factors there are a number of references

available. Most of us, however, are content to use the coupling factors from the

availabie software programs so that we can focus more attention on selecting SEA

subsystems and junctions.

The calculation of power input from vibration and acoustic sources can be

carried out either by specifying the excitation forces or by specifying the modal

energy of the excited subsystem. Using the first approach, an impedance analysis is

used to calculate the power input to the system. In this approach it is assumed

that the excitation forces are unaffected by the vibrations of the system beivg

excited. The source is assumed to have infinite impedance. This assumption is

often not appropriate. A related procedure is to specify the vibrational

displacement (or velocity or acceleration) of the source. An impedance analysis can
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/"

A, 7 1 //

7

/ / I, ,. // /."

3l1



still b e ued with the source having an zero impedance. Again this assumption may
not b)e appropri ote. Although an impedance analysis can he carried out with a finite

s ource iipedan-'e, the second approach of specifying the modal energy of the excited

slibs stem is generally more useful. This is particularly true for acoustic

1,.:i, ioTn. Since the pressure acting on the structure can be affected by its

,'spons. " 'he best procedure for specifying the source is to create a large acoustic

space and to specify' the modal energy of that space using Equation 13 to relate

'loidaI eneir:-v to mean-square pressure. Remember that the mean-square pressure

measured on a rigid surface will be twice the mean-square pressure in Equation 13,

whicb is the mean-square pressure away from any surfaces.

PRESENTATION OF SEA PREDICTIONS

!,v u5 ing SEA wE obtain predictions of the modal energies of each group of modes

describe the dynamic response of the complex system being studied. Although

i- is possible and perhaps desirable to develop design criteria based on vibratory

this has not been done. Thus, we are generally interested in predicting

~spon.e variables such as acceleration, pressure, stress, displacement, etc. rather

man modal energies. In addition, we are often interested in validating the SEA

predictions by comparing them with measured data. Since energy cannot be measured
dItrectly but must be inferred through response measurements at specific locations,

we are again interested it predicting response rather than modal energies.

To obtain response predictions from energy we use the SEA assumption that the

dynamic response of the system is dominated by the resonant response of the

individual modes. Thus, we can take the time-avtrage kinetic and potential energies

to be equal. In the case of structures the mean-square response velocity averaged

over the spatial extent of the structure can be related to the time-average kinetic

energy (which is taken to be one-half the total energy) the structure mass and the

modal density,

2 n(f) M f12
t,X M

Similariv, for accustic systems the mean-square pressure avera.d over the spatial

extent of the structure can be related to the time-average potential energy. which

is taken to be one-half the total energy,

p. -i 13), < C

;fcw,.(, iC c'lr Ic o iCrce Cr i.ri given by V/pc2 If we define a structural

1,I i aisl /V i whelf, V ;; the structure volume and E' is an extensional modulus
s,,z; : f, b0. ror or plattns), Equaticn 13 can also be used to predict the

::,,.;,;: ' ~e over the volume of the structure. The relat ionship

.. r- , . ,id modal energy can aliso be expressd in terms ot the

1"' p t~ ( ,,,(l, at Il mieasur-ement point as

7r '-C " 1 4)
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POWER IN

I''.,. .' "

- ;o,,-..

POWER OUT

FiF. 7 Power Input to the Passenger Fig. 8 Power Balance for the Floor Panels

Acoustic Space

The pie charts give an effective presentation of the power input to a subsystem

and thereby assist in identifying the primary noise sources. However, the pie chart
does not show a complece picture of the power balance for the subsystem. This
objective is best accomplished using bar charts. For the example of the automobile

interior :e may be interested in the power balance for the floor panels since they
.. 7re found to be the major source of interior noise. A bar chart for the power in
and power out to connected subsystems and to damping is shown in Figure 8. Bars

extending above the midline represent power input to t'l subsystem. Bars extending
below the midline represent power dissipation or power leaving the subsystem.

E':xamination of these charts allows the vibration engineer to identify the subsystems
and paths of vibration transmission contributing most to the vibration or acoustic

levels. Vibration and noise control can then focus on these important subsystems.

EXAMINATION OF SEA ASSUMPTIONS

A key premise of SEA is that the resonance frequencies can be considered to be

rardom variables. Of immediate concern then is the assumed probability distribution
of the resonances and the influence of the assumed distribution on the SEA pre-

dit ion.,. Many of the basic concepts used to describc stochastic processes can be

applied to the probtem of describing resonance frequencies statistically. In most

ba;ic' reference material the stochastic process is considered to be a random

f,iiction of time. We can make use of these references if we substitute frequency
for time. The occurrence of a resonant frequency can be considered to be a random

roccurring as a function to frequency rather than time. This allows us to
drf ime, a resonant frequency (or mode) counting function, which is a positive,

.er valued funiction of frequency which increments by one at each resonance
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WIay NI.l Alh!rhqcreut tSAhvebe bandb assui 11

AO:,it!t 1 itc l.n' r , it,''n I)'.' ingI nti o is a to is5son Process. lh is asi' t ) :

:; ,N },t 1 t 1i i L.i' part1 n aC 1st of the1! extensive use of this 1 vpo of raiindoll!

-.1, ! , I " . .zv =:' o r dm e,.,ts such as the failure of machim.s, noise in

ole':yon: Ws rival of -ust:u-:s at a ticket window, price movements in the

. :Ol': i " ay-:t , anid rlhe spat ial di sit ibution of biological spe ies. Be'ause of

AI is us5 u1.10:v tesilzs are available regarding the statistical description of th-

,V I:0 , nC ejieli. oes of the !ides of a st-rucrure or acousti C space.

in N paper publish-ed in 1970 Lvon 1131 discusses the influence of the ass irptio.
t i e resonan1ce trequcnc y counting function is a 'oisson Process on the Sh;A

p.' jictions. He conclt's that the SEA p-edic rions of mea, modal -: rg, values a',,

:no1 ':inpican1 v atcected by whe form of the probabilitv distribution. The

.:h- .. how,-ever, was significantly affected, In manyv of the recent applica" i01-
,f SEA 7 I ancc has been used to predict the peaks in the vibration or acoustic

n-.sto:s- speczrrs, sin,p t many design criteria are based on envelopes of Oe .p-,t-ra
YA- .03 , , n valu0es. As a consequence we must exanmiine in more detail the

:-N.. supMt:ron hat the resonance frequencies can be descriued by a Pois son

O'- tvv the validity of the Poisson assumption is to form the probabilitv

,s-ibu tiot for the intervals between resonance frequencies. The spacing intervals

-, formicd b sorting the resonance frequencies in ascending order and calculating
-hp np,,,in between a resonance frequency and its next neighbor. If the underlvinr
i:sn,cw frequenc'; couInting function is Poisson the spacing intervals must be
"4v !s: ica ll independent and distributed according to an exponential distribution.

beforle the develooment of finite element modelling it was difficult if not

: .:-ssiblv no predict or measure the resonance frequencies of complex structures at

hih frequenoies. Therefore in Lyon's paper examples from electromagnetic exper-
>Pne Lt aire used to stud the underlying frequency spacing statistics. The use of
f:nite element models now makes it possible to study frequency spacing statistics
ft complex< structures.

In Figure 9 we show the counting function for resonance frequencies of the

interior of a large vehicle (solid line). The resonance frequencies were obtain

from a finire element model of the interior space. To test whether the Poisson

Process is a good model for these resonance frequencies we must compute resonance

frequency spacings (the difference between adjacent resonance frequencies) and

r .rmalize he spacing so that so that the average rate of occurrence of resonance

fr-quencies is constant over the range of frequencies being considered. The mean
yat. of occurrence of resonance frequencies is equal to the modal density of the

q,';stm. which can be calculated by smoothing the resonance frequency counting

f':r,: ion and differentiating with respect to frequency. Thus, we can normalize the

re-sonance frequency spacings by multiplying each spacing by the modal density, which
tiay be a function of frequency. A smoothed resonance frequency counting function is

Qrowt in Figure 9 (broken line). Using this smoothed function we obtain the

r,,oarnce froquency spacings shown in Figure 10. These certainly look random! The
Normalized frequency spacings are then sorted into bins to obtain an estimate of the

pcr,baoiitv ditribution function, This is shown in Figure 11 and compared to an

o-xpnn oial dtistribttion.

hI'he rm "'owIiti rig fluntcion" is consistent with terminology used in

d , i' ra n odom' proc(esie- . How,''er, il room a(ol s t ics and in several paper-s

101 5'A tiw h e " "tu'm, at-i". 0 ti ' tw h u'Oli. '" or "liod.' cotiit " is used for this
. 0io. . 'ili'* I',or d iea.f i . mode c',imi: differpnt ]v we prefer to use the term

,r'n ilw funct 'ion: to, avoid uonf"Oi';on,
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The coirparison is quite good, which suggests that the underlying process is Poisson.
The resonance frequency spacing statistics for a second case is shown in Figure

19. The resonance frequencies for this case arE from a finite element model of a

- ge 'ship foundation and hull stru-ture out to a major bulkhead. A model with
approximately 5,000 degrees of freedom was use to compute the first 100 resonance
frequencies. in this case the probability distribution function fits a "nearest
neighbor" distribution better than the exponential distribution, which suggests that

the underlving process is not Poisson. Physically, the deviation from a Poisson

Process may -esult from modal coupling which causes some degree of repulsion between
adjacent resonant frequencies. Note that the nearest neighbor distribution deviates

from the expo-ential distribution for small values of spacing, which would result

from the repulsion effect.
The difference between the two cases shown suggests that the Poisson assumption

may be valid for some cases and nct others. The author believes this to be the case

although more evidence is needed to draw definitive conclusions. Tin= diffecence i,
the two cases studied is in the degree of modal coupling that exists. In the case
of the vehicle interior the boundary conditions and cross-section of the space were

taken to be uniform along its length. Thus, the underlying equations describing the
acoustic piessure fluctuationq are separable so that eigenvalues can be expressed as

the sum of squares of the cross mode eigenvalues and the longitudinal mode

eigenvalues. No modal coupling occurs. The model of the ship foundation is much
more complex with plates and frames aligned in different planes. In this case the
underlying equations cannot be separated and a description of the modes requires a

coupling of the modes of each plate substructure in accordance with a modal

synthesis technique. In other words, modal coupling occurs.
The evidence presented above suggests that further research is needed to

determine the conditions under which the Poisson assumption can be used. Given the

large number of finite element models that are available readers are encouraged to

test the Poisson Process assumption by calculating normalized resonance frequency

spacing statistics.

CO T'" ,.US TONS

Statistical Energy Analysis can be effectively used to predict the vibration

and acoustic response of complex dynamic systems. The technique is particularly
useful at high frequencies or for large structures where many modes of vibration

contribute to the response. In this paper we have shown that the concept behind SEA

- treating resonance frequencies as random variables - is not new. However, many

vibration engineers may be uncomfortable at first with a statistical approach. The

key parameters in SEA are the modal density, the coupling loss factor, and the
damping loss factor. The calculation of these parameters is not always simple.

Fortunately, software programs such and SEAM, VAPEPS, and COSMIC-SEA take care of

most if not all the calculations. This greatly aids in the development and

applic+ation of SEA modeling and has made SEA a truly useful engineering prediction

pro dire
IN ion; L of ti:e SEA deveuopmet touL -) Udat the resonance ifrequencic avc bccn

assir,! to he dhescribed statistically by a Poisson Process. It has been shown that
this as,,ipt ion may not be valid for compliex systems. Although the prediction of
the- SEA me an i r not strongly dependent on the assumed distribution of resonances,
toE SEA variance may be significantly changed. This is important when using SEA at

low frqueticies wie re the variance can be quitoe arge. At the fIequemcCies we
W01 I (I Ii ke to i mprove the SEA prod i C t ion by rduc i rig the va ri anc . Th i Can 1)( ctoni,

hi is 7 j Yr;p 'irn t 0 as-luopt ion regarding the 1i ;trifoir ionl of resonance fr.qiencie..
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DOE/DOD ENVIRONMENTAL DATA BANK

C. A. Davidson
Applied Mechanics Division 11
Sandia National Laboratories

Albuquerque, NM 87185

ABSTRACT

The purpose of this paper is to describe an
engineering analysis support activity which involves
the collection, analysis, storage, and retrieval of
technical environmental information. This
information is at the disposal of system and
component analysts for use in formulating initial
conditions, forcing functions and performance
requirements for numerous hardware application
evaluations. This paper will describe the
Engineering Environmental Data Bank system which
provides this information service to many Sandia
Laboratories' technical analysis efforts and other
qualified programs. Its structure and data sources
will be summarized.

INTRODUCTION

From the moment of its manufacture, equipment is exposed to one or more
potentially adverse environments. This exposure may affect the useful life
of the equipment during storage, transport, handling, and use. It has been
found that it is useful to have a central store of measured environmental
data available to the technical community to aid in establishing design and
test criteria. Such a "Data Bank" of information was developed, began
operations in 1959, and is currently being maintained at Sandia National
Laboratories.

SOURCES OF INFORMATION

Environmental information for inclusion in the Data Bank is acquired from
many sources. Military agencies, such as Aberdeen Proving Ground, Wright
Air Development Center, Naval Ordnance Test Center, Air Force Environmental
Technical Applications Center (ETAC), and Army QM R&E Center, and industrial
groups, such as railroads. aircraft companies, and trucking concerns, have
contributed information. A considerable portion of the information has been
obtained from various project groups within Sandia Laboratories. The Data

*This work was performed at Sandia National Laboratories and supported by
the U.S. Department of Energy under contract DE-ACO4-76DPOO789.
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Bank's operators not only extract information from published sources, but
engage in specific research activities to obtain data not otherwise
available.

The original data sources are referenced on each entry in the Data Bank.

STRUCTURE OF THE ENVIRONMENTAL BANK

Environmental data can be defined as numerical descriptions of the aggregate
of all external conditions and influences affecting the development and
survival of systems, subsystems, and components. For efficient collection
and evaluation of these data, fourteen basic environmental categories were
established and the filing system is based upon them.

Environmental Categories

1. Acceleration/time histories 8. Pressure
2. Acoustic noise 9. Radiation
3. Atmospheric contents 10. Shock
4. Biotic 11. Temperature
5. Fragmentation 12. Trajectory
6. Humidity 13. Vibration
7. Precipitation 14. Wind

For purposes of indexing and data retrieval, the data are catalogued under
two major headings: Normal and Abnormal Environments.

The normal environments are those which will be encountered regularly. They
are characterized by a high frequency of occurrence but relatively low
intensity. The abnormal environments, on the other hand, are not
encountered often. They are characterized by a low frequency of occurrence
but high intensity. As an example, consider wind. At any given location
there are many more hourly measurements of winds ranging from calm to 20 mph
(normal) than there are of catastrophic winds ranging from 70 to 100 mph
(abnormal).

Not all environments lend themselves to the normal/abnormal division. Three
factors operate to limit the number of abnormal environmental levels which
require consideration.

1. Some environments reach an absolute limit. For example, humidity
is limited by ambient temperature; e.g., relative humidity cannot
exceed 100 percent.

2. The abnormal aspects of some environments are encountered so
infrequently that they are of little interest; e.g., acoustic
noise of such intensity as to cause structural damage.

3. Protection against the effects of some normal environments
includes protection against the abnormal; e.g., protection
against entry of liquid water is effective in a cloudburst as
well as during drizzle.
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For these reasons, the abnormal levels of environment are considered only in

the following categories.

Environmental Categories Abnormal Manifestation Examples

Acceleration/time histories Earthquake, vehicle collision
Fragmentation Projectile impalement, explosion, puncture
Pressure Explosion, immersion depth, crush
Radiation Lightning (direct strike)
Shock Impact (vehicle collision)
Temperature Fire
Wind Wind storm (tornado, hurricane, etc.)

All of the environments, in both normal and abnormal aspects, are considered
from the standpoint of either input or response. Definitions are necessary
to differentiate input from response data. Whether the environment can be
termed input or response is often dependent upon the system being
considered. Basically, an input is defined as "the environment to which a
system is exposed" and response is "the reaction of components of that
system to an input."

Under the input and response headings, each of the categories is further
divided into the individual use phases that occur during the life of a
system:

1. Handling,
2. Storage,
3. Transport,
4. Utilization, and
5. General.

The transport and utilization phases are further subdivided into the type of
carrier involved; e.g., aircraft, automobile, railroad, etc. Figure l is a
diagrammatic representation of the cataloging structure of the Environmental
Data Bank.

ENVIRONMENTAL DATA BANK OPERATION

When either raw data or published information are acquired by the Data Bank,
they are reviewed for engineering data content. Pertinent information is
then extracted, assigned a numerical index number, collated, and
microfilmed. Two forms of microfilm are currently used: aperture cards and
microfiche. The data cards and/or microfiche are filed in numerical order
without regard to subject. This manual technique, along with the use of a
computer-aided system, makes it possible to maintain a flexible file,
permits complete data retrieval, and makes publication of a current index
[1] feasible.

Facilities for viewing the data and obtaining hard copy are located at the
Bank site.

The-e is a two-part number listed after the title of a particular Data Bank
entry which is the access number for the data file. The first number, e.g.,
1614, is the file number. The number after the dash (-) is the number of
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Pa-es available on the subject. File numbers that contain an alphabetical
rrefIx are summarized data. Requests for hard copies of data generally cite
these two numbers. For a large data request, it is faster and more
economical for the Data Bank operators to transmit the data to the requester
in the form of duplicate microfilm aperture cards or duplicate microfiche.

DATA BANK OUTLOOK

The index and selected holdings of the Environmental Data Bank are in the
process of being installed as part of a computerized data base management
system under development at Sandia. This system, called GREEDI, is being
implemented to facilitate management of and access to current and frequently
used engineering data, and is discussed in detail in Reference 2. Options
for upgrading hardcopy backup and reproduction equipment, which is
compatible with GREEDI, are also under investigation. These changes are
expected to significantly ease the indexing, filing, and retrieval burden of
the data bank manager as increasingly more digitized data become available.
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CREEDI
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UserU UerInterface Interface

INCRES SPEED
Environ menta torutn

<)- - User Control K -- Data Access

Figure 1 - GREEDI SYSTEM SCHEMATIC

Executing- GREEDI

Wheon a GRE ED I -,s-lil 1ni mtPa I thl svst em starts up ini the C RAFAID part it P )ii
_i idicated by a --GRAYAlD>- commnand prompit. If the session is the first for anl analyst.

t,11 0ra( j iiicr env rii-nment is automatically initialized to the default state of the systemi. Othler-
.Vi-o Ilic ojwortiii environment from the analyst's last -,ession isautomatically rcvrdfoi
nr hrabse While in the GRAFAID partitiou. the analyst mlay exec7ute anly of GRAFAID'b

Ot los"t ormaxeculte any" comifnaII(ls that are common between GRAFAID and SPEEDI.
IL i ~xs r a1switcl to t ho, S PEED r part itioni from any-, command level withbin the G RAFA ID

it 0' 1r;e eim h le 5 PEED V commnand. Presecnce ini thle SPEEDI partition is in~licat 0(1 bw
S~EEDI>'commnand prompt. Lkwe.an analvs t operating in the SPEEDI partition01 m1ay

W itc to the GB AFAID parTtitlin bxV t. Ifiring the' GRAFAID" command.

SPEEDI

L ~~of 1,1 i (liioi(iit- l dOlte (lesii~rl ando- inlpl iiitationi of SPEEDI xvi-,
10-, f, 'I), , ,sPL IInc. ao !t1h re pict of Sandia Natinal Laborator-ies to provide cen-

it 1 cfli'itoracci- to thir DOE 1 DOD Envirounmental Data Bank. The INCHES (laital)asc
toutws ;1C, a r naizloa tool for storiig and( retrievingff the lin(e\x7iL,

ri';i'ooI .i(oI~a whti thc jt Ti ,o ;ces, routlines -which compose SPEEDI were wvritwen

F( (4' ILA\ ,'.Ktiiole SQL ~~Lto thc INC;PES (ltbs.The actual data arc S t 1)10(

VAN/ X I iet 1 rs fios v, wic I iaiaiiitd byv the SPEEDI softwvare. C'urremlv theme
I~w c1 iiotiai: l the' 4 ii~tlvyst cani lisp- to identify aI givenl data t clis 11c0

;I t I SIIED)1 71' (1 1 , i 1Jvl A i I,,tlj I It Iel whilch is-tored ii1 tho (hltuibao lila

I i 'T x' 11 il!, Iy1 v by ilaplv ;dIIi a iifot,(111iaaii abouit it to ()I'" of, the ttaa-' al-



811 ll((i ie ti(IlnII the S P iEl)I s( Iftwiv -Is 1IW18' Ssan'. InI I1 micr to I Ic adilv acc 'ss and( eftl ' velv
11 theII (1818. (,;)(lIt (1818~ set '1"i lllII(pl 'ly fl(it iht (1IV y a1 sibs5( (If thll'ee lild('Xble fleldls Called r lie
RIDDL (cw-l bb'iitificitioii 811(1 Datt Detfiiitioii Latlwe1 . Ini the following sectiols. SPEEDI's
l11w1110( (Ia (18(,Itlltil)l '111(le iivtio I wl' (lisciis,,ed. 811(1 the SPEEDI coninianid and(

Data Definition and Identification

()I Ith ill l( I>t i1111)( (ta8lt feitt111's 1 )f lie liser ult erface to SPEEDI I-,~ thle ieais 1)y wich'l
,L,' ;Ilitly-t j~idlitifl('5 the( (1818~ setS wvith whichk- to wor)Ik. Ili this setoiwe w*il first d*.iss da;ta

I T lticttioli 811( t~ll RJDDL type., ;vailal~ll( i SPEEDI fo~r (1t idlentificationi. W\e will dt(Il
I IM'lt r 1i(' lli( ,t iIl I( 1( )d', III Ili I(L k ; v; Iiialile for deflil itian usiiir RIDDL _Masks to i(lelltifx'

Data Definition Using the RIDDL. Te(aasoe nSED' N RE ltiaei lal

11i) Of tw\o Iliff'I'lit 5115t oIf (la 0111 set (cm1illts o)f the stable eI1vlr(1111ii(iital dahta . suich as till

b M)E, DO()D LElvir( imnl~iIa Dati Ban81k. which we re(fer to ats t he Eu. vi'o it inc ri t Datan Ban k. Tlic
Itlfi'r )ft(11511 (IfI'11-licleril0 '. a nalvsis dat a whlichi wI call thle Analy. bjsis Data Bank. .All dat a ill
Ill' Eilvilmmwliel8 and Aiialysis Daita Baniks are uiquely dlefined by a Seis(If (lita at tribiites"
11111't 88D a iii11111 lel' of att t riiite, fields5 ass(ociat ed with (8cli dhata 8Set eniter'ed into thle (lat lase
wvlich1 11 s CMui am ile nt ifvii ' informiat i. Mainvied iuiav col)it aiii loiio'- clia ractel'5 stril1 1

'

81 a. le 151(1 i stltrict lv forI nii8nt aliigi li*stoIial inforiliat ion. Other fietl aire required for tla tta
i,ii IIc8 11(111 - The RID DL (aIII be thliglit o)f a s a shli't hand~ specifica t iou conisist ilig- of tlo field,~

Ijlrdto 1iiiiopiehv idenltif.i al data set storedi ill the (hatabase.
Sni ()f1 thle S PEE DI inb 'va 1)11 fil ls lilii 15 colit aml valuecs which (nIif( 1111 to a spe( cific Ilis

1)II 'r1llit tel vli It's (tlie p Pcrm.1Ufi I(IcublarUy for thle field. This rs lt(1 is iij(Ie lf lc
'I Il~lt l V 11001111 ll I ;Le IJar abas. For eva Iipl~le *'X 'BR- Is the erini t ted valuei assI ('iac(

%vitt hit vibri t ion exi1vi ronillelt . Pr il led thatt every ainalyst adheires to) the plermiit ted vocal lilarv.

8 t I rli on thet '11311 eux, :i u m11 nt, will ret urn all \'ib ral ion eiivl (Ililnlilt eiit lies ill thle dattabase.

A ID DL cm Iisl t 5 (If aI st iiov, (If valiues foi each (If thle P IDDL fields separatedI by lie
a'. *1111 ter -/. NoItice thattsle a fieldl deliti ter is tIsl Ii the P IDDL. thle analyst need,( not fill

i he ('lit le w]ith (If 81u' uIven field. Because the tvjles o)f data to1 lbe tore(l In the Alialvsis
811 ~Iii i(lit al Daita Baiiks ;ill' so vnirle 'Ii orignul ~ild st lict ilre. it \\'(ild ibe (hifficult anl I

18 tficietit to dc~_,I 'it siliglI P IDDL which ci olhl 1) usedl fo~r all (18t8. Therefo re. SPEED I allows
t,'' illt'plle BIIDDL typles.

T1(' type --a'a e with each PIDDL (letermlilo' the tiiiiineI' (If fieldls. the \Vi(lth (If echl
MI. t LI' 118I111c ' ( If 11 fieldl. id t lie I'(l'i (If thle fields , Ii thli RID DL. Each P JDDL at tr ilut e

PI i 'l~li' y at f~w ( flnl olie to twventy) chiaractel- . These fields have beeni clioseii tol

il' t 1w( ,ll at It lullItI 'S whlich 811' i(wIItedi toI~l 11(l frequently Ii seairchs (If the (laitallase. Ili
8~ ~ ~ ~~~~~ n jIlti i '111l. 1tlill(5aeiliclled tol tIIII(lV ideicitify each (18111 set, thalt is. if the ilvsl'-t

toI'1 I-f'l'CT;I 8>1 'Valt le froIII the peluillitlI('( v)calljllary~ for' each field. 1Inore ll(Ilia I e (1111 i

V wo o 1p',ih'c~ tron tha' dacbsI. iecatl the PIDI)L is lintended ats aI shortlimli(I t~itlIl

It ~ oi~ t~i l''~till 81il\'St. it i(l'illetol iiixnu'/e~z the iulliller o)f fields 'inlIcle.

dItt ;IT at Io' I 1 aild iianptulatedl lX aiialvsts. it ;. is mc'ssaIry to) identify thiill\'~

I ,I TI tii I , t i 111( ftI f 11c it1''e p l., 1c 1,c ;l o I((Itiy

1 1 ; 1t 1I - I "', fdI I 11 d1( 'J I I 's hit ;h l 17 )I to' creat 1 al( 1 1(11 icIii ew('i ()fi hi 'se ( II llb.,
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S LPEFD11 PrPograml Level. Soici (f tw ec( lilla;inds itvail itl at thle SPEED I pr )gramn le~vel arn
I t'I 1t d tli )\ III t (cli ti Ciiiinaiit ~ where, lt a sets" al Iiiailiilat edl. t hey aren et, h' via at

BIl)IDIL 'it the ctit-t 4~ an active Mia~k.

--EXPPT" oiilii Vie da;tat set andl~ appropriate ietfigifria to1( a file orI
IIIat ii i spcctictd thrmna 'iiiTcl as SATADEF.

s -GRBA FA ID c~ninoiand I switch as to th 1 GRNA AID part it iol.

* INI( )BT'* ~ 'mnit"Iid blads (LataL and1( i(ht'ltif\vIng 'ilifr)iilatl(ionit the dattalmase fro(Iii a file
()'1Ic iei dII at s-icieiiria slchl ais SATADEF.

"Tn ID DL" c('i ii~nn enters, thlet RID DL 1 I ask Defiiiit i u U li

--INYPE" ct tniiind tIlsplhavs a daita se(t to tht teriuial o)r to a specifie ddei.

SP1E1EDI Subroutine Interface

[I( he !BAt AID iart itI(ii() f GB EEDI accesses the (latalbase thirogh the SPEEDI subrolt illi
-r''ftc i. IJ isi a c )llecl t oil of s'4)tware ilt (lilles whi11ch alk uw's access to tie (hit abase while11

:I!111 C()r1Iii I i>1--4tCiuC% ()f ftrila; t a list ilili~l(i c di 'it ifica;t ion of each dat a set. Thew sub)rotinie lit (lfa c
cfqi'i- itt 4 oiie lici a)s the folhrowiiio

* A S PEEDI inli t li/al ol (t)i it ile which c-(i tllllet s to SPEEDFUs INC BES (hat abase. verihfi
tha~t tilt', ;1liaivst is atil lilt l(lrzel(l SPEEDI user, Inlitializes, the SPEEDI enivrlimlwili .111id

liiil~ al I' r it s res t hc anlyt essio)n enivirt niiciit.

* Routiiies whiichi aitlrate and~ rl{ti ahout RIDDL Mlasks.

* hitiswhich stole. rt'trit'vt. delcte. m~ aiui lru:e GRAFAID da;tai sets. itho thehiitittiis. anII,

o A 5 P iEIID :rid~ rw ir ites which sax'e"s t 1 ciil eit)lvirll)nileit ilesciptin loliiiiless thli
aITiah 1 has ('Ireth1 a --QUIT" couiiiiaiitl). (ht'l(tC tenilporary tables froml the (hatalbase(. ;111("
lj--.'oiIlt('t'l- frtl)in t li INGIRES dihattbst.

G RALFAI1D

I1 L" \h' XFII) t tt ;;ir'r i1111 1 i~ttcd at Sand11ia Natt(inal Laboratories Ili 1981S ~ ant ii
lliil~if (1111j11It\titii't -Oince then.i GBAFATD Is, primiarily ai tool for the 4nlsso

'~it lti11 1tlitiIi't-~tetlttt for lao on,((i the Dliil Eqiin'c (oaio l (DEC,
v~: ~ ii~ th' VAiX/\ NI 15 1I; tt lilt' sys'tt'i v [G]. GRAFAIU s t~uis'roustta ialts
II~~~~ :1( pnttitUtii Ihlt i1tt uhftilihtijlft iii"tkc it ;It jcitral piil1)o5~(Uidta ~liai ant111(ry i'

tIfr",, ' Y dhtt;t ' w GAF:\IT)fttii thait art' iilctvrporateoi into the( GBEEDI
Ii. ;I, 1t'P fly i tIii i i W hfs i t s I,-j '.11s' co er 'ii ar; li t' ' tlii ai Ililttertat't
:;,; thtf ;1(tlll i t ivoi 1 i t jtI u i.ii t tl( r w iiig caj tabihit i('s. th 1)tdli' t lliiitiim, anil



(RA VAIl) Conmand Int erface

(JRA1 FAID 1, 811i lllt(t'IVl 1110110 11 td(1 IilI1~ 411111(liti ('(4.Tlio I,. ('itlir 8i 1114111 (w

I' 1 I I I2 1 - '01 X I 11i I , -18 I\st ) I~ hI tgh I l('S8w r ' 80I1 ;ilw;iysI ) v11112, Il 11411 T1 t ()l~~ Toc 8(ltiIo1)

1(1 O1 G2CRAF'AID' se(t of 1111jI-rIlljpted( t'1111 ;1(SiIIi;ir to( SPEEDI'.-' uI);i

11111 )11) st4ctI4 tIl 'rvI \\iliit lite \\'2111tt It) do.

A Lii ro l(tiII to (01l' f GRAFAID'> limpll)01pt('l01111111 pi'II 41 lil Ili(-

a V CNRt )L: C rn'- ;t trI-ildly lIlterrupt o)f the ('lir\eIi (.X(4'1t12111 fut(IIji.

J~1 1 (Iittif sot 1lefjiljotllt) I IIl,, S;Ived( i the (12 1 tJb8>t'.

* 'II :I ECO PY' co111n12114l 5411,(15 8 eojw o)f the ciirrenit GBAFAID ploI(t t, ;i print til *"Ip

1w ~n Tri o 81 1traplic's printer )r >21111181 r~pospile

* H U P T- -10111811(1 8('1'055('5 C; AFAID's 1he11 library.

1-jI( ) ' ' 11118 14t eraIses th lt I('IllliIll St'eit>'I 8110( t11e1 (I'jpays the t'i irret'i JR A AID 11
4.1O~llo~()n tii' Ielli'lials '(1.

* UU T''(41118411' t 441111 ' I 1ii ,0 e current 111011 o)r 1)11)1111 811(1 Itt 111150 Clit 11 to t~lt 1;( X'
uilwI 1(11 l1vtl If 8 

1 1 e ~ Iis TOj)(Itl)11 th lttv iS tt(.1111118tt1 t .iv,-t11,1

'-,%ili 118. fit~itl S('t Illwtjf'i('tj(nils Ill the datalmse.

* I cI'N'' ('0111141(1 cxec't'11 t0 4,l'f C;RAFAID'> t'istonlized put1 f111t't)oI-.

* SAVE" -')1112t11 v('5 the4 current'It vt.-siIon of tile (I)pc'IU11(l da8ta St (ilti t101 ill 1110 (!;810

Ls'if a IlS' utilitv is o)peratl(ial. Otherwise,. tlhe cm1li11(I I-, iii,1ortl.

s 'SET" t't '1111118 , 1-' 10( to 8i11a Itv- Vatlue tO) o0110 of GRAFAID's oprai ieivirkOIIIi1lit

A -iI cV )' 1I1111 IdL Othe t lit'(rrellt v211110 (f 'tiw o)f G A~F"AiD>- 4q, ,j4lit,- IiVI'iviit 144

* St'TE~'''01i181(l ('~i ;tr11il 'kit tilt' GRELDI 5(5510 8111 i''tt' (- 1( 1 41'1:1i

* ~ ~ ~ ~ ~ ~ ~ ~ ~~~lk .2j --11'It1~'itI1' ~ .~0' 1'---.,Dl Ipartitl)1 ,f thn 4 .tXElIE'l "Phli.

II ;I. ;A li'(it ( ;~111 I) v tv IUIIv t I ' pe ft4 )I) raI , tail 't if ;1 (l; tt 1 ( t juI t V t v JtI ' t 1011I1I

t A VA ID Data~ Set Definuit ion

II I . I t 1 il iii 0 u )f Oro', ()I1 11()P, (1];it;, A ((f' . q'{ t 111ct'l , ; t It : It 4 Xf Y I 41



e A plot titlc consisting )f up to five lines, each having a nmaxinmin of eighty characters

* A label of up to forty characters for each plot axis

* The plot aszi limits that define the data plot window; these limits include values for the
"inimium X, naxinmmn X, uininumn Y, and maximun Y

* Ai axzs scale type specifying either a linear or logarithnic scale for each axis

0 Plt 7idow, infOrM (Itior, si)ecifing items such as the number of windows, the window format.
a;l(i the (hata )ispla type of magnitude, phase, real, or imaginary.

The data sets are indexed with the SPEEDI RIDDL described previously. A list of the data
sets storcd in the database may be exhibited with the "DIRECTORY" command.

GRAFAID Active Set Operations

GRAFAID's active set concept is basic to all of its data set operations. The activ'e set is
-iuiply a list of data sets consisting of a subset of all data sets contained in the database. A
di:a set must be in the active set for it to be plotted or for it to he analyzed by GRAFAID. The

lv manipulates the contents of the active set with the unprompted "SET.ACTIVE SET"
,>:riomlam(L. Command options are provided for defining a completely new active set and for editing
ti coltents of the current active set. The current contents of the active set may be displayed
wmih rfie 'SHOWACTIVE SET" command.

GRAF,.ID Plotting Capabilities

Th, plot produced by GRAFAID on the analyst's computer terminal is defined by the
activ, set contents and bv the current values of some of GRAFAID's operating environment
parameters. The GRAFAID plot definition ;ncludes parameters that match the data set plot
characteristics such as a title, axis labels, window limits, window scale formats, and so on. it also
incldes GRAFAID parameters that govern other aspects of a plot such as plot size. data line
characteristics,. gri(d characteristics, numerical scale format, and so on. The operating environment
paraineters that govcrn the plot display may be modified and shown with the "SET" and "SHO\W"
coiiimnaid options. respectively. A summary of the GRAFAID plotting capabilities are listed
1h .lw .

* Multiple data sets may h-e displayed simultaneously.

# Vp to five plot title liles may be displayed. Each plot title line consists of up to eighty
o,'taracters and is either automatically defined by active set operations or explicitly specified
I- the analyst.

* An axis label (f up to forty characters for each axis may be displayed. The labels are either
a ilt omnaticallv defilied )LV active set operations or explicitly specified by the analyst.

* User defil' ( notes may be displayed at user specified locations on the plot.

* Either linear or logarithiic axis scalng for each plot a xis is displayed.

* Tlie data are (isplaye in a plot window defined ly nuiimierical limits that are automatically
,,.filnd Ly ae'tive set opera tions, (Xplicitly specified by tlife analyst, or generated frlom the
(dlatit in the active set.

* l1h1, plot wi lie low may be displayed with1 cither a grid or tic nuierical demiarcation f n lmat.

SThw (hat a plhtted may hec displayed a .eitlier dashed or solid Ines.



" The data plotted may be highlighted with symbol or character flags displayed along data
plot lines.

* The plot text may be displayed with either hardware (terminal generated) or software
generated characters.

" Terminal dependent color graphics is used to display plots on the analysts terminal.

Plot Definition

A plot definition is an additional entity stored in the database. A plot definition consists
of all GRAFAID operating environment parameters that define its plot characteristics and the
active set wL-n the plot definition is created. It is created and its database index or name is
assigned with the "NAME" command. The name of a plot definition is a character string of up
to 20 alphanumeric characters including interior blank characters. The "DRAW" command and
its options are used to retrieve from the database a complete plot definition, a plot definition's
operating system plot characteristics, or an active set associated with a plot definition. A list of
the plot definitions stored in the database may be exhibited with the "DIRECTORY" command.

GRAFAID Data Analysis Utilities

GRAFAID has over two dozen utilities for data analysis, data manipulation, and data
creation. The utilities generate data sets and operate on data sets that are in the active set. All
data manipulation is performed in computer memory and the results are stored in the database
only wher, the utility is exited by the analyst or when the analyst executes the unprompted
"SAVE" command. The analyst may also abort a utility and discard any changes to a data
set by entering the unprompted "QUIT" command. In this case, GRAFAID removes the utility
operand data set from the active set and does not save the operand data set in the database.
These features give the analyst total control over the integrity of the data.

The various GRAFAID utilities are presented along with a brief description in the following
list.

e APPEND is used to append the data from specified data sets to an existing data set or to
add data sets to create a new data set.

* CALCULATOR is for creating a data set from the result of performing mathematical func-
tions involving constant factors and the Y data from various data sets.

e CROSS is for creating a new data set by defining its abscissa (X) values from the ordinate
(Y) values from one data set and its ordinate (Y) values from the ordinate (Y) values from
a second data set.

o CURSOR is for editing X-Y data pairs in a data set via input with the computer terminal's

graphics cursor.

o DELETE is for deleting data sets from the database.

o DESINE is for creating a data set that is the shock spectra of a user defined decayed sine
time history pulse.

o DIFFERENTIATE is for creating a data set that is the result of the numerical differentiation
of data sets.

* DIGITIZER is for transferring data from a paper plot into a data set with a digitizer tablet.

o DOMIAJN STATISTICS is for calculating a data set that is an a unmilative average, stan-
(ard deviation, or variance of the Y data values as a function of the X values for one of the
data ts.
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* DUt'LICATE is for creating a new data set that is a copy of a data set.

e EDIT is for the input and editing of the X-Y data in a data set.

* EN\VELOPE is for calculating a data set that is either a maximum or minimum envelope
of multiple data sets.

* FFT is for calculating a new data set thiat is the Fast Fourier Transform approximation to
the Fourier transform (Fourier spectra) .' a data set.

* FILE is for creating a data set by reading its X-Y data pairs from an external file that has
been written with either free format, formatted, or binary records.

* FILTER is for creating a data set that is the result of applying either a high pass, a low
pass, or a band pass Butterworth filter to a time history data set.

& HAVERSINE is for creating a data set that is the shock spectra of a user defined Haversine
time history pulse.

* INTEGRATE is for creating a data set that is the result of the integration of a data set.

* INVERT is for creating a data set from another data set by interchanging all of its X and
Y data values and X and Y plot axis characteristics.

e OCTAVE is for calculating a data set that is the result of generating a histogram data
set (that has its octave bin center frequencies defined approximately as a doubling of the
previous bin frequency) from a power spectral density data set.

* PEAK RANK is for defining a data set that is the result of ordering the amplitudes of an
input time history data set in descending order.

* PSD is for calculating the power spectral density data set from an input time history data
set.

o SAMPLE is for creating a new data set by redefining the sample characteristics (including
sample rate and range of data) of an input data set.

o SHOCK SPECTRA is for calculating a data set that is either the absolute acceleration or
relative displacement shock response spectra of an input time history data set.

o STATISTICS is for calculating a data set that is the average, the standard deviation, or
the variance of the Y data from all of the data sets in the active set.

o WINDOW is for creating a data set that is the result of applying a Hanning Window,
a Hamming Window, or a Kaiser-Bessel Window (in the time domain) to an input time
history data set.

SUMMARY

The GIREEDI software system, an interactive computer code and database access system,
waIs ( twelopr'd and implemented at Sandia National Laboratories. GREEDI facilitates shared ac-
cess to engineering analysis data and provides an integrated environment with extensive graphical
,;'patlilities to perform shock and vibration data analysis tasks. It transformed the DOE/DOD
EnLvironniental Data Bank frori a card index system into an easily accessed computerized engi-
neoring database tool that can manage data in digitized form.
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A SHOCK AND VIBRATION DATABASE
FOR MILITARY EQUIPMENT

Mr. Robert A. McKinnon
U.S. Arnvy (:orbat Systemns Test Activity

STECS-EN-EV
Aberdeen Proving Ground, MI) 2100 -5059

This paper discusses the creation and utilization of a database
containing shock and vibration information collected from a
variety of military equipment. This information can provide
designers and developers with realistic environments which their
item must be capable of withstanding, so arbitrary environments
are not relied upon.

INTRODUCTION

Numerous laboratory vibration test schedules have been developed in recent
years for both cargo and combat vehicles in the Army's inventory. Additionally,
many road shock and vibration, rail impact, drop, and firing shock tests have been
conducted on a wide variety of vehicles and equipment as part of che Engineer
Design Test/Development Test/Product Improvement Program (EDT/DT/PIP) testing
mission. Through this total effort, a large amount of meaningful data have been
gathered, processed and reported by the U.S. Army Combat Systems Test Activity
(USACSTA) to meet the specific requirements of the various investigations and
tests. With such a great quantity of data known to exist, numerous contacts are
made to USACSTA and U.S. Army Test and Evaluation Command (TECOM) by other
Government activities, program manager offices, and private contractors (involved
with developmental design for Government contracts) to acquire specific data.
Currently, these data exist in many data files which must be researched to obtain
data for a specific request. There has been no effort to establish a complete and
meaningful database to provide timely information on the shock and vibration
characteristics of vehicles and equipment. Such data provide designers and
developers with realistic environments the item must withstand so they do not rely
on the selecticn of some arbitrary, and often erroneous, environment. The
objective of this project was to develop a shock and vibration database for
various vehicles and equipment mounted on vehicles.

DATABASE CONTENTS

The objective was to determine which types of information should be stored in
the shock and vibration database in order to make the database as useful as
possible.

The original project proposal suggested that the database should contain
,nformatir on vehicle type, equipment type, tebt course, and test environment. It
also suggested that the database consist of raw data, power spectral density
computations. amplitude distribution analyses and shock response spectra.



Being the probable main use-s of this database, the USACSTA Vibration Test
Branch personnel were questioned as to the types of data tc be stored. The
responses are summarized in Table 1.

TABLE 1. FIELD SHOCK AND VIBRATION DATABASE SUMMARY

Information To Be Stored

a. Test item(s), name, model number.

b. Carrier vehicle(s), name, model number.

c. Date of test.

d. Test Engineer.

e Measurement loc-Itions.

f. Test courses and speeds, drop heights, or rail impact speeds with run
number.

g. Raw digital data tape numbers.

h. Save tape (calibration files, etc.) numbers.

i. Analyzed data tape numbers.

j. Analy.-d data file names (particularly overlay files).

k. Summarized data (rms, peak, crest factor, kurtosis).

1. Type of analyses performed.

m. Report number.

n. Sample rate of processed data.

o. Recording and analyzing data frequency ranges.

p. Data logbook volume number.

q. mypes of tests performed.

r. Test item securement (loose, secured, etc.).

s. Types of data (acceleration, strain, displacement, etc.).

It was decided to include as much of the above listed data as possible with
the limitation being the computer memory size.

In addition to the information listed above for field shock and vibration
tests, it was determined that other testing conducted by the Vibration Test Branch
shouli be included in the database. A second set of information for the database
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(c) Drop orientations.

.5) Shock tests.

ka) Shock amplitude.

(bi Pulse duration.

(c) Transient duration.

(d) Type of shock pulse.

(e) Test orientations.

A database to store information that was used in the development of
laboratory vibration test schedules was also deemed necessary. This would include
all information pertinent to the complex development process. This database
includes the information included in Table 3.

TABLE 3. LABORATORY VIBRATION SCHEDULE DATABASE SUMMARY

Information To Be Stored

a. Test item(s), name, model number.

b. Test vehicle.

c. Location of test item on vehicle.

d. Name of person developing schedule.

e. Scenario information.

(1) Total transport distance,

(2) Percent of distance used for schedules.

(3) Test courses utilized.

(4) Average speed on each 'ast course.

f. Person requesting schedule.

g. Names of all computer files generated.

h. Exaggeration factor.

. B/N exponent (Miner's Theory).

j Number of standard deviations added for conservatism.

k. Type of vibration test schedule.



Since there are distinctly different types of information to be stored in the
database, three separate databases were determined to be needed. These three
databases are independent; however, limited cross-referencing should be available
for data common to more thaI one database. Examples of these would be the test
item name and the report number.

All of the information listed in Table 1 was included in the database with
the exception of the following:

e. Measurement locations.

f Test courses and speeds, drop heights, or rail impact speeds with run
number

Analyzed data file names (particularly overlay files).

k. Summarized data (rms. peak, crest factor, kurtosis).

Each of the above data types has a large number of possible database entries
which makes the complete storage of information impractical. While not directly
accessible from the database, the excepted information can be readily located by
examining the logbook and data storage tapes identified through the database. The
information listed in Tables 2 and 3 were all included in their respective
databases.

These databases can be used to locate information on previously conducted
tests more efficiently than prior to its existence. Most of the test details can
be recovered directly from the databases. The actual test data, which is
voluminous in most cases, can also be recovered more efficiently through the
databases than in the past. Currently the test data on file at the Engineering
Tezt DOvision are stored on several hundred nine-track digital tapes. The
databases can direct the requester to the tapes with the desired data.

The databases will make shock and vibration environment information more
readily available to designers and developers. These people can then incorporate
this information into their designs in lieu of remeasuring the shock and vibration
levels or selecting arbitrary levels. This can lead to savings in terms of both
development time and money.

All shock and vibration test reports are now filed in ascending order by
report number making it easier to find reports which have been identified by the
databases. Previously, the reports were filed by the type of test item. In some
cases where more than one type of item was tested and reported in a single report,
locating the report was difficult. Now, the databases will provide the desired
report numbers and utilizing the report will provide any detailed information that

o available in the database.



DATABASE SYSTEM SELECTION

The objective was to create or locate a database rystem compatible with the
computer systems currently accessible by the Engineering Test Division which would
provide an adequate amount of data storage space.

At the start of this investigation, the only computers available were
Hewlett-Packard (HP) 1000 computer systems. The original plan was to write a
series of FORTRAN computer programs which would input, edit, and retrieve the
database information. An effort was started in this direction and the data input
software was written. As that effort was concluding, Zenith model Z-248 personal
computers (PCs) were acquired by the Engineering Test Division. Acquired at the
same time was the Enable 1.15 software package.

A subset of the Enable software package is a Database Management System
(DBMS). This DBMS allows up to 65,000 records with up to 254 fields which can
contain up to 254 characters each. Each record is composed of fields or types of
information and the information in each field is referred to as data or values.
This system permits the entry of up to 65,000 test programs and 254 different
types of data variables per test program [i].

At the time of acquiring the Zenith computers, it was decided to shift the
database effort from the HP 1000 minicomputer to the Zenith personal computer. The
reasons for the shift were the ability to immediately have a verified and usable
database system. Utilization of the Enable DBMS allowed almost immediate data
entry and data access. The use of the Zenith computers also allowed easier access
to the database, in that these computers are located throughout the Vibration Test
Branch while the HP 1000 computers are only accessible in a single location.

The Enable DBMS was selected as the database software package. The shock and
vibration database has been placed into one Zenith computer system and can be
transported to other systems on 5-1/4-inch floppy disks giving more people access
to the database.

By using the Enable database package, the database configuration was
established and the system was ready for data input in a few days. Enable also
gives better portability for the information stored in the database because it can
be used on any of the Zenith computers.

The Enable DBMS comes with a set of instruction manuals to aid users of this
system. This precluded the need to write a set of instructions which would have
been required if the HP 1000 database was selected. Overall, the Enable DBMS is
fairly easy to use utilizing the manuals provided with the system.

DATABASE INPUT

The objective was to develop a systematic and timely way of entering
information from past and future test programs into the database. For ease of
operation, the databases require a timely method of gathering information from
previously conducted shock and vibration tests as well as from future tests that
will be conducted.

The first step in the data input process was to gather information from all
previous shock and vibration tests. The types of information are discussed in



ables thnough 7. To make this effort more organized, forms were developed on
which al! of the test data from laboratory reports and test logbooks could be
sumarized. Two basic- forms were developed, one for field shock and vibration
tests and the ether for laboratory tests. Examples of these forms are included in

Figures I through 4. These forms differ inh the types of information which are

_=msarizc. For the most part the laboratory shock and vibration tests are
strictly mas-fail tests with no response vibration data measured. Approximately
one-ha f cf 'he field shock and vibration are also pass-fail, while the remainder
nave -ome type o! response vibration measurements made. A third summary form was
devel r h database on the development of laboratory vibration test
sched'ues fifgures I and 6)

ihe three types of database information summary forms were completed for most
the testing performsd by the Vibration Test Branch as far back as available

rec-rds permitted. Test reports and data for field shock and vibration tests
*ating back to 1967 have been located and are included in the database, as have
one 1953 tc 1988 laboratory shock and vibration tests. Data from all tests
-mrducted prior to 1980 are limited to the information contained in the test

report This is because the magnetic data storage tapes from tests conducted
Pr>,r t 1959 have been destroyed due to their incompatibility with the current
data anaiysis system and the need for storage space for tapes from more recent
pro-ects.

Folcwlng the completion of the summary form=, each of the forms was examined

and checked by the database manager for accuracy and completeness If any
tscrepancles were noted, the correct information was recovered from the report
and/or logbook and entered on the summary forms.

Currently. as tests are concluded and the final reports written, the

appropriate database summary forms are completed. Then at biweekly intervals, the
database manager examines the list of completed projects and determines if the
summary forms have been completed. If the summary forms have not been completed,
the database manager, either on his own or with the assistance of personnel
involved with the test, completes a summary form. Completion of a summary form
us'ually takes from 2 to 5 minutes. This procedure will continue to be used to
ensure updating of the database.

Once the database summary forms have been completed, actual data entry can
be, in. The Enable DBMS allows for an input form to be developed. The three
deveioped input forms, which appear on the computer terminal screen, are identical
to the three summary forms. Included on the designed input forms are blank spots
In the same location as the blanks on the summary forms. This allows the data
entry person to simp'v reproduce the summary form on the computer screen by typing

the information on the computer keyboard. Entering the data from a single summary
form takes approximately 2 minutes.

Aftr the completed database summary forms have been entered into the
",ur database, they are stored in a notebook for a historical record. These

for7 a-e essentially an additional backup of the database information. Backup
"o:r 1eo of the database are made at periodic intervals on 5-1/4 inch floppy disks.

Tte m,.ot arrroorate time for the backup copies to be made is at the conclusion of

-i -t r. tr Y se 1, or,.

S.. .the database summary forms allows any test personnel to gather all
e s 'n est )nfrmatrn on a SInIe sheet of paper by simply fiiling in the



FIELD SHOCK & VIBRATION DATABASE SUMMARY FORM

SYSTEM NAME:
SYSTEM ACRONYM:

PRIME MOVER NUMBER. VERSION:

CARRIED ITEM NUMBER, VERSION:
TOWED VEHICLE Sj NUMBER, VERSION:
TRAILERED ITEM NUMBER, VERSION:

TEST ENGINEER:
TEST COMPLETION DATE (MONTH, YEAR):
REPORT NUMBER:

LOG BOOK NUMBER:
DOCUMENTATION FILE NAME:

PROCESSED DATA SAMPLE RATE:
RECORDING CUTOFF FREQUENCY (Hz):
DATA ANALYSIS FREQUENCY RANGES:

SUBTESTS (check all applicable) ANALYSIS TYPES
AIRCRAFT AMPLITUDE DISTRIBUTION
WATERCRrAFT STRAIN DISTRIBUTION
RAIL POWER SPECTRAL DENSITY
DROP RIDE QUALITY (ISO 2631-1978)
ROAD ABSORBED POWER
FIRING CREST FACTOR
OTHER SKEWNESS & KURTOSIS

SHOCK RESPONSE SPECTRA
MEASUREMENTS SHOCK INTENSITY SPECTRA

INSTALLED EQUIPMENT VIBRATION SCHEDULES
LOOSE CARGO IMPULSE

LIST RAW DATA TAPE NUMBERS
DATA TYPES LIST SAVE TAPE NUMBERS

ACCELERATION LIST PROCESSED DATA TAPE NUMBERS
STRAY
DISPLACEMENT

I-i,r I. Field Shock and Vibration )ataIase Summary Form (Side One).
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LABORAT7ORY SH(,rF. & VIBRATION DATABASE SUMMARY FORM

l.ST ITEY NAME: _

TEST ITEM ACRONYM.:----

TES7 ITEM CATEGORY-

,check al', that apply)

TYPE

CARTRI DGES

FUZES

GRENADES

MINES

MORTARS
PROJECTILES DIAMETER

PROPELL ANTS
SMALL ARMS

OTHER

BARE BOXED CONTAINER PALLET RACK TEST TEMPS (OC)

LABORATORY VIBRATION

LOOSE CARGO
D RO P

__45cm (1.5ft)
61cm (2ft)

__76cm (2.5ft)

__91cm (3ft)
1_ .2m (4ft)

1_ .5m (5ft)

2. Im (7ft)

__3.Om (10ft)

12GOm (4Oft)

__Other _____m

JOLT/JUMBLE

__LABORATORY SHOCK

TEST PERSONNEL: _

RE?,)RT N O
,T COMPLETION DATE MNHF,

r T.i')r aflI ihr ;it i M [)-t no o 7I j:tv r>ili ~ 'e



TEST DETAILS

LABOF:ACORY VIBRATION

ViB. SC RED. NOTEBOOK NO.__

'C~~e~~ cb.. Iccmerits,: 810C 9100 , 1-2-501 4-2-602 TPEST PLAN VTB OTHER_

VEHICLS SIMULATED:COMPOSITE WH4EELED __TWO-WHEELED TRAILER
MIL'EAGiE SIUAE &M __m

TAS 'EST TiM.E'AXI'S: mi__ ln

EXAGGERATION FACTOR:

-HER VEHi7C"ES
MITA SIMULATED: km __km _ km km ____km

LAB TEST TIME/AXIS: mn _ min_ min min ___ min

EXAGGEATION FACTOR:

SCHEDULE TYPE: -- SNBROR ----- RANDOM ----- SINE --- SINE/RANDOM
RESPONSE DATA MEASURED: YES NO (circle one)

LOOSE CARGO

LODOSE C"ARGO SCHEDUL-_E ORIGIN:
f-_ applic-atle dccuments) 810C 810D 33lA 4-2-602 TEST PLAN OTHER

-t F __ .- OOD STEEL
-TAP __HS_?__- : RPM

-A r.' M'D E ------ SYNC - -- ASYNC ----- VERTICAL
TMIE DE ORiTATI'ON: MINUTES NUMBER OF ORIENTATIONS: __

DROP

document.-) 8 1OC 810D 33iA 4-2-602 T EST P L AN O TH E R

S T_ _ PLYWOOD __CONCRETE ___MACADAM ___SOIL

CATi7: PENETROMETER READING: _ __PRESSURE: kPa

LABORATORY SHOCK

d, :ment- 610C 810D 31A TEST PLAN OTHER

_9 LE WIDTH: __ __msec TRANSIENT DURATION: ____msec

1H - HALF -SINE TRAPEOD _ CAT LAUNCH/ ARREST LNDG
A7'A YEA ',E N (circle -,rie

-----.- ------



ViBRATION SCHEDU''LE DATABASE SUMMARY FORM

TETITMj NSTALLED EQ SECURED CARGO -----------------

cn vehicle''form'

'iA-CIO% UON VEHICLE
S HE DU LE DiVELOPER; -----

AXES RELATI VE TO: _ VEHICLE __ _IE

--ENARTIO INFORMATION:
t.Distanrce: km

-oent of .istance used for schedules:----_

AFG Test Courses Used: Paved Bel Bik 2*WB RWB 3YSB Other~s)

(se-ect appropriate courses)

Average Speed: ___- - km/hr

Exposure Timne -- -- -- -- - hours

Hxagerati0f. Factor:

7xrnent, (bn)
.ota. Test Time: minutes

(ADDRESS)

(CTITY STATE ZIP)
(TELEPHONE NO.)

DATE MO'NTHF. YEAR.)

PSD FILES Ilowesthighest run numbers): ---- STORAGE TAPE:_

PLTYPE USED: __A D __ PE

PFDFIL ES-Vert (lowet.highest, ru,-n numbers): -__------__----

N7MBER OFST FDVS - ---E----

V r r. ~I t I tv V h bra i IT S h di t I ev iop ito rt Dlat* a ) 1 s S I I nPimiry F0 tr, I
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several blank spaces with check marks or somewhat standardized short answers. The
information is then in a format which can be quickly entered into the computer
database.

Input to the database will continue as additional shock and vibration tests
are completed. Currently, the database contains information on all field shock
and vibration tests in which data were acquired. An effort is underway to
complete the entry of all historical data from the laboratory tests and from the
development of laboratory vibration schedules. All laboratory testing and
vibration schedule development which have been reported since January 1983 has
been entered in the database.

The data input procedure has been working well in that the amount of time
required to gather and input test information is minimal. Efforts are on-going to
enter the remaining historical laboratory test and vibration schedule development
information into the database, and will be completed shortly. The process of
entering test information from future tests will be continuous.

DATABASE OUTPUT

The objective was to provide requested shock and vibration information from
the database in a timely manner and in a usable format.

Similar Lo the Enable DBMS input forms, report forms can also be generated.
Currently there are two prepared report forms for use with each database. The one
set -t report forms are identical to the handwritten summary forms, and contain
all of the same information. These provide the requester with all of the
information stored in the database for a particular test The other set of report
forms is shorter and contains the test item name, the type of tests, the report
number, and whether data were acquired during the test. Either of these two report
forms can be viewed on the terminal screen or outputted to a printer. In addition
to the two prepared report forms, the database information can be presented in
other formats by preparing additional forms.

The shorter report form is the onL which is requested the majority of the
time by members of the Vibration Test £rar2h. Thir form lists most of the
commonly requested database information, namely the report number, the types of
tests conducted, and the types of measurements made, i an,.

The longer report form has so far been used only to duplicate the handwritten
summary forms and not as a tool to locate database information. This form, when
used, will provide the most complete information on the test programs. In cases
where database information is needed immediately (during a telephone conversation
for example) simply reporting only requested data in the shorter format has been
found to be the quickest method to determine if the requested information is
available.

Once the database has been accessed and it indicates that the data requested
are available, the database manager will note the report numbers and data tape
numbers. The next step is to locate the requested information first by looking in
the test reports. If the information is not recorded in the test re rts then the
data tapes are retrieved. If the database indicates the required information has
been computed and stored on processed data tapes then these are retr.eved from the
tape library. The processed data tapes are then installed on the HP 1000
computer's tape drive and the requested information is then reformatted by the



computer into the desired format. The data formats usually desired are either
plots or tables.

The Enable DBMS allows the user to retrieve information in almcst any desired
format. Currently, only two report forms have been developed; however, additional
report forms will be created as the need arises.

The database informati-.n can be accessed directly using an Enable DBMS
default report for,. Th;. would be done in the event information is desired
quickly and precise formatting is not required. This method will list only the
information specified and is most useful for retrieving a limited amount of
information such as was a certain test conducted on a specified test item.

The report forms aid in the timely location of information stored in the
database. The forms identify the data that are available as well as where the
data can be found, usually in test reports or on magnetic data tapes.

TYPES OF AVAILABLE DATA

All of the information stored in the databases and listed in Tables I through
3 aie readily availablP, Additionally, data which have been further analyzed are
also available. The analyzed data include but are not limited to time history and
power bpectral density plots, amplitude distribution data, shock response spectrum
data. Desired information can be presented in various formats as determined by the
requester. Some examples of the types of data available are shown below. Figures
7 and 8 show sample time history and power spectral den5Jity plots respectively.
Table 4 is a sanple of summarized acceleration data.

In cases where the requested data have not been previously computed and
stored on magnetic tape, the raw data tapes are retrieved and the necessary
computations are made. The computed data are then outputted in the desired format
and this information is then stored on properly identified processed data tapes
which are annotated in the database for future use. Also available is the
development of laboratory vibration test schedules for cases in which the desired
measurements have been made.

In order for laboratory vibration test schedules to be developed, additional
information is required. This information includes the exact mounting or storage
location of the item which is to be tested in the vibration laboratory.
Additionall", the types of terrain and the expected vehicle mileage on each
terrain type need to be identified.

DATABASE USAGE DETERMINATION

The objectives were to devise a way to measure the usage of the shock and
vibration database and to document who is utilizing The database.

!, order to keep track of database usage, a data request form was developed
(figure '). This form will be completed ea-h time the Vibratioi Test Branch is
requested to provide shock and vibration data. The form was designed to record
all information pertinent to the data requested including the name ana
organization Df the requester. The information on these forms is used by the
pe-'on acresszng the database, as it contains the ypes of iformation to be
searcheJ for in the database. The information on the data request forms is then
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I;ATA REQ'TE;T FO)RM

A-'i n. 'ircude company r
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"D EE REE' FIND TUS circle one)5

-"'.-A.- T EST TECOM USACSTA OTHER

W r V . OR PERSONNEL

E N. WHO DIRECTED REQUESTER TO VT:

WA VTB AE T SUPPLY DATAcircIe one ) ALL SOME NONE

A -- A DATA ANALYSIS WAS REQUIRED. TIME INVOLVED: hours

:' A A, ASE UTILIZED TO RECOVER DATA ?  YES NO

DATE SENT OUT:

rht ; ,m t . me-a ue ,he utiIzdtion of the shock and vibration
.. ~ ~ ~ ~ ~ ~ ~ ~ 1 .r < r .; S a, r, rec-at, e
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stored in a separate database, since this information is dissimilar with the other
databases. This database also utilizes the Enable DBMS.

These forms have only been utilized for a short time as the shock and
vibration database is in its infancy. The forms are easy to complete and have been
used successfully.

The data request forms also provide a space to document the amount of time
the data recovery process took, including the time for any additional data
analysis not previously performed. This will give an indication of the number of
hours spent doing research and analysis on projects which are not currently
funded.

Since the shock and vibration database is just getting started, its use has
been limited to approximately two to three times per week. It is anticipated,
based on past inquiries, that this usage will increase dramatically.

REQUESTING DA2ABASE INFORMATION

All requests for information must be made in writing on stationary bearing
the letterhead of the requesting organization. The request must include the
information desired and the purpose for requesting the information. Telephone
requests may be made, however no information will be released until a follow-up
letter is received. All requests for shock and vibration information should be
sent to the Chief, Vibration Test Branch. The mailing address and telephone
number are:

Commander
US Arsiy Combat Systems Test Activity
ATTN: STECS-EN-EV
Abeideen Proving Ground, MD 21005-5059
Telephone: (.01) 278-3787
AUTOVON: 298-3787

After the determination is made that the requested information is available,
the appropriate test director or supervisor is contacted and informed of the data
request. The test director or supervisor will make the decision as to whether the
information can be provided to the requester. Under no circumstances can
classafied test information be provided.

The letter requesting the information along with a completed Data Request
Form will be retained by the Vibration Test Branch for a minimum of three years
from the date of the request. The information from the Data Request Form will be
entered into the Shock & Vibration Database as previously stated.

REFERENCE
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VIBRATION DATABASE FOR
AIRCRAFT AND ITS APPLICATION

Michael T. Orth
Wright-Patterson Air Force base

Aeronautical SstenMs I ivision
ENFSI.

l)avton 0H1

A vinrar on data base is necessary for verlf,ing

aircrart structural integrity and equipment design.
Vibration data is obtained through numerous flight
tests intended to capture maximum vibration levels and

vibration trends. The data is processed through
available software and the desired output. This paper
gives a brief description of aircraft vibration and
methods of obtaining and processing flight vibration
da-ita in order familiarize the laymen with the correct
application of an aircraft vibration data base.

INTRODUCTION

The Loads and Dynamics Branch (ENFSL) of Aeronautical Systems Division has
oqli r'd an extensive vibration data base for the purpose of verifying aircraft

structural integrity and equipment design. A brief discussion of aircraft
vibration along with methods of obtaining, processing and applying the data will
by provided.

Aircraft Vibratior

Num,-rous sources induce vibration throughout an aircraf, including the
aerodynamic boundary layer, turbulent air flows, acoustic fields, pressure
pulsations, unbalance of rotating equipment, acoustic cavity resonances, and
repetitive gunfire blasts. These sources produce loads small in comparison to the
ine.rtiat and aerodynamic loads used in aircraft design but can induce structural
tatigue due to the repctitiori (frequency) and the amplification (Q) of the
vibration levels by airframe and equipment resonances. The performance of
crquipment can also be affected by vibration without fatigue failure.

T catc(gorize the severity of the vibration, the aircraft is divided into
vibration zones each with relatively uniform vibration; an example is given in

'1'~ T, 1 Typi-a1 lv vibration is lowest at the nose of an aircraft and is
progrcs'lv or severe macing art. rhis occurs because the aerodynamic
h )lunrdin I ivt-,r be ','ns to separate and become turbulent moving aft due to the
;,l'ri t 1n of i ni i:; di stirbed flows from a irf I ow perturbances. Airf low induced

I t n ;i I o de"pendent upon variations in the vehicle 's fli ght envelope.
I xjf .... vi r ivn is proport 1 onl] to dynamic pressure, a nd reaches a masiMum at
I ,) h 'i sea lv I, dec-rea ng during ! risnic airf Iow, and :igai n

i s" ; : ,tt.er MIoAd 1 (Fig. 2). Vibration de(sig n c ,rii i ,r hi h p1,rformance
.I, Ik-istio l; y dmir;i td by'. t , .b r,,o it 'it the lo est

id',.''l t lil . 'ItI K i j I n V i t ion du r rm'rr 1 i -l I ';i i.t ii ''iIrs ; t

'~ ~~ ~ I" T! 1 : : ; , ro l) 1 n , 1- 11,1:~ t f l I ' ,' , ! ' i. . . f , ! 'i', ' ! ' "; 'N i -



maximum. This condition dominates the vibration criteria aft of the engines for
airnlanes wl-ich do not fyat high speeds at low altitude, ex. C-130J and C-17.
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X;;:i~ D ore Lv ht osI :* n r ow (ie, sLo r tes , antennas, missiles), the
U AiTh~ r. 1 ISt r, lt' t 1i 1 1 ~L -Iis ne ai r ed. The d if f ereun ce i s due t o the
L 0 Cre ' rp': t- egra :t i )n of pressure f ields or vibration input

'Ic I i~ h t tes t s ,vi b rart ion measuItremen ts w i Il be a small part of the

Qto to~ the expDense, tine Coos traiinns, an vi beinstrumentation.
bo -L in ca i ion or f. p' U s t reor igtme , and flIight test points for

a _ i.; Lsir -,m nt , wil1 be h l Tv lit ed. Pickups wil 1I be located to recor
LA O1 n _jst roet-s su1piorting t he Most equinment. Single or douible axis

u r, I beu st d ratnier th in tni-axial as much as possible to minimize
r " III L iL n rt.-: ji rem~ents and maxi-nize instrumented loca--tions. Flight test

P.JLr 'D '.-Ios-ri t o p ro i de theu m o st irif ormat i on about the aircraft 's
L r 1t to r r,--,0 (ts oad vs. g, level vs. Mach) so that datai can be extrapolated to

oi-t f~ 1 hi', eve l ope .

-- i I- itsur,2 me i t s f ron,, a fIigL;h t t eSL Shol nor IJ!1 be con fu sed wi th t hos e
1i v<i c ouind vi bration test (GVT) Ground vibrat ion tests are conducted to

t cr"irie the nasi _ struc'turalI resonant L requenc ies , mode shapes , and structural

nri. 1e rS t ics of0 thle a i rcra ft (re f. 5) During a GVT, the vehicle is
by:rbitr 0iry low level vibration whichi is: noL iLiatv ofteata

T1v ir ovrnenmTe results of a ground vibration test are used i the
vo . 1a'sflutter aria vs is aim are not directly related to thre de-sign of ;1lv ioni c

~n t 1-, 5(- ' iad earl1y 60O's , data were normal ly recorded on an osci llograph.
'tnt -i K v~ 1-, a td req u enc i es we re analIyz ed (Ii re ct. y f rom thle r ec ord ed wave f orms
i;,;it i tI -, apr Ledis si'Ln U Soi d al pePa k v aluIte s. I n t he 6()s , and 70s , the gage

T ! aalyzd by sweeping the time history of the analog signal with am
i r. 1'h- filte2r acted as a va- riable resonator to determine the

ii tof the -si rnai and t he mea--sured ampIi tude was the RIMS of the
,i ,, t r- he rIi 1 tcr ba n dw idtrh . Bee ruse the measured ampi itude is an average

r, h bai ,(1 dth, the accu racy of the ur put at a part icular f requency is
ii-d. tht anrilysis time uising, elect ric ii 1ters is l ength,, because of the

tt dwoll it the2 increment of the record being analyzed long enough to
it C!l measiurz the varint ion of the sirgnal This was repeated at eachi

*blyb .iid ot lihe in-ilys'is range. A compromise was requi red between accuraicy
1 L indwjlicr av rriig time) aind cost.

-)dAfti o n o f Faist Fourie r Transform (FFT) soft ware and the
p.,itsi L d i g t al c.omputers, the anlyvsis t inc- :I nd ai"Ccura-ICyV haIve,

Ir it- I r' i''d. Al T ii i1 vs 1s is performed by d igitis ing' theanl(4i nI
tn rurnjin ti f ro(m I

t
ih tint domain to the f requ ncv doiain i ith the FFT

FT pi rilates na r row hand i ne spiect ro wh i cii irc mat~hematic'al
r K f5(1 1 it nuts centered It the tn -ulfPiV 01 e,1 h lne. The

qi reL tI -eI stt~r f at I tie - I~ :i 1 copnnIIts in the
* 1 r t',)n r s id 11i ti as th heei rd variablef

r'i I: f'ii eu i pf. lit ut z. (ret. 5) A po t ')I o
It a ir ~ il i r '1 d t as i ptlw(' 14 e ,'tral dcnsit v
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FIGURE 3. PSD EXAMPLE

After the flight data have been analyzed and are in hard copy form, the
maximum vibration levels at a particular gage can be determined by enveloping all
measurements at that gage. Further enveloping of the multiple gages within a
particular zone is done to determine the maximum vibration levels within that zone
(Fig. 4).
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FIGURE 4. A VLBRATI()N ENVELOPE



1, (W'i b il ion dIta t1,1t LNFSL has ivaiI:ol;e. s I i v en in Table I. T'e

. ::- a ", m or . "itrct s ,.nd il maly for.lls daita usuai Iy represents the
' " is.. x 'br a cn) c.>nition in the f1 iglht I-n'.()(pe and does not represent

i 7 .brat an -urcjv tL r.. h out the aircra, ft

TABLUI !: FSL'. AVAILABLE FLIGGHT ViBRATDi)N DATA

Ai 1 P PA 1, A

SC-Iil C-- iA AB 10C-I 301 EC-i3o,, C-i30 GUNSHIP
C- 3 C-I 3 - RC-i S KC-I33 C-L OgB

C--, DC-10 T-43A E-'SA SAI'DI E-3
P-3C BOEING 747 DCC-, AV-8A 'B/"C

F-.C. .i RF-4C F-IIIA/E RF-1L I-iS
F TF-IS F-I "A, B /C B-58 B-52( IL FR-i
A - 7 A- 1

.IL ICoP IERI

H- 3, "." LI- IC Oil-bA HH-'iC li - I HIl- 0A '
SO-6uB

'I SSILES/SITOR;S

§BU-39 ' PAVE PENNY ALCM RF- i4 CEN T RLiNE TANK
PC -,- ORC- I6OA-8 ALQ-7 I F-I 5M'.V F-I DiV

A RAA'l AIM--4,D F IREYE F-i 6 AIM 9-L F-15/AIM 9-L

C 0ON) DOp SIRIKE GBU-15 ESL-4?S PAVE TACK

APPLICA-'ION OF PROCEISSED \AT\

, t. : he performance of _he equipment's desi in the aircraft's vibra'_ion
'a r:-mnai t (qualification test), the equipment Is vibrated on a mechanical shaker

f_,iii . r-.d zone vibration levels. It is desirable to shake the item for its'
1' I t 'timt, however, compromises of the test duration are typical. Fhe test

it ion is determined through a relationship bitween the desired life of the
i,(Jtipo,,nt, tho average vibration for each segment in the mission profile, the test
n, 'It iv- o IIS (per.ormtoci levIs), and the S vs N cuirve of the equipment material

I'.: ) C'r-t. )

(',,: W2)**b = (T2'TI) Eq. I
r, Vibration Level

T Ti me 0
b ma:terial constant (slop, ')f lo4," S 'N

ser'e) tvpicai IV specit Ied I. S for
in 1 1TT i num

i* c,c 1.ri,,t ( by sc4 c tin a ), , i, rt er t - t dur;t 1n !nJ
- . ti In, iat I - e t h rwo h q . I . i T ' n w v tt S't 1 t ' i t V P c I I v

7 .-'. rrn T '1( ir c Lv', . t - , I ,i g t -inC i V aLt ,t''se.1n S It r :bt in inc t,

* , . ii; i ,t i 'n fV I s v. f, d i ff dr r-!'n t a' -, i ,, or fuwoe _i, ,

i Tr ~ 4 r i 1)11iiipme t T '1 !dt ti'iit IT I' T-o n i~
, -r . .t- it t i



service life, the test levels and duration are continually adjusted to account for

aircraft modifications. Aircraft which ENFSL has established functional and
endurance vibration criteria are given in Table 2. The available data is in the

form of PSDs.

TABLE 2: AIRCRAFT WITH FUNCTIONAL AND ENDURANCE VIBRATION CRITERIA

A-7 A-10 B-IB B-52 C-5A C-141A
KC-1O KC135 E-3A C-130 F-5 HH-60
F-1V F-15 F-16 F-4 T-43

Another method of testing the design of equipment in an aircraft's vibration
environment is to scale the performance level with the dynamic pressure of each
segment of the mission profile to obtain a varying vibration level throughout the
mission (ref. 4). A test is then conducted which approximates the vibration
environment for a typical mission of the aircraft. The test is repeated until a
life of the aircraft has been represented. The vibration level in each segment of
the mission profile is scaled using the following relationship.

W/Wmax = (q '2/qmax©2) x k Eq. 2
W = Vibration level during mission segment

Wmax = Performance level
q = Dynamic pressure during mission segment
qmax = Dynamic pressure at .9 Mach an( sea level
k = Transonic flow factor

The data which ENFSL have collected are in hard copy form and from a wide
range of sources. ENFSL cannot provide copies of the data but can give
references. The data can be reviewed in our office and a limited number of pages

can be reproduced.
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THE IMPORTANCE OF' NON-RESONANT AN)
INPLANE VIBRATION TRANSMISSION IN

STATISTICAL ENERGY ANALYSIS

D r. Robert E. Powell anid I r.je rome E'. Xlaiuruing
Caynld,-i(et (ollaborati,,e. Inc.

689 (Xorr'rd.AX-eriue
(anibridge-N\1A 02 i38

most of the applications of Stat istical Energy Analvsis
(SEA) presented to date consider the interaction of
resoinant acoustic modes in air and beniding deform-ation
modes of beam and plate structIures. HOWevePr, there are
mat~ny cases of practical. signi Lie nce where thle pr,, oii n,

cotipling mechanism between two resonantt lnode groulpsl is
through thle nnn-resonant (mass-like or spring-like)
dYnamics of intervening structure. There are other cases
where the primary coupling mechanis;m is through resonant
inpiane (compressional and shear) vibrations. This paper
explores several examples of non-resonant and inpiano
c ou pli n g. Comparisons are made with exact simulations of
two beam networks.

INTRODUCTION

S'ritistical Energy Analysis (SEA) is an approach to the modeling of fluid and
cld nanics that considers the responses of and interactions between

10005 of modes. An SEA model evalae h irtoa nr
J.<c ihli iorl ai-aongl the resonant mode groups (subsystems) of a strlWuctural aind/or

TL- 1 reultof he nalsisis the average dynam.1c ene rgy of the
t com which the response variables of acceleration anid pressure are

o1, Id Becaiuse t-he calculation is stals V- the predict-ion of response canl
n o ' the ex~pected mean value and higher foments such as the expected

'0 11-''n on This information canl 1-e ac ially useful t-o manufacturers
o-d eict how many; un.its of a production run might be ex.pected to exceed a

mthi Is lit ftr from deterministi1c analyses such as finite 1 tlm t in to

* a p e' t-h e s ttis!t icai d e s c i ip ion 1 o f -thIie s vs te m its elIf , 11(1 the- use
im erle ,. ian owc as lie sys' l t vaia bles. Time system helmg nveis

lil,4h l r f rom aI' ic e Of S i i r SV! tOIPS w o (MlTalliie Vlililferi ls
P-_T- n - s i is t--i c]i s C-n se v I hai es hi ; nio fr e n s , nd moe

1) e le ci5 random vas iab,; elsihed hy pmo~~ oh i it v~ list hbuf i oiis,
11 r , iC , ri ic iil uC . F,,: i mpt 101 ill a iiii o.,i 0 oe

mnolilj iiml '' ) c of t f4 t ''stin m1oles h ),it tlhoso h
f1 hi E,' rl r~~i ' lt in I eoCnlI a)ppr C i t, 111he 1 v, i i iI Li ot

(1t ic !n rico T f I o f e i'' rid( p0 11 , r i r i i~ ' -1 .f i di ut

Iii ' i f 1 1 fi lit al-, I Ii i c

d i I T :I ;I I,) V; Tfl ij .I, kt !i I i1i



crc- i s otthesuhsvs t naI] lows, a nat ural hand 1 ilie o f f-lu id/s truc Lure
il'O 1d i tLhe ohange ot varfabites to pressuro or potential that is

Fd 1 finrite elellen, ,nv' Q sis.
pi ion t bout is thait exc itat ion and responses must he

(,t pi edicrtr the so- toTS LOpure tones of- the ensemble of systems

cie uniti is dir,,l As the frequency bandwidth of system

d er C lS Cd to z erio wh t maintaininp constant power input, the mean

pred t .,or rema; ns coe. -,ant whi le the standard deviation prediction
A HHV o nc stanoard citonincludes the expected variations in

o r sdl l the e:citarion fr- cnx c)inciding with system resonances or anti-

D iver be2.ins hv reviewinz' hasic~ SEA equations, including the formulae

1S :io e- valuate print cc.'plirg2 Reasons for including coupling through

s-modes and luplane mode s aie then discussed. Two examples that:

L:L ' e esoe fo rmis of coupiint, ,ire e'xamilned by comparing "exact" deterministic
's *o S eve-ralI different -FA models Recommendations are suggested ;r

-sesthat- may require non-resonant couping or inplane mode groups.

SEA BASICS

response prediction i, iccomplished byth setting up and solution of.

tjic r pow7er )alance equations, one for each subsystem. In the steady-
ate te umof -,he power diss ipat ed in a subsystem and the net power transferred

:mr~-r:subsvsteis is ermial to '1 v eXternally-suppl ied input power

12! < - rans i I

p')el oroied by a point, torce i acting on a structural subsystem can "r)
f r~t no ly e p o int c i JcrEaz 2c eC

2 r- 1 1 hra c 'Ke ts is the mean- square force. The conductance of a
it vLm veae over feur;. can beshw- to be equal to Eho

ii rondur tance chore the subs%-stem boundaries hive been e-xtended far-
T iin~ Thus, -he i ni to6 system conductances may be used ini

Iii r;'ut powcer for an SE-A model.
(Ii te dbv hw rusronant mo dal response is proportional to the

A Eorf n' es''ste

--oic.tn f rer i ! ~ r7 is thl dissipariorn "2s acor , w h ich i s

Ic- dlm' ' i ng rait io The total eniergy is the product of
... .. j~he ri imbe r ()f suh, v t(em modes N that art x icii the

- - i ~t 1 11 -o;; v ne) ii,, tilt' aXive y( rie iliblh r o f Ie 'n i

T ~~~ 1irdw .;h



:o pue ron s, AL- thenuJAIdenniv in t!Nr"

CIn ~ r -Ot"'0 5 h " L.7( ' 

.K v! na -k Mazo.' Wn~e 1 7o7. Co..w..-io of .

-n 1n i -u vs -m is' it. is. also5 (bet l n th c117 0. . . . . . .

ASSI - diss

!W- , .A, - i .- - .l:~ ~ C1&5 damin~g factor Y r t)s nl -

! 1 .T;" 7W n

A1 I ~5 'i i p - , V. 01 o SEA is tlA& lie net 1 MV~r) tranw-mitt~-1 F he.-x-r- 7.A :W.'''

1 s, .01T'0po1rii tn 11011- ditft-renc in. modal -- 17cd,. -:1.,,

M- On n ' ~ m r. C W. OU 1 i%117 -qta orI dcf.. n

- I. t- -, 1

10 1 . !o .n~ £y tV I npC i



For subsystems connected at a point junction, the SEA coupling factor can be
calculated from a transmission coefficient r that is the ratio of transmitted to

incident power [3]

1 i;j,3i j 7 - - -(12)
(2 - i )

:.here the r in the denominator accounts for the distortion of the field in the

source subsystem when the coupling is strong (Ir-l). When the coupling takes place
through the motion of a single degree of freedom (unidirectional translation, for

example), the transmission coefficient can be expressed in terms of the impedances

Zof -e subsystems

4 Re{Zi} Re(Z.}
7I Zj 2 (13)

where he summation in the denominator represents the total impedance of the
junction degree of freedom. When multiple degrees of freedom (such as rotational
and translation velocities) transmit significant power across the junction, the
average power transmitted can be approximated by the incoherent sum of the power

transmitted by each degree of freedom with the others blocked.

Equation Solution

The power balance equations (Eq. (1) for each SEA subsystem) must be solved
simultaneously. With the modal powers as the unknowns, Eqs. (9) and (10) may be
substituted into Eq. (1) to write the matrix equation

[A] } = {"in) (14)

where the diagonal elements of the coupling matrix [A] are all positive

Ai;i = Odiss + Oi'j (15)

and the off-diagonal elements are symmetric, negative, and smaller in magnitude

than the corresponding diagonal elements.

Ai "j . . .j (16)

After solving Eq. (14) for the modal power distribution, the response quantities of

average subsystem velocities and net power flows may be calculated through Eqs. (8)
and (10), respectively. Velocities may be converted into accelerations or
stresses, as desired. Power flows are useful in diagnosing the transmission paths

h t dynamic energy follows in reaching critical components. All calculations must
or, repeated for each frequency band of interest, since most of the dynamic

parameters will vary with frequency.

NON-RESONANT TRANSMISSION

The impedances used for calculating SEA coupling factors are typically taken to
be the charact-eristic wave impedances of the infinite or semi-infinite systems.

92
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large compared to Zr. The transmission coefficient is reduced also since Re(Zj) is
atenuated for a very compliant spring.

Applcations of Non-Resonant Transmission

Acousticians are familiar with the mass-law transmission loss of panels

separating two acoustic spaces. This form of mass-controlled coupling is important

at lower frequencies because the resonant panel modes are only weakly excited by

the long-wavelength sound waves. The proper modeling of this configuration was

important for early SEA applications to space payload environments [4] and

architectural acoustics [5). The use of limp miass barriers (trim panels) is also

employed in commercial aircraft noise treatments. The transmission of panel

vibration across q frame member is of critical importance for predicting

structureborne noise in ships. Some panel modes will couple into the beam mcdes Cf

the frame and thus transmit resonantly, but the panel waves transmitting energy

fore/aft will tend to be normally incident on the frame and will transmit through

the mass-controlled frame impedance. The structural applications of blocking

masses and elastic isolators have been covered extensively from the standpoint of

transmission efficiency [6], which can bL used directly for SEA modeling through

Eqs. (12) and (13).
The non-resonart transmission through stiffness-controlled coupling modes is

ecncountered repeatedly in the modeling of noise control treatments. Elastomer

mounts for the isolaion of machinery are employed in all fields of transportation,
and in the design of commercial buildings. Shipboard noise control requirements

are leading to the ap-!icatinn of hull coatings in order to decouple the hull from

the external fluid. An interesting type of elastic Lsolaiori is that provided by a

bubble-filled fluid layer just outside of the hull.

INPLANE TRANSMISSION

Early applications of SEA were primarily directed at the sound-structure

interaction problem. Spacecraft environments and building acoustics problems had
relatively short transmission paths that were well-described by acoustic modes in

air and flexural (bending) modes in the structure. As SEA techniques have been

applied more extensively to large-scale structureborne noise problems, the

inclusion of inplane compressional and shear modes has become necessary. There are

two basic reasons for the importance of inplane transmission: The high wavespeed

and impedance of inplane wave types results in less attenuation with distance than

occurs for flexural waves. The other factor is that design optimization for

minimum weight and stress results in designs that carry gravity and operational

loads through the membrane stiffness of the structural members. The dynamic loads

tend to follow the static load path, which has been optimized to avoid

discontinuities.
Even though the flexural waves in a structure may be more strongly excited by a

sou1rce of vibrational energy, the high wavespeed and low attenuation

characteristics of inplane modes leads to the inplane modal energy eventually

:cceding that of the flexural modes for distant structural locations. Coupling of

the inplane modes Oack into flexural modes occurs at asymmetrical impedance

discontinuities, such as the bulkheads and frames of a ship hull. The inplane-

exe LLeu flex-,d] modes ik, tui t radiate sound that could interfere with sonar

,etri;ors or increase the ship's radiated sound. The inplane modes often act as

'corriers" of energy over long distance, although the amplitudes of the inplane

iodrc; themselves is rarely a problem. In fact, the vibration amplitudes of inplane
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structure. Damping loss factors must he
higher than coupling loss factors in an SEA

model to avoid equipartition of modal

energy. If the coupling away from a

subsystem is stronger than its internal /

losses, then it will tend to have the same

modal energy as its neighbors and its :;

response becomes insensitive to coupling

changes. Care must be taken in any study
of SEA coupling factors to avoid

equipartition.
In the first configuration (case 1),

the verLical coupling beam was half the V -

thickness of the top and bottom beams. The

width and elastic properties are the same ,

In case 1 for all of the beams, and the -T t r

joints are rigid. This is a typical case I L
where the bending modes of the vertical . I

beam transmit resonantly. For the config-

uration chosen, those bending modes have
dissipation losses that reduce resonant
transmission into the bottom beam.

For case two, the impedance of the

vertical beam was increased by making it 1ig. 4. Beam test case confignrations

from steel with twice the thickness of the

top and bottom beams. Flexural transmis-

sion was blocked by hinges at each end of TABLE 1. BEAM DIMENSIONS

the vertical beam, simulating a thick

bulkhead with stress relief at the joints. Top & Bottom Beams (Aluminum)

Deterministic Analysis Length: 3.00 m

Width: 0.05 m

A beam transmission line simulaticn Thickness: 0.04 m

piogran (TRAN3D) developed at Cambridge Density: 2.7xi0 3 kg/m 3

Collaborative was chosen to perform the Young's Modulus: 7.0x101 0 Pa
"exact" analysis of the coupled beam Loss Factor (Top Beam): 0.06

problem. While using fewer than ten grid Loss Factor (Bottom Beam): 0.2

points, this method gives results compar-
able to the direct solution of a beam Vertical Beam

finite element model with a very fine mesh. Length: 1.5 m

In addition, the code calculates kinetic Width: 0.05 m

and potential energy in the elements, a Loss Factor (ndiss): 0.06

valuable tool for comparing to SEA results.

For each beam configuration, the model was (Case 1, Aluminum)

run with a unit force excitation for 301 Thickness: 0.02 m

logarithmically-spaced frequencies from Density: 2.7xi03 kg/m 3

10 Hz to 10 kHz. Results were processed for Young's Modulus: 7.x10ki Pa

* drive point mobility on the top beam (Case 2, Steel)

Thickness: 0.08 m
* bottom beam energy / input power Dens : 0.08 k

Density: 7.8x103 kg/m
3

The energy of the bottom beam integrates Young's Modulus: 2.0x10 1 0 Pa
the velocity distribution, smoothing the

mode-to-mode variations. Normalization by
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S iiim 1 SEFA model1s o f t he be0 am test r a a r swerye prepared to run uncder Cambr idlge
J-I I ahocr i'' s SEA14 L comput e i: code Fl exural1 sub sstems w.erye used for the top
aind ho -- om beaims, and for the vert ical he'i[To in case 1 Inp lane suhsvs teas werye
'rseld to model lon"gi tudinal. modes initl ,ho vrtical beam. Dimens ions ,mat erial
roper- ies arid damping loss fac tors wer e ident ical1 for the d termiris tic and

n a i-ia analysu-.Nnrc a Yccro sio wais Inc luded exp ic wi h L

:itodle1 hv joining the top and hot tom bea'ms only at a junction .vi th the added
inppedlance of the vertical beam mass . In this case. the impedlance of l ong; tud iria I

nod) -r thi vertical beam was larger than the flexural imPpedance- of the top and
bottom beams, so no isolation complilance was modeled. Two junct ion degrees of
freedom were included in the coupling through resonant: modes of the verz., -1 bear:
vertical t-ranslation (force) coupling to the inpiane modes, and rotation (mome,_)
Coupling to the flexural modes. The junction models were edited to eliminate

elively the bending, inplane, or non-resoniant contribut ions to the energy; of
the bottom beam. All SEA models were run in third-octave bands from 10 Hz to
10 kfz .

The SE:, junction iwpedances for the
&:zsy trnin case- I (thin 'ertical-

beam) are plotted in Fig. 5. The top
thire e curves are vertical force
i mpe dan ce m ag ni tude s (F/V) fo r t he T :n;e 3 d'i J ii's,> M,

implane (Rod F), top beam (Beam F, and '.--1--------

rigid mass (Mass F) . The bott-om beam
is identical in impedance to the top-
beam, At low frequencies, the massr.
impedance is smaller than that of the
beams. The resultant lack of mass-
blocking means that the non-resoniant O

path will be significant at lower fre-

quer ics. The first inplane mode of C
the "ertrical beam (with free-free or
clamped-clamnped boundaries) is at 1700
H-z. so it: is questionable whether the Pf
resonant inplane subsystem should be

include(d at low-frequencies. However,
the loading effect of the beam imped- ;i! I-I jI I-
ances at the. inpiane boundaries will C0

tend to reduce the frequency of the
fi-1r-;t- mo. The implanie and beam

beoirlgimpedances are nearly equal Fig. 5. Junction Impedances for Case I
aveI kH-z, so the inplane transmis-

r io)n pa-th should b-~ fficient at high
frer-rci es.

Theif lower two curve., are moment impedainces; for the top beamn (Beam M ) and the
-'rtuccibeam (Rod M) . There is a consta-nt impedance mismatch of 20 dB for the

tome n -t impedanices. i nd icat ing that the Mmrnent jinct i on t ranism iss i on c neff icri ents
viiIho ;aal . and cons tart t with Frequency.

(17



iase 1 Result Comparison

The magnitude of the drive point

mobility on the top beam is shown in

Fi . 6. The drive point is located Prie Point McOility l.5 m from Free End of Top Beam
wStmh eatdo,, Compared to SEA model with +/- 2 Std. DevL,al .... between the free end and the -'

vertical beam. The thin solid curve is 7

The simulation result, while the thick ,..

solid line is the SEA average value of - K
The top beam subsystem mobility. The

statistical nature of the SEA predict-

ion has been indicated by the inclusion

of dotted lines at plus and minus two

standard deviations, as predicted by

The SEA software. In general, the -6J

narrow-band peaks and dips are V

enveloped by the +/-2o curves. The -90-

peak in the mobility at 13 Hz is the

first mode of the coupled system.
The normalized energy in the bottom

beam for a bending-only SEA model is to i(O

compared to the simulation result in FresoencHo)

Fig. 7. In this SEA model, the inplane

subsystem was left uncoupled, and the

non-resonant junction was removed. Due Fig. 6. Dzive Point Mobility

to the moment impedance mismatch and

moderate damping (n=0.06) in the verti-

cal beam, the system is undercoupled

and the SEA response prediction for the

bottom beam is generally between 5 dB

and 10 dB low. Total Energy of Bottom Beam Divided by Input Power
Simulation Compared to SEA Modei with +/- 2 Std. Dev.Thc addition of the non-resonant __________________

junction directly coupling the vertical

motion of the top and bottom beams u-o tw

through the mass of the vertical beam

improves the agreement between deter- -20

ministic and statistical analyses

considerably. The energy of the bottom -30

beam, normalized by the input power, is -

~-40
shown for this second SEA model in

Fig. 8. The simulation results are the -0

same as in Fig. 7. One might wonder if

the further addition of inplane Is -60
coupling might overpredict the trans- ,\

mission, especially in light of the low -70

inplane modal density. The SEA model

for case 1 with all three types of 00 !00o I i000

coupling is shown in Fig. 9. At low Frequency (Hz)

irequencits, the response is unchanged,

indicating that the non-resonant path
is stronger than the inplane path. At Fig. 7. Normalizei Energy in Bottom Beam

the highest frequencies the response is with Bpnding-Only SEA Model (Case

increased over Fig. 8 by 5 dB. 1)

Although the SEI prediction including

98



all three coupling pa hs is s icliht Iv
hi ih, i[ is a conservat\ive miode 1ii ni
technique to in- ude all po:ssible
.coupi iflg types .: . - , F ' u .:' - ,', .:i i,: :' . . ..

'>s- Result Comparison

The bending path was deliberate' -. . -L-

left out of case i in order to
high I i ght th- vertical translation
coup 1 ng degree of f-edom. Junct ion
impedances tor the full SEA model are
.shown in Fig. 10. The inplane (Rod) -. " .

impedance is now much greater than the
beam bending impedance over the full " -

frequency rango. The impedance of the
mass is also greater than that of the

beams, especially at high frequencies,

so the non-resonant transmission will ' . . ".

decrease at higher fre........

The SEA model w.:as run first witb

only the non-resonant coupling (no
inplane). The energy of the bottom Fig. 8. Normalized Energy in Bottom Beam

beam, normalized by the input power, is for Bending and Mass-Coupled SEA

shown for the "exact" simulation and Model (Case 1)

for the SEA model with mass-coupling in

Fig. 11. The deterministic simulation

for this cas- appears to have two

slopes: at low frequencies the energy

is quite high, and it decreases with

frequency until a "plateau" is reached

around 1 kHz, where the slope Total /nerqy ,,?ottom 8iii I O0e by Int PowerSimulation Como r~ed tc SEA Mode, with /2 Stil. De

decreases. The SEA model with only -

non-resonant coupling agrees well with L '
the low-frequency slope, but fails to .-

cross over to the lower slope at mid

frequencies. By 10 kHz, the SEA O .

prediction is 20 dB low.
When the resonant inplane subsystem

is coupled into lie SEA model, with the '4 I
non-resonant mass coupling removed, the
prediction (Fig. 12) agrees well with ',

the simulation in the higher frequency -4
range. The low-frequency predictio'n , O
with iriplane coupling only is slightly t

low. whe, the non-resonant and resoi-

.ant inplar colpling are combined _ .

(Fig. 13) the SEA results are in good 0 1,., ODO

aIgreement with the deterministic
c imIl at i On across the full frequency

rnge. The matching of the different
slope at different frequency ranges Fig. Q. Normalized Energy in Bottom Beam
suggests the ,'t.ilitv of SEA models for with Bending, Mass, and Inplane
the interpretation of measured (iata. Coupling (Case 1)

(0(



Fig. 10. Junction Impedances for Case 2 Fig. 11. Normalized Energy of Bottom Beam
with Mass Coupling Only (Case 2)

~ ~.1t" ~ "ti .Thv imjlatiun ; 'Y 9.

to 100
i~ r

Fig. 12. Normalized Energy of Bottom Fig. 13. Normalized Energy of Bottom
Beam with Inplane Coupling Beam with Mass and Inplane
Only (Case 2) Coupling (Case 2)
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Three forns of environmental pressure fluctuations to which aerospace structures are exposed
are tw - <ulent boundary laver, sonic impingCement from an acou stic noise source a,'.d a diffuse
noise field representative of a reverberant acoustic test chamber. At high freiquencies each
tends to behave like a diffuse field, however, at low frequencies they have distinguish ing
cOITCl,:iti n characteristics.

Turbulent boundary 'aver excitation is aerodynamically induced, convected at a veiocity
somewhat less than the airspeed and has some degree of spatial correlation in the sireamwise
direction, but laterally, is practically uncorrelated. Methods for predicting parameters of the
fluCtuating pressure field acting on the surfaces of flight vehicles due to propulsion svstems,
and aerodynamic flow are treated in References [1.2,81.

The risk of sirmulating the above service environments by a reverberant field is to over-test the
structure in random vibration. A diftue sound field, as found in a reverberation chamber,
tends to excite all mo×I.es of vibration and spatial correlation charactenistics are isotropic 131. A
hic:hly correlated field such as lowv-freqtiency jet noise or rocket noise is more selective, but can
still ex. :te low order modal resonances very effectively. By comparison, turbulent boundary
:,, -r pressure fields exhibit short streamrwise correlation distances and even less laterally. In
touv's environmental testing the high intensity noise field in the reverberant chamber is
in"e nded to simulate the combined noise field and aerodynamic turbulence in flight. Low
frequency vibration is dominated by overall structural modes. As a consequence of longer
w awelengths at low frequencies, a reverberant field is spatially correlated and can excite all
structLural resonances in the low frequency range. As frequency increases, say above 1,000 ttz
!h;r -,ircraft fuselage structure, jet noise is much less effective at exciting structure than is the
turhulent boundary layer.

Finite Element Excitation N-Models

Although the excitation is assumed to be from a point source, the acoustic rays to the structural
surface of interest are considered to be parallel, as for a homogeneous pressure field. This is
an acceptable simplification when the structural surface is a reasonable distance from the
source, as suggested by Figure 1. As a consequence of assuming parallel rays to the structural
surface, the model may use separation coordinates. , and r. rather than absolute locations to
define the trace velocity and spatial decay rate on the structural plane.

The excitation field can be assumed to consist of a series of outwardly propagating acoustics
plane waves incident on a panel surface at different angles of incidence. The angles are
dependent on location . Jf effective noise sources relative to the panel. In truth, the noise
source is not a point, but is distributed over a finite volume and plane waves for a particular
frequency are incident on the panel over a range of three-dimensional angles of incidence.
Thus traveling plane wave excitation may have many attributes of a reverberant acoustic field,
particularly at high frequencies f5l. It is reasonable to model engine noise on the structure as a
reverberant sound field if differences in excitation efficiency in the low frequency range are
coin sidered.

As acoustic disturbances are propagated toward the panel, phase behavior characteristics of the
\(Jundi waves are projected onto the structural surface. The angle of incidence of the acoustic
ray directed toward the center of the structural panel, point P, will be assumed constant for all
wa've fronts. Trace velocity components in the x and y directions may be derived from the
phase angle spectrum of the pressure cross PSD on the panel surface.



X (D cX vv r (1 i

Here co is the band center frequency in radians/Second and (: Is the phase angle of the cross
powker spectral density tXPSD) at those separation distance-s in radians Lacking experimental
data, the tract velocities could also, be calculated from the geometry usingZ an assumned source
10ocations aIs shown-r in Fi cure 1.

V,= ,/( COs IF s Ine (2)

Teacoulstic ray travels fru)rn the nOint solirce at the speed of sound,. C,). Thus trace velocity
com1ponents on thsIC ctaral,7 SLurfac . arc always supersonic. If the structure is part of a
mol inc air, raft, angular :or-rections can be added to tcompensate for the downstreamn .ector
2 )fl"PoflC t.

r, obtain the narrow band acoustic: correlation function, it is assumned that thn -rc ar not twko or
niore statistically indep,,'ndeni noise sour:es. Otherwvise a weighttd average coherence functlonl

.'-oulI hav too evlk. T-iz na-rowband( coherence funLtdon is a quantity defined' by

~x x) IGP(X x x2 .f I/jGp(x .f)*CTP( (3)f]
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Figure. I
A.'\1C Polin ft Source ImnIP1 flL, on a Flit Plitce



wh ore xp X~ \1f) i. the complJ)ex pre S IIre cross powe r spectral (li i t' fu n t iOn hetwCe n
poi t s X1 aInd x'. and Gpx\ - and ',) -) aete corresponding pressure spectral densities 1:

loc-1t is X I and \ '. S'ice th pC ,reSnrIc ISl aSSLnieId 1in )0IviLreiIeoS. thle coherence functionl
canl he \ :-itten in termsl" of "C patiAoll dis"tances. and qI. referenicing thle ' and v direCiion\11

Ihc coherence function is ide ntical to the squnare of the maximum1-11 narrowhand c'wrrelatilon
coci't-c ient. The amplitude of the correlation coeffiient at a frequeC~' nc Co cn he represented by

I-;&jtatioll (4) implies the correlation is senarable in the x and v directions. Sp~atial dcay I thex
aind y directions are expressed ;1, fu-nction1s of treqncv.~y separation di stance and acoustic tr-ace"
velocit\'. Decay coefficients. C'x iand C'Nv are slowly v\arv ing functions of frequency. '[ he
tform of- the [FM excitation model is show n as follows:

.0)) [G~~c) *ECe(0') C(/ T \) 1 11 j*[e- -t/VX e-i(O1 Iv]
Col-11plei prvt Sw.)'res.,mi-C PS sp d e cav

The spatial decay rate characterizes the distances, and rl, and frequencies, o), over wvhich the
pre'sSure field is correlated and is important in determining- how efficiently it can excite a
structural panel. When it is required to perform vibroacousric predictions Of low' freqcyL 1
response, krio\ ledge of the correlation characteristics of the- excitation is essential.

SpatilA decay rates can be evaluated experimentally Using an array of flush m-ounted surfac:e
microphones alignued in thte longeitudinal and lateral directions. Cross power spectral density arid
coherence is calculated for a range of transducer separation distances to form the cuirves sho\ nl
In Ti-ure 2

Not Actuat Data
-Frequency =Constant 1

Lcngtludinal 0 Lat erat
~ SepaationSeparation

Distance t0Dsac

0 0 TI WO~1() -C

40 0

Figure 2
Spaltil De)cay Coe fficienrits [)efined by Curve F it of Orin ( he rece i )a ta

The ,paitial deca,' s tndv must re-presnit ile flieoht Condlitions of interest. location and relative
One n tationl to 1101', se on rces anid the en rye s Shonl he be celoped sepa raite ly tor narrow\



reIC t wee ,of, we intere.'t Rc \po1s CaI iilation,, assume that field prorties do not changce
0 \ , :VC ti tei,. ciment g rid svstcm for which a XPSD matrix is generated. An example of
, Ii l decay rC ,Ult:, Iro1 as 'ta tic wround test, \vith a jet engine operating at take-off thru.t, is
,,ho\\ n in Flable I. In thi, tcst, the location of the measurements were on the aft fuselage of an
,teralt \,, oht \ , inc.t mounted enuine..

Table I
tx amplc of Spatial )ecay Coefflicients, Jet Engine Noise

Freq Spatial Decay
Ilz C C
20(0 .63 .1-8
300 .58 .14
500 .48 .08

Spatial decay rates were determined by' interpreting the frequency dependent correlation

properties of tie ordinary coherence function, y2 , calculated from an array of microphone
measurements aligned in the lonuitudinal and lateral directions and the non-dimensional data
plotted as in Figure 2. Lacking test data one could estimate conservative conditions for the
structure in frequency and space. Apparent noise source locations can be established by
acoustic ray tracing using the change in XPSD phase angle over known separation distances,
Sassuming the sources are distributed along the jet axis.

The analytical model represents a simplification of the near-field engine noise vibroacoustic
excitation environment, but provides a framework to allow analysis including the effects of
spatial correlation properties. It is noted that the spatial decay rates listed do not represent
recommerded coefficients, but rather suggests that measurements of this type are needed to
evaluate the correlation characteristics of excitation pressure fields to complement the
traditional amplitude only measurements. Turbulent boundary layer simulation can be
expressed in a similar format and would be additive to the excitation matrix for jet noise since
the two are uncorrelated with respect to each other. Reference [1] presents methods for
predicting aeroacoustic pressure fluctuations.

To obtain the force XPSD for use as the excitation in a finite element analysis, the pressure
field must be discretized to a set of complex forces, each centered on a "finite element" area.
The proper mathematical treatment, although not always required, is to perform a surface
integration of the pressure expression, equation (5), over all pairs of finite element areas, ie, a
quadratic integration. To accomplish this it is assumed that all finite elements are rectangles of
te same dimensions and therefore e([ially spaced. In this manner, changes in spatial decay
and phase within each individual finite element are included to produce an integrated complex
torce for the element. Thus the force representation for large elements in a coarse FEM
i.Mn1isi'si may benefit by the integration of the pressure field depending on correlation lengths.

tiner FUNM idealization kxould suggest that simply multiplying the complex forces by the
applicable areas would allow one to omit the integration (and the requirement for eqtially

,pztced grid, ,. With turbulent boundary laver excitation correlation lengths may be short. such
that many small pressure Ceddies may reside over a single finite element. In this case, the net
tu re_- ,hould he dcermitcd by addingw incremental complex forces by' surface integration over
all phi;rN of' finite eclcl t, and the intcgrated expression would represent a more accurate force

<7iiim 71. The i ntc:ritcd e \prvon,io is presented in the Appendix
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Ihe reverberant foii reId diffiers frorin the conlvected field s in that allj w. tves havje been
ncide nt anld re flected malnN [li lies from hon ndaries of thle e nclosu re over a randomn variatio of'10

an-,esI 4. The preSSUre field ot a poin iiiii time and space is st:tlist reall v related to that at
a nlother point, lihe e nergy den sit hvi ased on son d waves travel ing in ainy direction with
equal probaillt it. Depending onl an ,ec of incidence, somec waves contribute more to the flow
of, eniergv into a s trUticural specimen than others. The narrowband spatial correlation of a
rever-berant sound'C field depends onl phase relationships which is also independent of direction.
ThuIs thle narrowvband correlation characteristics of an Ideal diffuse sound field approach
randominess in a standard way 13 1.

The cross poxmer spe~ctral density of a dif'ase pressure field is described as a product of the
ress'ure PSD and narrowband spatial correlation 121.

G p ) Ti( , So) kr)/(r (6)

Thi-e spatial analog of the frequency f is 1/'/. w here ?, denotes thle wa-velength; the spatial analog

1)t the rachan frequency oi, is the wavenumlier K =27r0, 111, and r is the radial distance

hliteeii tire two points. r =( ,2 +Tj2) 1/2, independent of direction.

Fhir- EFlenient Application

The overall effort for imiplemienting- thle finite elemnent mnethod using NASTRAN 191 is shown in
the Ii ue3flow (Iilrarm.

Finite Element
Model

(NASTRAN)

Modal

Frequency Pressure
Response XPSD Generation

Random (At a PanelI Resonance)

Response

I gire 3
[low D iagram For Finite Elemniit Vibroacoustic Response Calculation
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The NASTRAN finite element program was used to model a simply supported honeycomb
panel subjected to a diffuse acoustic field. The finite element model of the panel is shown in
Figure 4 indicating 45 interior grid points at a slightly elevated Z-coordinate relative to the outer
perimeter of plates. The interior grid points are located on the neutral axis of a honeycomb
cross section. Plate elements representing honeycomb construction connect with the outer
perimeter of conventional isotropic plate elements by a transition ring of narrow aspect ratio
plates.

.... X

Figure 4
Finite Element Model for Honeycomb Panel

Other approaches to modeling the 3-dimensional aspects of the honeycomb panel which
transitions to a solid plate near the boundary could also be acceptable or even better, however,
good results were obtained in low order modes with a coarse idealization. Physical properties
of the panel are defined in Table II, with the corresponding panel resonances presented in
Figure 5.

Table II
Honeycomb Panel Modeling Data

Overall Panel
Lx = 38.0 in. E = 10.5x106 psi

Ly = 15.25 in. p=0.101 lb/in 2

Honeycomb Interior Section Plates
L'x = 33.8 in Z elevation = 0.2305 in
L'y= 12.05 in Ic = 7.938x 10- 3 in4

Total thickness, both face sheets = 0.065 in
Non-structural weight
(core material and bonding resin) = 6.34x10 - 3 lb/in 2

t = 0. 131 in Z elevation = 0.

Transition Plates
t =0.131 in



.. .- . (-1)Mode

Mode Order Frequency
(X,Y) (Hz)-

(1-1) 244.2
(2-1) 323.2
(1-2) 381.4
(3-1) 434.4
(2-2) 504.6
(4-1) 557.4_ (3)Mode<- .: :Y - -', . (3-1 Mode

Figure 5
Modal Analysis Results, Honeycomb Panel

The excitation model will represent a diffuse acoustic environment using equation (6). It is
interesting to compare the plan view of the panel from the perspective of the pressure field and
structural models using a common grid array. In Figure 6(a) the structural model uses grid
points to interface structural elements and as a basis for calculating distributed dynamic
behavior, with fineness of the grid consistent with structural discontinuities and requirements
for higher order modes. The pressure field model will distribute complex pressures (which are
real in the case of diffuse excitation) to the mid points of the elements shown in Figure 6(b).

(a) Structural Idealization (b) Pressure Field Idealization

Figure 6
Plan View of Honeycomb Panel Model for Structural and Pressure Field

The cross spectral density of the reverberant field excitation was calculated in the pressure
domain, ie, (psi)2/Hz, for two frequencies corresponding to the (1-1) and (3-1) panel modes.

For frequencies of 244 Hz and 434 Hz the sin(xr)I(icr) function of equation (6) has the first
sign change at a separation distance of 27 inches and 17 inches, respectively. Since the
reverberant pressure field correlation lengths are long at these frequencies compared to element
dimensions, there is no need for surface integration as given in the Appendix for a convected
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field. -heretOrc, excitation forces are developed in NASTRAN by applying the surface area of
each element. Pressure field calculations assumed an evenly spaced set of grids, although in
the prcsent evimple the outer perimeter of areas are 11 ';' smaller along the short dimension and
I larer on the long sides. This was done to accommodate the structural detail of the panel.
The excitation at the two panel resonances were extracted from the Sound Pressure Level
I SL spe,..trum sho in Ficure S.

In NASTRAN, random response analysis is treated as a data reduction procedure that is
applied to the results of a frequency response analysis. It is noted that the implementation of a
com plex frequeucV dependent description of the excitation model is not well conceived in
N.-\STR \N which can only provide solutions for a single frequency or frequency band, where
the excitation is constant within that band. NASTRANs subcase facility is "used up" for
calculating trequenc, response ,,,here a subcasc is tequited to develop each row (ad
corresponding column) of the frequency response matrix, ,,,f). Hipol and Piersol 161
bypass this part of NASTRAN and utilize the reciprocity characteristics of linear elastic
.t.c ("t.Ures to the maximum extent for a very efficient solution.

The upper trian gular part of the excitation cross spectral density G P(,Tff) is input as one
cOHlipiCX LumibeC per "card" (1035 cards for a 45x45 matrix). The problem is overcome by
letting computers format the data, however, each pass thru NASTRANs random response
solution works with only one excitation definition. Thus response calculations for constant
excitation were limited to a narrow frequency range centered about the excitation frequency.

Oncc the limitations in NASTRANs random response capabilities are understood the Solution
tor acceleration spectral density is easily completed using the following expression

GaJ(f) , 1-t* (f) G p(f) HI(f) (71)

k here the asterisk designates the complex conjugate. Random response calculations were
made for the panel center location using two separate excitation matrices, ie, two NASTRAN
runs. In each run response was calculated at frequencies slightly below and above the
resonance. The response predictions are compared with test data in Figure 9. The vibration
Tesponse calcdlated for two rescnance frequency ranges agree favorably with the test results,
although slightly overpredicted.

Statistical Energy Analysis

The basic approach of the Statistical Energy Analysis (SEA) is that of power flow between
reverherant svstems. Thc puir -rv, variable is e.,rgy and the e'nerg, stor)g- -'ement- are.
groups of similar modes. SEA performs energy averages in time and space and treats the
vihroacoustic problem in a statistical rather than deterministic manner II 11. Under equilibrium
conditions there must be a balance between energy input and output- reverberant conditions
heing assumed so that there is no preferred direction to complicate the averaging process.

A motivation for using SEA is that response estimates are often needed at a stage in a project
,,,here structural detail is not yet known. Instead of describing every vibration mode of a
s,,tcm. average values are assumed for mode shapes and the number of modes that fall within
a ,pecitficd frequency bandwidth. The justification for such an averaging procedure is that in

Praclical situations it is not possihle to describe the system in detail beyond the low order
modic,, hecause of computational limitations. construction variations and engineering
olmrnces, etc. At higher trcquencies, mode shapes and resonances show greater Sensitivity to



small details of geometry and constructi,<i. Thus average resuLts used over ene-third octave
frequency bandwidths are appropriate and SEA is concerned with vibrations considerably
above the fundamental structural resonance. SEA has shown that the power radiated from a set
of resonant modes is proportional to the product of energy in an "average" mode by the number
of modes in the frequency band. The modes are assumed to be excited by random noise in a
third octave bandwidth and the important properties of the modes will be space-time average
transverse velocities.

SEA is based on powet flow between interconnected elastic subsystems where each contains
many modes. The SEA approach ret.ire,; modes in connected subsystems to be of the type for
which coupling can occur. Power flow between sutbsVstems and energy loss due to damping
and absorptio: -tic 1b&1i, of SEA and is dssunmcd to rcpre:;e-nt t"e!: relevant physical behavior.
Acoustic fields must be reverberant to meet SEA criteria.

Using the VibroAcoastic Payload Environmental Prediction System (VAPEPS), Reference
1101. a system of idealized structures and acoustic spaces is modeled as a series of distinct SEA
elements. Engineering judgement must be exercised to represent subsystems as SEA elements.
Once defined, the flow of energy between elements, and losses within an element, are
calculated for both acoustical and mechanical energy paths. The honeycomb panel
vibroacoustic response is addressed using the energy flow model outlined in Figure 7.
showing all important energy flow paths.

EXCITATION

RE AE NTERNAL

Figure 7
Four Element Model For Statistical Energy Analysis

Uniike FEM, SEA analysis includes power flow between the panel and the cylindrical test
fixture (for which insufficient modeling information is available), as well as the build-up of a
reverberant sound field in the internal cavity. Energy paths are indicated as two-directional
arrows. Energy conservation expressions are derived by VAPEPS and organized into
simultaneous equations in the form of a matrix of coupling loss factor coefficients and an
energy vector. The number of equations is equal to the number of SEA elements and at least
ote element is named as excitation sou:ce. Either a reverberant acoustic space or structure can
he named as excitation source, and, as such. sound pressure level or acceleration spectral
density is specified. The excitation Sc und Pressure Level spectrum is shown in Figure 8.
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200. 0 100. 20 0.
P F Q 11 E P4 ' Y 4

Figure 8
Reverberant Chamber Third Octave Band Noise Levels

(dB, re: .0002 dynes/cm 2)

Using VAPEPS, physical parameters of each SEA element in the model are needed to define
the structure or acoustic space. Units are of the type, IN., LBF-SEC 2/IN, SEC.

Reverberant acoustic space SEA parameters:
- Mass density of air (RHO)
- Velocity of sound (CO)
- Surface area (AP)
- Absorption coefficient (AAC)

If the acoustic space is an excitation source, the volume, area and absorption coefficient have
no bearing on the energy level in that element since it is sustained by an external power source.

Structural SEA parameters for flat plates and cylinders:

- Structural mass density and surface density (RHO, RHOS)
- Thickness (H)
- Diameter (if cylinder or cone) (D)
- Length (BL)
- Surface area (AP)
- Young's modulus (E)
- Damping loss factor (DLF)
- Length and width of typical (stiffened) sub-panels (ALX, ALY)
- Structural discontinuity length for "edge mode radiation" (PATA)
- Longitudinal wave speed in the structural material (CL)
- Velocity of sound in the radiation medium (CO)
- Nonstructural mass (ASMS)
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The connection between each SEA element is explicitly identified from a wide array of possible
energy p; - types VAPEPS recognizes 46 types of connection.

The equivalent plate module in VAPEPS was used to develop stiffness parameters for a
unit'onn homogeneous plate % hich is equivalent to that of the sandwich plate. Parameter input
t(,r tile our clement analysis is listed in Table II.

Table II
VAPEPS Parameter Input Data For SEA Elements - Honeycomllb Panel

REYB
OESCRIPT=DIFFUSE ACCUSTIC fIELD
TYPE I
RHO - 1.120E-07 CO = 1 320E+04 VOLUME -1 .0;30E+06 RP I OOE+06

ARC = 2.000E-02

SK I N
DES2RIPT=HONEYCOMB FLHT PHPEL
TYPE =3

RHO = 2.485E-05 CL = 2 100C*05 H = 9 691HE-01 P - 5 643R+'1
ALX - 3 700E+01 ALY = 1 525E+01 DLF = 4 O'E-_02 E = '397E +o
PHTP = 4 600E+01 RHOS 2 409E-05 ASMS 9 9 3UcE-06

F I XT
DESCRIPT=CYLINDRICAL TEST FIXTURE
TYPE 4

RHO = 2.620E-04 CL = 2.100E+05 H = 3 75PE-O1 HP = 3 70OE+O3
BL = 4.0t0E+01 AL; = 7.200E+01 ALY = 6 O0OE+01 D 2 E
DLF = 2.000E-02 E = i 050E+07 PATA =1 88E+02 RHOS = E
ASMS = O.OO0E+0a CO = 1 320E+04

CAV
DESCRIPT=INTERIOR ACOUSTIC CAVITY

TYPE = 1
RHO = 1.120E-07 CO = 1.320E+04 VOLUME 3 620E+04 HP 4 500E+03

PAC = 2.008E-02

The vibration solution was carried out in the "SEMOD" module in VAPEPS on a DEC-VAX
computer. The computer operating costs were very low. Computations ranged ov.- ;dl third
octave band frequencies from 100 Hz to 2000 Hz and the vibration response is superimposed
on Figure 9.

The low freq,lency limit of SEA validity is interpreted from the number of modes per one-third
octave band, which can be calculated from modal density output from VAPEPS. For the
present example, there are less than one mode per third octave band at frequencies below 1.(X)0
liz indicating results below this frequency are not valid. At least several modes in each band
are preferred so that the vibration response calculated using SEA may be considered suspect at
frequencies up to 1.5X) H7. Some additional VAPEPS output which is very useful provides
the response contribution of each SEA element to the overall solution on the basis of energy
arriving and exiting the element expressed as a percentage of the total energy of that element.
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Figure 9
Predicted Vibration Response Compared to Panel Center Measurement

AFEM, -- SEA

Conclusions

The vibroacoustic response analysis of an example problem was demonstrated for the Finite
Element Method using NASTRAN and for Statistical Energy Analysis using VAPEPS. Low
frequency results from FEM can be merged with high frequency SEA results and the strengths
of both approaches utilized. In the present example, the SEA response calculations below
1.0(X) lz should be disregarded due to a low modal density.

The calculated response was somewhat higher than was measured, however, a dual approach
for response prediction is clearly justified. Using a coarse FEM idealization of the panel
structure and limiting NASTRAN calcu!'itions to low frequency resonant response, the solution
was in the "small problem" category. If large scale finite element models are required, an
innovation described in reference [61 may be used which maximizes the use of reciprocity to
greatly improve efficiency of response calculations.

In calculating low frequency vibroacoustic response, it is important to include the correlation
characteristics of the excitation pressure field. The consideration also extends to testing, where
the environment simulated should exhibit similar low frequency correlation characteristics as
that created in the test chamber. It is evident that the coherence properties will rarely be
available to the analyst, and spatial decay may have to be conservatively estimated. Test
measurements of an excitation pressure field could be designed to include correlation as well as
amplitude data for the low frequency range. If the additional instrumentation leads to a better
understanding of the propensity for vibroacoustic response and prevents an over-test, then the
effort is justified.
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One possible method proposed for reducing the acoustic induced
random vibration environment of a shroud enclosed payload is to
reduce th, acoustic environment surrounding the payload by filling
the shroud with helium. Acoustic tests performed on a shroud filled
with air and then helium showed that while the payload acoustic
environment is reduced significantly by helium, a similar trend was
not evident in the payload random vibration environment. The
random vibration was found to increase for some payload panels and
to decrease for the other. To investigate the possible mechanisms for
helium effects on sound pressure and random vibration, a statistical
energy analysis, using the VAPEPS computer program, was
performed. The analysis suggests a possibility of structural damping
change due to helium, in addition to other effects. The damping of
the equipment panel may be altered because of helium gas pumping
effect at structural joints. The overall effect depends on the number
of structural joints. After including this gas pumping effect, the
analyses agreed well with test observations.

INTRODUCTION

l)uring the launch and ascent phase of flight, a high level fluctuating
acoustic and aerodynamic pressure environment exists on the exterior surface of
a pace vehicle fairing. This environment will cause the fairing to vibrate and
radiate acoustic energy into the internal space enclosed by the fairing. This
radiated acoustic enigy will cause a payload mounted within this space to
vibrate. Also, vibration will be generated by energy airectly transmitted to the
payload throughi mecthanical paths that couple the payload and fairing together.
It i requently desirable to reduce this payload vibration. While there are a
number of ways this could be accomplished, removing the air surrounding the
pay!,ad h lo)(ding the fairing with helium has often been discussed as a simple
;,nil cost elfcclive way for accomplishing this. The physical properties of helium
arc 'lich that the ,ound pressure level within the fairing will reduced with
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respect to tha' Ahich would exist for air and, therefore, hopefully also reduce
that of the acoustic induced random vibration environment of the payload. To
study, this idea, acoustic tests [ref. 11 were performed on a payload enclosed by a
fairing. Tests were performed with this f~airng first filled with air and then with
helium. Comparative measurements did show that the sound pressure level was
reduced sigi,ificantly by helium; however, these measurement did not show a
clear advantage for reducing the random vibration response of the paylaod. The
random vibration of certain payload panels were found to increase, while that of
other panels were found to decrease.

In this paper the data obtained from these tests are reviewed, and a
possible mechanism for the above described observations is proposed and
explored analytically. The analysis was to predict the effect of helium on both
acoustic and vibration environment using statistical energy analysis concepts.
The computer code VAPEPS was employed to perform this analysis.

REVIEW OF TEST

An experimental test program [1] was performed to evaluate the
effectiveness of reducing the internal sound field to obtain a payload vibration
reduction. The test was performed in a reverberant acoustic chamber. As
shown in Fig. I the test specimen was a shroudlO-ft in diameter with a
simulated payload installed inside and mounted to the acoustic test facility floor
by a base mount fixture.

-Z

Shruud 

/ +X Panel

Y Panel .

4 Y

I -X

Fig. I IST SIMULATION (note: not to scale)
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Microphones were used to measure the sound pressure level inside and outside
of the shroud. Accelerometer measurements were made to define the vibration
level of the shroud and the simulated payload. Fig. 2 shows a typical noise
reduction of the shroud filled with air and helium. The noise reduction is the
difference between spatially averaged external SPL and the internal SPL
measured in the upper portion of the shroud. Similar noise reductions were
found in the other portion of the shroud. Helium produced significantly more
noise reduction than air. The internal sound pressure level for helium is about
10 dB or more lower than that of air over all frequencies. Fig. 3 shows the
random vibration of the shroud. Helium does not significantly affect the random
vibration of shroud itself. This is expected because the shroud vibration is
mainly due to external acoustic field which is unchanged. Fig. 4 shows the
random vibration of +Z panel. Helium is found to reduce the panel
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random , ibration sig£nificantly, especially in tile higher frequencies. This panel
is the bottom panel of the box-like payload which is mounted to the shroud at
this location. It has few structural joints. It is excited by both the mechanical
energy transmitted from the shroud via support structures and the internal
sound pressure. The relative contribution of these two excitation source on the
resulting panel vibration is unkown. Fig. 5 shows the random vibration of +X
panel. This is one of the side panels. H-elium is found to increase the panel
raIfldon) vibration level which is opposite to the helium effect found in +Z panel
vibration. The fundamental structure of this panel is not too different from that
of the +Z panel, except this panel has many structural joints.
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Fig. 5 Random Vibration of +X lPane!

I he acou~tic/,tructural coupling of +X panel and ±Z panel are very similar and is
JH t believcdl tint this effect would account for the differences observcd. This
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leads one to wonder if the structural joints may have something to do with the
helium effect on panel vibration. Fig. 6 shows the random vibrations of -Y panel.
This is another side panel of the payload. It is very similar to +X panel and also
has many structural joints. Again, the helium is found to increase the panel
random vibration level. This finding is consistent with the measurement of +X
panel. This consistency at least convinces us the findings are real and ruled out
the possiblility of mistakes made in measurement or data reduction.
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Fig. 6 Random vibration of -Y Panel

Fig. 7 shows the random vibration level for SZ2 panel which is the panel
mounted on the side of payload. The original data in [1] is presented in terms of
transfer function in dB between the vibration level and internal sound pressure
level. Since the internal SPL is not the same for air and helium, the original
transfer function data cannot be used for direct comparisons. To make a direct
comparison, these data are corrected to the same external SPL by adding back
the difference in noise reduction between air and helium. As seen in Fig. 7
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helium is found to reduce the random vibration significantly. The SZ2 panel has
few joints and its response is mainly due to acoustic excitation. These mixed
results of helium on panel vibraiton have puzzled the aerospace community for
some time. To understand the seemingly mysterious findings of the helium
effect on panel vibration, an analytical study was performed. Hopefully, this
analysis would offer a possible explanation of the helium effect on a shrouded
payioad.
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Fig. 7 Random vibration of SZ2 Panel

ANALYTICAL STUDY

SEA MO0DEL

To study the effect of helium on the internal sound pressure level and
random vibration of payloads, Statistical Energy Analysis (SEA) were

performed. The VAPEPS code [3] was used to facilitize the modelling and
computation. Two Statistical Energy Analysis (SEA) Models were used and are
shown in Fig. 8. These SEA models consist of 4 elements which represent the
external acoustic field (CELL), cylindrical shroud (CYLN), internal acoustic field
(CAV), and payload panel (PLAT). Both resonant energy transmisi-n (solid line)
and nonresonant transmission (dotted line) are included in these models. The
external acoustic field is assumed to be reverberant and with a sound pressure
level of 130 d1B flat over the frequencies. Because of the lack of detailed
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sturctural information on the test specimen in [11, the shroud in the model was
arbitarily chosen to be a 200-inch diameter cylinder, 70-inch in length. The
payload panel is assumed to be a 50-inch by 50-inch flat homogeneous
aluminum plate of 0.2-inch in thickness. The structural properties used in the
SEA model are definitely different from those of the specimen tested in [1]. The
SEA model is intended to study the observed helium effects qualitatively, not
quanti"atively.

Model I: Acoustic Path

CEIL CYLC CN

CAV

Model 11: Acoustic & Mechanical Path PLAT

Fig. 8 Statistical Energy Analysis Model

In model I, There is no connection between the CYLN element and PLAT
element. The payload panel (PLAT) is excited by the internal acoustic field
only. This model is suitable in the study of SZ-2 pane! which is mounted off the
upper edge of the box-like payload. Its vibration is mainly due to the direct

excitation of the acoustic field around it. In model II, in addition to the
connection to the internal acoustic field (CAV) the PLAT element is also
connected to the CYLN element. The paytoad panel is excited by both the
internal acoustic field and the mechanical energy transmitted from the shroud
(CYLN). This model is suitable in the study of +Z, +X, and -Y panels. Table I
shows the parameters of the SEA elements used in the model. Some parameters
are obvious and others are peculiar to the VAPEPS code. The meaning of each
parameter in this table will be found in the VAPEPS User's Manual 131. Table 2
describes the connecting path between elements. For the meaning of these
connecting path refer to VAPEPS User's Manual [3]. Briefly, the connecting
elements a,- specified and followed by the type of connection. For example
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TABLE I
PARAMETERS OF SEA ELEMENTS

(units: snail, inch, sec)

Element: CELL Element: CAV

TYPE = I TYPE = 1
RHO = 1.15E-7 RHO = 1.15E-7

AP = 3.20E6 AP 4.896E4

I 3.19E8 V - 2.198E8

AAC = 0.02 AAC = 0.02

GID = 1.32E4 (D - 1.32E4

Element: CYLN Element: PLAT
TYPE = 4 TYPE = 3

RHO = 2.54E-4 RHO = 2.54E-4

RHOS = 9.41E-5 RHOS = 5.08E-5

ASMS= 0 ASMS= 0

H = 0.375 H = 0.2

D 200.
BL = 70.
ALX = 209. ALX = 50.

ALY = 70. ALY = 50.

PATA= 1676. PATA= 200.

AP = 4.396E4 AP 2.5E3

E = 10.E6 E 10.E6

DLF = 0.04 DLF 0.04
CL - 2.01E5 CL = 2.01E5

(D - 1.32E4 CD 1.32E4

TABLE 2

CONNECING PATH

MODEL I MODEL II

CELL, CYLN, 2 CELL, CYLN, 2

CYLN, CAV, 2 CYLN, CAV, 2

CELL, CYLN, CAV, 5 CELL, CYLN, CAV, 5

CAV, PLATI CAV, PLAT,1
CYLN, PLAT, I1
BJL=50.
BETA=90.
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(CELL,CYLN, 2) indicates external acoustic field (CELL) is coupled to the cylinder
(CYLN). In model II, the payload panel is assumed to be attached radially
(parameter BETA=90.) inwrd te !he shroud with a junction length (paramenter
BJL) of 50 inches. This junction length is arbitarily chosen and will strongly
influence the relative contribution of acoustic excitaiton and mechanical
excitation.

STRUCTURAL DAMPING

The damping of aerospace structures made up of sheets, ribs, stringers and
rivets may be due to (1) internal metal damping, (2) surface friction and plastic
deformation at joints, (3) gas pumping at joints. The first two damping
mechanisms are independent of the surrounding gas medium. The third one
does depend on the medium. When the structure vibrates, the small structural
joint gaps change accordingly. The gas is pumped in and out of the narrow gap,
and causes viscous dissipation. The amount of dissipation depends on the gas
properties. This mechanism is believed to be one of the reasons for the
observed changes in vibration due to helium.

The theory of damping by gas-pumpinig is rather complicated. G. Madanik
[2] derived the expression for the loss factor for the case of a vibrating panel
with a stationary beam attached.

NLO - € ) (1)

Where
C. = speed of sound in gas
"P = rms pressure

The function H( ) is a measure of the ease of gas flew in the gap, and

(2)

" .(3)

where
h = gap thickness

kinematic viscosity of the gas

4(9) -," - for 0 <2
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and c - .S c-ar

Using equations k2) & t3), equation (1) becomes

? , 0.78 ?,%; ( p , / P t  ) (4)

It is obvious that helium reduces the gas-pumping damping. Since the total
structural damping is the contribution of all three mechanisms (i.e. internal
friction, friction at joints, and gas pumping at joints), the overall effect of helium
depends on the type of joints as well as the number of joints. When the

TABLE 3
DAMPING LOSS FACTOR DUE TO HELIUM GAS-PUMPING

FREQ INTERNAL INTERNAL Pair/Phelium LOSS

SPL (AIR) SPL (HELIUM) FAC
(HZ) (DB) (DB)

50 116.1 113.7 1.318 0.024
63 116.3 113.6 1.365 0.023
80 116.3 113.4 1.396 0.022
100 116.6 113.2 1.479 0.021
125 116.5 112.9 1.514 0.021
160 116.3 112.5 1.549 0.021
200 116.1 112.1 1.585 0.020
250 116.4 111.5 1.758 0.018
315 116.6 111.6 1.778 0.018
400 116.6 113.1 1.496 0.021
500 115.3 111.5 1.549 0.020
630 113.8 109.9 1.567 0.020
800 112.3 108.1 1.622 0.019
1000 111.5 106.4 1.758 0.018
1250 124.4 105.0 2.951 0.011
1600 115.6 102.8 4.365 0.007
2000 111.8 101.0 3.467 0.009
2500 108.2 99.2 2.818 0.011
3150 105.8 97.4 2.630 0.012
4000 103.1 95.4 2.427 0.013
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structural pieces are fastened together with welding there is no gap between
them, and there is no gas-pumping effect on damping. If the pieces are bolted
together, there are significant gas-pumping effects at these joints. The damping
loss factor of payload panel (PLAT) for air is assumed to be 0.04. This damping
value is also used for the helium without gas-pumping at joints. In the case of
helium with gas-pumping, equation (4) is used to calculate the damping loss
factor for payload painel (PLAT). Table 3 shows the damping loss factor of panel
due to hclium 1 gas-pumping. Since the values of Pair/Phciun are required in
equation (4), the internal rms pressure (in dB,) were first calculated using a SEA
model. The resilts are shown in columns (2) and '3) in Table 3 for the air and
the helium, respectively. The ratios of these pressure (in linear value) are
calculated and shown in column (4). The damping loss factors due to helium
gas-pumping are then calculated according to equation (4) and shown in column
(5). These values are assumed to be the total damping loss factor of payload
panel (PLAT). In other words, the gas-pumping of air and helium at joints is
assumed to be the dominant over other damping mechanism.

Results of A nalvsis

(A) Model I - Acoustical Path Only

Fig. 9 shows the internal Sound Pressure Level (SPL) of the cylinudcal
cavity (CAV) predicted with SEA Model I (acoustical path only). The SPL of the

rr
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Figv. 9 Sound Pressure Level, No Gas Pumping, Acoustic Path only
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When the structure has many joints, the gas-pumping effect at joints can
be important in determining the overall structural damping. When this is the
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Fig. 12 Random Vibration, No Gas Pumping, Acoustic &Mechanical Path
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case for payload panels, the values in Table 3 should be used for the damping
loss factor. Fig. 1 3 shows the predicted helium effect on the internal SPL.
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Fig. 13 Sound Pressure Level, With Gas Pumping, Acoustic & Mechanical Path
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As in the other cases, the internal SPL is significantly reduced. Fig. 14 shows the

predicted ,,ibration level. The panel vibration is found to be increased. This is
consistent with that observed for the +X panel, and -Y panel in ref. [1]. These
panels have many structural joints and therefore gas pumping has a significant
elt'ect on their damping characteristics. In these cases, the reduced szructural
damping due to helium more than compensate for the reduced internal SPL
excitation

CONCLUSIONS

Using SEA models, the predicted effect of helium on internal sound
pressure levels and payload vibration is found to be consistent with that
empirically obseived. Helium lowers the internal sound pressure level,
however, its effect on payload vibration is more complex because of the changes
in internal sound pressure level and the changes in structrual damping itself.
Helium does change the acoustic/structural coupling and radiation damping, but
the effect is secondary. The overall damping of a structure is due to a
combination of friction and gas-pumping at joints. Joint friction is independent
of the gas medium. However, the gas pumping effect is strongly dependent on
medium properties. The pumping of helium at joints lowers the damping in
comparison with that which exists with the air. If the internal acoustic pressure
is the main excitation of the payload structure and there are few joints, helium
will reduce the payload vibration mainly due to the lowered sound pressure
level. Helium has little effect on the vibration of panels with few structural
joints when the excitation is dominated by mechanically transmitted energy.
llowc er. when the p yloa, has many structural joints, the structural damping
will be reduced significantly by the helium. The payload vibration will depend
on the relative effects of reduced structural damping and reduced sound
pressure levels whein it is the internal acoustics that is the dominating source of
excitation. When mechanically transmitted energy is the dominant source of
excitation, helium will increase the structural vibration due to reduced damping.
T[he SFA concept, as embodied in the VAPEPS conputer code, not only provides a
method for accounting for the effect of various acoustic/structural parameters
on payload respon-e, but also is a valuable tool for interpreting empirical data
trends.
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NALIDATION OF LACE SPACECRAFT
VIBROACOUSTIC PREDICTION MODEL

Aaron A. Salzberg
Naval Research Laboratory

Washington, DC 20375

The purpose of this paper is threefold: first,
verify that the VibroAcoustic Payload
Environment Prediction System (VAPEPS) , as
developed by the Lockheed Missile and Space
Company and monitored by the Jet Propulsion
Laboratory (JPL), is a viable means of
predicting spacecraft component responses to
an acoustic environment; second, address the
determination of important parameters in the
creation of a Statistical Energy Model in
order to achieve accurate results using
VAPEPS; third, present a technique for
deriving component random vibration test
levels from these results.

INTRODUCTION

Any payload transported to space is required to survive several
structurally threatening environments. Launch and ascent subject the
space vehicle to an entire spectrum of vibratory loads.
Structureborne, low-frequency vibrations feed energy into the lower
modes of the structure, inducing large system level stresses. High-
order modes, excited acoustically by engine and aerodynamic noise,
fatigue components. Early and reliable prediction of these operating
environments ensures a safe and efficient part design.

Several techniques are available for predicting the response of a
structure to random vibratory loading. Deterministic analyses, such
as the finite element method, have a proven record of successfully
predicting the stresses and displacements in the low frequency regime.
At higher frequencies however the models often become complex and
require large amounts of computer time.

Recently, statistical energy analysis (SEA) methods have emerged
with a philosophy more suited to dealing with the high-order modes of
a structure. The vibrating system is represented statistically and
the response prediction based upon the average vibrational energy
contained within a band of frequencies. With this method the
structure is more simply modelled using its gross structural
properties and the analysis performed quickly and inexpensively. [1]

The Vibroacoustic Payload Environment Prediction System (VAPEPS)
was developed as a tool for determining the response of structures
excited by an acoustic field. JPL, under contract to the Air Force
Space Division, has since taken over development of the program,
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enhancing its capabilities while promoting its industry-wide use.
Although VAPEPS contains several methods for extrapolating new
responses from previously tested configurations, the core of the
system is a Statistical Energy MODeler, SEMOD. The following paper
presents a methodology for developing an SEA model for a particular
spacecraft and discusses important aspects in characterizing the
specific structural elements within the constraints of the VAPEPS
software. The results of the analyses were compared to experimental
data measured during a system-level acoustic test of the spacecraft.
The predictions were evaluated with regard to their spectial shape and
overall root-mean-square accelerations (GRMS), and the valid frequency
range for these predictions was defined. Since the ultimate goal is
to provide the designer with an accurate random vibration environment
for testing components early in the flight program, techniques were
demonstrated for extracting these test spectra from VAPEPS results.

SEA MODEL

LACE

The Low-power Atmosphere Compensation Experiment satellite, LACE,
is shown deployed in Figure 1; it is 96 inches high, 52 inches wide,
and 52 inches deep. The satellite's primary structure is constructed
from one inch thick honeycomb sandwich panels bolted to an aluminum
stringer-longeron frame (see Figure 2). Each of the four side panels
are (omposed of three smaller individual panels joined together by a
longeron. The core is capped at each end, on the +Z side by the space
end deck and on the -Z side by the earth end deck. The space end deck
is one inch thick honeycomb as is the internal RF/Boom deck. The
earth end deck is a rib-stiffened 0.125 inch thick aluminum plate.
All the decks are bolted along their perimeters to the main framework.
The deployable solar and sensor panels are 0.5 inch honeycomb sandwich
panels bolted to locking hinges and stowed with two explosive bolts.
At each corner, deployable sensor arms are attached by a hinge at one
end and an explosive bolt at the other.

SEA MODEL OVERVIEW

Within the VAPEPS system, SEAMOD was used to assemble user
specified elements to develop and analyze the SEA model of the
structure. The structural elements, acoustic excitations, and element
connections were selected and characterized through an interactive
runstream and the analysis carried out using SEA methods developed by
Dr. Lyon [7]. Each element was defined by its geometric configuration,
material properties, and physical parameters (such as mass-loading and
panel discontinuities), which dictate its response to acoustic
excitations.

The primary modeling philosophy was to keep the complexity low
without compromising the value of the response predictions. It was
also demonstrated that exacting detail in the model gained little
benefit in the predictions; this is a direct result of the statistical
nature of the analysis. The primary LACE structure was represented by
four stiffened plate elements welded at the edges to form the
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rectangular core. The space end and RF-Deck panels were modelled as
unstiffened square plates welded on each edge to each of the four side
panels. The earth end panel was a similarly attached, rib stiffened
plate. The models for the enclosed and external airspaces were based
cn standard atmospheric conditions at room temperature.

The solar and sensor panels were represented by unstiffened plate
elements connected to the primary structure through point connections.
T're olatp elements were welded toqether to form the C cross s-ction
of the sensor arm ana the uni. was dttdiieu to the primary structure
usIng two point connections. The entire model was excited by
svcci fying the sound pressure level in the external airspace acting on
all external surfaces.

A flowchart of the model which contained 29 structural and
acoustic elements and 69 path connections is given in Figure 3.

F LFA!EN CHARACTERIZATION

Accurate prediction with VAPEPS was highly dependent on the input
variables used to define a particular element. Parameter selection
influenced the magnitude as well as the shape of the response
spectrum.

A VAPEPS subroutine, EQPL, was used to reduce complex multi-
layered panels (such as a honeycomb sandwich panel, with or without
ribs) to equivalent homogeneous plates by modifying the plate
stiffness, density, and thickness in order to match the dynamic
characteristics of the original panel. This allowed replacement of
the LACE panels with "dynamically equivalent" homogeneous plates which
responded like the original panels to an acoustic excitation. EQPL was
used to compute the equivalent materiai properties for the unstiffened
honeycomb sandwich solar and sensor panels. This was repeated for the
space end and RF/Boom deck panels, making the assumption that the
primary truss structure did not influence the plate stiffness.

The stiffness parameters of the ribbed panels were defined for
two frequency ranges, accurately representing the frequency-dependent
dynamic behavior of these panels. Low-frequency excitations drove the
entire panel, and the EQPL parameters for the rib-panel combination
appropriately characterized the plate. However, at high frequencies,
the wavelength of the bending waves traveling in the panel became
smaller, and the response of the panel was dominated by the
unstiffened area between the ribs. This effect was modeled by basing
the plate response on the unstiffened honeycomb panel parameters at
frequencies above the transition frequency ft ,as defined below, and
the equivalent properties for the ribbed panel below ft o

The frequency ft was determined by computing the first resonant
mode of the panel area between the ribs. The first mode occurred when:

1 L/2 (1)

where , . wavelength of the bending wave in the matei Ia] (in) , and
I - smallest subpanel surface dimension (in).

Ihe frequency tt, computed from the bending wave:peed in metal f3]
for ,a wavelenqth of 21, was then
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ft - (.452tCI)/1 2  (2)

where t = subpanel equivalent thickness (in), and
C1 = longitudinal wavespeed (in/sec),

Following the above rationale, the ribbed side ana earth end
panels were represented with material properties based on their
stiffened parameters below ft and unstiffened parameters above ft. As
before, the surrounding frame structure was included as a boundary

Other input parameters that characterized the structure were not
easily derived, relying on "engineering judgment". One such parameter
measured the linear length of discontinuities which disrupted the
bending wave pattern in the panel. This determined the radiation
capabilities of a particular panel based on equations derived by
Maidanik [8]. Boundary conditions. rib stiffener edges, and components
with sharp corners mounted with closely spaced bolts were all
considered as discontinuities of the LACE panels, and their individual
lengths were added together. Another paramecer, panel damping, was
assumed to be the same for all the panels, varying inversely wi+h
frequency; with ten percent damping at 250 Hertz. Comparisons with
the test data indicated that at high frequencies the influence of the
assumed damping on the predicted plate response was excessive;
therefore it was set to zero above 1000 Hertz. Lastly, components
which added mass but no stiffness were considered as non-structural
masses and included as a mass smeared across the panel. The ratio of
the component to total panel mass was then used as part of the SEMOD
calculations to scale the response.

After each panel was represented with an "equivalent"
homogeneous plate element, all were assembled by specifying either
weld or point connections between them. The internal air element was
modeled and coupled acoustically to all internal surfaces and to the
external airspace by a non-resonant connection through the side
panels. The external airspace was the only excitation element,
applying a specified sound pressure level to all external surfaces.

The SEMOD program computed the coupling loss factors of the model
and solved the energy balance equations for each 1/3 octave band. The
element response predictions were presented as mean acceleration
spectral density values for each frequency band.

ACOUSTIC TEST

A system level acoustic test of the LACE spacecraft was performed
at the Naval Research Laboratory's acoustic test facility. An overall
sound pressure level of 147 dB was maintained for 120 seconds. The
averaged microphone pressure level is shown in Figure 4. The LACE
structure was instrumented with 84 accelerometers, several measuring
the panel responses normal to the surface.

The data were analyzed using a GENRAD Data acquisition system,
downloaded to a VAX 11/780, and read into VAPEPS for conversion into
1/3 octave band acceleration spectral densities. VAPEPS contained
several rnijt.inps fcr the maninulation and analysis of test data; one
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such routine performed the conversion of narrow band test data into
1/3 octave band data.
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Figure 4. LACE Acoustic Test Sound Pressure Level

RESULTS

The mean-square acceleration spectral densities predicted by
VAPEPS are presented along with the measured values for several
elements in Figures 5 through 14.

Figures 5 through 8 show the results for the unstiffened panels.
They all exhibit good or excellent agreement in the mid- to high-
frequency ranges, with large discrepancies occurring at the low-
frequency end. The overall GRMS levels were also accurately determined
as seen in Table 1, which compares the predicted and measured GRMS
values.

The results for the heavily loaded, ribbed earth end panel are
shown in Figure 9. The data show considerable variability over the
range of measurement points, presumably due to the complexity of the
panel structure and masses. In the element representation, the
material characteristics of the plate were reduced to the unstiffened
case at 550 Hz as dictated by Equation (2). Good spectral correlation
is seen above 130 Hz along with reasonable agreement of the overall
GRMS levels-

The predictions and data for the four side panels are shown in
Figures 10 through 13. Again, the data are shown to be highly
dependent upon the exact measurement location, and the spectral
correlations are less accurate (but good) above 100 Hz. Equation (2)
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Figure 5. -X Sensor Panel: Predicted Response Vorsus Test Data
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Figure 6. + X Solar Panel: Predicted Response Versus Test Data
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Figure 7. Space End Deck: Predicted Response Versus Test Data

Flqurc H RF/Boom Deck: Predicted Response Versus Test. D-0-i
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dictated a change in stiffness properties at 290 Hz. The overall GRMS
levels predicted did show good agreement with the measured values.

TABLE 1. Overall GRMS Comparison

LACE ACOUSTIC TEST DATA VAPEPS RESULTS GRMS

EA E.L N SEPARATE MEASUREMENT LOCATIONS MEAN

MEAN ORMS MEAN 35TH % UNLOADED

SENSOR PANEL 20.5 15.4 7.3 - 24,5 53.9 439

A SOLAR PA NEL 32.6 37.7 87 - 38.2 92.0 38,2

SPACE END DELK 20.0 -- 19.1 45 9 25.8

RP SOOM DECK 6.8 10.7 11.5 - 11.0 28.0 21 4

EM'rTH END DECK 9.5 4.2 70 140 14.5 34.9 481

SIDE PANEL 4.4 12.4 - 10 8 25.9 25.6

- SIDE PANEL 6.6 7.0 16.4 - 111 26.8 25.6

SIDE PANEL 7.6 - 12.5 - 12.4 29.8 256

SIDE PANEL 8.8 13.2 9.1 - 13 9 33.5 25.6

SENCOR ARM " i 9.0 12.0 - - 23.2 55.8 57.9

The sensor arm data are sh-Dwn in Figure 14, along with the
prediction. Poor correlation is seen below, and passable results
above, 500 Hz. Again the overall GRMS is given in Table 1.

In all cases it was ev] ent that VAPEPS did not predict the low-
frequency responses accurately. A priori knowledge of where this
divergence occurs is critical in defining the frequency range over
which the predictions are valid. Two criteria can be used to
establish this low-frequency limit. VAPEPS uses Maidanik's equations
[8] for computing the radiated energy from an acoustically excited
panel. These expressions are valid only when

1/2 kpl < 1 (3)

where k = wavenumber of acoustic field (2*PI/L, 1/in), and
1 = smallest panel dimension (in).

Fror, here, a lower frequency limit can be computed based on the
V;iidity of the theoretical equations governing the response.
Secondly, statistical energy analysis is valid only in frequency banas
which contain at least one structural mode. This establishes a low
frequency boundary by requiring that

n Lf > 1 (4)

where n = the modal density 'modes/frequency band, 1/Hz), and
U =the frequency bandwidth (Hz).

'>'h1.re 2 ives the low-frequency limits for several elements using both

'i 4



techniques. Comparing the limits to the earlier graphs demonstrates
the effectiveness of selecting the higher of the two frequencies as a
low-frequency boundary. In all cases, except for the narrow sensor
arm, equation (4) is the limiting factor.

TABLE 2. Low Frequency Limits

LOWER LIMITING FREQUENCY (HZ)
SEA ELEMENT

EQUATION (3) EQUATION (4)

SOLAR AND SENSOR PANELS 73 200

SPACE END DECK 85 315
EARTH END DECK 85 500

RF/BOOM DECK 85 315

SIDES 85 200

SENSOR ARM 450 250

It should be noted that the measured data are influenced by local
mass-loading effects, as well as the spatial variation of the response
due to certain boundary conditions. These affect the spectral
distribution and magnitude of the measured responses, and should be
considered when comparing the data to the mean-value predictions based
on a smeared-mass approximation.

DEVELOPING COMPONENT RANDOM VIBRATION TEST SPECTRA

A random vibration test is a simulation of the vibratory
environment that a particular component may be exposed to and often
the only test used to qualify the design. Therefore it is appropriate
to discuss how test spectra can be determined using the VAPEPS
predictions.

Figure 15 shows the Earth end panel narrow band test data plotted
with the predicted response from VAPEPS. Looking at the data, it can
be seen that basing a test specification on the mean value predicted
response may create an undertest condition by underpredicting the peak
- ponses and the localized mass loading effects.

A proposed method for bounding the ndrrow band peaks was to use a
95th percentile response based upon a log-normal distribution and the
predicted mean response. [9] However, this yielded extremely
conservative and potentially damaging GRMS levels in several cases.
(Table 1) Another approach was to define a specification using the
worst-case panel response, (ie. the largest GRMS), as an upper bound.
For any panel, this could be determined by setting the non-structural
mass to zero and executing the SEA model.

The mean square spectral acceleration for the unloaded earth end
panel is also shown in Figure 15. This is the result obtained by
setting the non-structural mass for the earth end element to zero and
resolving the energy balance equations, determining a new response.
Although it does not completely bound the peaks, it doe- cover the
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t;D5O~ valitensof responses due to local ma ss loa ding ef fects in
"tcuta 1 ioergjy' sense; see Table 1. In most c.3ses it a 1 so prov ices

i-easonable GRMS levels, allowing component test spectra to be based on
a constant energy approach, to be derived. With the limits
established, other influencing factors and engineering judgment can be
uIe to dlerive appropriate test levels. [6]

Localized environments for specific components can also be
ii slclated by scaling the unloaded response using a factor, proposed
Barrett r~l which ratios the component and struc-ture weights. In

'ither case, rand.Com vibration test specifications can be generated for
q en e ral or component-specific applications using the k'APEPS
nrc_ ir -t ions.
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sifLness were tailored to represent more accurately the dynamic
behavior of the actual vehicle. Reducing the hiqh-frequency dampinq
;.:,as very effective in raising the responses above 1000 Hz, resulting

-n better agreement with the test data. Separating the material
1roperties of the ribbed panels into two frequency ranges allowed
better characterization of the response mechanisms taking place in the
7ane, and dramatically improved the spectral and overall
correlations. Both modifications were easily achieved within the
7APl'PS environment.

The capabilities of SEA at low frequencies ;ere limited, but the
rao:e in which the results are applicable wee easily determined.
:ood results were achieved with only one structural mode in the band

Ct interest, which is important for models of smaller, less complex
c tructures.

With a small amount of manipulation, the results from VAPEPS can
Le used to bound the response spectra and aid in the derivation of
random vibration test spectra for components. Component masses,
"engineering judgment", and program philosophies will all affect the
inal spoec fication, but VAPEPS can be used to establish initial
e idol ines.

The VibroAcousL-c iraylodd6 EcLonteAit Fediction System (VAPEPS)
rs clearly a valuable asset to the aerospace community. It in
interactiv'e, easy to use, and (based on this study) accurate. Control
of tne entire model is in the hands of the user; the ability to

A and tailor parameter inputs at any point in the analysis is
E ,, 1 e n t.

PReserch is still continuing in several areas; for example, mass
n leni%, couplina loss factors, and damping. Hopefully, the results

-A PE.PS prediction capabilities and reduce the significant
Ucl - ,: t "engineering judgment" has in the developement of the

-pesent, it can be concluded that VAPEPS can provide

, --,Vironment.e predictions and provide the needed data for
o reasonable i, broacoaistic component test specitLications.
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COMPARISON OF VAPEPS PREDICTIONS
WITH IUS VIBROACOUSTIC DATA

Clark J. Beck
Boeing Aerospace

Seattle, Washington

ABSTRACT

The Vibroacoustic Payload Environment Prediction System

(VAPEPS) was used to predict acoustic and vibration environments for

an Inertial Upper Stage (IUS) vehicle. The predictions were made with

the VAPEPS Statistical Energy Modeler (SEMOD). The step-by-step

analysis procedure is described in this paper, and an example prediction

is presented. The predictions are compared with vibroacouslic test

environments measured on the IUS. Conclusions and reconmendations

are presented relative to use of VAPEPS SEMOD.

INTRODUCTION

This paper contains vibration and noise predictions from the VAPFPS SEMOD computer

program. The predictions are compared with measured vibration and acoustic data.

A description of the step-by-step analysis procedures is presented. The description includes:

model definition: equivalent plate calculation: SEMOD input; SEMOD execution: SEMOD output: and

model revision.

SEMOD was used to predict the vibration levels of loaded and unloaded structure. The effects of

damping on acoustic and noise environments were investigated. The effect of configuration change

was evaluated by conducting analyses with different combinations of elements and connecting paths

bet ween the elements.

The IUS Development Test Vehicle (DTV) was the subject of the SEMOD analysis. A large

rmimbiher oi vibroacoustic measurements are available from this vehicle. Comparisons of IUS II

ii icasurernents with the SEMOD results provide an evaluation of the prcdictor,

Conchisiorns and reconinendations are prescnted relative to (lhe use of VAPEPS SEMOI).

•~~ "')p I



ANALYSIS PROCEDURE

The SEMOD part of VAPEPS version 5.2 was used to perform the analysis. The analysis

procedure is shown in Figure 1.

STUDY VAPEPS STUDY STRUCTUREI DEFINE NOISE
USER MANUAL DRAWINGS EXCITATION

DEFINE/DIAGRAM I
MODEL

I

EQUIVALENT
PLATE

EX ECUTE ]
SEMOD

REVISE PRINT/PLOT

MODEL F PREDICTIONS

END

Fig. 1 Analysis procedure

STRUCTURE DESCRIPTION

The Inertiq] Upper Stage (IUS) Development Test Vehicle was the subject of the VAPEPS

analysis. The DTV intcrstage cylinirical structure and Equipment Support Section (ESS) conical

strjctiire are shown in Figure 2. The lower Interface of the Interstage attaches to a solid rocket motor

(SR.M 1). A second solid rocket motor (SRM 2) is located Inside the conical structure. Figure 3 is a

pth)otograph of SRM 2 and the equipment deck. Figure 4 shows the vehicle dimensions and the

r'latioIslip between the various DTV elements.

1 .%i



Fig- 2 DTIV Interstage and Equipment Support Section

Fig. 3SR-M 2 and Equipment Deck



Diameter
- Equipment

Equipment Deck

100 PM 2Equipment Support
Section Cone

__ Z Interstage

DKameter

Fig. 4 DIV Co,figuratlon and Dimensions

ACOUSTIC NOISE EXCITATION

The DTV has been subjected to acoustic noise tests in a reverberation test cell. The cell is 16 feet

wide, 24 feet long and 20 feet high. The test cell noise levels are shown in Table 1. The one-third octave

band sound pressure levels are used as the excitation element in the SEMOD model.
Tahle 1 Accastic Nuse Excitation

One-third Octave Band

Center Frequency Sound Pressure Level
(HZ) (DB REF .00002 N/M2)

50 126.8
63 130.9
80 131.5

100 132.5
125 132.0
160 133.4
200 132.0
250 132.9
315 134.5
400 135.4
500 133.0
630 133.3
800 133.3

1,000 132.5
1.250 131.2
1,600 130.3
2,000 28.9

OVERALL 144.7

1 38



EXAMP'%LE PR~ED ICT'ION

II a tist step !11 Cul diwrt lug a SEMOT) prediction is toi si iidY sectiron I1 of the VATPPS 'ser s

N!H;111 an A lclir oe. 5,:c!irr I Idescribes SEM 01) anid the inifona lt ion reqji rrd for- S[CMOY inputI. Tli,

H1 :, il it Hic C)fIII-ld i(s1 als o uised ill t his example. This ccl.iiO d is (escibeh(d iii sect ion .1 51 1

SIC SMUT) a id 1-~ vlrtPlate iipit requirements are olitained frcorn vehlicle asseinhl v and

~ d FViflg~ The a1(: uSt ic test cell diimensions are also re(iiri-ed.

)i amModelI.

I. (el inust Ihe defined and expressed in temnis of a SEMIOD fiagi-rti. It is not necessary to

I cu ir ye i le.Ii fact it is sornet imes helpful to predict tOe rcuspomlscs of a part of the veh!icle

;il(, rat predict ions be-fore adding another part. This example is for the DFv' int erst agc The(

C:>: e ig:r at ion details and the associated SEMOD diagamu ire showvn in Fij~lre 5.

K~~ Diaminter

74 Volme
.33. 5in

23 ?2

32 Stringers
8.9" Spacing

5

EXTA = Acoustic Test Cell
INST = Interstage Cylinder
INJ'A = Inturstage Cxvity

P, VIA I N AM %I
PXTA, INST, Con nectitori Type 2
I NST. IN.A. C onnect ion Tvpe 2
ICXTA. INS.. I NTA (on efion TYpe 5

Vi. 1) I it (cst; Ige and SEAMI) IXIIat;rorn



ih ejil e s(t-% SI decscribed in Figu re 5 is a cvliridlriceal shell consisting of a skin,

i'\ i sI ll '111 al ringo st ilieners. Thi eigturat ion must be red, ;ced to an equivalent plate for

1 '(1) inp, it. Thc \'Al~PPS COnnuanild. RE)&=FQPI., is Used to dletermiine the equivalent plate- Figure 6

s h iti estae truIcture del tails for iniput to RL'N=HQPL. Table 2 shows the R1JN=EQP1.

'I pil~ocedlilre- file. Arinot iions are provided on the file to help the reader understand the

~r~e~'~r. Fabe frset:the output file. FQTPLOU17T. The boxed numbers on Table are inputs to

R ing ( 036"

17 Skin T .19

IFSt Iffener 0

-4 1-408

A-A

O= LengthwIkise beaM I

O = Lengthwise beami 2

30 - !xngh wise beamn 3

G =Skin

Fig, 6 Interstage Structure Details



i ulr 2 1 I,',! '1 ( i ir i

\s I()- FR, . K)71 .O 6 Assign output file name
., V-i'i-:t > Enter VAPEPS

1...1. VT Run equivalent plate

%

:- :: . - 17

Enter general parameters

) 2. 5 ])E I
2.< ) 1, K -',i £5

0 -- Enter skin parameters

IC !(", - 2.5 )E -4
,)ONE -

{= .()8 "

(iN =.0-14
= 10.6E6 Ente- beam ()parameters

T(\

O1 1 G Enter beam ® parameters

Idi(!) 2 2.50E--

DO NE

Ebnter beam parameters
I 1() - 2.59L-4

'1(X 4 Dsplay Table of Contents DAL 4
pv'Qp s£gr. rV-) Print equivalent plate file

W -K4 -(

PACK 28Fuck DALfiles
_N Exit VAPEPS

R[A ,- (.4E .1)1 -IT Print outputfile

!fcxrr Exit command rle



-tIC 3 Out[put F-jlr' EQPL.OL'T,

OK

* ~ ~ -', ATr: *t-;size. (e xl

D7UZL Spi ee fzc atcu

.CB2-l WT 3 <KC0 C- .C~lE-OS

ave E-01 RHO w
2: e I

-- u 1. , 1 - C_ 2,59E '0± N A

o "" 0 C .E-7 2 59CQE-'4 a. _<- 5 01

3 481F '-. RlOS- 9."24E Ci:

Uet--d da.stan-ce

-CR '0 ACJE T LO '-1. 4± - C± I~ -CS E APEPS ] D'ALC04.- DAL: I

2* P,13 N O2) R NrC T E lY VER C
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54 V SEI. INS)? 0

C (7-- NF INST 0
S I -EN INST 0
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i.l -1 1rsr-itilt' ((h~il ~ ~ ~ lt 11-tl t inpullt !( SVMO10 ) iid tI; txuv t'lt Mi70 )i

SA',G\t0I 171 k Assign output file namc
sP<!\ VAI2'SRun VAPEPS

KENYA) 1 D'Pvil Run SEMVOD

N iN1 1:LDF

~*~\1 2 N'US EINTA, !%ST. JVNTA
1VXiA 12) CXITA'I( A Comments

E\2~VCYPRAXGL: 50 1 i 1-0T 2.000{ 117Z
MODEL. BY (I.XUK 213
T)AT1 07/20;.

Ei NAME Enter ELNAME

Pi i)- 1. 15E-7

~'o~ vv~Describe J XTA
AM HE I

RH( L0 1.I50>7
CC),1 300 Describe INTA
?l =2 13E:I

D)ONE

I j1,S C] I z'1=1 )TV*N N'TE I75 A'7 %- S :JCIiE
HH16 4)8H-15
(1 ,() f

ii wm

\F-X 171

AMUI

i Describe INST

WAit ExtELVM



Table 4 (Continued) SEMOD Command File DTOI.COM

PATH NAM E Enter PATHNAME
EXI'A, INST. 2
DONE Describe path 1
INTA. INST. 2
DONEj Describe path 2
FXTA, INST. INTA. 5
DONE Describe path 3
DONE Exit PATHNAME
SE'EXC EXTA
FREQUENCY 50.,2000. Make EXTA the
EXCITATION excitation element and enter
126.8, 130.9. 131.5, 132.5, 132.0, 133.1 1/3 octav_ band levels
132.0, 132.9. 134.5, 135.4, 133.0, 133.3 (See Table 1)
133.3, 132.5. 131.2. 130.3, 128.9 j
M DENS Calculate modal density
ATACALC Calculate loss factors
ATAC 0 Calculate ccupling factors
CI'AC 7. 1, 4 Define engineering units
TPRD Predict responses
POWER Calculate power flow
DONE Exit SEMOD
RUN=OVER 5. RESP. DT01 5, OA, DT1 Calculate overall SPL
RUN=OVER 5. RESP. I)TO1 5, GRMS DT01 50.2000 J Calculate overall grins
PRIND 5, TI¥2X.T, DT01
PRIND 5. MNAM. DTO1 J Print text and element names
SEMOD 5. DTO1 Enter SEMOD
LIST RESP
ELNAME
LISTDONE 

Print responses,
PATH NAM E element names,
LIST pathnames,
DONE power flows.
LIST PCRF Lossfactors,
LIST ATA critical frequencies,
LIST CRIT modal density,
LIST DENS ring frequencies
LIST RING
DONE Exit SEMOD
PRIND 5. OA, DTO Print overall SPL
PRIND 5, GRMS. DThI Print overall grins
PACK 5 Pack 12AL 5
Ixx: 5 Print Table of Contents
END Exit VAPEPS
SIASER DT0 1 OUT Print outputfile
$I.ASER )TO 1 .COM Print comandfile
$I)SDASSIGN FOR0()6
$I. NIT Exit command file



'he rtiiirid p t:! r ile sliuki i[it1h!Q 'I 'cirs al ii 011 )I11 file, D1) ), )7. Ilir ow0p1it i;trr

A X - S d(fll' ule :0at!oil for the predifct loll Ail edited \'m-ioii of t ie output fl~e for til' texalli !ir is,

I in tli hI. tret ix.il; St'..~ 10) Te-xt fur( h a.' heeci included to provide a suiinrv drsri p in.

! h txittlot ts and re( S)o se-,- of the model eleierits (RESt ) ajre print(I( out to( provide a t abi lat 1011 of

''1' wand lvel The overa ll sound pressu re leve-l atnd( overall grins levels are printed tit fri files-

)A 1T" kM . Tesc files are erea t ed 10Y usinglie ht VAI E.-S cornnianrd RUN=OVE N. The'It PATI INM T

.:l -I. 101 eciton r hwchieohrSM~) files are included in the uit pi t to as i

'.j P t :L- i lie moidel: power flow in each path (lCR-FI: damping a-nd cou pling loss factors (ATA);

-i~j z frcqu ,rwCv (CR11); medlal deYis(tENS)1 ring frecp ucucies (RING). The f~iial ilis it ig inl the

It-nn'>l is the kt1(e of corlerl- 1)1 iei( ''V 1E1P [)A!.. file created durin4 the execut ii n oI L()

"A

'- E%41)1) miode!" ,Ill ci De easilv revised anid executed Tis nmakes the pr~nn e

'i''cvresign. Thie use of a commaiind proed I re ,titIle( imiakes revision easy. SEMOD ex-c ut ion Or to

'Tooj p)t-11,t ot timelt foi the anlalYses ))rescnt d in this paper re()uiten less than five nimit es per-

Ifl-F. Fi:xecut the VAPEPAS co mr-iards and SEMOI) interactively to become failiair with the
T Ia'n 1n1d tile Command procedures. When, you are famuiiliar with how the program executes, the-n

1-f :I( co I- or In I,1d Iroce (It ore files to -x))ed ite a rilvs is.

CONFIGURATIONS ANALYZED

T'.'- I l' kox ,iiira tiot is were a rialyvzed. The configurations are described inI 'laIi 5.

1c lnterst age model IT) I is described in the cxannple predict ion. Model numbers D', 2, 1Yi'Oh

ii 'I''!' t Ihe samep as t)TO) except for the dajnpir ig (DILE) anr' mass loading IASM-, 1 '14111-r~ 5 1 tie

-ELV li9 1igr ..In foir 1PIT 1. DT02. PITOS arld I'1 .

I' niirr' D)701 and I)'l'5 nrtprcserit the fuill IlfS I)TV. DTYPO rcpre-sen- : i f

,Il t'70 W111( !))! i' wi i715 ri DT'1 5 rteprtSerIlt loalded stiwtinie. 1-g ire i hr 151i)l )P.



Table 5 Con! igurat ions Analyzed

Model Acoustic Vibration Damping Mass
Number Element Element (DLF) (ASMS)

DThLI EXTA iNST .01 0
INTA

DT02 EXTA I NST .10 0
IN TA

DTO)3 EXTA INST .01 13.7
I NTA

DTO41 EXTA INST .01 0
INTA ESSB .01 0
INES ESSC .01 0

SRM2 .10 15.5
DT05 EXTA INST .01 13.7

INTA ESSB .01 1.3
INES ESSC .01 13.7

SRM2 .10 15.5
DT13 EXTA INST .01 1.3

IN TA
DT15 EXTA INST .01 1.3

INTA ESSB .01 1.3
INES ESSC .01 1.3

SRM2 .10 15.5

6.
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Thile 6 contains a description of Modcl DT04 elenient iiames and path namnes. Model DT05

an1d I)T15 are the same as DTO4 except for DI.F valies Ond AS.MS values as listed in Table 5.

Table 6 DT0,1 Description

EXFA Tpe I
)escriptioi = aicoust ic test cell

RH1O =1 1501-7 CO 1.3-4OE4 ,'olulitu = 1.33-7
AP = 2.8F,1 AAC = .01

INTA Type I
Description = ItV interstage volume
RHO = 1. 150E-7 CO = 1.34OFA Volume = 3.40E5
AP = 2.13E1 AC 4.01

INST Type 4
Description = DTV interstage structure
RHO = 3.481E-5 CL = 2.01E5 H =.4965 AP = 2.13E4
BL= 74. ALX = 17. ALY = 8.9 D = 91.5
DLF = .01 E = 1.60E7 PATA = 25.9 RI-OS = 9.32E-6
ASMS = 0. CO = 1.34E4 PIVOTFRQ = 300.

ESSB Type 6
Description = DTV ESS beam
RHO = 2.59E04 CL = 2.0E5 ASMS = 0 DLF =.01
CN'T = 32 BL = 17. B= 1.
11 =.71 E = 10.6E6 G = 4.E6

ESSC Type 5
Description = DTV ESS cone
RHO = 8.49E-5 CL = 2.0E5 H =143 AP = 8.64E3
BL= 26. ALX = 27.4 ALY= 10.1 D= 109.
DLF =.01 E = 1.06E7 PATA = 37.5 BETA= 18.6
RH-OS = 8.29E-6 ASMS = 0. CO = 1.34E4 PIVOTFRQ = 300.

INES Type 1
Description = DTV ESS volume
RHO = 1.15E7 CO = 1.34E4 AP = 8.64E3
AAC = .0' Volume = 1.58E5

SRM Type 4
Description = DTV second stage motor
RHO = 2.60E-4 CL = 2.0E5 H =.40 D = 63.
BL = 40. ALX = 6.2 ALY = 40. RIJ OS= 1. E-4
DLF =.01 E = 1.06E7 PATA = 46.2
ASMS = 15.5 CO= 1.34E4 AP = 7.9E3

• ,, i i i



PREDICTION/TEST COMPAISONS

Intetrstage Model

Figure 8 shows comparisons of the predicted noise spectra inside the interstage (INTA) with an

internal noise measurement from the IUS DTV. Predicted noise spectra are shown for two damping

values (DLF = .01 and .10). The higher damping lowers the noise level 3 db. Mass loading of the

interstage did not change the internal noise level.

-NTA DTOI
DL:. B
PSMiS=O.

"S4 '142.5 DS

- INTA 'T02
DLF=.0i

/139.2 DB

C~kV

CE /

IUS DT.J

1DDE

CL, 12E ,/

114/

/

112

CENTER FREOUENCY - HERTZ

Fig, 8 Prediction/Test Comparison
Interstage Internal Noise
Damping Effect
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Figure 9 presents the predicted interstage vibration for unloaded structure (ASMS = 0.)

Predictions are shown for two damping values, DLF = .01 and .10. The predictions are compared with

an envelope of 5 DTV vibration measurements.

IN" T DTO1
DLF:.Ol

/ ASNS=O.
/' 55. 1 GRMS/ P\1B0

//\ /\ 5. R1

, INST DTO2

-iLF:. 10

/C /1.
C) /

"-i/ I /

U-

ii

, II

FREOUENCY -HERTZ

Fig. 9 Predict :)n/Test Comparison,
Interstage Vibration.
Damping Effect

.01



Figure 10 is a comparison of predicted vibration spectra for mass loaded structure (ASMS = 1.3

a:1ii 113. 7) with an envelope of 3 vibration spectia irom IUS DTIV loaded structure. The mass loading

value hs the units of lbs-sec2/in. Two values of mass loading were evaluated because the exact mass

h(ldir.g of the structure cannot be accurately included in SEMOD. The masses on the D)TV are groups of

battcrics. The mass loading in SEMOD is one entry, ASMS, for the element, INST.

IJS DT3

,/ i"MASS LOAD
..4 ORMS

/ \
I A ' ,

a IsS D TF= 03

,Ln DL \

FREOUENCY 
- HERT2

Fig. 10 Prediction/Test Comparison,
Interstage Vibration.
Mass Load Effect
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I )'l Model

re 1I is a predictijon oi- the ire c(- St agc internal i itse for i. he DTO I ittodul. The predict ion is

ir) vlwith ant int rsti~ iri t er-nal noise nicaso rement from11 the DTX'.
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ZENTEP PPEDJEN.> -ET
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Figure 12 contains a comparison of the DTV Interstage vibration response with the prediction

from the DT04 model. The DT,' vibration spectrum is the envelope of 5 vibration spectra.

INST DT04
DLF=. l
RSMS=0.
39. 2 GRMS

°' ?/ /ILS DTU
so MA~SS

rn 30.3 ERrIS

LU /
Er

L ~/

.1 /

FREOUENCY - HERTZ

Fig. 12 Prediction/Test Comparison,
Interstage Vibration,
No Mass Load
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Figure 13 shows an envelope of 3 vibration spectra from DTV mass loaded interstage structure.

The structure was mass loaded by a group nf batteries. The SEMOD predictions are shown for 2 values

of ASMS, 13.7 and 1.3.

INST CTIS
DLFz. 2
SIS- 1.3

/f\ / 5I.3S3 PMS

\i.ILUS DTI)I7 ? / -  os  Do

T2 100002

Z: ]~~~: I /'. ,I/

I / \

// / /

Li a iaI aa

FR EDUEN4C'Y HERT2

Fij4. 1: Prediction/lTest Compa rison,
hnte rsta e, Visration,

.MLoad Etlect

/11

Ill m~l l I lll lllI I I I I I/



Figure 14 comp;res the DTV unloaded equipment support section deck vibration response with

the SEMOD prediction. The DTV vibration spectra is the envelope of 42 vibration measurements.

IUS DTU
NO MASS
3S.4 GRMS

ES9E DT04
DLF=.Gl
ASMS=G.
29.1 GRMS

Fig. 14 Prediction/Test Comparison.
ESS Deck Vibration,
No Mass Load
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Figtire 15 on)rtiiis a comparison ol tile SENIOD prediction and tile D'v' envelope of vibration

qw romi the ESS hack1 A1 doWk

LS DT(K

ESSS C73

* DJ =.21
qSl1 = 1. 3
7.8 GPMS

I I ~



Fili!air 16 shows vibration spectra for unloaded ESS Conic struIcture. The DTV vibxilton spectra

i-s aii-i lope of 3 vibrat in masuiremnents.

ESSC DT04
DLFz.Ol
ASr1S=O.
81.9 GR!1S

- hS DTU

N12 tiPmE

12 lo.o 10000
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ES1 1.n ibain

NoMssLa

/~ / \ \



FiQ-o 1 "Ic i~ I 1~i dQ (1 ' ISS ni sil wiciis-. Ilrdicti )rls 711r sl1()\v1 fIr

K> i 2:s 1V '\S 1 xid 1T7 Th pi l(icliftIs- (wth' ilidill 1,) 2 mads" 1ou;1itig v~tluts

cx'l: l :~ I I1 I t. t il ture ciil.rmt heC u-cctl riitt1Iv ilC(-I ~idd i18 SIQM(.). T1 rI Iu

1~~~~~~ r'' -<- l v~ cLX IS7 I Iri c~ti tn 11 riY S o

I IL



Figure 18 compares the predicted vibration response of the second stage solid rocket motor to

the measured vibration response from a single DTV motor measurement. The DTV motor

measurement was made In a direction normal to the motor surface.

*1

SRM2 DT04

DLF:. 10
ASMS=IS.S

p 3.4 GRmS

FIUS DTU
MA~SS LOAD

2FPEENY - HET2 .,

Fig. 18 Predictifon /Test Comparison.
Solid Rocket Motor Vibration,
Model DTr4



CONCILE.SIONS

\'APEPS SEMOI ) pr ided reaiomable noise and vibration predictions 1'I- the IL", D). ve114le

U fv'i~ie is.orceatcr than 00 U1/.

;\UAP''> S!O) is i useful i oise and vibration prediction tooi. [-.()N.) is particuiwrly usCi1l

I:' Urvjiliriarv des io: applicatiOns. I)esign concepts 'an be modeled easily ind picdiiiion results c(1

he oh at iriced qlicklv. T1 1creditor is also useful for solvingt noise anlI(i vibration probl)en s. A n odel

c'1i1 1h, dc(iiaed to simulate the problem and proposet solutions cai be evaluated quickly.

RECOMMENDATIONS

Comptiter command files should be used for model definition and SEMOD execution. The

(v' ;Trllrmnid files Can be edited and executed to provide a large number of estimates in a shorl line.

Aii aL tomated plot routine should lbe set up in the command file. Prediction evaltiation Is

,rhla:itevd by toe use of plotted vibration and noise spectra.

REFERENCE

'Vol me II: VAPEPS User's Manual. June 1987. This manual m-d the VAPEPS computer ploiram is

avaitable from:

VAPEPS DBMC

Jet Propulsion Laboratory

Mail Stop 301-456

4800 Oak Grove Drive

Pasedena, CA 91109



APPENDIX
OUTPUT FILE FOR MODEL DT01. DT01.OUT

VAP5.2 1-07 27'8B--13:55:20 134400
Creating new model DT01

1 MODEL DT01
2 'DLEMENTS EXTA,INST,INTA
3 EXTA IS EXCITATION
4 FREQUENCY RANGE 50 HZ TO 2000 HZ
5 MODEL BY CLARK BECK
6 DATE 07/20'88

Excitations and responses for model DT01

Frequency EXTA INTA INST
Hertz dB dB G**2/Hz

50.0 126.8 118.9 3.1142E-01
63.0 130.9 124.1 8.1673E-01
80.0 131.5 125.6 1.0344EO00

100.0 132.5 127.4 1.5230EO00
125.0 132.0 127.6 1.4283E4-00
160.0 133.4 129.7 1.8797E+i00
200.0 132.0 128.8 1.6159E+-00
250.0 132.9 130.2 2.0171E-00
315.0 134.5 132.3 2.8146E+00
400.0 135.4 133 6 3.7847E,00
500.0 133.0 131.5 2.5512EO00
630.0 133.3 '132.3 3.2541E+00
800.0 133.3 132.3 2.5534E+00

1000.0 132.5 132.2 1.8388E+00
1250.0 131.2 130.7 9.4145E-0.
1600.0 130.3 129.4 4.8063E-01
2000.0 128.9 127.5 2.937' 1

OVERALL SPL
EXTA 1.4473E402
INTA 1.4246E 02

OVERALL GRMS
INST 5.6411E+Cl



Description of elements, ELNAME

EXIA
DESCRIPT=ACOUSTIC-TEST-CELL
TYPE = 1
RHO - 1.150E-07 CO = 1.340E+04 VOLUME = 1.330E+07
AP = 2.800E04
AAC 1.OOOE-02

INTA
DESCRIPT=DTV-INTERSTAGE-VOLUME
TYPE = 1
RHO = 1.150E-07 CO 1 1.340E+04 VOLUME 3.400E+05
AP = 2.130E-04
AAC = i.O00E 02

INST
DESCRIPT=DTV-INTERSTAGE-STRUCTURE
TYPE 4
RHO 3.481E--05 CL = 2.0IE+05 H 4.965E-01
AP -2.130E+04
BL 7.400E401 ALX = 1.700E+01 ALY 8.900E+00
D 9.150E401
DLF - 1.000E-02 E = 1.060E+07 PATA 2.590E+01
RHOS 9.32E-06
ASMS O.OOOE-00 CO = 1.340E+04 PIVOTFRQ- 3.000E402
OK

Description of paths, PATHNAME

EXTA INST
TYPE 2

INTA INST
TYPE 2

EXTA INST INTA
TYPE 5
OK



Percent power flow per path for element INTA in model DTO1

Frequency INTA INTA INST EXTA INTA
Hertz INTA INST INTA INST INST

INTA EXTA

50.0 -3.20% -93.59% 80.41% 19.59% -3.21%
63.0 -3.48% -91.73% 7i 98% 23.02% -4.78%
80.0 -3-78% -89.64% 74.67% 25.33% -6.58%

100.0 -4.07% -87.76% 73.76% 26.24% -8.18%
125.0 -4.36% -86.11% 73.94% 26.06% -9.52%
160.0 -4.69% -84.72% 75.13% 24.87% -10.59%
200.0 -4.97% -83.92% 76.91% 23.09% -11.11%
250.0 -5.19% -83.65% 79.25% 20.75% -11.16%
315.0 -5.27% -84.13% 82.31% 17.69% -10.60%
400.0 -4.95% -85.96% 86.22% 13.78% -9.09%
500.0 -4.67% -87.69% 89.17% 10.83% -7.64%
630.0 -3 04% -92.82% 94.80% 5.20% -4.14%
800.0 -4.52% -84.89% 86.69% 13.31% -10.59%
1000.0 -1.83% -95.20% 96.80% 3.20% -2.97%
1250.0 -3.80% -91.94% 95.21% 4.79% -4.26%
1600O.C -8.31% -85.55% 92.42% 7.58% -6.13%
2000.0 -14.09% -78.83% 90.21% 9.79% -7.09%

Percent power flow per path for element INST in model DTO1
Frequency INST EXTA INST INTA INST
Hertz INST INST EXTA INST INTA

50.0 -75.82% 85.93% -12.09% 14.07% -12.09%
63.0 -71.13% 82.79% -14.44% 17.21% -14.44%
80.0 -65.67% 79.39% -17-17% 20.61% -17.17%

100.0 --60.07% 76.24% -19.97% 23.76% -19.97%
125.0 -54.05% 73.24% -22.97% 26.76% -22.97%
160.0 -47.03% 70.14% -26.49% 29.86% -26.49%
200.0 -40.46% 67.52% -29.77% 32.48% -29.77%
250.0 -33.76% 65.04% -33.12% 34.96% -33.12%
315.0 26.66% 62.52% -36.67% 37.48% -3667%
400.0 - 0.27% 60-25% -39.87% 39.75% -39.87%
500.0 -15.83% 58.62% -42.08% 41.38% -42.08%
630.0 -9.47% 55.68% -45.26% 44.32% -45.26%
800.0 -9.47% 55.68% -45.26% 44.32% -45.26%
1000.0 -2.04% 51.83% -48.98% 48.17% -48.98%
1250.0 -2.53% 52.94% -48.74% 47.06% -48.74%
1600.0 -3.40% 55.29% -48.30% 44.71% -48.30%
2000.0 -3.89% 58.01% -48.05% 41.99% -48.05%

1 8I I I



nampinlr and Coupl ina Loss Factors for Mnoel DTO]

Frequency EXTA INTA INST EXTA INST
Hertz EXTA INTA INST INST EXTA

50.0 2.2452E-04 6.6810E-03 6.OOOOE-02 4.9970E-03 9.5661E-03
63.0 1.7819E-04 5.3024E-03 4.7619E-02 3.5700E-03 9.6661E-03
80.0 1.4032E-04 4.1756E-03 3.7500E-02 2.5301E-03 9.8026E-03
I00.0 1.1226E-04 3.3405E-03 3.OOOOE-02 1.8418E-03 9.9726E-03
125.0 8.9807E-05 2.6724E-03 2.4000E-02 1.3481E-03 1.0202E-02
160.0 7.0161E 05 2.0878E-03 !.8750E-02 9.6358E-04 1.0559E-02
200.0 5.6129E 05 1.6703E-03 1.5000E-02 7.2063E-04 1.1036E-02
250.0 4.4903E 05 1.3362E-03 1.2000E-02 5.5011E-04 1.1774E-02
315.0 3.5638E--05 1.0605E-03 9.5238E-03 4.3279E--04 1.3101E-02
400.0 2.8065E--05 8.3513E-04 7.50OOE-03 3.7095E-04 1.4754E-02
5CO.0 2.2452E-05 6.6C31OE-04 6.OOOOE-03 3.2083E-04 1.5950E-02
630.0 1.7819E-05 5.3024E-04 4.7619E-03 4.1335E-04 2.2756E-02
800.0 1.4032E-05 4.1756E-04 3.7500E-03 2.0062E-04 1.7920E-02
1000.0 1.1226E-05 3.3405E-04 3.OOOOE-03 4.4448E-04 7,1925E-02
1250.0 8.9807E-06 2.6724E-04 2.4000E-03 1.6527E-04 4.6317E-02
1600.0 7.0161E-06 2.0878E-04 1.8750E-03 5.4916E-05 2.6669E-02
20C000 5.6129E--06 1.6703E-04 1.5000E-03 2.3893E-05 1-8526E-02

Frequency INTA INST EXTA INTA
Hertz INST INTA INST INST

INTA EXTA

50.0 1.9547E-01 9.5661E-03 1.7128E-04 6.7000E 03
63.0 1.3965E 01 9.6661E-03 1.8619E-04 7.2834E-03
80.0 9.8971E-02 9.8026E-03 1.8559E-04 7.2598E-03
100.0 7.2046E-02 9.9726E-03 1.7158E-04 6.711CE-03
125.0 5.2736E-02 1.0202E-02 1.4908E-04 5.8316E 03
160.0 3.7693E-02 1.0559E-02 1.2043E-04 4.7208E 03
200.0 2.8189E-02 1.1036E-02 9.5372E-05 3.7307E-03
250.0 2.1519E-02 1.1774E-02 7.3360E-05 2.8697E-03
315.0 1.6930E-02 1.3101E-02 5.4557E-05 2.1342E-03

400.0 1.4511E-02 1.4754E-02 3.9216E-05 1.5340E-03
500.0 1.2550E-02 1.5950E-02 2.7964E-05 1.0939E-03

630.0 1,6169E-02 2.2756E-02 1.8417E-05 -7.2042E--04
800.0 7.8477E-03 1.7920E--02 2.5036E-05 9.7936E-04

1000.0 1.7387E-02 7.1925E-02 1.3887E-05 5.4321E-04

1250.0 6.4648E-03 4.6317E-02 7.6548E-06 2.9944E-04
1600 0 2.1482F-03 2.6669E-02 3.9368E--06 1. AiCOE-04
2000.0 9.3465E-04 1.8526E-02 2-1480E-06 8.4026E-05



Critoal frequencies for model DT01

Frequency EXTA INTA
Hertz INST INST

50.0 9.9198E+02 9.9198E+02
63.0 9.9198E+02 9.9198E+02
80.0 9.9198E+02 9.9198E+02

100.0 9.9198E+02 9.9198E+02
125.0 9.9198E+02 9.9198E+02
160.0 9.9198E+02 9.9198E+02
200.0 9.9198E+02 9.9198E+02
250.0 9.9198E+02 9.9198E+02
315.0 9.9198E+02 9.9198E+02
400.0 9-9198E02 9.9198E+02
500.0 9.9198E+92 9.9198E+02
630.0 9.9198E+02 9.9198E+02
800.0 9.9198E+02 9.9198E+02
1000.0 9.9198E+02 9.9198E+02
1250.0 9.9198E+02 9.9198E+02
1600.0 9.9198E+02 9.9198E+02
2000.0 9.9198E+02 9.9198E+02

Modal densities for model DT01

Frequency EXTA INTA INST
Hertz

50.0 1.7366E-01 4.4393E-03 9.0711E-02
63.0 2.7570E-01 7.0478E-03 1.0182E-01
80.0 4.4456E-01 1.1365E-02 1.1474E 01

100.0 6.9462E-01 1.7757E-02 1.2829E-01
125.0 1.0853E-00 2.7746E-02 1.4343E-01
160.0 1.7782E-00 4.5459E--02 1.6227E-01
200.0 2.7785E-00 7.1029E-02 1.8142E-01
250.0 4.3414E*-00 1.1098E-01 2.0284E-01
315.0 6-8924E-00 1.7620E-01 2.2768E-01
400.0 1.1114E-01 2,8412E-01 2.7943E-01
500.0 1.7366E+01 4.4393E-01 3.4929E-01
630.0 2.7570E-01 7.0478E-01 5.0079E-01
800.0 4.4456E-01 1.1365E+00 4.9769E-01
1000.0 6.9462E-.01 1.7757E+00 4.2926E-01
1250.0 1.0853E+02 2.7746E400 3.8726E-01
1600.0 1.7782E-02 4.5459E+00 3.6617E-01
2000.0 2.7785Ei02 7.1029E+00 3.5835E-01
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Ring frequencies for model DTO1

Frequency
Hertz INST

50.0 6.9924E02
63.0 6-9924E-02
80.0 6-9924E-n2

100.0 6.9924E02
125.0 6.9924E-02
160.0 6.9924E+02
200.0 6.9924E+02
250.0 6.9924E02
315.0 6.9924E+02
400.0 6.9924E+02
500.0 6.9924E-02
630.0 6.9924E-02
800.0 6.9924E-02

1n OC.0 6. 34E--02
1250.0 6.9924E+02
1600.0 6.9924E+02
2000.0 6 9924E-02

],,I :)



TABLE OF CONTENTS FOR DAL UNIT 5 KSC1O5:[VAPEPS]DAL005.DAL;I

SEQ RR DATE TIME E WORDS NR NC T ELN VER Cl
1 16 880723 125150 0 43 43 1 5 TEXT DT03 0
2 20 880723 125156 0 1 1 1 0 EXEL DT03 0
3 24 880723 125156 0 17 17 1 1 FREQ DT03 0
4 28 880723 125205 0 3 3 1 0 DBFG DT03 0
5 32 880723 125206 0 51 17 3 1 RESP DT03 0
6 36 880723 125220 0 6 3 2 4 MNAM DT03 0
7 40 880727 135523 0 36 36 1 5 TEXT DT01 0
8 44 880727 135530 0 1 1 1 0 EXEL DT01 0
9 48 880727 135530 0 17 17 1 1 FREQ DT01 010 52 880727 135530 0 17 17 1 1 EXC DT01 0

11 56 880727 135532 0 51 17 3 1 DENS DT01 0
12 60 880727 135535 0 9 9 1 0 PDES DT01 0
1 64 880727 135535 0 2 2 1 0 CDES DT01 0
14 68 880727 135535 0 1 1 1 0 RDES DT01 0

7 2 880727 135535 0 34 17 2 1 CRFR DT01 0
16 76 880727 135535 0 17 17 1 1 RING DT01 0
17 80 880727 135535 0 153 17 9 1 ATA DT01 0

92 880727 135536 0 6 6 1 0 IDES DT01 0
"0 96 880727 135536 0 153 9 17 1 CO DT01
1 116 880727 135538 0 68 4 17 1 INCO DT0i 0

136 880727 135539 0 34 17 2 1 TRNF DT01 0
-2 140 880727 135540 0 51 17 3 1 CONV DT01 0
3g 144 880727 135541 0 3 3 1 0 DBFG DT01 0
4 148 880727 135541 0 1 1 1 1 CPOW DT01 0

152 880727 135543 0 51 17 3 1 RESP DT01 0
156 880727 135544 0 153 17 9 1 POWR DT01 0

27 168 880727 135546 0 10 10 1 0 PCDS DT01 0
21 172 880727 135546 0 170 17 10 1 PCRF DT01 0

188 880727 135545 0 34 17 2 1 PNET DT01 0
192 880727 133546 0 6 6 1 0 MHM DT01 0
1 196 880727 135549 0 3 3 1 1 CA DT01 0
200 880727 135552 0 3 3 1 1 GRMS DT01 0
216 880e27 135556 0 6 3 2 4 MNAM DT01 0

34 220 880727 135557 0 140 35 4 0 PIPM DT01 035 228 880727 135602 0 76 19 4 0 PDPM DTOi 0
36 232 880727 135602 0 6 3 2 0 PIPS DT01 0
37 236 880727 135602 0 19 19 1 4 PISL DT01 038 240 880727 135602 0 29 29 1 1 PIRL DT01 0
39 244 880727 135602 0 16 16 1 0 PIIL DT01 0
40 248 880727 135602 0 10 10 1 0 MSTA DT01 0

CPU: DELTA, EXECUTION. RUN 15.41 15.41 47.89
"CIAU*4k
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PREDICTION AND MEASUREMENT OF THE
ACOUSTIC ENVIRONMENT OF THE AIRBORNE

SEEKER EVALUATION TEST SYSTEM

Leonard I iwand Kenineth RI. Wentz
Acoustics and Sonic Fatigue Group

Flight [)ynanics Laborator-,
Air Force WAright Aeronautical Laboratories
Wrighit-Patterson Air Force Base. Oil 45433
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PREDICTION

The flow behind the large turret was assumed to be separated. This region
of flow separation for blunt bodies can be referred to as base flow. The overall
fluctuating pressure level (acoustic level) can be predicted using equation 1

(Ref. 2).

Prms = 0.045
q

where, q = free stream dynamic pressure P_ V

The turbulence constant 0.045 may be as high as 0.1, depending on the type uf
separated or base flow. Considering the diameter of the turret (50 inches) fully
separated flow was anticipated and thus the higher value of 0.1 was used. The

maximum free stream dynamic pressure for the ASETS occurred at 12,000 feet for
Mach number 0.4. For these conditions the dynamic pressure is 1.05 psi. Using
the 0.1 value for the turbulence constant results in

P = 0.105 psi

The sound pressure level is calculated from Equation 2

SPL = 20 log P rms/P ref) (2)

where

P ref 2.)X10 9 psi

Thus the maximum SPL that should occur behind the turret was predicted to be 151
dV. As shown in the next section the maximum level measured for all flight
conditions was 150 dB which verifies the predicted level.

DISCUSSION OF DATA

Acoustic data were obtained for take-off, level cruise, 3g turns, flaps up
and at 50 percent, and for the turret in and at numerous partially extended
positions as well as fully extended. All of the acoustic data were reduced into
Power Spectral Densities (PSD).

Figure 5 shows a typical boundary layer noise spectrum from microphone 9 for
a speed of 235 knots and altitude of 12,000 feet. The turret is inside and the
doors are closed. All the microphones have nearly the same levels except for the
narrowband peak near 68 hertz. This is the blade passage frequency of the

propellers no the n-130 aircraft. Going through a 3g turn did not affect the
noundary layer noise levels. Also take off levels are very low, as seen in Figure
6, except tho narrowband tones from the propellers.
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Fiur 7shows a spect!rumr from microphone I-4 Vor the turre~t doors open but the
turret inside. This spectrun, is fo(-r a sedOf 17u knots and 0 V0 oot altitude.
1It can, be comparedl to( the spectrum In Fi,,ure 9 whi ch i s f'or th,- turre:t fu*i-y
extended. The low frequencles, less thian 50 liertz, were- :ncreasedl about* 10 db,
but the higher frequencies, above '200 Hertz, were not affected. This would be
expected since the flow behind the turret should scale with the characteristic
dimension of the turret, namely the 54 inch diameter. This resul-ts in a
character'stic frequency of 24(; Hertz which imp: jes that essentially onl'y
frequencies below 24C0 Hertz shoul-d be affected by the turret. Thi's indeed was the
case.

ii ~ (ASPI - 1 34 dOB

90

freqtiencv

Fig. 7 Spectrum for D)oors Open and Turret Ins~ide
for 170 Knots and 9600) Foot Altitude
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Fig. 8 Spectrum for Turret Fully Extended for 170
Knots and 9600 Foot Altitude

The aircraft flaps were extended to 50 degrees during a flight and acoustic
data were obtained. A typical spectrum is shown in Figure 9 and can be directly
compared to Figure 8 for flaps up. The two spectra are iiearly the same; thus flap
settings do not affect the acoustic levels behind the turret.

Since acoustic fatigue was the major reason for the acoustic measurements,
,he highest levels would result in the shortest fatigue .The highest levels
were recorded for a flight speed of 253 knots at an alt, of 12,000 feet.
Figure 10 presents the spectrum for these conditions fro i, 3rophone 5. The
overall level is 150 dB with the maximum PSD level being 133 dB near 30 Hertz.
keviewing all of the data show that the highest levels occur well behind the
turret at fuselage stations 362 to 1410. The higher levels could extend further
aft, but there were no microphones to verify it. Some data were obtained from
microphori. L -,' for other flights. It showed that tie leve's at thln side
!oca*Ator.s were Penerally ti: magnitude as microphone locations 1, 3 and 5
fuselae stations 30 to 410).
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where X I(I 4 2 [

where Gx m + 1/2 Gy n + 1/2

a = Length of plate

b = W iath of la-e

- Angular frequency

= sotropic bending st4ffness

= Densitv' of material

= Thickness of plate

m = Namber of half sine waves in a direction

n = Number of half sine waves in b direction

f = Frequency

= Isotropic poisson's ratio

An average of the two frequencies, f and f , was used since it is more
representative of the actual response of Re panep.on the aircraft. The resulting

frequency is 143 Hertz. The PSD that is used for the analysis is the level at the
resonant frequency. Reviewing all the data and selecting the highest level above

100 Hertz (a conservative approach) results in PSD of 125 dB. Using the Modified

Miles equation: Ref. 31

0.072 ai125S (f )(b/a) 1 7 5

aS . h .75 0.56 [(b/a)2 + 2(a/b)2+2]O.,4 ksi

S (f 11 VG)
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lP\ I)F APPI(LATIONS IN SiiCK ANI) VII111ATION
MEASUREMENTS AN) C)NTROI.

I. M. lI'
I\tevlh ( orI-ra1 ion.

\lhu(tierque. NNI 87 1I (

J!. 1). Il-rhauht and , 1). (1iiiihard

Nletrav ib RI.S.I).
Evtull%,. Fran'ce

F. l1au.'r
Institute Saint lot'u;.

Saint IiUi.. Fran'e

Piezoelectric polyvinylidene fluoride (PYDF) hias
proven to be an excellent transducing material for
a broad range of dynamic measurement applications.
Shock ,iave measurements have been made tip to 46 GPa
providing fast rise time data at shock stress levels
never before measured. Hopkinson bar tests have
provided stress gauge calibration at low,' stress levels
(0.1 to 1.0 GPa). A new application, use of PVDF in
active vibrition control of structures, is also
discussed.

A. INTRODUCTION

It has been known for many years that appropriately treated polyviny
lidene fluoride (PVDF) exhibits piezoelectric properties suitable for a wide
variety of application- Some of these applications require a high degree
of reproducibility in material constants because a sensor which functions
tinder shock-compression loading is destroyed in use. Various studies of
PVDF film by Bauer [1-4] have shown that conventionally available
piezoelectric films do not exhibit sufficient reproducibility for shock
applications. However, PVDF film processed to exacting specifications and
poled -with the Bauer method achieves the desired level of reproducibility.

A cooperative effort has been pursued between Institute Saint Louis
(ISL) and Sandia National Laboratories, Albuquerque (SNLA) to provide a
stress gauge for widespread use in shock me-surements. SNLA has been
receiving technical support from Ktech Corporation to develop the Bauer
poling process in the United States, while ISL has been working with
Metravib Corporation in France to develop a commercial source for the stan-
daIrdized PVDF gauges. Initial efforts in the cooperative program, which was
s-tarted in 1982, showed agreement of independent shock wave measurements
made at the two laboratories on PVDF gauges fabricated by ISL [51. The
initial ,'ork was in the sress range from 1.0 to 2.2 GPa. Later work in-
volved setting up specific material film specifications and the Bauer poling
process in the United States and the Metravib Laboratory [61.
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A Bauer process poling facility has been developed in Albuouerque, New
Mexico, and has been shown to produce routinely high quality gauge elements
with high polarization. The remanent polarization of PVDF shock gauges
produced with the United States system is the same as produced in France at
ISL and Metravib, nominal]y 9.2 - 0.2 pC/cm2 .

C. SHOCK MEASUREMENTS

EXPERIMENTAL METHODS

A standard impact loading experiment for PVDF has been developed for
the SNLA 25-meter compressed gas gun which has been used for many previous
studies involving precisely controlled impact loading, including quartz and
lithium niobate piezoelectric gauge work. The gauge element is placed
directly on the impact face of a target of either Kel-F, Z-cut quartz, Z-cut
sapphire or tungsten carbide as shown in Fig. 2. The impactor is the same
material as the target; hence, the equilibrium particle velocity is known to
the precision of the impact velocity measurement, 0.1 percent. The gauge
elements are subjected to unusually well behaved shock and release stress
pulses because the Z-cut quartz and sapphire target and impactor materials
remain elastic up to about 13 and 20 GPa, respectively. The response to
release waves can be carefully studied by the use of thin impactors in this
arrangement. Tungsten carbide is used for stress greater than 20 GPa with
25 Pm thick FEP Teflon film on either side of the gauge to provide electri-
cal insulation. Kel-F is used because of its lower mechanical impedance for
,tress less thazi 3 GPa [101.

TARGET
ASSEMBLY PROJECTILE

TARGET 1IWACTOR/ /

CURENTVIN RSISTUR

Figurc 2. Impact loading configuration for controlled shock loading
of ctandardized PVDF gauges.

Various electronic recording arrangements have been investigated. High
speed digitizer- provide the best records for ease in data reduction. A
high digitizing rate is raquired to track the detail in the PVDF response
because of the very fast loading achieved. LeCroy 6880 digitizers which
sample at a rate of 0.742 ns per point and have a recording window of 7.4 us

204



verC ucd. the p::apo i Ton I . .parate I ow- loss coax i a I cables to
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Ihe e I ,*Lical I ,I I t p oduced upon impact from electrode areas of
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ut. II Cient vingi' resistors ,itl resistances between 0.025 and 0.2 ohm
ae connected to the gauge electrodes to reduce the signal levels to accept-
able values. Firther signal level reduction, if desired, is accomplished
,i th .iclot :ave dividcrs placed at the in puts to the digitizers.

P IS U LT1S

The joint progran of PVDF gauge development conducted over the last six
years has resulted in a set of quantitative specifications describing the
standardized stress gauge. Specifications relative to material, electroding
and p oling parameters that must be achieved to produce a repeatable, high
fi dety1 shock vave sensor ale shown in Table 1. The normal hysteresi.s
loop listed in Table 1 is shown in Fig. 3 for gauges produced at the three
different facilities. The excellent agreement in remanent polarization and
hysteresis loop characteristics shovs the reproducinility of PVDF gauges
made to exacting standards. Although the program is ongoing, the results to
date over a vide range of parameters relative to gauge area and shock stress
are sho- n in Table 2. Of primary importance in Table 2 is the fact that the
same ram,,anent polarization, which has been shown in previous work to be
critical to producing a repeatable shock transducer, has been achieved in
the three different laboratories using essentially the same gauge fabrica-
tion processes. Also shown in Table 2 is a wide range of shock-compression
loading to which the gauges have been cxposed. This dynamic range is an
order of magnitude larger than any previously available piezoelectric shock
gauge.

Table 1. Standardized PVDF Gauge Specifications

.aerial Biaxial stretched 25 wm (Rhone Poulenc).

Pe _,o-cSputtered (2500 A gold over 500 A platinun,,.

:oling Crossed lead strip sensing area.
Remanent polarization 9.2 + 0.2 IiC/cm2 .

Normal hysteresis loop.

Phy i al. (-;eometr ir Ouantitative definition of all parameters.
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Figure 3. Hysteresis loop comparison for SNLA/Ktech, ISL and Metravib

standardized PVDF shock gauges.

Table 2. PVDF Gauge Parameters

Gauge Gauge Area Remanent Polarization Controlled Shock
Fabrication (cm 2 ) (pC/cm2 ) Loading (GPa)

ISL 0.01 9.1 7 - 15

1 mm x 1 mm

SNLA/Ktech 0.09 9.1 0.3 - 46

3 mm x 3 mm

Metravib 0.01 9.1 0.7 - 35

1 mm x 1 mm

A comparison of results from different gauges shock loaded using the
controlled impact technique is shown in Fig. 4. The shock compression data

shown in Fig. 4 were generated at SNLA ("KTECH DATA" and "SANDIA DATA") and
ISL. The results indicate minimal scatter, with similar responses being

obtained for the gauges produced in France and the United States. Limited
data of this type have been obtained previously; however, in the current
study the applicable stress gauge range was expanded up to 46 GPa where the
gauge is still functioning properly. The ability to produce repeatable PVDF

shock transducers in the different laboratories to exacting specifications
now provides the general availability of shock transducers for reliable
measurement application.
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Figure 4. PVDF gauge charge as a function of shock stress.
(Preliminary data, detailed data analysis in process).

Some gauges were studied with the negative electrode on the impact
surface to investigate the influence of gauge electrical orientation on
output current. Data reported here were obtained with the standard orienta-
tion used by Bauer in which the positive electrode is placed on the impact
surface. It appears there is an electrical polarity effect which has not
yet been fully evaluated.

Standardized PVDF gauges have been utilized in pulsed laser experiments
which allowed stress measurements t be made within 30 p m of the deposition
region with fluxes ranging to 10 W/cm2 . Two PVDF records from these ex-
periments are shown in Fig. 5. The large signal to noise ratio combined
with the ability to make small sensors in the range of 0.01 cm and the
inherent flexibility of the PVDF shock sensor, allow data to be obtained in
an extremely harsh electrical environment, which further illustrates the
reliability and utility of the PVDF gauge.

1.5 1 I I

__-SHOT 3398 26 urn THK. Al

o (b4 J/cm
2
)

SHOT 3365 61 um THK. Al

V) (61 .Jicm2 )

0 .

. i
0 0.1 0.2 0.3 0.4

TIME (us)

Figure 5. PVDF stress gauge data from pulsed laser experiments (SPRITE).

207



D. HOPKINSON BAR EXPERIMENTS

The Hopkinson bar used for comparison tests [111 includes a striker

bar, the incident and transmitter bars, and the associated instrumentation

as detailed in Pig. 6. This generates a squarc " ,f l.C ws duration at

the impact interface. Propagation to the PVDF gauge location converLs this

pulse into a.uniaxial stress wave with the characteristic Pochhammer-Chree

oscillations superimposed on the square wave. A typical stress history.

adjacent to the gauge is measured by a strain gauge and is shown in Fig. 7.

light sources strain g ge FVF2 auge

gasgun strik er bar vp. inpuba (0) output bar

constant-
ph Icurrent A/.D

AMPL IV counterA/

Figure 6. Schematic apparatus for the Hopkinson bar.

YL scale : t.OE-2 YR scale. l.EO
(amperes) (kbar)

2.1 - 1 I - _ .

I1.8

t2- __ t2

.90 _ 
.-- .90

.60- _ .60

Time: 1.0E-4

Figure 7. The incident compressive pulse and measured

PVDF gauge output.

The gauge.' for the Hopkinson bar experiments were made of biaxially

stretched PVDF 40 pm thick with an active area of 25 mm2 but were identical

to the :tandard gauges (Table 1) in all other aspects.



If we assume the delivered charge to be proportional to the applied
stress, the Q = f(t) (electric charge versus time) should be expected to
exhibit the shock wave profile:

0 Jii(t) dt (1)

with t = experimental recording time.

EXPERIMENTAL TECHNIQUE AND RESULTS

Hopkinson bar experiments were used to determine the PVDF shock gauge
response between 1 and 4 kbar. The gauge was placed in the middle of the
bar as indicated in Fig. 6. Two thin sheets of unpoled PVDF (23 pm thick)
were placed on each side ot the gauge in order to ensure a good insulation
without a bonding agent. The current pulses measured with a 7612 Tektronix
were integrated digitally to provide electrical charge as a function of
time. The charge output of PVDF followed the stress histories and, upon
unloading to zero stress, the charge was observed to return to zero. The
dynamic compression loading behavior was investigated using several step
compressional loading input waves of different amplitudes. Comparison of
the stress determined from the measured strain history in the bar (c(t) in
Fig. 6) with the charge obtained from Eqn. (1) results in the calibration
curve shown in Fig. 8.

Q [r/c~

1/

0.1 
kbarj

10

Figure 8. Calibration curve of the ISL PVDF gauge (logarithmic scale).

The law governing the unidimensional axial stress as a function of the
electric charge 0 released per unit surface can be expressed as follows:

a= . QO (2)



where 0 is the electiic charge given in pC/cm 2 , a is the stress in kbar, and
a and 0 are constants depending on the value of the film and on the
piezoelectric coefficients obtained after poling (a = 6.04 and 1.19 for
40 pm thick PVDF).

E. USE OF PVDF IN ACTIVE VIBRATION CONTROL

Piezoelectric polymers offer some interesting specific characteristics
making them suitable to control the dynamic behavior of light structures:
light weight, ease of use, flexibility, and simple assembly. The
reliability and long term stability of properly prepared PVDF, poled in an
appropriate mannei, offer a new field of application for this polymer.
Displacement and velocity are the two variables used to control vibrations
in structures.

GENERAL PROBLEM DESCRIPIiUN

Vibration problems are a major concern in specific areas of dynamic
engineering such as aerospace or sensor technology. Solar panels and large
mirror parts require stable and light weight structures. Optimal structural
design usually falls short of these requirements, making active control
necessary.

The general concept of active control is diagrammed in Fig. 9. This
active control can be accomplished by either the eigenvalue adjustment
method or the controlled damping method.

EXTERNAL FINAL
FORCES RESPONSE

- VIBRATING
STRUCTURES

L____ACTIVE CONTROL_
FEEDBACK

Figure 9. Active control diagram.

ACTIVE VIBRATIOiN CONTROL ANALYSIS

In genera], either eigenspace assignment or active damping can be used
to modify the structural behavior of any mechanical assembly and both can be
implemented with transducets based on PVDF piezoelectric polymer sensors
I,21.

Eigenvalue adjustment

The active reaction i; propoitional to the displacement for this
method. The control results in a change of eigenvalues of the structural
system. In general, the dynamics equation for any system is



(MI Y(t) [ (C] y(t) - [K] y(t) = F(t), (3)

where MI] = mass matrix
IC] = damping matrix
[K] = stiffness matrix
F(t) = applied vector forces
y(t) = degree of freedom (d.o.f.) vector

With active control, the applied force term becomes

F(t) = B(t) + E(t),

where B(t) is the actively generated component of the force and E(t) is the

driving force. Eqn. (3) then becomes

[M] Y(t) + [C] y(t) + [K] y(t) = B(t) + E(t) (4)

Figure 10. Diagram of eigenvalue adjustment system.

In order to change the eigenvalues of Eqn. (4), we use an actively generated
force which is proportional to the d.o.f. displacement vector, y(t), aq
illustrated in Fig. 10:

B(t) = [A] y(t) (5)

Then, Eqn. (4) can be written as

[MJ V(t) + [C) y(t) + ([K] - [A) y(t) = E(t). (6)

The solution to Eqn. (6) can be written as

x(t) { } x(t) = [D] x(t) + G(t), (7)

where

DJ [M-Ic) [-M-I(K-A)1 (8)[D IS] [01 (8

E(t) y(t)

+B(t) y(t)
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and G(t) = E(t) 
(9)

For non-vanishing [A] the eigenvalues of Eqn. (6) will differ from the
values solving Eqn. (3) as shown in Fig. !I. The change is a shift in both
amplitude and resonant frequencies. This shift in the frequency response of
the structures can be used to broaden the useful frequency range.

-Ougndry Sy-stem
. Controied System

I,. / k i2

.o / I I

I 0 / I '2 G' (] C'

In C-)

Figure i1. Figenval ue adjustment response changes.

Con trolled damping

An alternative approach t-) active contLol relies on changing the
;a mplitude of resonant vibratios instead of modifying the frequency response
of the trtizzu~e. To do thiq ;ze can use an actively generated force which

proportional to the d.o.f. velocity vector (Fig. 12). In this case Eqn.

) can be y rirten:

B (t) I A' I '>( ), (10)

M l y, ; ( [ Cl J --~ i ' ) v<( - I: ( r ) - ( t ) . ( 1 1 )

() 
( t )

-L -

F 1 gt i e (-1 C irnl i d damping diagram.
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The solution to Eqn. (11) is

x(t) = JD'] x(t) + G(t) (12)

it h

F-M- 1(C-A')] [-,M- 1K ]
[D'[ [0) (13)

and G(t) given by Eqn. (9).

The eigenvalues of this system are translated on the imlaging axis so that
the amplitude of the system response is modified, while the frequencies
remain the same (Fig. 13).

___ Origind System
S. ... Controled System

a- 3
E
0

CJ

....... .........

,. _ !

-,/

Figure 13. Controlled damping response changes.

ACTIVE DAMPING MODELING

All active control devices are spatially well defined; their corrective
action is therefore limited to specific modes. They can, however, excite
higher order vibration modes. This problem of space distribution concerns
both techniques of active vibration control (eigenvalue adjustment or damp-
ing control). However, the negative effects are limited in active damping
control and there is no strict need for multiple band pass filtering with
this approach.

The general aim of active damping control is to expand the effect of
overall damping of the structure (Fig. 14) toward the lower frequency
regions in order to reduce the dynamic response over a broader frequency
range. Passive damping, with thp ,s,ual weight limits, is most efficient in
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higher frequency engineering applications. Active damping coatrol is useful
for the first few modes too difficult to control by ordinary techniques.

'a 0.2E
0

r)

>

Active Passive

S0 / Damping Damping

/

/

0.0 I , -
0.0 2.0 4.0 6.0 8.0 10.0 12.0 14.0

Mode Number

Figure 14. Diagram of overall damping coefficient of a
nominal structure as a function of mode number.

A comparative evaluation of advantages and disadvantages is presented
in Table 3.

Table 3. Advantage and Disadvantage Comparative

ADVANTAGES DISADVANTAGES

Active Control Improvement of dynamic Energy input
behavior Instabilities

Passive Control Stability Limitations in structures
Ruggedness Weight and space problems

Reliability

Active and Reduction of active Stability
Passive Control driving elements • Space requirement

Reduction of etergy

We have developed a computer model to study the optimization of
active/passive damping in beams under various conditions. This model is
based on single pairs of elements (one sensing, the other providing active
input) as follows:

2 1 !4
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e I oiIv estim arcs. Option 3 uses an array of six acceIcromcters, where
anguilar acccleraIo ns are derived from thc differences in the respcctive
linear accclerations measured, divided by the distance scparating them. It
shou Id 1) c noted that the c ross terms involving the angular velocities are
derived froun the angular accelerations terms in the previous lime interval.
ConsequCntly, dcrivations conducted at time "t are directly dependent on
cxisting conditions at tie "t-l." ' his has some solution stability implications
and instrumcn:aion packages based on such an array should not be employed
in long pulse duration events. Finally, under the last option (Option 4), a
cluster of nine accelerometers can be used to obtain separate estimates for
both the angular accclerations and aigular velocity cross terms (needed to

c he equations of motion) and these estimates are unctions . ,,.1.
diIcrences between respective linear acceleration terms exisling at the rime
Ct. This provides for increased stability over Option 3. All the aforementioned

candidates are presently available as off the shelf technology. The choices of
instrumentation configLration options to be taken and the sensors to be
utilized will depend on a trade-off between cost, required accuracy as a
function of experiment duration, ease of usage in terms of multiplicity of
excitation voltagcs, required size and duration.

Tlie systcni developed by Applied Physics under the issued SBIR implemenled a
nine linear accelerometer configuration described by option #4 and
illustrated in FigLire 4. The sensor assembly consists of one set of triaxial
acccleromcers and three pairs of biaxial ones. This arrangement makes it
possible to directly determine the angular acceleration and velocities at each
time interval, without reliance on parameter computed at previous rlile
intervals. The equations for angular accelcration take the form below, as
function of only the linear accelerations and separating displacement.

Wx = (Az - Az0()/ 2 dyi - (Av3 - Ay()/2dz3

* 'v = (Ax3 Axo)/2dz3 - (Az2 - Az0)/ 2 dx2

'" = 
- (Ay2 - AyO)/ 2 dx2 - (Axl - Ax0)/ 2 dyj

Similarily. the angular velocity components are determined directly from the
fI ol lo ing set of non-linear algebraic equations:

WW = (Az1 - Az0()/ 2 dy1  + (Ay3 -AyO)/
2 dz3

WVW , = (Ax3- AxO)/2dz3 + (A,2- Azo)/2drx2

WxW,. = (Ay2 - A.o)/2dx2 + (Axi - Axo)/ 2 dyl

Consequently, all variables necessary to solve the equation of motion are
di rccly measured or derivable from these measures, utilizing the 9 linear
a c c c I c ro im c tc r.
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l),ja . u\ I i ition S\stcrn Arc h ifcClurC and Dc,;j -g :

I he detailed microproccssor-basd Inertial Rc fercnce System ( IRS ) as
igletgrat,'d , hith the mlin1iaturizCd sensors, and battery asse1bly is illustrated in
Fitire 5. The IRS ulili/Cs a dedicatCd Intel CMOS 8O88 CPU. addressing up to
\Il\ tC of1 bat 1 i 1 b acked CMOS RAM neiory, supportin1g prC. ision
Ph,iphcral Interfac Tlimcr, (PIT) and a programimahle RS232 port.

ihe IRS pr.es:,or and coupled CMOS RAM interfacc directly to the analog
-ignal conditioning circuits and A/D conversion, timing and btls inlrfacc

,giC. lhe analog portion of' the systen consists of an analog card sol. where
analo.,- A, illustrated in Figure 6 houses all the signal condition circuilts,
c.onsisting of dedicated custom hybrids:, calibration relcrences and oliset
adjtlSlmenl circuits. Analog A is designed to support 1(1 signal conditioned
channel, maintaining +/- 5VDC input. Analog B, illustrated in I-igurc 7
pro, ides the A/D convcrsion nctwork and STD bus intel Iace for the panel
v.iches and A/I) output da Additionally, Analog B, handles the interrupt

puls, train or sanpling frequency based on the input of tile start of the
,',:n,'i~ i m n t input.

I-ach analog channel housed on Analog A contains a dedicated analog signal
coinditioning path as illustrated in Figure 8. Each channel supports a
differential instrumentation amplifier with a variable. CPU programmable
'amplin, frequency and gain, maintaining a full scale signal at the A/D

converter. Connected to the amplifier is a anti-aliasing filter, providing a CPU
adjustable 500 hertz cutoff and a minimnin rolloff characteristic of -45
d b/octave.

The filter is coupled to a dedicated samp!e and hold circuit, time synchronized
wi th aIll other channels. The analng channels are multiplexed to provide
dedicated input paths to the A/D converter (Analog B). The A/D is a high
speed, bipolar input converter maintaining 12 bit resolution. The converter
Ifunction and multiplexer addressing (selection of sensor input) is wnder
processor control. The system utilizes a stable clock, count down circuitry, and
logic to provide interrupts, hold signals and latching supporting available data
sampling frequency. Additionally, the IRS primary unit houses the hardware
aind softw;'re to support parallel input/output lines (for hardware control).
and a P S2_32 asynchronous serial communication inIcrface maintaining
coMinunications with the IBM/compatible offload system.

The IRS offload cmuputer and analysis statiot is a portable IBM compatible
unit, communicating with the IRS via an RS232 interface. The IBM or
compatiblc naintains a mass storage media to offload calibralon and
expcrilnlal dala from the IRS. The IBM provides all data processing/analysis
required to detcrm ine and display the time history response of the vehicle to a

• " a
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Ii, IRS is .' I ,-eoa I :J and totA r, I wcrcd b, r -cliarbclu c b1 atIcrics. The
batteries pro\ ld< .n,icii,. i po,..:r to maintain S IiI operation for 2. hours
and data it 1) rI \ ,, I-t h, is,. Ic svst. il cII tnaiis a power sVi Chi L,
ne..'i\,,ork to i i I tl " e - of c \tern-al )C vo\kc r for s sten checkout and

aI,! tnaIIce, p Irc ,. l u Ain U ,_n 'r, drain of the onOoard battery prior to

\,t c Il () m:rat Ioui[i Th L' r\

he iicrrocessor-based Inertial Referen cc Systei function is defined b
ih, a eih1 l LnguaC operating sollts are, structured as illustrated in Fiure

1, and di\idcd into the following functional phases:

Pre t e s
a I I b ra t i n

Dat a 0 Itload/Trans CIr
A\ c ql u s It 10 o
SN stem Molnitor

Uipon powcr up, the system enters a pretest mode updating all status registers,
me.:mory pointers, comin unication ports and hardware latches. The pretest
so Itware cestablishes communications with tile IBM user interface (RS232) and
programs the variable experiment dependent characteristics such as sampling
trequency , number of channels, sensor type and the sensor characteristics to
their default configuration.

\Vith the s; ,tem in the PRETEST mode, the software monitors the panel
switches for user input in specifying or defining the channel gains, sampling
frcq uencv and delay timer frequency. In the normal mode, the syscm
cont inues onto the automatic calibration procedure. The calibration software
provides a means of measuring the errors introduced from the sensor through
all co poncnts of the system. The system supports two modes of calibration,
auiOllnatic (voltagc substitutio I) and shunt. In the shunt (RCAL) mode, the
processor shunt loads each sensor with a known resistive load, mcasuring the
>crisor output at the A/D and storing the results. In the automatic mode, the
calibrat ion software provides a voltage substitution scheme simulating a
,:round analog input into each channel. The system additionally maintains the
apabili ty to pcrforin pre and post experiment or test calibrations.

Flie data acqusi tion software is based on an interrupt architecture, where an
interrupt pulse is generated at the desired data sampling frequency. The
interrupt based acq uilition is enabled by a start of experiment signal and
pr,'i de the hold signal to the sample and hold circuits, time synchronizing
all channels. Each interrupt triggered acquisition cycle will start the A/D

olC vers ion process, and su bseq ucn ly input data from the A/D convertcr.
ol-ie .. -2 btcs ( 16 bits), sequetially into memory. The system collects

dL1A;a', 12 bits, \With the systenl automatically loading the 4 most significant
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10IloI r11'C, r i _ i ,o I'tw I cad iICcCss r or

A"t- jkibl eI'o, plrior ito >[torae, redtnel thel ,,ofltarc ox crhead riece'5.al\ lot

ol!!oeld ot da!a to the IBMl [bach saInpliiic inieraclioli blocks all corresponding
h:inl dati \itb,1 prce'cding elapsed tinle datla and end of record ([OR) - post

Jita ,_s raor I (I. A\cquisition is tcrnii ialcd and reIturnls t0 the s\' I C n Ill il tor

. ,a I tnaticat1l\ %k hen1 either the iniaxiLnni CxperimCen11 lile or available wemiory
11i , be I] ex 'cdcd.

the coriunfIU1icati ns sofiware provides the link bcIween the IRS and IBM
interface, via a seriail RS- 3 port shared h% both processors. The data offload,
or t ransit software, offloads the entire contents of expcrinetll nlenlcry

N\ fC11l 't aU , pro/po.st calibrations, and experimiental 'ala), onto the IBM or
,lllpatiblc mass storage device via the RS232 port. Thi software adheres to all

pro tcols (NON, "<OFF, etc ) speci fied by thesc bus specifications. The PC
ma1iniain, sot are to unpack the interleaved binary data and convert the
bi) (rv iint) both analog vollage levels or scientific units. Th e PC F:ortran-
bhj,<_d so ft %k are vwill then process the data providing a quantitative Output 0i
the ix degree of freedom motion of the vehicle in question.

IBM Lr Interfaice and Analysis Software

IBM PC/AT micro-computer provides the user interface, analysis package and
data oftload tnedia in support of the IRS. The IRS is connected to the IBM via a
>in,_Llc RS232 serial communications port and provides the user the capability
to define the confi(euralion of the IRS, offload or transfer data to the IBM,
translate the data into scientific units and provides an analysis package to
quant it atnvelv determine the 6 degree of freedom motion of the vehicle in
rcpolise to a blast scenario. The analysis package is written in Fortran
operating under PC-DOS operating system, while the interface and offload
s,ltware is coded in "C". Tile software package provided with tile IRS includes
aill .oftwkare necessary to compile, link, edit and execute both C and Fortran
routinles.

The Fortran-based analysis software enables the three-dimensional time
history trajectory of the vehicle response to a blast scenario to be computed.
Additionally, the software supports 3D graphics software to dynamically
display the response profile.

Detai led Data Analysis Procedure

Ill summary, consider the 3 coordinate systems consisting of the
instrumentation system P, the vehicle coordinate system B, and the reference
sytem I (Figcure 42. The sensors are mounted in System P in the orientation
a ill uiratc n ad defined in Figure #4. 1he analysis software prompts the user
for the dx. dv. dz separation bet,<een the sensors, which are fixed for the
syste s ni delivered. Additionally, the ROLL, PITCH, YAW mounting angles
relative to the B coordinate system and the displacemen, x, y, z, between the
txko systems must be entered. These are manually entered from the survey
results produced when mounting the system Addiltionally, the displacement
and angular orientation of the vehicle system relative to the reference
coordinate system must be entered at the corresponding prompts. The vehicle
coordinate system B may initially coincide with reference coordinate system.



litiallv, the accelerations along each axis in the P coordinate system are
derived directly from the measured acceleration along those axis, that is

Axp = Aox
ANp = Aoy
Azp = Aoz

The analysis routine continues by computing the angular velocities and
aeceleration about the axis in P coordinate system aF follows:

WpWVy = Azl - Az0 + Ay3 - AyO
2dy 2dz

WrWv = A'2 - A/0 + Ax3 - AxO
2dx 2dz

WrWp AxI - AxO + Ay2 - AyO
2dy 2dy

Wr = Az - AzO - WpWy
dy

Wp = Az - Az2 + WrWy
dx

Wy Av2 - Ay0 - WrWp
dx

Where: \Vp Analog Acceleration (pitch axis)
Wr Angular Acceleration (roll axis)
Wy Angular Acceleration (yaw axis)

The analysis software then computes the transformation cosine matrix,
necessary to translate the accelerations, angular velocities and angular
accelerations as measured in the P coordinate system to the B coordinate
system. This matrix T is fixed for each time iteration and based on the constant
geometry between the instrumentation system and vehicle coordinate system.
If the two coordinate systems align, the matrix then defaults to the Identity
matrix. The transformation matrix is computed as follows:

T = tl t2 t31

t4 t5 t6

t7 t8 t9
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Where: ti CosPCosY

t2 CosP SinY
t3 -SinP
t4 SinRSinPCosY - CosRSinY
t 5  SinRSinPSinY + CosRSinY
t6 SinRCosP
t7 CosYSinPCesR + SinRSinY
t8 SinYSinPCosR - CosYSinr
t9 CosRCosP

and:

P = Pitch Angle
Y = Yaw Angle
R = Roll Angle

The transformation requires the transpose of matrix T as follows:

Convert accelerations at P to B coordinate system:

AxB AxP

AyB = TT AyP

LAzBj AzP

Where:t t4 j7
TT - t2 t5 t8

!3 t6 t9

Convert derived Angular Accelerations at P to B

WRB WRP

WPB TT P

LWL% L
Convert derived Angular Velocities at P to B

WRB R

WPB T P

B_ .2WYP3.
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The software then computes the accelerations at the B coordinate system

utilizing the translated parameters substituted into the equations of motion:

Ap = Ab + Wb ()(b ) d) + Wbxd

Ap = AxB + WpB(WrBdy-wpBdx) - WyB(WyBdx-wrBdz) + WpBdz - wyBdy

Ayp A\B + WyB(WpBd/-WyBdy) - WrB(WrBdy-wpBdx) + WyBdx - WrBdz

AzP = AzB + WrB(Wybdx-WrBdz) - WpB(WpBdz-wyBdy) + WrBdy - WpBdx

All of the parameters on both sides of the equation are now known. As
previously calculated.

The analysis software continues by calculating the time based direction cosine
transformation matrix translating the data from the B coordinate system to the
desired reference coordinate system. This matrix is updated for each sampling
iteration, utilizing the changing angular and displacement results for each
cycle. The determination of this matrix can simply be outlined as follows:

As before, the transpose of the matrix is utilized to translate the data at the B
coordinate system to reference system as follows:

AG DTAB

WG DT WB

WG DT WB

As before, equation #1 is utilized to calculate the acceleration at the reference
coordinate system accounting for the angular velocities and accelerations.
The velocity at the reference coordinate system is based on the integral of the
acceleration and the displacement on the second integral as follows:

VXG AXG (tf - ti)

VYG AYG (tf - ti)

VZG AZG (tf - ti)

DXG VXG (tf - ti)

DYG = VYG (tf - ti)

DZG = VZG (tf - ti)

The displacements become:

L = DXG + dx
DY = "DYG + d y
iW = DI Z + dz
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\here dX. dy, and dz are the initial displacement.

The computation of the angles is based on the term of the direction cosine
matrix as defined in equatios and simply become:

PG (Pitch) = -Sin "1 (DI 3)

YG (Yaw) = tan-' (D12/Dl 1)

RG (Roll) tan -1 (D23/D 3 3 )

The analysis routine stores for each time sampling period the accelerations
(AX, AY, AZ), the velocities (VX, VY, VZ), the displacements (DX, DY, DZ) and the
angles (R, P, Y) as translated to the ground reference system.
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MECHANICAL SHOCK SENSORS
(A FEASIBILITY STUDY)

David Frommer, Michael Gross, and David Heller

Advanced Technology and Research, Inc.
14900 Sweitzer Lane

Laurel, MD 20707

The designs of four mechanical gages for high level
shock characterization are proposed and tested. Of the
four, the use of an IR heat-sensitive film and the

degaussing of a permanent magnet proved to have severe
restrictions on their implementation. However, the gages
based on copper-ball and pyrotechnic systems showed
sufficient promise for continued investigation. The
copper-ball system produced a linear measurement of

acceleration, exhibited a very high natural frequency, and
showed a capability of recording acceleration in the

hundred thousand g range. The use of a pyrotechnic device
demonstrated consistent results for velocity-change
measurement when used as a family of gages. The device
serves to bound the velocity change by providing a
velocity threshold measure of go/no-go information. By
using the peak-reading copper-ball accelerometer together
with a sufficient number of pyrotechnic gages, additional

information can be inferred about the duration and shape

of the shock pulse.

INTRODUCTION

Today's weapons (warheads, projectiles, and attack vehicles) must withstand
imp.cts far beyond the survival capability of on-board, electro-mechanical shock-
recording instrumentation. In the sixties and seventies, significant advancement
was made in the area of electro-mechanical shock instrumentation which led to a

disinterest in the development of mechanical shock (MS) sensors. In recent years
shock levels have begun to exceed the survival range of the most advanced
electronic shock instrument. A pressing need exists for low-cost, high-g, high-
frequency MS sensors that can be mounted with ease on board high velocity

impacting- or impacted-vehicles and, on recovery, provide accurate measurement of
shock peak levels. While not the best method to defining the weapon-shock
environment, MS sensors can, as they have for many years, provide enough shock-
correlation information to make it possible to conduct design tests on weapon
components in the laboratory under controlled and accurately monitored conditions.

The objectives of this study were the following: determine the feasibility
of extending the range, readability, and simplicity of existing MS sensors, while
conducting studies on non-conventional materials that may have correlative and
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linear response to shock. These objectives were merged by selecting four types of
M4S sensors to be examined, tested, and developed. Two of these, the copper-ball
and pyrotechnic sensors, demonstrate considerable promise. The results and
limitations of this study are presented and recommendations made for further
developing the proposed gages.

PROCEDURES

SHOCK TESTER

The study called for a shock environment that was high in frequency and
acceleration, such as a steel-on-steel impact. To achieve these conditions an air
gun was used to launch a steel projectile at a plate to which the test gages were
attached. The gages, along with a conventional accelerometer, were mounted on a
3/4-inch radius from the point of impact (Figure 1). To obtain an approximate
half-sine pulse duration of approximately 25 microseconds, a 0.025-inch thick, I-
inch square copper pad was placed on top of the plate at the impact point.

PYROTECHNIC ACCELEROMETERS

0.75" RAD

IMPACT AREA

/ ~ - COPPER-

S NIC

ACCELEROMETER

IMPACT PLATE

ZSIDE OF IMPACT

Figure 1: Accelerometer Orientation
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DATA ACQUISITION SYSTEM

A conventional accelerometer was used to electronically record the plate
response and provide a basis for assessing the performance of the experimental
gages. The accelerometers were mounted on a circle centered Pt the point of
projectile impact (theoretically all points on this circle experience identical
shock levels). The conventional accelerometer specifications show a linear
measurement range of up to 128,000 g and a frequency response of 3 - 50k Hz (+/-

1db). A digital storage scope displayed and transferred the acceleration-time
history data to a portable computer from which velocity and a scaled acceleration-
time trace were obtained. Figure 2 shows typical plate-response shock data to
which the prototype shock sensors were subjected. Table 1 summarizes the tests

performed.
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Figure 2: Typical Plate Response
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Table 1: Test Summary

Pulse Peak ist Peak
Test Duration Acceleration Velocity

(microsec) (g) (fps)

331A2 26 1.43 52
331A1 35 67 28

329A3 28 Iil 46
329A2 26 122 47
329A1 28 100 37

323A4 58 55 45
323B3 41 80 38
323A2 56 22 24
323A1 50 36 23

322A4 22 96 27
322A3 43 81 36
322A2 43 48 29
322A1 44 37 24

315A3 27 96 39
315A2 24 88 33
315A1 24 63 22

314B3 28 63 23
314A3 27 65 22
314C2 41 29 18
314B2 24 67 23
314A2 27 51 19
314A1 48 12 7

310A3 28 78 29
310A2 22 76 26
310Al 21 66 22

307A4 22 112 36
307B3 18 89 29
307A3 23 76 27
307A2 21 95 33

303B4 18 89 26
303A4 19 90 32
303A3 19 77 24
303A2 22 62 20
303A1 35 15 8

302B4 16 73 20
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RESULTS

1R FIL1M SENSOR AND MAGNETIC SENSORS

The IR Film-based sensor consists of thermosensitive XEROX film sandwiched

between the impact plate and an inertial mass. Ideally, a color change occurs in
response to the energy associated with accelerating the inertial mass.

Using this arrangement, for the peak acceleration range of 50 to 100 Pr,
there is no distinguishable film discoloration (discoloration can be achieved
under direct impact). An inertial mass considerably larger than those tested is
necessary to induce sufficient energy in the film to cause significant
discoloration; however, this would result in a lower measurement-system resonor.t
frequency.

A magnetic sensor operates as a stand-alone unit, requiring no ni
ma{ss. Then a magnetic material is subjected to a shock environment, the enc-rs;
product of the magnet is temporarily affected. The change in the flux output froom
a magnet can therefore be used as an indicator of the severity of the shock
environment. Drawbacks to this measurement system include: uncertainty; as
linearity of such a system, the effect of the shock orientation relative to thut
inturnal structure of the magnet, the recovery of the original magnetic proper-ties
with time, and the brittle nature of the more desirable high energy product

ma gnets.

These ditficulties suggest that neither the IR Film nor the Permanent Movaet
sensor be recommended as a method of measurement at this level of effort.

COPPER-BALL SENSOR

Conventional copper-ball accelerometers can be used in very high g shock
environments through modification of the inertial mass. For this type of svst.,
the measure of acceleration comes from the ''flat'', or indentation, left on :bo
surface of a copper ball from an inertial mass. Since a copper ball deforms in
response to force (the result of accelerating the inertial mass), the copper-ball
accelerometer offers a peak acceleration measurement.

Copper-ball indentation as an indication of acceleration has been used
successfully in other shock environments i. Extension of this technology to h .u
acceleration and frequency levels requires the adjustment of the inertial m 's no
meet the demands of the new environment. Achieving measurements of both higih r
frequency and acceleration levels requires the use of a light, stiff inertia] mass

such as Pyrex or other types of glass masses.

Implementation of this type of accelerometer requires special ronsideriitio .;
for the fixture of the inertial mass. These include holding the inertial mas, in

rht contact with the copper ball and in the proper orientation relative to the
bill at time of measurement. An arranigement which has been found to work well in
tih. laboratory is shown in Figure 3. Here it is seen that the copper ball sit.s in

-,.rkcet to minimize deformation due 'o the fixture. The mass is held against tl
b a]] by a small sheet of paper wedged between the coils of the sprinr and over the
'l of the mass. This arrangement offers very little additional m; over thit of
so inrtial mass and provides for ea: Y adjustment of the contact : ro betweun
, mass and the ball,
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PAPER 

-SOFT SPRING

COPPER BALL

GLUE - IMPACT PLATL

Figure 3: Copper-Ball Accelerometer

Then the impact plate accelerates, it applies an accelerating force (via the
copper ball) against the stationary inertial mass. This force is recorded as a
flat deformation of the copper ball. The flat diameter, for the magnitude of the
deformations involved, is much easier to measure than radial deformation. The
geometric relation between the two is given in Figure 4.

f
d

5 
r

r=0.0775 in

DEFORMATION CALCULATION ACCELERATION CALCULATION

d = r- _ -2/ a = /m

d = radial deformation of ball a = acceleration
r radius of ball m = mass of inertial mass
f diameter of flat on ball K= dynamic spring rate

of copper-ball deformation

Figure 4: Copper-Ball Deformation and Acceleration Calculation
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Using the dynamic spring rate for the copper ball along with the measured
axial deformation gives the applied load necessary to create the deformation. The
acceleration in g is therefore given as the applied load divided by the weight of

the inertial mass.

The dynamic spring constant of the copper-ball system is also used to

oalculate the natural frequency of the measurement system. This is done by

treating the inertial mass sitting on the copper ball as a free spring-mass

system. The natural frequency of this single degree-of-freedom oscillator is
given as:

we = (Kd/m) 1
2

= 2(PI)Fn

where wo = circular natural freq.

Kd = copper-ball spring rate

m = mass of inertial mass

Fn = natural frequency

PI = 3.14159

The natural frequency of the system is then applied in the conventional main,-- for-
dynamic measuring devices.

Table 2 lists a comparison of various copper-ball accelerometers used durimlg
the testing. The last column lists some ultimate values which can theoretically

be achieved. This is based on an assumed minimum measurable shock input of 25,0((0
g corresponding to a flat diameter of 0.005 inch. from these two constraints, the
mass, size and natuiral frequency of the copper-ball accelerometer are developed.

During testing, the acceleration of the impact plate is recorded using a
conventional accelerometer. Using the method described previously, the flats are

used to calculate applied acceleration. Once a preliminary value for accelerot oiy

is determined, it is adjusted by the frequency-dependent amplification factor of
the measurement system. The ratio of measurement system natural frequency o he
primary frequency of the acceleration pulse is used to determine the amplific,&.ion
factor. This is applied to the measured acceleration to arrive at an accurate

value for system acceleration. In practice, of course, adjusting the readings

according to the dynamics is not possible. The adjustment here is for purposc , of
investigating the linearity of the copper-ball system.

Table 2: Copper-Ball Accelerometer Capabilities

System ) 2 3 4 Ultimate
0.16 0.36 0.45 0.65 0.0271

'-;,t-e r ia I Glass Glass Glass Steel Glass

Length (mm) 14 31 39 19 2. 334
D);i eter (min) 2.39 2.39 2.39 2.39 2.39

:Uitural Frequency (hz) 32,000 21,373 19,041 15,876 77,891

Theoretical Diameter Flat

I).osed on 25,000 g (in) 0.01215 0.01821 0.02036 0.02444 0.05

,n imum
, 11.oor-ation (g)

ho;ed on 0.00 " flat 4,225 1,878 1,502 l,0'4() 2
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I'!iQ pyrot ecl.,,ni Ic shock set SO r cons is ts of a s Ina I I sh ape d p)inI (inI erIt ia II
inl pl ace, I Lgh' I v '1gai list a pylrotechnic cap by a soft sprinL (Figure 6) T

01 c a11 d (0! v'ie~i ii;. t hod of holIding, mount i Tog and working wit h a sinm 1 I
j e0C, I i c IIIater ial. It- is mounted against the impact plat(e using a dIrop of i

' odge. Upon application of sutficient impact-plate velocity, t ho
orncignites through plat-e and inertial mass interact ion. Obviols 1v, thi:

r indikcates with a go/no-go criterion and is therefore niot a peak mndica oi-

ai threshold indicator.
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S13T SPRING

PY4flTED-,11C CAP

LEADl %TYP-#ATE SVDMS

iflA6 - L24 a,)

IMPACT FLAT
GLAMETER C0D4 0 0

Flirure 6: ?yrotechnic Acce le rome te r
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1 iId st iplnate crystals uni formly distributed within the pyrotechnicpat
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Once the specific energy of detonation is determined it can be used, along with

the pin mass and pin flat diameter, to calculate the critical velocity for

detonation. Whether detonation occurs determines whether this critical velocity

has been exceeded.

The goal of th, cxpcrimentation was to obtain the specific energy threshold

at which the pyrotechnic will. ignite. Since specific energy is a function of the

shaped pin's mass and geometry (for any plate velocity change, V), the velocity at

detonation can be determined bY maintaining a constant tip geometry for different

"masses ,

As shown in Figure 1, five pyrotechnic sensors were placed on an equal

radius from the impact point. The five sensors had shaped pin masses ranging from

1.24gmn to 0.46gm with as uniform-as-possible tip geometry. As expected, the

larger mass sensor ignited at the lowest plate peak velocity while the smallest

mass ignited at the highest level. Calculating the specific energy ignition level
for each system shows a go/no-go threshold of approximately 2200 ft - lb per sq.

ft. Figure 7 shows go/no-go, specific energy data calculated for each pin mass.
The differences in the threshold levels of detonation may be due to a variety of

factors.
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Figure 7: Specific Energy Measurements for Cap Ignition

Some problems with maintaining tip geometry were encountered. The inertial

misrses were not precision machined pieces, and the variations in tip geometries

wr found to affect the velocity determination.

Temperature was another uncompensated condition with apparently major elffi.

,t1 QOp ignition. The tests were conducted outdoors where there was no control
ever<. the pyrotechnic's temperature. For the 0.615gm mass in particul.ar, the

r~ye.f:i e energy threshold level is higher than for the other four masses.- Thm
en:o~rat_,re on the day these tests wore made was approximately 200 F which wa 2(1'

*e 20 F lower than that for the other tests. The effect of humidity on igni tion.

.,w de 4termined hut could he a factor.
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CONCLUSLONS AND RECOMMENDATIONS

The experimental results suggest that two of the shock measurement systems
proposed offer encouragement for further investigations. They are the copper-ball
accelerometer and pyrotechnic velocity indicator. In contrast, the IR film and
permanent magnet accelerometers provided less satisfactory resulLs.

The limitations imposed from both the IR film and the Permanent Magnet

accelerometer- made these systems impractical to implement during this test serit-es.
The conceptual design of both of these accelerometers, however, can not be
e:.:cluded from possible consideration for future applications, especially at otlhr
shock levels.

The copper-ball accelerometer proves quite capable as a peak-acceleratin(,.
iindicator. The measured acceleration (as indicatcd by the deflections prod,..
fr-o i the inertial mass) was reasonably linear with respect to the applied
acceleration level, within the limits of the testing environment. Implementation
of this system will require a closer investigation into some of the aspects of the
accelerometer. First, a more practical fixture method needs to be considered. In
addition, the frequency response of the accelerometer requires better
characterization. This will also allow for a more detailed investigation into t
properties required of the inertial mass. The effects of off-axis loading ,.ill
also have to be investigated. Finally, if this accelerometer is to be useful fo-
:easurement of very high acceleration levels then a closer inspection of the
copper ball dynamic spring rate over the entire range of ball deflection will be

tecquired.

The pyrotechnic shock sensor shows considerable promise as a severe
eroronrrcnt, velocity-change indicator. The results achieved through this testing
inidicate that with sufficient quality control over the pyrotechnic manufacturing
and packaging, the critical energy input from the inertial mass (as measured Ly
hco vo/no-zo condition) appears to be repeatable on a specific energy basis. A

working velocity indicator will require a refinement of the inertial mass
geometrv, an improved fixture arrangement as well as a method for compensating for

v';isint temperature and humidity.

(oncurrent use of the copper-ball accelerometer and pyrotechnic velocity

ildi.cator allows for more complete shock environment definition in that other
shock parameters may be inferred. The inexpensive, easy to install and read

e of these gages make them attractive for further study.

: Vnost, V.F., ''SHOCK SPECTRA MEASUREMENTS USING MULTIPLE MECHANICAL GAGES (A
1.fAbIT I.ITY STTfDY'', U.S. Naval Ordnance Laboratory, White Oak, Md., NOLTR 67-151.

-Ibemher, 196'
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BUILT-IN MECHANICAL FILTER
IN A SHOCK ACCELEROMETER

Anthony S. Chu
Endevco Corporation

San Juan Capistrano, CA

Isolating the sensing element of a transducer from high frequency
transient attacks appears to be one of the most effective design
improvements in shock accelerometers. An experimental transducer
design with integral mechanical filter has allowed the experimenter to
record close-range shock excitation without zeroshift, a common
linearity error in pyroshock measurement. This piezoelectric
accelerometer prototype features both an input mechanical filter and an
electronic low-pass filter in order to maximize usable bandwidth.
Calibration data indicate flat frequency response to 10kHz with 24 dB
per octave roll-off thereafter. Field test results are also shown in this
paper.

INTRODUCTION

With all the advances in digital data acquisition equipmnt and signal processing techniques, the
acceleration transducer (accelerometer) is still the weakest link in a pyroshock measurement chain.
Current design approaches in accelerometers, such as electronic filtering and high resonance, can
not always guaranty the experimenters with repeatable performance and believable results.

The core of the problem has been identified to be the sensing element of the transducer. All
sensing mechanisms are vulnerable to high-g excitation at frequencies far above our point of
interest. These high frequency, high-g transients, although "invisible" to many recording systems,
are present in all close-range pyrotechnic events and metal-to-metal impact testings which are
common in many qualification requirements.

The advantage of using a mechanical filter as an isolator is discussed. Isolating the sensing
element (piezoelectric or piezoresistive) from high frequency transient attacks appears to be one of
the most effective design improvements in shock accelerometer. A shock transducer design with
an integral mechanical filter has allowed the experimenter to record pyroshock time history without
zeroshift, a common linearity error of the sensor in pyroshock measurement. This piezoelectric
accelerometer prototype features both an input mechanical filter and an electronic low-pass filter in
order to maximize usable bandwidth. Calibration data indicate flat frequency response to 10kHz
with 24 dB per octave roll-off thereafter. A comparison of this unique design with commercially
available mechanical filters is also presented. The survivability of transducers in high-g
environments has greatly increased due to shock isolation provided by these filters.
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PROBLEM IDENTIFICATION

All spring-mass type accelerometers have a finite seismic resonance. To obtain linear response
from such a transducer, one must be certain that the input spectrum always stays within its
recommended bandwidth. As a general rule-of-thumb, the maximum measured frequency for an
undamped accelerometer is to be less than one fifth of the transducer resonance. This rule is
generally well observed in me vibration-test community.

Unfortunately, the term maximum measured frequct;cy are often misinterpreted as the upper band
of the Shock Response Spectrum in shock measurement. Since most Shock Response Spectra
stop at 10kHz or 20 kHz, accelerometers with resonance in the neighborhood of 100 kHz are
usually considered adequate for these applications. It is however important to remember that the
input spectrum of most high-g shock measurements contains frequency components way above
100 kHz, well beyond the capability of our modern recording devices. These high frequency
components are often unnoticeable until something occurs during data acquisition; eg. aliasing of a
digital recorder. The most commonly used wide-band analogue tape recorder can only capture time
history up to 80 kHz (running at 120 ips), out-of band information is therefore naturally attenuated
and "invisible" on playback.

The problem is further confused by the issue of the damage potential of high frequency. It is
known that shock inputs above 10 kHz seldom cause any damage to the test article, and they are
routinely ignored in most data analysis. These high frequency components, although posing no
danger to the article, seriously affect the linear operation of any spring-mass type accelerometer.

Recently, a few papers and articles have been published [ I ] [2] concerning the effect of ultra-high
freouency impulses on shock measurements. This out-of -band transient phenomenon is referred
to in the papers as "Pre-Pulse". There are two types of shock simulations capable of generating
near true-impulses:

a) Close-Range Pyrotechnic Shock

The process of explosion involves chemical reactions in a substance which convert the explosive
material into its gaseous state at very high temperature and pressure. Most explosives, such as
Flexible Linear Shaped Charge and pyrotechnic bolts, do not contain as much energy as ordinary
fuel, but generate extremely high rate of energy release during explosion. The response of the
structure near the immediate region can actually approach a true impulse due to the instantaneous
velocity change at the explosive interface. As a result, measuring at the area surrounding a
pyrotechnic explosion has always been a nightmare for engineers and scientists.

D,,pending on the explosive location and the point ol measurement, the amount of high frequency
energy reaching the transducer is inversely proportion to the distance between them. In a remote
sensing location where the shock wave has to propagate through a long path or many joints of
dissimilar materials to reach the transducer, high frequency components can be significantly attenuated.

b) Close-Range Metal-to-Metal Impact

Most pyroshock simulation devices, such as drop towers and pneumatic hammers, rely on high
velocity metal-to-metal impact to generate the required shock spectrum. When the point of contact
allows very little material deformation (like in all reusable machines), the acceleration response of the
structure can also approach a true impulse. Again, the response spectrum is highly dependent upon the
acceleromcter location relative to the point of impact.



EFFECTS OF NEAR TRUE-IMPULSES ON ACCELEROMETER

There are two types of commonly use shock accelerometers, piezoresistive and piezoelectric devices.
Each reacts differently under the attack of near true-impulses. Three common failure modes are
observed:

a) Sensor Failure

Recent new designs in piezoresistive accelerometer have tremendously improved their usable
bandwidth and rigidity. One type of commercially available PR sensor exhibits seismic resonance
above 1 MHz [3], leaving quite a margin of safety for the general rule-of-thumb. Under the attack of
delta function liked impulses, however, the sensor can still be set into resonance (at 1 MHz) due to the
nature of the input signals. Since the gage mechanism is practically undamped, displacement of the
elements gzoes out of control at resonance and eventually cause gage breakdown. The result of this
type of failure is complete loss of data.

Piezoelectric sensors are more robust under the same condition. But they fail in other fashions:

b) Zeroshift

This subject has been well examined in many technical papers [4] [5] [6]. A piezoresistive
accelerometer generally does not exhibit zeroshift until the gage mechanism has been damaged or is in
the process of deterioration. Piezoelectric sensors, on the other hand, account for most of the zeroshift
phenomena associated with transducers.

When a piezoelectric element is set into resonance, two things can happen:

1. Relative displacement of the seismic mass can exceed 100 times of the input. The crystal material is
overstressed and produces spurious charge outputs due to domain switching. The result of this type of
failure is DC offset in the time history.

2. The crystal material is not overstressed but a huge amount of charge output is generated which
saturates or damages the subsequent electronics. The result of this type of malfunction is loss of data
or gross DC offset in the time history.

Slight amount of zeroshift in the time history can yield unrealistic velocity and displacement during
data reduction. The real danger remains that, although data with gross DC offsets are generally
discarded, the minor one are ac-'epted as good measurements.

c) Non-Linearity

The output of a transducer at resonance is sometime non-linear and not repeatable. The response of a
saturated charge converter is also non-linear and not repeatable. The result of this type of malfunction
is poor repeatability in SRS, leading to incorrect definition of the shock environment.



SOLUTION TO THE PROBLEM -- MECHANICAL FILTER

Mechanical Filter

An obvious solution to the accelerometer resonance problem is to isolate the sensor from the high
frequency signals. When an appropriate material is placed between the structural mounting surface and
the transducer, a mechanical low-pass filter is formed. The filter slope of such an arrangement
approaches 12 dB per octave. In order to make the filter effective, the -3 dB corner must be set at a
frequency far below the accelerometer resonance to insure adequate attenuation.

There are tuee critical design parameters in a mechanical filter:

a) First, the filter/accelerometer combination must be robust enough to withstand high level shocks.
Many "isolators" rely solely on the strength of spring/damping material to keep the accelerometer in
place.

b) Secondly, the Q (amplification) of the mechanical filter must be very low. Otherwise the linearity of
the passband data will suffer. Damping characteristic is a critical consideration in matching the
accelerometer to the mechanical filter.

c) Thirdly, the relative displacement between the transducer and the mounting surface must not exceed
the linear range of the spring/damping material. When the accelerometer "bottoms out", its high
frequency isolation characteristic of the filter is lost, and the protection to the sensor fades.

Existing Designs

Although there many shock isolators on the market for machine vibration isolation, they are not
designed with linearity in mind, and their applications are quite different. A few foreign and local
private institutions have built some experimental devices for their own shock measurements, but none
are commercially available. These prototypes wer( made out of exotic materials, such as rosewood
and cloth, for their unique damping and stiffness praperties; reliability and repeatability of these
external filters are questionable. One of the accelerometer manufacturers does offer an external
mechanical filter especially tuned for its own brand of transducers, but it is really intended for a general
vibration environment.

One common problem facing external mechanical tilters is the resonance of the filter itself. Even with
careful selection of spring and damping materials, critical damping is rarely achieved. Any small
amount of amplification factor (Q) in an imperectl", damped filter will produce substantial degree of
amplitude distortion from a shock input. This distortion manifests itself as ringing (at the filter's
corner frequency) superimposed on the accelermmeter output signals.

Another problem ha, to do with :ccelcrometer niatching. The corner frequency and the Q of a external
filter is highly sensitive to the mass of the attached transducer. Minor deviation on size and weight can
result in significantly litff-rent rcspo. s.

Given the physics, of the prolalem discusscl abhov, it ,eens obvious that if one can design a shock
accelerometer to incorporatc a tuned iniernal ntchanicad filter for sensor isolation, and match it with a
built-in electronic lov,-pawv. tilter , rn, .ove unwanted residual ringing of the mechanical filter, many
transducer problems in pyrohock n-,,uremen' cian be avoided. A block diagram in Figure 1 depicts
this concept.
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12 dB/octavc Element (undamped) 12 dB/octave Converter
High Freqncy Paksband
Shock Inpls.-------------------------------------------------- - -4tputs

ACCELEROMETER WITH BUILT-IN FILTERS

Figure 1

Built-in Mechanical Filter

An experimental accelerometer with both mechanical and electronic filters was successfully built in our
Engineering Lab.

Based on a well established piezoelectric shock sensor, this accelerometer featured a captive
mechanical filter arrangement. Compared to the model of an external filter (Figure 2a), this unusual
scheme provided the transducer/filter system with added rigidity. (see Figure 2b) The transducer's
external housing, which served as an enclosure for the sensor and the isolation material, kept the
"guts" together in case of excessive shock input.

K3 MM

K$LfC K2C2

Figure 2a Figure 2b

MECHANICAL FILTER MODELS
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The light-weight sensor assembly housed the piezoelectric element and the hybrid microelectronics.
The internal electronic filter, a two-pole Butterworth low-pass, provided another 12 dB per octave roll-
off after the mechanical filter. The spring/damping material was meticulously chosen and matched to
react with the mass of the sensor in a synergistic fashion. This combination yielded a mechanical filter
with a damping coefficient of .20 to .15, and a resonant frequency of 15 kHz.

To attenuate the -5 dB rise at 15 kHz. the corner of the 2-pole low-pass filter was purposely set at 10
kHz in order to compensate for this unwanted peak. The end result is shown in Figure 3 where the
solid line represents the combined frequency response of the accelerometer, the single dotted line
represents the mec;.anical filter response, and the double dotted line denotes the electronic filter
response. This combination offered a 24 dB per octave roll-off beyond 10 kHz which effectively
isolated the piezoelectric element and subsequent electronics from any high frequency transient. Built-
in electronics also allowed impedance conversion taking place inside the transducer, a desirable feature
for sigral transnission,

Acceleromcter Performance

A trequcncy response calibration is shown in Figure 4. The accelerometer has an effective linear
amplitude response from 1 Hz to 10 kHz within ±1 dB. Sensitivity of the unit is .1 lmV/g which
equates to a full scale dynamic range of >50,0(X)g. Cross-axis sensitivity up to 50,000 a is less than
5-, . and the resonance of the crystal element itself is larger than 130 kIz. The ,ccelerometer weights
3.8 grams and operates from a constant current source.

One of the major concerns regarding the perfcnarce of the transducer has been temperature response.
Since the material used for damping was basicaIly a polymer, frequency characteristics varied with
temperature. An experiment "as conducted to investi(ate the effect of temperature using transient
inru)ts from a Hopkin on bar. The input transient was defined to be about 100,00(0 g peak, and the
corresp onding pulse width was -70 p.S. Repeatability of the pulse shape was quite acceptable, but the
shok level had a standard deviation of 5,500 g

Figre 5 comnpares the transient rc,,ponses of the acceleronicter at 75+F and 451F. The peak response at
75F is measu:red t(, he 86,00() g, and 78,I0 g at -5 F (these are mediam data selected from samples
at approximately the same level). The peak level is c. asiderably less than I(X),(X)0 g due to filter
attenuation. Iakin Ie i em v.lability Of input lcvel into account, the indicated peak g at 453F is 9.2%
l , er taI'n at ro0i1 tCe perature.

FH :care 6 shows the ta-,ns ent rcsponscs at 75 F and 120 F. I lere the indicated peak g at 120F is
0 ,000 (, and 79,00() , at 75 'SF, a +5.;. incrcase i n amplitude response.

Pushing the physical limit of the damping ma;terial, the same test was conducted at 1500F. Figure 7
,,how s the tran, ient repones at 75cf and 150'1-. At 1501, the peak response indicates 10),7(X) g
wA hI!- the 75 F shows 8-1,00() u, : 19.9/( increase in apparent response.

J)ar ,lea 't> to indicate that, wvithin _-.10 F from amicn; temperature (75 1F) the mcchauieau fitter
di ,al vs i -n al I i t l varnl it m. A hove 12H -F, howes cr, some correction tor may -ibe
r'.c U_" -, r



Design Limitation

Apart from the temperature constraint mentioned in the preceding section, the accelerometer has another
physical limitation. Referring to Figure 2b. The mass M, in our design. is the sensor of the
accelerometer, and the mounting surface becomes the boundary of this second ordei system. The confined
springs/dampers are represented in this model by ki, k2, ci and c2; the stiffness of the outer case is
represented by k3. As long as the transmitted force F to the sensor does not cause excessive travel in ki
and k2, the system will behave in a predictable manner. The practical displacement limit of the existing
system is estimated to be > 0.01".

The equation which relates dynamic range of the mechanical filter to the maximum linear travel of the
spring mateial is:

t 1

n2 [22
where

t = maximum travel of spring
x = maximum input acceleration

= damping factor

c= input frequency

(n = resonant frequency of mechanical filter

A maximum input shock spectrum derived from this equation (based on 0.01' spring travel) is shown
in Figure 8. The weakest spot is understandably at 15 kHz where the filter resonates. The maximum
allowable level at that frequency is 67,000 g. Above 67,000 g, the mechanical filter loses its
effectiveness (eg. bottoms out), and protection to the sensor ceases.

TEST RESULTS

Several prototypes were sent out for field evaluation. The first group were tested at the U.S. Army
Combat Systems Test Activity, Aberdeen Proving Ground, Maryland. The evaluation set-up was a
classical close-range shock measurement 171 which involved a 18" x 18" x 1.5" steel plate. All the test
transducers were hard mounted on one side (in the middle), while the impacis occurred directly on the
other side of the plate. Types of excitation used for shock generation ranged from ball bearing
impacts, blasting caps, to C-4 detonation.
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Figure 9 shows a comparison between the shock responses of a 200,000 g piezoresistive type
accelerometer and the prototype with built-in inechanical filter. A 2" ball bearing vas used to strike the
plate and produced the input acceleration. The dotted line show,; the response of the prototype at about
1,1(X) peak, whereas the PR accelerometer shows almost double the peak g level due to its wider
bandwidth (1 l1z). Figure 10 shows the same event except that the PR transducer output has been
Filtered at 10 kHz. Note the closed agreement between the two accelerometers. (the phase shift could
be due to different filter characteristics)

Figure I I shows the response of a typical shock accelerometer measuring the excitation from a DFP-2
non-electric type blasting cap (.05 gram). A classical zeroshift occurred 2 milliseconds after the blast-
off. Figure 12 showks the response of the prototype under the same excitation condition; no DC offset
waas noted.

Figures 13 and 14 show the differences in amplitude response of a typical shcx'k accelerometer and the
prototype with mechanical filter. Input excitation was the detonation of a M7 blasting cap .9 gram)
directly, behind the sensors. Again the transducer without mechanical filter exhibited a huge amount of
DC offset.

Figure 15 shows the killer - I oz. of C-4 detonated on the plate. The experimenter reckoned that the
input transient could well be in excess of I million g. Here the prototype survived the blast, but the
DC level has shifted; apparently the mechanical ilter bottomed out. In similar tests, other
piezoresistive accelerometers had been destroyed due to the high frequency energy content.

Another field test was conducted at McDonnell Douglas, St. Louis, Missouri where three prototypes
w, ere mounted on a test article with 28 feet of I grain/ft PETN mild detonating cord. This test
exhibited tremendous amount of high frequency energy in certain directions. Figure 16 shows the
response of one of the prototypes in a mild direction. The Shock Response Spectrum and the velocity
were said to be believable.

Figure 17 shows the response in the vicious direction. Although the time history seems normal,
integration indictes unrealistic velocity. Note also the rising low end of the SRS due to latent zeroshift.
To analyze the data further, the Fourier Spectrum was calculated and is shown in Figure 18. Here an
obvious spike dominates the FET plot at 15 kHz, indicating that the filter is resonating.

FUTURE DEVELOPMENT

There are still many problems to overcome in making a perfect shock accelerometer. Within its
lirnitation, however, this experimental transducer is one step closer to the reality. A patent recently
has been applied for this shock transducer design concept, and production units may be available in
the near future.

FtUre development of this experimental accc leronicter may include refinement of the mechanical filter
for better linearity and higher dvnaimic rangc. Different types of sensing elements will be investigated
in search of wider frequency resp )nse and re-ducti( ln of sensor non-linearitv. Improvement in
temperature res:,pon sc of the mechanical tlter can ilso he uxpected.
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MECHANICAL IMPEDANCE MEASUREMENTS
USING OBLIQUE EXCITATION

Larry J. Nucci and Jay R. Reed
Naval Ship Systems Engineering Station

U.S. Naval Base, Philadelphia, PA 19112

It may be necessary to make mechanical impedance measurements

at a point where a driving force cannot be applied in the
direction for which the measurements are required. This paper
describes a method which was developed and implemented to
measure vertical driving point impedance and the orthogonal
axial and transverse transfer impedances due to a vertically
applied force at the same point. Since vertical excitation is
not possible, the structure is excited in the transverse
direction and in a direction 45 degrees to the
vertical-transverse axes. The forces in these directions are
measured along with motion measurements in the vertical, axial
and transverse directions. Relationships were derived from
which the required impedances were calculated. The method was
successfully tried on a test structure where the calculated
results were compared to those obtained by sole vertical
excitation.

INTRODUCTION

It may be necessary to make mechanical impedance measurements at a point where
a driving force cannot be applied in the direction for which the measurements are
required. In this paper the requirement is to measure the vertical driving point
impedance and the orthogonal axial and transverse transfer impedances due to a
vertically applied force at the same point. For the structure in question, because
of space limitations, a shaker can not be positioned to apply this vertical force.
Instead, it is applied in the transverse direction and in a direction 45 degrees to
the vertical-transverse axes. A swept sint,soidal force is applied in each of these
two directions and the vertical, axial and transverse motions are measured. These
data are used to determine equivalent impedances which should duplicate those
obta!ned from snle vertical excitation.

TEST PROCEDURE

The following course of action was followed to develop a method of measuring the
impedance in the vertical, axial and transverse directions due to a vertical force
using oblique and transverse excitation:

1. A theoretical basis was developed for measuring mechanical .mpedance using
oblique and transverse excitation.

2. An experiment was conducted to measure mechanical impedance ucing oblique and
transverse excitation on a large structure.

3. The results were compared to those obtained usinq vertcai ec~tat~r>
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The impedance in the vertical direction using oblique excitation is derived as

fol lows:

A force as a function of frequency (Fvt) which is appl ed at an angle of 45

degrees to the vertical and transverse axes v and t will have a directional vector
(1/ .;'T)(v+t). The vertical response Vv due to this obl ique force can be written

Vv = Vvv + Vvt (1)

where Vvv is the vertical velocity due to the vert'cal force component Fv and Vvt

is the vertical veiocity due to the transverse force component Ft. The oblique

force Fvt is appl ed at a 45 degree angle to the v and t axes. Therefore

Fv = Ft = Fvt/ -v2  (2)

From equations (2) the vertical velocities Vvv and Vvt can be expressed as

VVt Vvt\vt (4)

Substituting equations (3) and (4) into equation (M)

Vv = Vvv + Vvt =vv)(t +-t(

Dividing the vertical response (equation (5)) by the oblique excitation Fvt

yields the mobility transfer function

Vvv + Vvt I (vv + vvt (61

Fvt v'T Fv Ft1

The vertical mobility becomes

VVv - v (Vvv + Vvt _ /Vvt (7)

F v Fvt ) 1(Ft)

The quantities in parenthesis are the measured forces and vertical velocities.

Inverting equation (7) yields the vertical driving point impedance without needing

to apply a sole vertical force.

V,,,v Fvt . F,. j

Similarly, the driving point transfer inpedances in the axial and transverse

directions due to a vertical force Fv are

Fv = (Vav + Vat) -Vat1)
Vav Fv t --Ft

wI ere Va/ and Vat are the a, al veloc ties due to the vertical force comoonent Fv

ard the transverse force component Ft of the force appli ed at 45 degrees, to the

vertical and transverse axes and
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Fv - --' (Vtv + Vtt ( -1 (10)

Vtv L ( Fvt F KtJ

where Vtv and Vtt are the transverse velocities due to the vertical force compcnent

Fv and the transverse force component Ft of the force Fvt applied at 45 degrees to

the vertical and transverse axes.

A arge structure was excited from 0-256 Hz with an electromechanical

shaker and all force and motion measurements were made at the excitation point.

A block diagram of the instrumentation system is shown in Figure I.

Figures 2 and 3 compare the oblique and direct measurement of the vertical driving

point impedance and mobility. Figure 4 shows the functions measured to obtain

oblique vertical mobility. In figures 2 and 3 the dotted function represents the

results obtained by the direct method where the force as a function of frequency is

applied vertically and the motion is measured vertically. The solid line function

is obtained from vertical motiun measurements caused by measured forces applied 45

degrees to the vertical and transverse axes and transversely applied forces. The

data were processed to yield the vertical driving point impedance and mobil ity.

Figures 5 and 6 compare oblique and direct measurements of axial and transverse

driving point transfer impedances.

RESULTS AND DISCUSSION

[he impedance in Figures 2, 5 and 6 is presented on log scale. For an

alternate method of comparison between oblique and direct method of vertical

driving point measurements, the vertical mobility (the inverse of impedance) is

plotted on a linear scale in Figure 3. The functions measured to obtain the

oblique vertical mobility are also plotted on a linear scale in Figure 4.

It can be seen from the figures that good correlation was achieved between

oblique and direct measurements throughout the frequency range of interest.

(0-256Hz). The oblique impedance measurement is a valid substitute for direct

measurements where a driving force cannot be applied in the direction for which the

measurements are required.
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SIMULATING VEHICLE DYNAMICS:
THE IMPORTANCE OF A VALID FORCING FUNCTION

G. L. Ferguson
Sandia National Laboratories

Albuquerque, NM 87185

The recent evolution of vehicle systems has
required they be structurally sound with minimum
weight. Historically, a trial and error approach
to marketing a vehicle was used. The 1970s saw
mainframe computers speed the vehicle design
process. In the early 1980s simulating vehicle
dynamics became the accepted design procedure. The
forcing function used in this technique is also its
major drawback. This paper summarizes the results
of one sled vehicle used in a detailed study done
at the U. S. Air Force's High Speed Test Track.
The study concluded that results from simulation
studies are valid only if an accurate forcing
function is used.

HISTORY OF VEHICLE DYNAMICS

The recent evolution of vehicle systems has required the system to be
structurally sound with minimum weight. This requirement has been
levied in an effort to extract extra performance safely from an
existing, or even smaller, powerplant. The procedures used during the
parametric studies of these requirements place further cemands on the
vehicle system design. These new demands require that the vehicle
operate within certain environmental ccnstraints; i.e., deflection,
velocity, or acceleration. These constraints are usually placed on
the system for payload protection.

The time honored solution sequence has been to build a prototype after
some preliminary analysis. Once built, the prototype is then tested.
This procedure is then iterated until an acceptable product has been
achieved. However, the competitive market place, in both the
commercial and defense sectors, has dictated new products reach the
customer sooner with less development and testing costs. The advent
of powerful mainframe computers and maturing finite element analysis
packages in the 1970's assisted the designer in reducing the number of
prototype development iterations. The engineer then became able to
perform sophisticated transient response analyses on the system to
determine its response to loading situations prior to the first
prototype having ever been built. Hence, the engineer was closer to
final design before ever entering the shop and eliminated many build
and test iterations with their associated costs.

Ci A -1



Three particular drawbacks exist with using the transient response
solution technique. The first drawback is the cost. The program must
perform a full modal analysis at each time step for the given loading.
This modal extraction, especially for large finite element models,
requires large computational machines and significant cpu time. This
equates with large costs considering a simple transient analysis can
encompass mora than one hundred time steps. The second negative
aspect of transient response analysis is the problem definition. The
designer must have an in-depth knowledge of structural dynamics and
the statistical processes used in the formulation of this type of
analysis. In other words, the designer must know-: how to properly
define the auto- and cross-correlational terms necessary to relate the
various portions of the system. For complicated sy--ems these are
goo. orlv not known until the system has been built and tested andIhe ,e quantitles have been measured. Finally, transient analysis
techniques are not particularly well suited to handle system non-
I ninearities, which have always been prevalent in vehicle design.
BDcause of these reasons, the transient response solution is not a

e dbeoption until late in the design phase and generally paLaicls
irst prototype construction.

A second technique is gaining widespread acceptance for the solution
of oehicle dynamic response problems. This technique is known as

a reduction, or more commonly as modal synthesis [1,2,3]. The
pre-ise behind nodal synthesis is that the system response can be
jeoufl~e,1 into a rigid body response and an elastic vibration response
(see Fi-iure 1). This decoupling allows a generalized suspension

t o !De .eined which delineates the rigid body system response.

T'r-. igid body portion of the system is comprised of masses, springs,
an , p T ally for an automobile, these would be the tires,

ar,.. sn .s that comrse the suspension system. The ability
t', -1.cJne n=--7nar 7tlenents is p:)rticularlv convenient for this area

1-,:, oc ve -jo an then Y(c e>ami ned as a normal pinned-pinned
tem- This assumption requires only one mod extraction

Tor -d c th, vibrat ing portion of the vehicle. The tot. !_
'n t-n be defined,{ by generalized components of the

t e <rimp oed on the rigid body system.

, d ' this solution technique is to derive the equations
-rst ion, ge cmll through a LaGranriian formulat.ion, and then

craoget t: -uigh the time domain. 7I1e ecgiations are developed
T7 4 a r titic [roe-body of the system at a given instant of

e K, all the lo;ads subjected to the vehicle, the ecquivalent
,reuired to put the est em into equilibrium can be

i r 'e a e eration components can then be integrated once into
-a e W 't- an! thn -:ain ilto dK-pacements. Knowing the magnitude of

t ,: <,u ra a ions, velocities, and displacements at the suspinsion
-ts, e uivalent inertial, darping, and spring forces can be

1,: : r,: td to rodi fy the static free-body for the next instant of
et7 on-li rities can then be ntroduce by the definition

f , opnorio pro[oerties, usually a non-linear force displacaom-nt
ip ht rr,<ants the spring stiffness. The appeal cf thi.
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FIGURE I IDEALIZED SLED MOTION

approach is that a rough design for the suspension can be done early
in the process and refined later when the modal parameters of the
vehicle structure are defined.

The application of this technique then hinges on the definition of an
external forcing function. Typically, this is introduced as a surface
irregularity the vehicle travels over and which drives the suspension
elements. However, by minor adaptation, this surface irregularity can
be expressed as an acceleration, velocity, or load profile as easily
as a displacement profile.

FORCING FUNCTION DEFINITION

It is at this point that the various modal synthesis solution
sequences differ. The differences hinge on the definition of the
irregular surface over which the vehicle must travel. Early work in
this field assumed a given profile, and these were generally limited
to sine waves of varying amplitude and period length.

Recently, the Air Force has sponsored several studies [4,5] on
aircraft landing gear response to runway impacts and to aircraft
taxiing on bomb damaged runways. Specific surface roughnesses for
these studies are shown in Figures 2 and 3 for the bomb damaged
runways. These are shown as step inpots representative of the mats
used tn repair the runway. The study of Figure 3 was to determine the
effectiveness of an actively controlled landing gear responding to
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this step input. This study was repeated using an actual runway
profile shown in Figure 4.

The offshoot of these studies raises the basic question, "Just how
important is the definition of the forcing function on the simulation
results?" This question took on added significance after a
preliminary study of the rail used to guide rocket sleds at the
Holloman High Speed Test Track [61. Final results of this study
indicated that the rail could be characterized by any of nine distinct
rail profiles.

These profiles were obtained by surveying specific areas of the track
at one foot intervals for a minimum distance of 50 feet. Since the
rail is supposed to be a straight line, a least squares best fit line
was removed from the raw survey data. The residuals after the line
removal were classified as "rail roughness". The extent, or rank, of
the rail roughness is defined by the standard deviation of the
residuals. Two of these nine rail profiles are shown depicted in
Figures 5 and 6.

Subsequent frequency domain analysis of the rail roughness data
indicated significant power resided at locations repr-sented by
physical rail construction details. For example, the -ail is
comprised of 39 foot sections joined together by welds that have been
ground smooth. The entire rail length is aligned vertically and
horizontally every 52 inches by tie downs. Each of these distances
manifest themselves as the two largest spectral components in the
frequency domain. These frequency dependent rail functions then raise
the possibility of exciting a sled mode at an appropriate velocity.
For instance, if a sled had a fundamental vibration mode of 15 hertz
and was traveling at 3000 ft/sec, could a track undulation of 200 feet
drive this mode into resonance? This question of long distance rail
periodicity drove the need for additional surveys at distances greater
than the original 50 foot survey length. Figures 7 and 8 show two
profiles that were found to have periodic content of approximately 200
foot.

These questions were answered by examining results of a study
performed at the Test Track for sled slipper force predictions. The
simulations were performed on an in-house computer program written
specifically for the Track called DASTARR [2].

SIMULATIONS AND RESULTS

The simulation series consisted of running constant velocity computer
sled runs over a simulated track distance of 4000 feet for each of the
nine rail profiles. The 4000 foot simulation distance has been
determined to be the optimum distance to travel in order to maximize
the slipper loads. In an effort to reduce the permutations available
for mixing the nine rail functions, it was decided to use the same
function for each rail and stagger the start points by a specified
increment.

The simulations were performed using the verified math model of the
PAM.JET Mission Sled. This sled was a special purpose dual rail sled

T)H _/
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(an 84 i:,:h gage between rails) d-signed to carry either ranjet or
scramjet enginos at speeds up to Mach 3.5. Special instrumented

slipper pins were used to mount the sled to the slippers so the actual
Aiprgr sforces could be mesured. These instrumented slipper pins had
rreviously een statically cal-brated to within one percent of known
loa apEl ;ations in a lab setting. Several sled runs were made at
vlocities up to Mach 1.81. Data from these runs were compared for
consisteniy and functionality of th slipper pins in a dynamic

T e .:ere a total of 17 velocity conditions examined for the Ramjet
,iJ. Tftesc represented conditions from Mach 0.85 to Mach 1.81 under

a cc(orat;on loads, back through Mach 0.85 coasting. Each of these
t- c ..uter simulation results were compared to actual measured

tmak en at that velocity condition for this sled. Typical
resuis of this study are shown fcr once slipper in Figure 9. The

represents the actual rnasured forces, and. the symbols
r 'ohenthe various rail profile predicted forces. Notice from the

u tt the general trend (regardless of velocity) is the rougher
t rail, the larger the force predictions.

-- -,14itons were analyzed statistically to determine the
....~eta"codviation from the actual measured forces for the run as a

....o. ke standard deviation about the average deviation was also
C ICuI-t ,I. These results are shown in Figure 10. The conclusions

n from the statistical results are the same; the average deviation
-o ncrease with increasing ral roughness. Similarly, the

tk-viaticn increases with rail roughness. The results
d ussed sc far were for the dual Tail sled under rigid body motion

tf- te ension only. These results repeat when modal participation
the saed body is added. This sa.e phenomenon is seen for monorail

t the actual sled for-es anr- the simulation studies were also
--"th frcuccy domain. Examinations of the PSDs for the

ii .rc, data (Figure 11) is almost identical with that of the
ri, bod-y sirulations (Figure i2) . As expected, specific track

'J rcauency content was manifest in the PSDs. The frequency
s'.own at 42 hertz in both of these f, res corresponds to the 39 foot
:il ie -gth. The 30 hertz freuuency ±s the 50 foot data survey length

t r ...... d end -to-end to g eneraa- the 4000 foot rail distance the
I -]! travels over. The 52 inch tie down spacing would occur at 370

Ihrtz tr this velocity, hence it is: not seen in these figures.

An Cnr-rr ps-tn .... ent occurred during this study. At one
, nrt ular point on, thL track, a front si ipper showed a severe force
pe (see Figure 13) that repeated run after run. The rcject

engi ner w?,-; ,urious to know whether the snike could be resolved to a

cp, Iic tra-ck lIcation and whether it could be simulated if it fell
hn one eif the defined rail profiles. Using the trajectory

ir i11yais, it was determined that the spike occurred somewhere between
r< k F ion (YS) 12020 and 12035. By luck, it ha,<:rined that: this

ion a track was contained within the rail profile drsignated
r-
4 ! ]5 f rail top.
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A simulation was made using this rail function at a velocity
consistent with the sled velocity that created the force spike. This
force time history is shown in Figure 14. Note the twin spikes that
recur every quarter second. This time interval corresponds to 400
feet of track at this velocity. This rail profile used a survey
distance of 400 feet that was looped to generate the 4000 foot rail.
Examining the time into the simulation where the larger spike occurred
and comparing this to survey data, it was determined that tho spike
occurred at TS 12027-12029 (see Figure 5) , which is iisidX the
p-evo-usl, ascertained enve!-: for this occurrence.

C-O;CLUS ION S

Based on the simulations done for estJmyIng ti:.k na,. cs for both
dual rail and monorail sleds, it is apparent that the program used to
timulate the vehicle dynamics yields results that are correlated to
actiuial data both in the amplitude and frequency domain. However, the
results of the sinulatio.i are strongly dependent on the irregular
profile used as the forcing function. Results deviated bv as much as
100 e -cot from that measured; therefore, for accurate simulated
results an accu..rate forcing function must be defined.

Conversely, if an accura:e forcing function is known, simulation
studies can be -_rformed to assess the effects of artificially
smnothing the profile. This is extremely beneficial for the Test
Track t. decide the benefits of selectively grinding the rail to
smoothen it and hence to lessen the dynamic loads that might be
trlns-,itted to a test article.
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UNDERLYING ASSUMPTIONS IN THE DEVELOPMENT
OF TRACKED VEHICLE VIBRATION SCHEDULES

William H. Connon III
US Army Combat Systems Test Activity

Aberdeen Proving Ground, MD

Because tracked vehicle data has energy concentrated at
certain speed relatea rrequencies, a swept-narrow-band-
random-on-random laboratory test is used to simulate the
entire speed range of operation of the vehicle. As a matter
of test convenience, the data (Power SpecLral Densities)
from a small range of specds are grouped together to form a
phase. The consequence of this grouping process can be an
addition of unintended conservatism to the root mean square
acceleration level of the test and the assumption of a time-
speed distribution which may be unrealistic.

INTRODUCTION

Because tracked vehicle data has energy concentrated at certain speed related
frequencies, a swept-narrow-band-random-on-random laboratory test is used to
simulate the entire speed range of operation of the vehicle. The speed-frequency
relationships are as follows:

fl - k*s (eqn 1)
f2 - 2*fl
f3 = 3*fl

f4 - 4*fl
f5 - 5*fl

where:
fi - harmonic frequency
k - factor related to track pitch (constant for a given vehicle)
s - speed

Rather than conduct a spparate test to simulate each speed independently, it
is convenient to group data (Power Spectral Densities) from a small range of speeds
to form a test phase. When grouping speeds together to create a vibration schedule,
harmonics from higher speeds can overlap higher harmonics from lower speeds creating
control system problems. It can be shown that overlapping will occur if:

s(k) >= n/(n-l)*s(i) (eqn 2)

where:
s(k) and s(i) are speeds and s(k) > s(i)
n - number of harmonics present in the data

An example is shown in figure 1.
A computer program is used to determine where overlapping will occur based on
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the above equation and the knowledge of the number of harmonics present at each
speed (from examination of the PSD's). The program checks this harmonic matrix for

the occurrence of overlapping and separates the speeds into test groups without

overlapping. Only speeds with similar numbers of harmonics are placed in the same

group. The technique currently used when grouping is to assign the PSD level of the
average plus one standard deviation of the PSD values used in the grouping of each

of the harmonics limited by the largest PSD value in that harmonic (which normally

has the effect of enveloping the data for small sample sizes such as 3 or 4 speeds).

The bandwidth assigned is the bandwidth from the center frequency of the lowest
speed to the center frequency of the h.ighast speed at each harmonic. An example of

typical tracked vehicle data for three speeds which form a group (test phase) are
shown in figure 2 while the schedule derived from this group is shown in figure 3.

Because of the relationships developed in the first equations, it can be shown that
this technique results in bandwidths at each harmonic which are integer multiples of
the first bandwidth developed.

A smaller bandwidth is selected within each of the harmonic bands and is swept
across the band to simulate changing vehicle speed within the speed range

represented by the test phase. Selection of the width of this swept band has a great

influerce on the ability of the control system to update the control spectrum.

DISCUSSION

For the control systems currently in use at USACSTA, the relationship between

the width of the bands, the number of averages per control loop and the sweep rate
for each swept narrow band can be described by: (l

SWRT - (T*df)/(NS*(i.27*NAVLP-6.0)*SWRES) (eqn 3)

where:
SWRT - number of loops before updating a frequency line

T - test duration in seconds
df - frequency resolution in Blocks/sec

NS - number of narrow band sweeps

NAVLP - number of input averages per control loop

SWRES - number of frequency lines to be changed in a narrow
band during one sweep (frequency lines/sweep)

The value SWRES can be further defined as:

SWRES - (TBW - SBW)/deltaf (eqn 4)

where:
SWRES - number of frequency lines to be changed
TBW - total width of band to be swept, Hertz

SBW - width of sweeping band within total band, Hertz
deltaf- frequency resolution, Hertz

A requirement of the operating system is that the number of loops before
updating a frequency line (SWRT) must be two or greater to allow time for the drive
to equalize after updating the narrow band spectrum. By assigning a value of 2.1 to

SWRT (any value of 2 or greater is acceptable) and assuming a deltaf (and thus a df)

of 1. Hertz, equation 3 can be rewritten to indicate the required test time as a

function of the number of averages per loop, the number of narrow band sweeps, the

298



total width of the band to be swept and the width of the sweeping band within the
total band ab felicF:

T - 2.1*NS*(TBW-SBW)*(I.27*NAVLP+6.0) (eqn 5)

The effect on the required test time as a function of any of the variables in
equation 5 can be computed and plotted, tut the relationship between the swept
bandwidth and the total bandwidth and that effect on test time are of concern for
this paper. Two typical conditions were chosen as examples. The first is a
"minimum acceptable" condition of one sweep using six averages per loop. The second
chosen was a "desirable" condition of two sweeps and eight averages per loop. The
required test time was computed based on the swept bandwidth being 1/2, 1/3, 1/4 or
1/5 of the total bandwidth with the total bandwidth varying between 6 and 72 Hertz.
The required test times for the two conditions are shown in figures 4 and _. It is
evident that the required test time is inversely proportional to the ratio of the
swept bandwidth to the total bandwidth and, for any given ratio, is a linear
function of the total bandwidth. Thus, the sweeping bandwidth normally chosen for
test control optimization is one-half the total bandwidth. In addition to requiring
the least test time (enabling the number of sweeps or averages per loop to be
increased), the use of this ratio and the constraint that the first harmonic total
bandwidth be an even number provides an ease of construction of th. remainder of the
schedule.

Since this bandwidth is chosen as a matter of test convenience and control and
is done without regard to the actual bandwidths of the original data, conservatism
can be added to the schedule unknowingly. The amount of conservatism is directly
proportional to the number of different speeds used to form a test phase and in a
result of the test schedule bandwidth being larger than the original data bandwidth.
Figure 6 depicts rms values from a typical test schedule (with an exaggeration
factor applied) and actual rms values from which the schedule was derived. The same
information is shown with symbols rather than solid lines in figure 7 to more easily
display the number of speeds used in each test phase. A conservatism ratio can be
computed from:

CR - (schedule rms/actual rms)/4fT (eqn 6)

where:
CR - conservatism ratio
schedule rms - rms value from schedule test phase
actual rms - maximum rms value from speed group used

in test phase
ef - exaggeration factor used to reduce test time

The conservatism ratio will have a value of 1 if no unintended conservatism
has been built into the schedule by speed grouping. The effect of the number of
speeds used in a group on the conservatism ratio is shown in figure 8. The increase
in the ratio is caused by the increase in the total bandwidth due to the spread of
frequencies represented by the speeds and the increase in the swept bandwidth as a
function (1/2) of the total bandwidth.

Bandwidth data from several locations of a particular tracked vehicle were
analyzed to determine the actual bandwidths which occur during vehicle operation.
Bandwidth data from one particular location are plotted as a function of center
frequency for each of the harmonics in figures 9 through 12 to show an apparent lack
of correlation between bandwidth and the center frequency at which it appears. When
the bandwidths are plotted as a function of the harmonic number (figure 13), some
scatter is apparent at each of the harmonics, but a trend is apparent. Average
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bandwidth data from several 1 ocations are shown as a function of the harmonic number

in figure 14 illustrating a slight increasing trend with bandwidths ranging from

approximately 5 to 7 Hertz. Confidence limits (95%) are shown for the bandwidths of

each of the harmonics in figure 15 based on a sample size of 192 for the first and

second harmonics down to 13 for the fifth harmonic (which affects the spread of the

limit). Although the data presented are from a particular vehicle, the values are

Lypical of tracked vehicles in general and should be considered whp- crhedules are

developed.
Another problem associated with speed grouping during the development of

vibration schedules is the assumption of a time-speed distribution which may not

represent the actual distribution. As an aid to test control, test times for each

test phase are identical. Since the test phases represent specific vehicle speeds, a

simulated vehicle speed distribution is arbitrarily established. An actual speed

distribution taken from speed data measured during operation on a paved road is
shown in figure 16 and is superimposed on the speed distribution simulated by a

typical schedule in figure 17. It has been shown previously that minimum test times
of several minutes are required to achieve reasonable test c,-ntro! (averaging arid

sweeping); therefore, it is necessary to overuse the data from the lower speeds in a

test schedule. It has been standard practice to apply the same exagger-tion factor
(same time compression) to All phases of a schedule. It is possible to tailor this

practice and appiy different factors to the variou- test phases tc achieve both a

reasonable test time and a realistic time-speed distribution. Awareness of the
underlying assumption of speed distribution from speed grouping and test phase

duration and an estimation of the actual distribution can produce more reasonable

results.

CONCLUSION

It can be concluded Lhat the underlying assumptions atade when developing
vibration schedules can have a dramatic effect on the ability of the schedule to

simulate the real envitonment and must be considered along with test convenience and

control during the development process.
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STRUCTURAL RESPONSE AND COSMETIC CRACKING IN
RESIDENCES FROM SURFACE MINE BLASTING

i)avid E. Siskind and Mark S. Stagg
Twin Cities Research Center

U.S. Bureau of Mines
53629 Minnehaha Avenue South

Minneapolis. MN 55417

The Bureau of 'lines studied the problems of blasting-
vibration-induced structural response and cracking of
low-rise residential structures in a series of research
projects between 1976 and 1983. This paper summarizes the
published Bureau findings and presents them from the point
of view of the cracking and failure of the construction
materials used for homes.

The damage data suggest that, for plaster and wallboard
attached to the superstructure, an increase in the rate of
cracking is not likely to result from blasts generating
vibrations of less than 0.5 in/s. Data on cracks in
masonry walls suggest that blast-induced vibration levels of
lip to 3.0 in/s may be a thrcshold for local blrck-length
cracks. However, additional data are needed to quantify
vibration level effects necessary to generate stair-stepped
cracks in masonry walls, which indicate loss of shear load
capacity.

INJTPODUCTION

Ground vibrations from blasting have been a continual problem for the mining
industry, the public living near the mining operations, and the regulatory agencies
rnzsponsible for setting environmental standards. Since 1974, when the Bureau of
Mines began to reandlyze the blast damage problem, several field and laboratory
studies have been conducted; the results of the most recent ,qere published in RI
1969, in 1985 [1]. The studies examined blast vibrations with respect to
qeneration, propagation, structural response, cracking potential, instrumentation,
and fatigue '2- 4]. A similar series of studies was conducted for airblast [5-6].

This paper summarizes thc material or Cr c:!'ine of construction materials used

.7 low-rise residential structures; the data excerpted from two comprehensive Bureau
vi )ration studies, Rl 8507 on dynamic response and damage and RI &396 on fatigue and
mod-term influences [3-4]. Specifically, the paper discusses the cracking of
)lanter, wallboard, and masonry from blasting and other influences, giving an
)verall perso ective to the blast vibration inpacts as part of the total lifetime
d rn-imi cload for such ,aterials.
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concrete block houses over a 26-week period; he reported a crack rate of 2.5 cracks

per day for the 43 houses (<1 crack per week per house).

Table I Crack rates for houses subjected to sonic booms, after Andrews [12]

NT7mber 11 -I lNumber of cracks
House of Area,!Foundation Age, Finish lOccu- _ pei week

stories ft2  yr Interior Exteriorjpied Boom TN1nbo°m
__ _ I __ - - - - -_ _eriod period

--... 1,560 Concrete 5 Wallboard. Brick-...- _Yes_-.-_r 3.7 1.9
slab ....

2... 2 1,750 ...do ..... New ... do ........ do... No ... 8.2 3.3

3... 1 1,470 ...do ..... 8 ...do ........ do... N ... ..8 1.5

4... 1 1,160 Concrete 18 ...do ..... ... do... No... 6.1 1.8
stem walli

5... 2 2,870 Masonry >50 Plaster Asbestos No... M 23
stem wall and lath siding.1

6... 1 1,100 Concrete 25 ...do ..... Stone... Yes.. NM 2.6
stem wall

7... 1 1,090 ... do ..... 30 Lath and Wood lap Yes.. NM 1.4
wallboard

8 ... 1 1,280 .. do..... 30 Plaster Brick Yes.. NM 3.3
and lath.

9... 2 2,000 Masonry 40 Paper on Wood lap Yes.. NM 3.0
stem wall plaster

and lath
10... 2 2,370 Concrete 35 Plaster ...do... Yes.. NM 14

stem wall and lath
1i... 1 1,330 Concrete 8 Wallboard. Brick... Yes NM 2.2

______ ~slab ..... __ _ __ _ ___ __ _

NM Not measured.

The large variation in the crack rates reported in the separate studies by
Holmberg, Andrews, and Wall is indicative of the wide variation of susceptibility
of houses to cracking. The rates ranged from near zero to 23 cracks per week.
(The yearly rate reported by Holmberg indicates a cracks-per-week rate of less than
none.) None of the investigators reported rates of zero. The large differences in
the rates reported are partially a result of the fficulty of defining "cracks."
For example, in Wall's report, shrinkage cracks were iqnored, and only new cracks
in the moderate (easily distinguishable) range were reported.

These data point out that when months pass between preblast and postblast
inspections, any postblast inspection is likely to find some new cracks that are
the result of natural aging.

Bureau Lonfj-Tcrm Fatigue Study

Blast effects on long-term crack rates were monitored over a 2-year pr-riod at
a Buraau of Mines test house [4]. Bureau researchers developed two types . data
in terms of the expected damage mechanisms: [1] fatigue damagje from accumulated
exposure, assessed by periodic inspt.ctions, and [2] triqg(erinq effects of discrete
blast events assssed by inspections immediately before and after blasts, where, the



st ra ins f rom bi as ti riv a riu -. ded to a: re ady o-,, st~ 'c.nv-* ru 4a' ns
R.~earchers found ti-ba io!1 ,-term rel~ipcts-: .y) th,, 1iow-evcl bl I: joak pd'.1i(L
velocity <0.5 in/s) pr-oduced no sigriticant e~tect; however, blasts with velociticc
greater tPian about i( i'-/s were associ atod wi th hi gher c-racking ics , as srinn ir
Table 2.

Table 2 Crack versus vibration [4]

17 St s I e vel- , in/s Cracks per week
_________Without corner ]Total

<0.5 ......... ........ 0.28 0.84
>0.5, <1.0 ...... 33 .89
>1.0 ................... 1.0 1.8

The crack rate, or number of no cracks nor insnlocion, along wth the number
of blasts that produced ground vibrations, greater than 0.50 in/s and greater than
1.0 in/s, are shown *Figure 2. Sixty shots had levels between 0.5 and 1.0 in/s,
while 48 shots had iveis above 1 in s. cenme of the crack rates shown in Figure 2
include small hairline corner crack,;, anti some do not. The majority of corner
-racks occurred in the first 8 month:. Eracks were found in nearly every corner in
the house, but were ignored until ins~rection period 15. Then it was decided to
observe them rigorously despite their roiniscule size. Corner cracks are an
inevit -able consequence of the curing of the tape compound and are enhanced by
dIynamic strains induced by human activity. The data that exclude corner cracks are
nore realistic indications of blasting influences for homes other than new
construction, i.e., within 6 months.

20r-

I- A- L.

A 3.

' e Crc

A IA

S 4 6 2 1 4 1 IA 2 2 24 2 6 :'6 )0 32 34 36 38 40 4~ 44 46 48

VVL4 MIN IL IVP JN prI,

FIGURE 2 Number of cracks and blasts .0.50 in/s and i.0 in/s verSuIs inspection period

)feriunceo, were fouind in the mnmber of cracks observed by T-he two teamis of
n j!Qor ,Vi brat ion iMe~iso remen t Engqi neo rs ( VME ) andi doreaii personnel , dor in q



ponri ods , 16 , and 36. The riost pronounced d If frenc, was for peri d 15. The
dec is i an to inci ude sn!all orner cracks was inade after VIE had co,:ipleted its
ispection for that )eri od but before the i-ireau had compl eted its inspection for

;)oriadA 15. Other than for that period, differences in the number of cracks
observed were an inevi table consequence of the difficulty of observing hai rl i ne

0. 0- to 0.1-mm) cracks. Periods 1, 15, and 36 were omitted in calcjlations of
crack ratec . owever, periods in which there were unusual external influences,
including an earthquake and soil removal by a scraper 40 feet from the test house,
were included. The self-triggering seismograph recorded a 0.06-in/s vibration for
tne scraper activity but did not trigger during the earthquake.

The increase in crack rate with ground vibration level indicates that the
blasting produced a triggering strain, at about 1.0 in/s/. The low crack formation
rates renorted are reasonable since the test house was new, showed no differential
settle ent, and was not regularly occupied. These conditions resulted in low rates
of natiral crack formation, which allowed a few blast-related cracks to
sijnificantly affect crack formation rates.

CONSTRUCTIONI HATERIAL CHARACTERISTICS AND CRACKING

Cosetic cracks result when a dynainic-induced strain (blast vibration or other
transient vibration) added to a preexisting strain (static load) exceeds the strain
level necessary to initiate a crack. Differential foundation settlement, excessive
structural loads, and material shinkage all induce strains that can produce random
and/or patterned cracking. For analyzing blasting effects, these strain-inducing
forces are considered static and the resulting strains are called "prestrains."

Stress-strain curves are used to describe response of materials under load up
to failure (cracking). Most materials, including mason,-y, .'aster and wallboard,
respond linearly up to the initial yield point. A linear response means that
deformation (strain) is directly proportional to load (stress). Beyond initial
yield, plastic deformation or creep occurs until ultimate failure (Fig. 3). The
yield point damage is often not visually noticeable because of limited naked-eye
resolution of 0.01 to 0.1 mm, particularly in textured surfaces such as masonry.

1 2 5 1 1 1 1 1 1 1 1 IL Initial paper

75

-failure

25 -

200 400 600 800 1,00 1,200 1,400 1,600 1,800 2,000 2,200 2,400 2,600 2,800

STRAIN, uin/in

FIGURE 3 Tensile stress-strain curve for 1/2-in-thick wallboard
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P I aster was not studi ed extensi vey because of its widespread repl acement by
v; oi c for :io(ern construct i n. However, ,any of the older homes analyzed for

: ,O : i 37 ,3] ere plastered and provided soiie insi got into cracking potential.
.o, i,, al oarrd is a 'jypsum pl aster faced .ith paper on both sides. Tests run on

strip )en -. ilb oard are suggestive of ;laster failure [3]. Of all construction
:otria, plaster is considered ost suscen Jtie to damage and exhibits fatigue at
stress evels less tlan 50 percent of '-et static failurp level FM].

',,a 1 o a r

Tiie Oreau studied wall board crac., i ng both i n the laboratory and as part of
tee f.atique stidy of the test house [4]. For wallboard ii the test house,
re soe.rchers found threshold cracks occurring primdrily in the wall corners and
ar ijn n ail heads. They found for walIboard--

1. The gypsum core failed at strains of about 350 iin/in in tension and at
i out 1, 00 2; in/in in bending, based on the nonlinear reponse points.

?. ror visible cracking, paoer failure is the controlling factor. Its
;ainlioear response point occurred at strains of 1,000 to ',200 ulin/in (Fig. 3).
C. vr visual ohservat"ion of buckling or cracking was not possible until a

sli otly hiher strain level was reached.
3. Scrai; :rate seemed to affect ultimate or total failure, but the paper

yield point . relatively constant. This allows comparison of various loading
tactors P.g., blasting versus other activities and environmental factors).

4. 9)cre the wallboard cracked, cyclic opening and closing of the crack of up
o .i vias observed. These movements were unaffected by blasting activities.

-J. Data on cyclic loading behavior of wallboard are limited, but results of
tests on wood products indicated that fatigue effects can occur at stress (or
strain, levels equivalent to 50 percent of static failure conditions, but over
I'ii, 00 cIyes are regui red.

r j

1; roau researchers also studied the cracking of concrete block walls both at
the test structue with its full-size basement and through a series of tests in
cooperation with the %ational Bureau of Standards (NBS) in Gaithersburg, MD [4,
i5]. Generally, two types of cracks, local and steplike were identified. Local
sIoc"-1 ength cracks less than 0.2 mm wide were difficult to discern from existing
"mortar Joint separations and are usually not observed by homeowners. Steplike
asorJ cracks transverse the wall alon the mortar joint interface and, over time,

'Y'e 0 .~ ~'j, r0.2 min in width.

Pru;.i,)s work by Cranston [16], Green [17], and Wroth [18] noted that all
,all h ave small, 0.1 mm cracks iupor completion. Green stated that O.I-mm

, ire difficult to see and "therefore, do not cause concern." As reported by
FoLr F15], local crac's opened and closed throughout the cyclic and monotonic

i2 no i ar tests of I,-- by 5-feet n.-rete block walls. It was not until
ol 'i' rncks propagated Lhe length of the wall specimens that shear load failure

1 f b fi ncgs by BureauJ resea r,'hers on masonry fai lure provide some

[-, r' , ,  f-!jrtlher work at t' -_ IB13 on torn i on and nut-of -p1 ane load ori is
1..1., . . Keoy findin ,s f or tests witi niisonry are givon below.



I. Observations of tensile cracks at strain-monitored sites showed that such
cracks are first detected visually at strain levels well above the first nonlinear
response point because of naked-eye limitations (-0.01 to 0.1 mm).

2. Strains read at the threshold of visual cracking using different gauge
lengths gave different overall strain readings as illustrated below.

Al
Based on the equation =

0.01 mm = 770 Pin/in.
13 mm

but 0.01 mm 67.0 win/in.
150 mm

where 13 and 150 mm are gauge lengths, and the visible crack width is 0.01 mm.
Because strain gauge readings can be misleading, crack growth is best described in
terms of displacement.

3. Local-site strains across the wall vary considerably from global strains.
For in-plane shear failure, global strain is measured or calculated across the wall
diagonally.

4. Local cracks can occur at low global strains, and global assessment of
these cracks is not recommended. But, for the assessment of steplike cracks that
propagate across the entire wall, the global strain approach appears reasonable.

5. Global failure strain levels for steplike cracks are not available.
Limited testing to date has shown that in-plane shear failure may not occur in
homes because of the relatively light vertical load available to prevent rotation
from the shear couple and at least a partial conversion of the shear to tension.

6. For cosmetic cracks that do not affect load-carrying capacity, a
crack-width criterion has been proposed [17]. However, the acceptability of crack
widths varies with material. For concrete 0.25 mm is the limit of acceptability
[19], while I mm is the limit of acceptability for brickwork [18].

FACTORS CAUSING STRUCTURE RESPONSE, STRAIN, AND CRACKING

Bureau researchers studied structure responses and cracking associated with
blasting vibrations involving a relatively few measurements at each of a wide
variety of residential-type structures [3]. Following this, fatigue from repeated
loading of one house over a long period of time was studied [4]. For both efforts,
measurements were made of wall, floor, and racking responses, and observations of
damage were made that could be correlated to specific vibration events. A
significant part of the work was dine near large surface coal mines with thick soil
overburdens and large-diamete, bIastholes, cases which had not been studied
previously. In all, about §JU shots produced useful data on structural responses
and damage potential from blast vibrations.

Environmental Strains

Houses are subject to a variety of dynamic loads, in addition to static or
slightly variable loads from settlement, soil changes, and aging. Among the
dynamic forces considered significant are daily and annual temperature and humidity
cycles, wind, and human household activity. Bureau researchers monitored the
weather and inside environment during the 2-year test period and, in more detail,
for short periods. For one test, they took readings at 3-hour increments for a
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2-day period, simultaneously measuring strain at site K2 , over a major doorway
(Fig. 4). Because there were at least four factors incluencing the strain,
-esearchers -ised multiple linear regression analyses. Maximum strains from daily
environrental changes were found to be a significant fraction of those needed for

w,;allboard core failure or paper cracking. The maximum strain observed at K2 was
-3,5 uin/in or 39 percent of failure. The total maximum strain calculated from the

correlation equation, assuming the worst case for each of the factors, are +675 to
-l17 bin/in or up to 82 percent of failure. "Failure' is defined as the strain
level of 1,000 'Pin/in found to produce wallboard cracking as previously discussed
<-ig. 3.

- - - -

7- --

Outid's--o .. . . ..

-- -- -=--C-------------

---
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FIGURE 4 Wallboard joint strain and environmental factors versus time, site K2 over a doorway

ian-At i vi Y- nduc ,! 'Strjins

Ativities within ' he home car produce significant vibration and strain in
i-I A Arctra ,~l :', mher5 [3-4]. In severe cases, such as a hard door slam, the

erjt e 'j - , rSr t, jrc resonates producing strains in every wall, corner, and floor.
/r ntrast nai oou,- -nq produces a strong response only on the wall affected.

Strains rpnf?, v il to about 100 ,:n/in, with typical values being 50 in/in in
crii1ral rro over windows and doorways.
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Blasting-Induced Strains and Comparisons

Blasting responses and strains in residential structures were reported in
detail in Bureau's RI 8507 and 8896 [3-4]. An example of blast-vibration-induced
strains from the fatigue study reported in RI 8896 is shown in Figure 5. Structure
vibration responses can be transitional, torsional, vertical uplift, or at times a
co;ibination of all three. In blasting, both the superstructure and foundation are
typically affected. Dlon-blasting causes of vibration and strain act only on the
superstructure, except for slowly acting soil changes and settlement. Because
initial damage involves cosmetic cracks on superstructure interior walls, it is
appropriate to compare superstructure stains from blasting and other sources (Table
3). These comparisons are only approximate. A given vibration level does not
always produce the same strain even at a single monitoring point, muich less
throughout the structure, probably because of different response modes for
different blast angles, and wave characteristics.

TABLE 3 Comparison of strain levels induced by daily environmental changes,
household activities and blasting [4]

S I nduced strain, _-Correspondi ng
Loading phenomena Site I ,in/in blast vibration

_ _levell, in/s

Daily environmental Bedroom midwall.. 149 1.2
changes.

Do ................... Over doorway ..... 385 3.0
Household activities:

Walking ........... Over a window .... 9 <0.03
Heel drop ......... ....... do ........ 20 .03
Jumping ........... ....... do ........ 37 .28
Door slam ......... Over doorway ..... 49 .50
Pounding a nail Over a window ... 89 .88

Vibration velocities-are based on highest observation strains for a given velocity.

Use of mean or "typical" values from regression analysis gives velocities which are
considerably higher. For example, the door slam produces a level of strain
typically observed at 1.44 in/s ground-measured particle velocity. See Figure 5.

OBSERVED CRACKING FROM BLASTING

As discussed earlier, environmental factors induce most of the strain necessary
ror the generation of cracks triggered by household activities or blasting. Crack
rates did not increase until blast vibration levels rose above normal threshold
levels of 1.0 in/s. It is not surprising then that both wallboard and plaster
cracked at low vibration levels, even though failure strain levels for wallboard are
about three times those of plaster.

:n reviewing both past and newly available data on dynamic vibration response,
resear-hers noticed irregular and sometimes high-amplitude responses when the
vibration frequencies matched structure resonances (Fiq. 6). A similar effect,
noticed for the cracking data, was one of the most significant findings in RI 3507
73y. Conseuentiy, coal mine and ,iuarry producti on blasts that are typically 10-25
Hz produce a gireater damage risk than smal 1 er scale blasts often used for
conri rjct Ior, exca at ion, and seQondar# blasting.
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[0 - dep;rir: -orq ,-ariier analysis and reports, the following review

4JarJa es da[note >teparatei y for .acr or the three major construction materials:
o'ater, wallboard, and ,oncrete Mlock. Ihe reader is directed to the original

for prc-nure anc, analy-(s detail'; 3-4, 15].

Sla"te r a k ,

Tnr,.'shold ano rinor crackino ddt4 are summarized in Figure 7 for pre-1975
tor, ind in Fiire for re(ent Burcao rosearch. All these data have been

prevoi ,ly uhlihod ir, R.1 3(/ .J and P1 O896 [4]. However, in a departure from
h 'o ri er reports. these figure, identify each data point as to source, degree of

c' -do arm', in(! - o t i;atr) a: involve(i.

lU r Irl iI I r I f r-)jn t' t, only H qri fi cant amount of high-frequency data.
j,, , 4 1'. jj, (geot that vi brat tori levels as hi qh a, 4 in/s may be safe for
fi e q t or o s al )ov P a)ott 7U 0z . ir the desc'iptions of damage, in RI 8507's table
It lj]. ang2', ors did riot eparate the cracking and fall-of-plaster cases.
)vorak6, stwny orodorl,,, ' observations ot c.racking at, some of the lowest peak
hlrt v, i voioc:iti(-s, and questi ons h v- h 'en raised about data reliability.
Howe,,o-, Ivora jsec the samfe seisuic m.ri torinq system as Langefors. Dvorak's



brick structures were likely different from Langefors' unspecified structures
(probably concrete), and the vastly different measured frequencies are indicative
of a soil versus rock foundation. The lowest vibration level at which cracking was
observed was 0.5 in/s with Dvorak's data and about 0.7 in/s without.

Wallboard Cracks

The state of cracking of wallboard is hard to identify because the interior
plaster core will crack long before any surface effect is visible. Visible
cracking of paper covering occurs at strains about three times those required for
core failure. Wallboard cracks are also influenced by how well nanels are attached
to the superstructure frame. Not being structural elements, they are not always
put under in-plane stress when the frame flexes. The core iround the nailhead is,
at best, partially crushed upon attachment to the studs, and when the studs are
uneven major core cracking can occur. The response from superstructure vibration
is additional wallboard core crushing around the nailheads, resulting in a "loose"
attachment.

At the test house, it was observed that cracks developed primarily at the
plastered joints, at wall corners, and in plaster covering coating over nailneads
(Table 4). The high rate of naturally occurring cracks was caused primarily from
curing of the tape compound. A,, the tests on the structure continued, a decrease
of natural frequency of about 20 percent, e.g., 7.5 to 6 Hz at one location,
indicated a loss of rigidity and general flexture-induced loosening [4].

Table 4 Wallboard cracks observed in fatigue test house [4]

Initial Cracks developed Blasting Mechanical shaker tests-
cracks, duringtestin levels, Number Number of cycles
before Naturally From in/s of cracks at cracking

Material testing occurrin 9 blasting
Taped corners 39 35 5 0.88-3.5 NDz NAp
Nail heads... 5 4 3 1.8 -2.2 >3 56,000, 339,500
Taped joints. 2 6 ND NAp 1 56,000
Wdllboard .... 3 - 6 ND NAp 1 361,500
NAp Not applicable. ND None detected.
'Shakers run at resonant frequency at equivalent vibration levels of 0.3
to 1.0 in/s.
ZCorners almost completely cracked before shaker study.

The lowest levels of observed blast vibration-induced cracking occurred at a
wall corner as crack extensions and when a new crack was observed beneath a wirdow,
at amplitudes of 0.79-1.1 in/s (Fig. 8).

Fatigue-induced cracks were observed at 0.3 to 1.0 in/s. However, this
cracking required a large number of vibration cycles, such as over 50,000 at a
O.5-in/s equivalent ground vibration. This equates to decades of typical blasting
with one blast per day producing 10 cycles per blast.

• I | I
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,lasonry ,racks

Cracks produced in block masonry walls by blasting are given in Figure 9 for
past w ork , and Fi gure 10 for recent Bureau studies [3-4]. Most cracks observed
were local, typically shorter than one block length, and about 0.2 mri in width.
Cracks of 'this ;ziagni ude were observed -rorn blast vibrations up to 6.2 in/s and
were not of concern, being indistinguishable from normal construction and shrinkage
efects. Their observation is difficult, and accounts for the high number of
na0,0rlly occrr4ng cracks (Table 5). Also, th-se loal cracks became more

ap-parent ,liri ng cycl ic test. Differential motion along toe block interfaces -was
ea,,i 1y ol).erved dijri ng co n , i n u e d cycl ic motion , which accounts for the low

• / r v jon levels, 0.1) -) 1.0 in/s. However, in the ,est house, a blast vibrationf 6.9 i If/s prod-ced a rack of significant magnit;de, wiIe!,inq a cack bey oi d

. e with that was obse rved the absr-en,o of ci hl ast.

',,:; ~~71 .. .. on / ,al ortar .join, cracks ohserved iro 'a 1 est. ioiuse r4]

.......... . t- T-ia-T Cr-,rs- -d-ev-elfoped--B-la-s-ti-g .... -- d -e _an-i a]- -h k-er-tes-ts - -

i ra tc ks riduringj Ptps ing. IevelI 11 i,i;be-r of!Num )er of cvcle,
be f ore '. atujraI ly F ro -.i inis cracks at tack.I ng

c c~ (A r a -- 1 -1 sin

......... 20_ tes i nrt n.

+ 1, 00

i o' ",, ,, - 5 6.? -6.9 3+ ; ., 0
,. L l ke ,':ack, b JD1 96- ].5 ND" ~Ion. .... I I0) 2 6.9 500

- - v hi1- -l-- e -tox p ot-a p-) 1 c ab )1 e,. ND None d0-tIected.
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Shear Load Fai lure

Shear loa,! failure of the basemeTlt walt of the test house was observed after
f our shots in one day. A diaqonal stepl ike crack propanated in the southwest
),,ase-ent wall , st art ing at ground level and proceeding upward. When these four
shots w.,ere detonated, their vibration levels (ranging from 1.0 to 1.5 in/s) were
toie 0; ocest recorded in the study up to that t ne. But because observation of
:rarks ic -iasonry is difficult, it remains unknowo whether !lasting or other eveits
cased this steu ike crack. It is noteworthy that rco additional steplike crack
propa litions were observed across "rick or block walls. The existing steplike
crack fonctionec as an area of strain relief during shaker runs. Energy
transmiitted by the shapers into the superstruct ure and foundation was primarily
di ssipated in areas of previous cracki ig.

)u)servations were also made of chimney and brick veneer responses during
cyclic shaker tests. The masonry walls were relatively stationary, with the
sunersructure cyclically Dumping the chimney and a brick veneer wall rear the roof
line. 'ortar Joint cracks developed at the chimney-roof interface and horizontally
across the brick veneer just above door height.

Crack data from Edwards and liorthwood i26J do not specify crack widths. If
toese crack data correspond to observations exceeding 0.2 rum (excessive crack
,.idths), it would suggest that cracks occur at particle velocity levels of 3 to
7 in/s with no effect of frequency. Additional data are needed to qualify
frPnifncy effects and the generation of steirstep crack patterns across the wall
signifying shear load failure.

C OrjCi US I OBS

Bureau studies of the response and cracking of low-rise residential structures
from blasting indicated that cracking of plaster and wallboard is not likely below
a)out 0.5 in/s peak particle velocity for the worst case of structure condition and
typical vibration frequency.

This safe-level criterion also appears independent of the number of blasting
eveits and their durations. Researchers also noticed that high strains are
produced in structure walls by normal weather conditions, such as wind,
te;nperature, and humidity cycling. Dynamic events such as door slams or blasting
produce additional strain, can trigger a crack in a structure already under strain.
Human activities, su;ch as door sla;cs, can be equivalent to blast vibrations of up
to PJ.5 in/s. The vibration level of 0.5 in/s thus provides a minimum value of
concern for the impact of external transient vibrations on wood-frame, low-rise
residential structures typical of those studied by the Bureau.

Oat-, on the response and cracking of masonry walls from blasting indicated
tht local rracking (block-length) may not be noticeable until particle velocity
level- are up to 3.0 in/s. However, additional research is needed to quantify
vi ,ration levels that promote the ge:neration of stair-stepped cracks that propagate
,-roco 'ho wall and reduce its shear load capacity.

1r, a1hors edco.rage, where nossie, Airect measurements or assessment of
r )r loa!s on me:mbers like1 / to fail . Alternatively, estimates of responses

i-itled no realistic trarrfer functions relatinq measured vibrations and
r ,,,, ,! exu~ecLted reosonons . In Dartic l1ar, applications beyond the scope of the

r |1ri r t be a r o n vi ation.
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MODAL APPLICATIONS



USING MODAL TESTING TO IDENTIFY DYNAMIC
CHANGES IN BATTLE DAMAGED F-16 WINGS

Arnel B. Pacia
Flight Dynamics Lab

Air Force Wright Aeronautical Laboratorv
AFWAI./FIBG

Wright-Patterson Air Force Base. O 45433

Modal tests were conducted to determine whether battle
damage or battle damage repair significantly change the
dynamics of F-16 wings. Two F-16 wing torque boxes were

tested while undamaged, damaged, and repaired. A forty
channel data acquisition system was assembled for these
tests. Three modes were found in the 0-100 Hz bandwidth.
Slight changes in modal parameters did occur, increasing in
significance with increased damage.

INTRODUCTION

.I.en aircraft structures sustain combat damage, several obvious concerns

arise. Most immediate would be whether the damage is catastrophic. If the damage
does not result in instant loss, then the concern shifts to vehicle airworthiness

and crew safety on the return flight. If the structure does make it to base, can
it be repaired? And if repaired, is the repair sufficient? For modal testing to
have a role in the battle damage area, it must be part of at least one of the
solutions that address these questions.

If damage to the aircraft is catastrophic, the solution lies in aircraft
design, i.e., the structure must be designed to withstand a certain amount of
(daInage. Hoy'ever, even though the structure survives, degraded performance seems
certain. For example, a damaged aircraft would lose strength, have increased drag
and probably have a decreased flutter envelope. Of course, many factors such as

f!,el capaci ty, pilot injury, and others also come into play. Furthermore, the
zes:- ion of whether battle damaged structures should be repaired involves

;,ddt ional factors such as the availability of supplies and manpower, required
(o%.wn- i,,,e, and extent of damage. Miatever the issues, post-repair inspection is a

.Ioda] refuting has long been used for troubleshooting vibration Froblems.
yr r.fo, E modal testing Las become a valuable tool for determining the extent of

(amac and for checking repairs. To aid in the survivability of structures, one
tn the current technology in spectrum monitoring and merge it with

,Ir if cial inteliigence and smart structures in the future to diagnose and respond

S ft l1 t st r ctura 1 p rob tms . Once the affects of hattl e damage to ai rcraft
b. ': ( 1ref incd, fnr example in flutter, modal analys is can be

[t~t .' : (I' ii I he.' (Ie§; i pi rcor'es%;

( cpT1 1 liv, if there is a ba§:eline of incdal paramet er.s for a structure, a

TI -l l tI IraI fr tjqieici e ; of a ffected modes should indicate the extent of

ol ; % f'11 rs >lr --; lt ;1 w r dP( 1 theC frer, isenc es higher. and is somet lines

II IU
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ais-, and f 1oor to compensate for the unevenness. The foam also acted as a highly
dlamped isolator preventing energy transfer to and from the floor.

Another problem encountered was fixture vibration, the base of the fixture was
loaded with lead bags. This added inertial mass and damping to the fixture, which
:nean most of the motion stayed on the wing and fixture motion was damped by the
lead shot bags. Note that the fixture weighed 14000 lb and the wing weighed 800
lb. Ten thousand pounds of lead shot bags were added to the fixture. To keep the
hbcndar-v conditions consistent, a torque wrench was used to bolt the wing to the

f:tu.' , allowing the wing to be bolted with the maximum allowable tension.

INSTRUMENTATION

Thirty-seven lightweight Structcel accelerometers manufactured by the PCB
Piecotronics, Inc. measured the acceleration on the wing. Their mounting sockets

h hot glued at strong points. i.e. spars or ribs, to avoid local modes. Figure

? show's the locations of the accelerometers and the grid used for Test Data
sis System (TDAS) from Structural Dynamics Research Corporation. Figure 3
o, block diagram of the instrumentation used for the modal test. An alignment

ool was used to make sure each accelerometer pointed vertically. A Setra model
!'lA accelerometer was used as the calibration reference, and to monitor the
.7hration on the base plate. Figure I shows the accelerometers on the wing and the
Setra on the fixture base.

FIBG redesigned a 120 channel F-16 ground vibration test system to measure 38
accelerations, 1 force and 1 temperature. Thirty-seven PCB accelerometers were
powered, conditioned and amplified by three PCB model 433A Differential Power
Supplies. The thirty-seven accelerometer signals at approximately I volt/g, the
force gage aind the Setra signals went through filter cards programmed for 80 Hz
c atoff. The filtered signals went into 40 Automatic Gain Changing Amplifiers. The
amplifiers select one of eight gains based on the level of the input signal. The
analog outputs of each amp connected to the PCM encoder. Also, for each amplifier,
a 3-bit binary output proportional to the gain setting went into a digital
mltiplexer that merged 120 gain bits into two 12-bit word inputs to the PCM
encoder. The PCM encoder sampled, digitized and encoded 40 analog signals into
12-bit words, and sampled six 12 bit words containing gain bits, frame counts and
time code. The PCM encoder sampled at 200 kbits/sec. Each accelerometer was
saipled at 347 2/9 samples/sec.

The Delay Modulation Mark (DM.M) PCM data were recorded on one direct record
trark of a Honeywell 96. A PCM playback system, Fairchild Weston Inc. Model 1786
1_niirsal Telemetry Data System (UTDS), was used to monitor the PCM data in real
iMe. Valuable information on gains and sync lock were provided. Eight digital to

Vt-lo , outputs of the UTDS were used by the modal analysis system, GenRad 2514, to
ohIin trinaster functi ons, coherence, and autospectrum, to ensure data quality.

-I or o-tp f o the amp] i fier were also used to monitor data.

TESTS AND PESULTS

" .,a il l ; i f r comparison, Wing ] and 2 were tested before they were
_T (.,-- : ".r .. c at tei- leading edge wing tip with random noise at

"- :- i'. n' 'iov:-, t he f m n,,v r(espon!;ac function (FRF) magnitude from the
, , ,Ito ,. t i' p;. As e :.:prcted, the responses are similar. Within the
, " ,,. ".. fo, d :n t i Ist be di. oi ,, set-ond bending and first torsion

, ., I: }i;:. if1 }i::. and () lIz I C pert i vE v . Figuire 5 shows the mode
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1.

The fact that there was little clv'r;' to these paramet-ers was, fur-le r x'eri t icc
Dv c ompa rin g modal assurance crit.ec ci' h\C values 1-able 2. he MA'C is an
indicationi of the relative 'inear inde-w'c-. t- between mode S h a Pcsi is similar
11o the cohierence ,values between mode lIiapis.-. Corlparincg the salle none l-s of tie- sami
struc-_ure aIt different st-ages of structural inteigrity should give a yu.ant itat ivio
'.alue of an', change - tidyna-ic propert-y. The MAC value obtained wher. the earch

noeof the dairaged T I1 was compafrd to the- correspondilng mode of th I-a s el1ine'
wa ,S e scnti allv,'ity. This means that the mode did not chang-e -igni ficant lyit
the dall ag ,e .

Th ~v-eto Wing, 2 was more extensive (Fig 10) . Tis wing ,7a s (lalfia~g UdC ny
HE wh vi'_ I e f!-t ' of fuels that hvdrodynamic ram damage was the leading far tor.
The t-op and bo rton surtaces were petaled, spar 9 and the rib w'ere -e' e red and spar
0) ,;i a7 i n r d .

11 slhows;- all ove-71, of the FRE ot the damage over -he und'-iged Wvitg 2.
Ilic ,. p 1 i t' (i7n ind damping, decreased with the damage. The frtmode -:r nt down' in

rr'qu~r -1 .ra fhe second mode remrainied r Ela ttve Ix 111 u hai' c d. ... "0

[,(l cot do(4(wr i n ftr E Ircyv 3 Hz, or about, 5.. nf!- or W7~ing 2 .ip iirc ed,
t-v- -- i1 i-,da' ed ha.'-h st ifitness was recsrOred. F4 i-'r e 1 hw anT
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CONCLUSIONS

The modal surv c-uducted on battle damaged F-16 wings showed that current

modal analysis methods can detect significant damage to a structure, as was the
case with Wing 2. The modal parameters obta'-ned for Wing 2 also seem to verify the
adequacy of the repair. However, these modal tests were unable to detect changes
in Wing 1. Wing ' was damaged twice, although neither damage was as severe as that
experienced by Wing 2. The damage to Wing 1 was a little forward of that on Wing 2
and thus closer to the node line of the third mode. This could explain why the
damage on Wing 1 did not affect its third mode. This suggests that the changes in
wing dynamics depend on the location of the damage. It seems clear that a mode
will shift if damage occurs in an area stressed by that mode.

As a check for repair adequacy, modal testing may be very useful. The natural
frequencies alone can indicate whether the stiffness has been restored to the
structure. This test is relatively easy to set up. The MAC can also be useful but
is generally more cumbersome to apply. Using modal testing to indicate the extent
of damage requires more care. Given a structure, one must identify the modes most
critical to structural strength. Once identified, guidelines must be established
as to what amount of damage is "significant". Also, since mode changes due to
damage depends on the areas stressed, it is very possible that modal testing could
be used to locate problems that might go undetected using conventional NDI methods.
For example, the Vibration and Acoustic Test Facility at the Johnson Space Center
did modal surveys of Shuttle Orbiters and found faults undetected by other means
r1,2].

For modal testing to become a useable tool to define the survivability of
aircraft structure, more research must be done to determine the affects of
ballistic damage to system dynamics. Also since modal surveys can detect dynamic
changes due to ballistic damage, it may become a useful check of analytical models
seeking to describe this damage. Therefore, modal testing can play a role in
determining the survivability and reliability of structures, now and in the future.
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Table 2. Modal Assurance Criterion (MAC) Comparisons of Modes

Natural Frequencies (Hz)

Undamaged Wing 1 Damaged Wing I MAC

Ist Bending 11.985 11.862 0.9990
2nd Bending 39.994 39.799 0.9989
ist Torsion 60.365 60.251 0.9948

Undamaged WILig 2 Damaged Wing 2 MAC

Ist Bending 12.161 11.98 1.0000
2nd Bending 40.684 40.58 1.0000
ist Torsion 62.140 59.07 0.9755

Undamaged Wing 2 Repaired Wing 2 MAC

ist Bending 12.161 12.227 0.9999
2nd Bending 40.684 40.598 1.0000
1st Torsion 62.140 61.981 1.0000
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MODAL IDENTIFICATION USING SOLID ROCKET
MOTOR STATIC FIRING DATA - A CASE WITHOUT

KNOWING THE EXTERNAL EXCITATION

Craig F. Chang and I)on Mason
Morton Thiokol, Inc.

Space Operations, P.O. Box 707
Brigham City, UT 84302-0707

The data from full-scale solid rocket motor (SRM) static test
is a valuable resource to assess and analyze the SRM behavior.
An attempt is made in this paper to identify the system
characteristics using the modal approach. In the theory
development, no requirement is necessary on the knowledge of
the input excitations. However, analyses are made based on
the assumption that the system is linear and satisfies the
second order differential equation.

INTRODUCTION

,iiuLui Suoid Rocket Motor (SRM) manufactuied by Morton fhiokol, Inc.
was static-fired in full-scale to test the SRM behavior. Accelerometers were
included among numerous instrumentation to observe the dynamic characteristic
of the SRM. The objective of the current paper is to perform a Space Shuttle SRM
system identification (ID) using static firing data.

In engineering analysis, it is usually necessary to begin with an abstract
mathematical model, which is based on certain assumntions. The accuracy of the
rasults of the analysis depends to a large extent on the choice of the
mathematical model. It is an unfortunate fact that the current knowledge in
choosing an accurate structural dynamic model seriously lags behind analysis
capabilities. Frequently, the results of the mathematical model are not in
sufficient agreement with the experimental data.

System identification is an attempt to obtain information about the model from
experimental data. This process has been likened to the "black box" problem in
which a mathematical description of the "black box" is sought from observations of
responses to known inputs. It seems to be a strongly intuitive notion that
meaningful information about a correct model for a system can be extracted from
these responses. In fact, it seems obvious that the more test data that can be
made available, the better the information will be provided about the model.

While the concept of attempting to identify a system from observations of its
input and output is an old issue, serious problems arise from the fact that many
input sources are essentially unknown, especially for aerospace structures. For
example, when the SRM is burning, which can be either during static firing or
flight, the dynamic input sources, (i.e., pressure, acoustic wave, etc.), are very
complox. Furt-hermore, the effects of those input sources and their correlation are

"0(~1



not well understood at our current stage of knowledge. Therefore, the only

available information regarding the structural system is the output, which maiy he
d to as structural response. The question may be raised as to whether we

can sucessfully identify the system characteristics, such as modal frequencies and

damping values, usirg only the structural response data.

To auswer this question, we first examine the relationships among input, output
and the system itself. The conceptional drawing of this relationship is shown in

Figure I.

IN r UT --.---- > SYSTEM ="........> OUTPUT

Fig. 1 Input, Output, and Structural System Relationship.

Intuitively, from Figure 1, we can see that if we did not assume the specific
form of the system, we have no way to figure out what the system looks like. The
reason is obvious, since, if inputs are unknown and the system does not have anly
restriction, the output we observed could be arbitrary. The problem would be

alleviated if we can restrict the parameters and the form of this system.

It is still a very difficult problem, at the present stage, to identify the
system parameters given only the form of the system and the response measurements
without knowing the inputs. In this paper, a method is developed to seek the SR'.1
system parameters in the Morton Thiokol T-24 test stand by using only the dynamic
response measurements obtained from the Demonstration Motor Number 8 (DM-8) static
firing.

At present, numerous research efforts have been studied and presented in the
advanced development phase. Neverthelep., most of the investigations were limited
to the cace where inputs were known. For example, the quite famous paper by
Rodeman and Yao [1] gives an indepth discussion of five modal and four non-modal
methods. Of particular interest is the discussion by Klosterman [2] which gives a
rather complete development of the application of a modal technique. The survey by

Hart and Yao [3] contains the most complete list of references in the recent
structural dynamics parameter ID literature. They categorized the field into a
time domain and frequency domain technique tree. In their general comments on
system ID they present three standard approaches for modal parameter estimation
defi i,ed as follows:

o Least square - assumes measurements and structural parameters are

determinist c.
o Weighted .. S. - assumes measurements are stochastic (noisy) but structural

parameters are deterministic.
o Statistical Structural Identification - Assumes measuerments and modal

parameters are both stochastic.

Tlie method (if random-decrement has been used recently for damage ID. [41 The
method is mainly based on the TTD method, [5] which is a modal approach. Other

papers discussed the modal approach for system ID are Raney, [61 llasselwnan, /
Berman and Flarnely, [8] and Ibanez, [9] to name only a few.



MATHEMATICAL MODEL

The matrlx differential equation that governs the SRM is given by

[m] (x) + [c](*) + [k}{x) - {f(t)) (1)

w .4ere fm], [c), [k].are the system NXN mass, damping and stiffness matrices,
respectively; the (x), (*) , and (x) are the SRM acceleration, velocity, and
displacement responses respec:ively; and (f(t)) is the excitation forces. To arrive
at Eq. (1), an assumption that the SRM behaves linearly during static firing was
made. The linearity assumption allows us to use Eq. (1) to analyze the SRM locally
as well as globally. Namely, (x c;a be the combination of either axial or
tangential direction measurements.

Gencrally, the excitations, (f(t)), to SRM structure during static firing are
in complex nature. For example, the internal pressures, axial thrust, and acoustic
field constitut:e the main excitation sources for SRM. Apparently, all these
excitation sources are random. In view of the random characteristic of the
excitation source, the force vector, (f(t)) may be reasonably assumed as a vector
random process. The assumption that the (f(t)) is random, which results in (x),
kIl (x) being random, can be seen from the response measurements. For instance,

the radial acceleration measurements at the center field joint (A062) is plotted
vs. time as shown in Figure 2. From Figure 2, the acceleration apparently behaves
randomly and has a zero mean.

4 . ...

-~~ ~ (Time:c

Fig. 2 The Time History for A062
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It was mentioned earlier that (xl is mean zero, which will be demonstrated
analytically later. The mean zero characteristic makes it convenient to analyze the
stochastic differential equation Eq. (1) in a decomposed way. Without loss of
generality we can let

Jp(t)) - E[ f(t))] , (2a)

(u(t)l - E[{x(t)l], (21)

iF~)} - (f(t))} E[IfM t) - (f(t)) - p(t)), (3a)

where (p(t)l, (u(t") are the mean characteristic of (f(t)), (x(t)), respectively;
and (F(t)), {Z(t)} are the random component of (f(t)l, (x(t)), respectively. From
Eq. (_1) it can be seen that {F(t)l, (Z(t)) both are mean zero. Eq. (1) now can be
rewritten using Eq. (2) and (3).

[ml((u1+{zl)+[ci((ii)+{(I)+[k]((ul+{z)) - (F(t))+(P(t)) (4)

Taking -he mathematical expectation on the above equation yields

[m](u) + [c(Ci) + [k](u) - (P(t)) (5)

Subtracting Eq. (5) from (4) obtains

[m{z) + [c] (;) + [ki(z) - (F(t)) (6)

It should be nuted that Eq. (5) governs the mean response and Eq. (6) governs the
random component of the SRM response. It is observed at this point that if u - u -
0, Eq. (5) is reduced to the static case,

[k](u - {P(t)}. (7)

The fact that u - O - 0 is true for many situations. For example, consider a
nonlinear oscillator governed by

m x + c k + R(x) = f(t) (8)

where R(x) is the restoring force. If m and c are deterministic constatLs, Lhe
probability dersity function (PDF) of ; and x is given by [10]

p(x,x) - C exp(-x 2/K1 + K2  R( )di (9)

0

for mean zero Gaussian white type excitation, where Ki and K 2 are constant-s
related to the parameters of m, c, and the correlation coefficient of f(t), aud
the value of C is subjected to the normalization condition. Apparently, k is mean
zero Gaussian distribution. This implies x is also mean zero.

We have demonstrated the mean zero characteristic of k and x. We will use this
characteristic later to develop our model. Next, we need to analyze the random
-enponent, Fq. (6). Tho advantag. of using Eq. (6) is that (F(t)) is mean zero and
Is easy to analyze. Remember that [m], [c] , anA [k] all satisfy Eq. (5) and (6).
111eref ore, the system Identification Is preformed based on Equation (6). Since
I F( t ) ) now Is mean zero, we can use the random-decrement technique to further
rflice Eq. (6), The random-decrement techilque [4) is discussed as follows.



'ihe concept of Irandom-decrement technique was initially presented by Henry Cole
[111. C ,rnsidur Eq. (6) which is valid for any time t and any set of initial
-onditIOr s. Replacing time t with the expression tjjr, where the ti's are selected
according to the method of triggering the start of the ensembles for tie random-
d: renent c omputati Ons, then Equation (6) can be rewritten as

m] z (ti r) 4 [cj{ (tiir)) + [k](z(tjifr)) - (F(ti r)}, i -1 ,' ' (10)

where H is the number of averages intended for use In random-decrement ccmputation.
By suvi:ing all of the H equations, dividing by M, and replacing 1/H ] z(ti'r) 1,y
(y(r)}, the res:ltlng sujmation can he written as

1M

[ml{y'r)) + [c] +(r) + [k] y(r)} - M 2 (F(tir)) (11)
i-1i

It should Le noted that since the ti's were selected according to a specific
randoim-decrement triggering criteria, the resulting response {y(r)i will not
average t(. zero. Nuw considering the right hand side of Eq. (I1). If (F(t)) Is a
statfi uary random signal, then

I M
M "F(tj-tr)) - 0 (12)

ati! Eq'. (11) be.'omes i-I

[in]{(y(r)}I +-[ci](5/(r)} I [k] (y(r)}I- 0 (13)

Eq. ( I3) i cplies that (y(r)} is a free-decay response that results from -pplyling
random-decrement, to random response due to a force vector, (F( t) , which is a
random signal with mean zero. It should be noted that the mass, dampi! g, and
stiffness matrices all.satisfy Eq. (1), (6), gnd (13). In obtaining (y(r)} it
shot-ld be noted that (z(r)) Is identical to (x(r)), since (u(L)) is zero.

We have shown an Important result. Namely, the acceleration measurements
obtaired f.-om an operational random vibration response satisfy a stochastic
equivalent structural system, Eq. 6, which can be reduced to a free vibration
system Eq. (13) using random-decrement technique. The system ID then can be
performed based on the free vibration response where the excitation is essentially
eliminatedl. Since (y(r)) is free decay, the system ID can be readily performed by
using, for example, Ibrahim time domain (ITD) method.

S : . ,-S" - 1 

71 -- ST 1491 A4 -ST Ih 7 f.

-. ,

I I I i r i ~
1T

''m t



CON FRONTING TH[E STATIC FIIGDATA, DM- S

The theory developed in the previous section is very useful for tle stutdy of
zh1'< dynamcl~ic bel.avior of SRM during firing. There were a -otal Of 18 acCelerat 1(ii

cha..nnels installed along the case on D,1-8. The location of each accelerometer is
honin Fi gure 3 . Those accelerometers enable uis to moni tor the modal

cha--racteristi" c change during the static firing by uising the theory developetd
rI:: o us I V

To mot ror the ve rt ic al bending behavi or o f the motor, the accelIerome ters
rwun~ed ini the radial direction were selected. From Figure 3, these were Aoh'!;

-3 ) %) - U UA01 6
-V1!:-' , ) A09 , which enable us to identify the bending modes upl to tic-

s erc'nd orde r. The data were first read from tapes and t-hen assembled to form tice
Kx .Three different time periods are chosen. Namely, 0 to 10 sec. , 50 o

tOsc.,. and 110 to 120 sec. T1h'e sample rate of the uata were 2000 saiipius/sec.
Joe he size of matrix [x was 5X 20,000 for vertical bei.Jing.

~o formIl the matrix (y(T) , the triggering criterion is selected at every
,osit-ive crossing (from negative to positive) for chaninel AC54. Such selection
Zly-e s us approximately 1200 of averages. The results of (y(r) h for Channel A0m54
were shown in Figures 4 through 6 for three di fferent thline Intervali's as inent'ionled
earllk~r. It car be seen from those figures that the frequency of y(r) d'uring tt,
end of burn Is obviously higher than after Ignition since the decrease cf
propel Iant.

Tb 0- modal frequencies and damping ratios were then computed using the lTD)
m-e thod. The modal frequencies for the first bending, are shown in Figure 7 for
three different periods as mentioned earlier. It can be seen that the first
bendl~ing frequency is about: 1. 8 Hz, which i s close to the frequency be fore fi rinri
(1.86 liz) obtaiined from the recent RH-I modal survey. As time increases, the
f ieqimen cy also Increases due to the decrease of propellant. The dalliping ratio
generally shows a large variation by using the lTD methind. Tlie re ulI t. S I OWk-i thIat. f

the damwping ratio was between 0.5 and 3 percent.

Similar steps are repeated for tangenial directions. The resuilt: was shown ini
11- (ir 8 . The first tanigential frequency Is about 1,.9 11z, which~ is close to tic

fr-quency be fore ft ring (1 .9 Hiz) oibtai ned Lrom the recent RM- 1 mlota I survey.

CONCITJS I OhS

Ii, f I ho.;l Cociilusionis can he (irawn In acr-ordaiice wi th the ab~ove aii

1 ~i{ t7,~cp -iescn be comput ed misi iiLg ciims i - ,t .cilII

i~~~u 11ui 01 )Tt r asponses must be analyzed d1,naimi cAly
'm hist-ories show that the SPM res;ponlds niomi-sati~ on -,il

1~ i I a lnil'yscs were performed-( 1,, select Ing i il I i to i

P" r 1; rt eon at m of* t hE. SP11M, e5siec i ll '~the propt II;1
il. 'I Ili ' ri ot t hio';e ralldin rcharact cr1 t Ica wo1 1 ii : a Ii

pt o~j 1,i'e' voc or ('i) i't-111g omzm 12!. Inll
ii 1) e 1 i 11:Ii1, 1 d

1 ~ ~ ~ (I W.a c aa to . falr spa it , i t. W' II i



the cross correlation is small if two responses are far apart. Such ill condition
causes the tangential bending frequency to have large error.
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Figure 4 The Random-Decrement Response of A054 Using
Data from Time Interval 0 to 10 second.
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Figure 5 The Pandom-Decrement Response of A054 Using
Data frorn Tjime Interval 50 to 60 Second.
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Figure 6 The Random-Decrement Response of A054 Using
Data from Time Interval 105 to 115 Second.
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Figurp 7 The first vertical bending frequency.
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NONLINEAR SYSTEMS IN VIBRATION

Elton G. Endebrock and Norman F. Hunter, Jr.
Dy~namic Testing Section

Group WX-11, Mail Stop C-931
I os Alamos National Laboratory

Los Mamos, NM 87545

Algorithms for the analysis and control
of linear dynamic systems are relatively well
developed. For nonlinear systems similar
algorithms are in a relatively primitive state
of development. This paper reviews the current
state-of-the-art of nonlinear analysis in
several major areas of research, including
state space modelling, force surface mapping,
and higher order spectral estimation.
Applications of these techniques are
illustrated, and suggestions are made for
future work.

INTRODUCTION

The theory and experimental application of vibration
testing concepts is well developed for linear dynamic systems.
While systems that are approximately linear are extremely common
in vibration testing, a significant percentage of the systems
tested exhibit nonlinear characteristics. Methods for the
characterization, analysis, and control of nonlinear systems
have been developed to a limited degree. Nonlinear systems
have a rich spectrum of response characteristics which show
fundamental differences from those of linear systems. Such
characteristics may offer potentibl design advantages. In this
paper we summarize fundamental chdracteristics of nonlinear
systems which differ significantly from those of linear systems,
define some analytical and experimental methods of dealing with
nonlinearity in the types of dynamic systems often encountered
in vibrations, and illustrate the application of several of
these techniques with examples of current experimental and
analytical work. We conclude by suggesting directions for
future re-earch.

FUNDAMENTAL SOURCES AND TYPES OF NONLINEARITY

Nonlinear behavior of dynamic systems arises in a variety
of way's. One common source of nonlinearity is nonlinear material
p)ropert Lus. Geometric nonlinearities also occur, where the



nonlinearity is due to geometric properties such as large
deflections. An attempt has been made to classify nonlinear
systems based on the relationship between force and
displacement. In a linear system the restoring force is
proportional to displacement. in nonlinear systems restoring
force is not strictly proportional to displacement.

Nonproportional restoring forces may be caused by nonlinear
damping or nonlinear stiffness terms. The nonlinear stiffness
terms may be elastic or plastic. In a nonlinear elastic system
the force-displacement characteristic follows the same path
whether loading or unloading. In a plastic, or hysteretic,
system, the force-displacement characteristics differ depending
on whether loading or unloading is in process. Typical force-
displacement relationships for linear, no-linear elastic
hardening, and nonlinear plastic (hysteretic) systems are shown
in Figurie 1. Gaps between parts of a dynamic system may cause
nearly instantaneous changes in stiffness as the gaps open and
close (Figure Id).

Displacement

Displacement

(a) Linear System
b) Elastic Hardening

o 2
o 0

Displacement Displacement

/
i yt /sterelic id) GaD or Dead Zone

Figure I

rvpical Force-Displacement Characteristics
,)t Linear .nd Lonl inear Svstems.



Nonlinear behavior may also arise because of relative
movements between parts of a system combined with friction as in
tthe case of sliding interfaces or slippage at bolted joints.
Friction produces nonlinear behavior in a manner similar to that
for a hysteretic system. Nonlinear damping occurs in a variety
of contexts and the severity of its effects varies from systems
with mildly nonproportional damping to systems with negative
damping as described for a second order system by the Van der
Pol equation '121.

FUNDAMENTAL PROPERTIES OF NONLINEAR SYSTEMS

A number of the basic properties of nonlinear systems differ
fundamentally from those of linear systems [1]. Some of the
major characteristics of nonlinear systems, in comparison to
those of linear systems are summarized in Table 1:

Table 1
Some Fundamental Characteristics of Linear

and Nonlinear Svrpmq

Linear Svstems Nonlinear Systems

Described by ordinary or partial Described by ordinary or
differential equations with constant partial 0-ffeLeatial equations
or time varying coefficients. %,Xose coefficients are

functions of the independent
or dependent variables.

Described by linear difference Described by nonlinear
equations with constant or time difference equations
varying coefficients, whose coefficients are

functions of the dependent
or independent variables.

Steady state sinusoidal excitation Sinusoidal excitation does not
implies sinusoidal response at the imply sinusoidal response
at the excitation frequency.

The response at a frequency fl is The response at frequency fl is
is caused by the input at frequency caused both by inputs at f1
fl, and at frequencies other than

fi"

Superposition holds, i.e., if the Superposition does not hold,
response due to an input I I is the response due to II + 12
R1 and the response due to a may drastically differ from
second Input 1 2  is R 2  then R 1  + R 2 .
the response due to both I l

a nl riT i q P 4-

2

p!per-tral response peaks occur at Spectral response peaks occur
resonant frequencies. in conjunction with limit

cycles.



Analysis of - -stems defincd by linear differential or
difference equations is well developed [13]. In contrast

nonlinear differential or difference equations cannot generally

be solved in closed form. Consequently numerical solution

techniques are applied to yield estimates of the response. One

of the most basic results of numerical analysis, and of
experimental work, is the familiar form of the response of a

mildly nonlinear system excited by a sine wave shown in Figure

2. Here the system response is primarily composed of the

fundamental and the third harmonic of the excitation signal.

Harmonic distortion is a common result of nonlinearity but the
response of nonlinear systems is not limited to harmonic

distortion. Subharmonics of the excitation may occur, as with a

parametrically excited beam. Further, nonlinear dynamic systems

are capable of exhibiting chaotic behavior[2]. An example of

such behavior is shown in Figure 3, where a

single-degree-of-freedom nonlinear system responds chaotically

to a sinusoidal input. Nonlinear systems are capable of

generating band limited white noise when driven with a

sinusoidal input.

- I I>
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Figure 2

Response Time History of a Nonlinear Systom

Excited by a Sinusoidal Input.
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Figure 3

Response Time History of a Chaotic System

to a Sinusoidal Input.

The harmonic generating properties of nonlinear systems have

led to time domain representations such as the Volterra and

Weiner series [14] ana to multidimensional frequency domain

representations like the bispectrum [4] , Volterra Functions, or

Harmonic Generating Transfer Functions [3]. All of these

techniques quantify the amount of spectral energy transferred

from an input frequency to a response frequency. As illustrated

in Figure 4, for a linear system, at a given frequency, the

response and input are related by the expression:

R. = H t X. (1)

For a nonlinear system, the response and input are related

through expressions of the form:

(2)

-.0



sere . is the input frequency, inli, R is ''he response

Ire(uency. For the nonlinear system the magnitude and phase of

the response frequency is represented as a summation of

,'ontributions from many input frequencies. Typically Volterra

yste-ms are 'a)ased on an expansion of the systems stiffness in a
polvnomiai form. When this form of stiffness is transformed

nto ,the frequency domain it results in a convolution of Fourier

Transtorms " ,l " . For a Volterra svstem, the response at R is
-aused by sets of input frequencies whose sum equals the

response frequency. In a harmonic generating transfer function

HlGTl) model the response at a given frequency may be caused by

in'/ combination of input frequencies, without restriction. At

this time no clear proofs are available to distinguish between

cases where one or the other model is to be preferred.
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One -f tho most subtle features of nonlinear systems is the
failure of superposition. Whenever analysis of a nonlinear
system is attempted, care is required to avoid inadvertent use
o the prin.:iple of superpositon. It is very natural (and

Lncorrect' to imply that the response of a nonlinear system lo a
combined excitation at 10 Hz. and 30 Hz. is the sum of the
responses of the system to the individual applications of the
inputs at these frequencies.

Resonances occur in a linear system. In a nonlinear system
resonant behavior may occur, but in addition, a phenomena known
as a limit cycle may appear. A limit cycle is best represented
-n a state space formulation and may occur at frequencies not
directlv relatea zo a ratio of mass and stiffness.

INVESTIGATIONS OF NONLINEAR SYSTEMS

,Db i e c t ive s

The general objectives of investigations into nonlinear
behavior of systems are quite similar to those for li Lcar

systems and may be classified as follows:

I. Characterization- The goal of system characterization is thle
classification a given system's behavior as belonging to a
certain category, i.e., nonlinear elastic hardening, plastic
softening, etc.

2. Modeling and Prediction- Given a nonlinear system and its
response to a certain class of inputs, the goals of modeling and
prediction require building a conceptual quantitative model
which describes the system, including prediction of the systems
response to future inputs. Such modeling may also involve
determination of the number of parameter3 necessary to optimally
describe the systems behavior and subsequent calculation of

parameter values.

3. Control- In vibration testing the control of a nonlinear
system implies synthesis of the input required to produce a
given response waveshape or a given response spectral density at
a defined system response point.

Each of these objectives is currently a topic of extensive
research. Some progress has been made on each of these three
problems, particularly problems I and 2, but optimal methods of
approach are far from clear.

Methods of Modeling Nonlinear Systems

Numerous techniques for dealing with noni.inear systems exist. A
summary rut these methods includes:



Empirical approaches.

Modeling of the differential equations.

3. Force State Mapping.

4. Hilbert Transforms.

5 Methocs based on state space models.

6. Spec-ral Methods based on higher order frequency response
functions.

Ln empirical approach-s, we simply pick a quantative
representation of some type of nonlinearity, numerically solve
the differential equation(s) describing the systems behavior,
and attempt to generalize the results to some classes of systems
driven by -ertain forms of excitation[6] . Such methods may
provide useful insight but do not in general allow quantiative
response prediction, system modeling, or control.

Determination of the parameters of the differential equation is
currently a very active field of research. A form of the
systems differential equation is assumed and various technique3
are used to fit parameters to the inodel[7,8] . This approach
provides quantiative information regarding the systems behavior
and may be adaptable to system control. A disadvantage is that
.he form of the differential equation or equations must be
assumed prior to estimation.

In force state mapping, system acceleration responses are
integrated to obtain relative velocities and displacements.
Restoring forces are plotted as a function of velocities and
displacements to define surfaces whose parameters define the
systems damping and stiffness[8]. In the author's opinion this
technique is approaching a viable model fo- many types of
nonlinear systems. This model may be extended to provide system
response predictions.

Hilbert Transforms[9] rely on the relationship between the real
and imaginary parts of a frequency response function of a causal
system as a means of detecting nonlinearity. When the transfer
function of a nonlinear system is determined using sinusoidal
excitation, a distortion occurs where energy is discarded at
points of harmonic generation. This distortion introduces an
apparent noncausality in the impulse response function which may
be detected through use of Hilbert Transforms. The particular
form of this distortion serves as the basis for a classification
scheme of nonlinear systems.

Higher order frequency response functions have been described
above. Their use potentially ,uantifies the response of
nonlinear systems in the frequency domain and can lead to
methods of response prediction and response control.



Sr Space 'lodelIs 'have been invest igat-ed extens ivelIv in control
che o r and are currently a very active fieldi of research
3.13 . Generally sum hmcqels att'empc ro describe a systems

:oenavior 'whether Linear or nonlineair) as a 'Functioti Of current
aind .cast inputs and past outp-irs. This is essentially a

;ifference equation -formulation. As such they are well adapted
:o -omLu[ter mode ling and offer some -promise for the development
or predict ion and control methods.

n some seiise, all of the above methods are related, as Lhe
:ia- space models and higher order frequency response funcrions
k re G'er ived from inhe dif f erent ialI equat ions dlef ining the
svstem. Some specific examples of these methods which are
c-urrently active fields of research in the Dynamic Testing
secion at Los Alamos National Laboratory ..,ill now be described.

C :i 1 Me th od s

n example of an empirical method, consider a
.. -zree-of freedcm system viha bilinear spri*ng. The

_ trentral equation describing such a system is of t he form:

3)

*~ >i () x - Ft)

whe re ', -- the system mass.
C sy-t-em damp 4 ng coefficient.

K(x) -the restoring force mnatrix -s a function of X.
W'- the applied force.

Pn he bi.ineir case , as def in.d in this paper ,t-he restoring
:r C Pn t e ncion differs from that ini compression. A typical

:esorrrforce-displacement curve for a bilinear spring i.s
';_ n iz igure w ,here, 7' definies the ratio of restoring fo rc e
terisio ti o that in compression.

'~'t-u cac"~rr~an-s"o cr a e!,rear cnnq



'hl ime istJory responses of a four-de ree-ot - treedor base

exc e d s',s tm T which oril'; the b ase sLiffriess is b iin.ar Is

h F ur- for di'fferent valu:s of C' , istcrtion of the

me : stor' o r Ire v ag i ,c of ,C' -20.s) is evident in

' ure E . :o e ha or i e c LE v ues : Co betwee ti .u and

I j D e . n i near svstemi 'hat no dras ic eff cts appear

i ie lime Is or r-,soonse . -he .- quencv response tuncl ons

ior ne bilinear sem are shown i ure

'i__________ "._-_es___ ,___ - 're;uencv Response 1 nC L
_____o_,__________~_______ _ :or 'i n e r <s t i .i

C. to C, C tC C

k:,< r :! .... .. -"---c T_ ca i -M

C'-.o dm1C'20A
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A._ _ _ __ _ _ _ C-2ao
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"' s recuenlcv -C' sponse tunict ions show i~nalomies oh i ch
e-a p 'r o r es s i.etv more prominent as the value of C'

i~icreases;. Note 'hat a single bilinear stiffness in a

-ie ~e e- :r oe cdo-m s Yste m c ha n ges all o f the systems

:~rn req c-c Les as it Ehne 'o tens ion to compress ion

achanige in The value of a single stiffness rcELm chinges

t: Le n,.a u es oc m entire systemn.

-; rpcalI -ime history and frequency response function are

s howr. In zigure -- for a system with a dead zone excitCed by a

T *-

Figure 8a

Impuise Response Time History of ai System

with a Dead Zone.
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11111i1r 5tuciie s ev ben mIa de on s ,s te ins t.:Lh I v s Cer e ic

narcteistcs. Some limited conclusions nay be :4rawn trom

tuee yp es ofst-udies 61j inciudin). :

tume -itov cce leration responses ni s ,stems with gaps n at
noW ;. ar 7e . s ee 7Lin_-ly unpredictlab le accete ract Lin spikes.
requencv; response functions of such s'Jstem yial xii

.one d appearan.

Iv :!'seretic systems typically show a noniproportionality in.) rhe

zoar'er transform of the systems impulse response function in
ZIn C -iucreasintz the input does not produce a corresponding
creas >nhe output.

-n ilinear Systems all modes of the system are affected as

the n)ilinear spring switches from tension to compression.

.era~iysuch phenomena as shifts in resonant trequenc" it

.inr1ut rorce level and nonproportional increase ;in response with

-0-r:oc" are coMmon .i vibration -es-.inv, .:ind are -_Twpc-;

;,tltue st ome torn of nonlineari ttes such as Those rotec_

1a5 eve

.tnotner empirical technique is based on observation of the

prob a)il it'; deis it'; function of the response of a nonlinear

sy~stem excited by broadband, Gaussian random noise. For a

Li-near svstem the response probability density must also be

,aussian but a nonlinear system will produce non-Gaussian

responses. A\n example of a non-Gaussian probability densityv

function produced by a hysteretic system is shown ;in Figure 9.
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: orce state mapping the system restoring force is plotted in
-A -,,, dimensional space as a function of velocity and displace-

-nsier t. d.ifferential equation of a second order

(4)

M Y" C Y '+ K Y F(t)

.)i iL~ji Lv . and solving for F(t)/M yields

(5)

rorce applied to the system.

LM.  s stem mass .
= system damping.

response acceleration.

-° response velocity.

displacement response.

Measurement of signals proportional to F(t) and Y" is done
is in, appropriate transducers. Then Y" is integrated to
determine Y' and Y. A plot of the restoring force F/M -Y"

versus Y' and Y defines a surface in three dimensional space.
Lor , linear system this surface will be a plane as shown in
Fivure I0A. Various nonplanar surface shapes will occur for
r.onlinear systems. The surface for a cubic stiffening system is

-Iown in Figure lOB

t :



A praa~ttI2:0~ 7no ased on :he restoring surface rechrnique
:it::he paramecars ofr a surface to the experimentall'

.crltlte( surface clot. :n Figure 10B a general cubic surface
in nnd ha h e f tted no t he m easu'ar ed d acta The ac tu'al

neslrin :'ce ana ;ne restoring torne preclcted trom rhe

;ur:- ti nr snown in Figure l0B where the poinLs represent
iiqiize seasu cd data ad the surface ,rid is defined 4; !he
: 1oe paramect c surface. once the parameters for the

liffarential ouation have been determined the equation
mav he solved numerical>- to determine a predicted system

reson~se. Potential>', this method can lead to
c '1O'ct-aiacion, response prediction, and control of some
Ise of nonlinear systems. Problems in the formulation that
rea2io e addressed include determination of the mass
assola~ d with the Y" term. oqtimating parameters for

Tul~i-egree-ot-freedom systems, and determining the number of
cquninswnlcn optimally describe a given test system. Another
7rohom s the jlffivultv of measuring angular acceleration in
7esney~ ronments and the potential effects on the form of ne
Afrencial eguatlons caused by the lack of angular

ICC lraion werms.

A ariant: of Force State Mapping developed by one of the
authr (Endebrock) uses sampled adjacent time points to
deter"me the local mass, stiffness, and damping associated with

points in a given time region. This is similar to measuring the
local slope of the surface. This type of measurement relies on
differences between point values in a local region as does the
difference equation technique.

State Space and Difference Equation Models

in one formulation of state space modeling the system is
reoresented by an input-output diffeLence equation model of the
F o r m

-) -by:-t r...- (t-rv

for Alinear system or,

0C)

for a eneral system. The u's represent current and past system

inputs separated by a samplin; interval ts and the y's represent
*"irrpp -md past system resprnses. Such systems have been

7rudio' xtenstvei,' 5,13,16).>



he -hecase of n linear Ystem the a's and b's are
constants. For time varying systems the a's and b's are

Iunctions of time and for nonlinear systems they are functions
of -he a's and v's. For linear systems measured data may be
'sed to formuiat: a system of equations based on responses v as
a tunction of current and past inputs u and past outputs v.
3incular value aecomposition or orthogonal regres.ion are then
-sed to roduce a niean square solution for the a's and b's. Ihe
resultant :oefficents, along with the input, form a parametric
svstem model which can be used to predict the system response to
a general input. An example of a predicted and measured output
.or c ie acceleration response of an aluminum beam excited by
random noise is shown in Figure 11. This is a linear system.

transform techniques may be used to determine the system
trequencv response function (transfer function) from the
coefficients of this form of parametric model[O .i

U H
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Figure I I
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'redicted and 'Measured Response Time Histories
ar Aluminum 3eam Zxcited by Plandora Noise.



For a nonlinear system numerous functions may be used as
trial functional forms. Polynomial functions are one obvious
"oice where The output is represented as a truncated power

erics in .the u's :xnd v s 101 . Rational or orthogonal
:0o vnomiais may aiso be used 11, 5]. Alternativelv local fits

" be preformed in regions of the space defined by various

-anzes of the u's and v's to allow more variety of functional
ort han is possible using a predefined global function 5] .

In all of these methods there is the possibility of
p)redictinz the output of the system due to a new im.pur provided
-hat tne frequenc; and amplitude range of the test input -s
'losen in a manner which properly exercises the system. The
control problem is much more difficult. In principle for some
:Vstems , solution of a polynomial equation for the current input

"could be sufficient to allow control over a limited
moi itude and frequency range.

.. ethods Based on Higher Order Spectra

Higher Order Spectra are, as noted above, based on a
-elacionship between ap input at a frequency fl and response at
a .:reQuencv f2. In general a response spectrum can be described

,-X s ~
H X X(k, H 1, X(k!)X(k2) -

KI-C ,,2-0

(8)

k 3;kX(kl)X(k-)X(k3)

where: Y(k) system spectral response at frequency index k.
H - system transfer function of order -.

X(k)- system spectral input at frequency index k.

.or a linear system the response at frequency index k is caused
by the input at frequency index k. For nonlinear systems
progressively more complex representations of the frequency
response are represented by transfer functions H r where the
response at frequency index k is caused by r inputs at
frequencies ki, k2, .. kr. For an HGTF model [3] any
combination of input frequencies may transfer energy to the
response frequency whereas in a volterra model the input
frequencies must sum to equal the response frequency. The
H r ' s may be determined through either time or frequency domain
estirmation procedures[O,ll 1.

Use of higher order spectra and transfer functions form a
natural extension of the widely used Fourier methods used in the
analysis of linear systems. However the estimation procedures
oire considerably more complex and a relatively large number of

parameters may be required to define the transfer functions,
.,special1; for transfer functions exceeding third order. The
erhod is potentially adaptable to both characterization and

,ontrol of nonlinear systems. In fact, controlling the spectral
densitv of the -es ,onse of a nonlinear vstem may well prove to



)e :nore tractable than controlling the tesponse time history of
such a system.

:onclusions and Summary

:: is clear that the analysis of nonlinear systems is in a state
much more primitive than the analysis of linear systems. From
our investigations of the literature and our experimental
research we submit the following conclusions:

1. Superposition is not valid for nonlinear systems.

2. The specific types of responses produced by nonlinear systems
strongly depend on the type of nonlinearity involved.

'.onlinear svstr-, are frequency creative.

-. Nonlinear systems may exhibit chaotic respons..s.

. aussian Input implies Gaussian resoonse for a Linear System.
inonLinear system excited by Gaussian noise will generally not

prcduce Gaussian responses.

6. The determination of the existence/and or degree of system
nonlinearity should be made on the basis of inputs at several
different levels. Specific tests for nonlinearity may be made
based on statistical properties of the input and response. A
single frequency response function is not a good method of
determining system linearity or nonlinearity.

7. Methods of analyzing nonlinear systems include higher order
spectral methods, difference equation formulations, and force
state mapping.

In summary, if one suspects nonlinear responses, it is
relatively easy to verify nonlinear behavior. Some methods
exist for source identification and parametric modeling of
nonlinear vibration systems. To our knowledge no extensive
formulation and application of control methods to nonlinear
vibration systems has been made.



Figure Titles:

Figure i: Typical Force-Displacement Characteristics of

Linear and Nonlinear Systems.

Figure 2: Response Time History of a Nonlinear System

Excited by a Sinusoidal Input.

Figure 3: Response Time History of a Chaotic System to a

Sinusoidal Input.

Figure 4: Frequency Generating Characteristics of Linear and

Nonlinear Systems.

Figure 5: Force-Displacement Relationship for a Bilinear

Spring.

Figure 6: Time History Responses of a

Multi-Degree-of-Freedom System with a B1linear Spring Excited

by a-Force Impulse.

Figure 7: Frequency Response Functions for a Bilinear

System.

Figure 8(a): Impulse Response Time History of a System with

a Dead Zone. 8(b): Frequency Response Function of a System

with a Dead Zone.

Figure 9: Probability Density Function of the Acceleration

Response of a Hysteretic System Excited by Gaussian Random

Noise.

Figure 10(a): Restoring Force Surface for a Linear System.

10(b): Restoring Force Surface for a System with a Cubic

Stiffness Characteristic.

Figure 11: Predicted aild Measured Response Time Histories of

an Aluminum Beam Excited by Random Noise.
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