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FOREWORD

The contents of this volume represent most of the papers presented
either orally or as posters at the international conference held in Les
Arcs, Savoie, from June 29th to July 3'¢ 1987. The declared objective
of the confurence was to bring together specialists working in various
fields, both academic and applied, to examine the state of our under-
standing of the physics of amorphous Si0; from the point of view of its
structure, defects (both intrinsic and extrinsic), its ability to trans-
port current and to trap charges, its sensitivity to irradiation, etc.
For this reason, the proceedings is divided, as was the conference
schedule, into a number of sections starting from a rather academic
viewpoint of the internal structure of idealized Si0O; and progressing
towards subjects of increasing technological importance such as charge
transport and trapping and breakdown in thin films. The proceedings
terminates with a section on novel applications of amorphous $i0; and
in particular, buried oxide layers formed by iun implantation. Although
every effort was made at the conference to ensure that each presentation
occured in its most obvious session, in editing the proceedings we have
taken the liberty of changing the order where it seems that a paper was
in fact more appropriate to an alternative section. In any event,
because of the natural overlap of subjects, many papers could have been
suitably placed in several different sections.

The successful operation of any conference is always the result of
a group effort and Les Arcs was no exception. The groundwork for the
conference resulted from discussions with J8rg Arndt, Akos Revesz, Guy
Ghibaudo and Jean-Jacques Niez whilst the on-site smooth running was
assured by Julia, Bob and Neil Devine and Bernadette Bonnefond - sincere
thanks go to all of these people for their unflagging help. A special
word of thanks goes also to the session chairmen who, without recourse to
buzzers, bells or flashing lights, steered the sessiovus to a timely end
so that coffee breaks were not delayed and nobody suffered from malnutr-
ition.

Finally, the conference could not have been held were it not for the
kind support, both financial and moral, obtained from the following
organisations to whom we are sincerely grateful:

Bull S. A.

Centre National d'Etudes des Télécommunications
Department of the Army (Furopean Research Office)
Department of the Navy (European Research Office)
Direction des Recherches, Etudes et Techniques
Heraeus (France)

IBM (France)
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Laboratoire d'Electronique et de Physique Appliquée
Laboratoire d'Electronique et de Technologie de 1'Informatique
Thomson CSF

Universitit Tibingen (Federal Republic of Germany)

R. A. B. Deviue
Grenoble, February 1988
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CURRENT MODELS FOR AMORPHOUS SiO,

Frank L. Galeener

Department of Physics
Colorado State University
Fort Collins, CO 80523, USA

ABSTRACT

I discuss central guestions of glass structure and define four ranges
of order in an amorphous solid : short, intermediate, long and global.
These concepts are used to catalog all of the elements of order in the
Zachariasen-Warren model for a-Si0,, in preparation for a later deduction
of the 1logically pnssible improvements in that model. Six existing
approximate forms of the ZW model are discussed using the language
developed in the paper. This provides a fundamental background regarding
structure for the rest of the papers in this volume.

INTRODUCTION

The description and determination of the structure of amorphous
materials is a ubiquitous and fundamental problem for those who wish to
understand and predict their properties. In this paper I will discuss
conceptual aspects of the problem, using a~Si02 as a vehicle for the
presentation. The content will build on ideas recently reported elsewhere'.

SOME CENTRAL QUESTIONS OF GLASS STRUCTURE

It is clear that glasses contain sufficient disorder that their
structure must ultimately be defined statistically. There are too many
slightly different structural units for a complete enumeration, so an
appro<imate and statistical description of structure is needed, just as one
is needed for treating the properties of gases. How completely can one
specify the structure of a real glass ? What is the best "language" for
doing this ? How precise must be the description - for adequate
understanding of each of various physical properties ? What are useful
simplifications of these structural models, for purposes of facilitating
calculations or conceptual reasoning ? How does structure vary with the
conditions and mode of preparation’ of the amorphous solid ? Previous
reports? and several papers at this conference show that numerous
properties of a-5i0, vary importantly with preparation conditions ; the
statistical dnscription of structure must be sensitive enough to account




for these changes. Most of the questions just raised are not yet
well-answered.

THREE KINDS OF STRUCTURAL MODELS

Occasionally an author will present evidence against a particular
model and then infer erroneously that the parent class of models has been
disproven. Thus, a specific inadequacy of the Bell and Dean model* for
a-S5i0, does not? necessarily invalidate® the parent continuous random
network hypothesis. To help avoid this 1logical error, I will classify
wodels as conceptual, specific or approximate.

A conceptual model consists of conceptual statements only, is very
general in nature, typically stating the topology, connectivity or order
with no quantitative detail. It 1is insufficiently specified for
quantitative comparison with experiment. Examples are models that simply
assert that an amorphous solid is "not crystalline", is a "continuous
random network" or is an "array of microcrystals".

A specific model is characterized by conceptual statements plus
sufficient quantitative specifications to be compared quantitatively with
one or more experiments. To the extent that there is disagreement, the
model may be wrong only in the quantitative specifications, or it may also
be wrong conceptually if the conceptual aspects require quantitative
specifications in the range tested’? : this is, of course, simple logic, but
it is all too frequently violated.

An approximate model is a specific model which is simplified from its
pristine form in order to enable physical or mathematical construction of
the model or to enable or facilitate mathematical calculations of
properties that will be compared with experiment. A Bethe lattice® may be
viewed as an approximate form of some specific continuous random network,
and 1is used to calculate properties 1like the vibrational spectra of
a-5i0, 9; if those predictions cannot be made to agree with experiment the
fault may 1lie in the Bethe 1lattice approximation, not in the specific
structure it 1is used to model, or in the conceptual model that lies
underneath. In more subtle situations this distinction is also too often
overlooked. In fact, most structural models used to compare with experiment
are approximate in the present sense : the Bell and Dean wmodels are highly
approximate because of the small size and 1large surface area of the
clusters actually built and used for calculations.

SOME IMPORTANT FACTS ABOUT STRUCTURAL STUDIES

It is important to note some general facts about experimental studies
of the structure of amorphous solids.

While the diffraction of x-rays, neutrons or electrons gives definite
information about the structure of crystalline solids, such measurements
give much less information about the structure of amorphous solids!®. The
diffraction pattern of an a-solid consists of diffuse rings whose radial
variation of intensity provides a merely l-dimensional representation of
the 3-dimensional glass structure. Clearly sone information about the
structure is "averaged out" in the experiment, and the structure is surely
not 1-1 with the diffraction data. In practice, then, one imagines a likely
a-structure, predicts experiment and compares with observation. If
comparison is poor, the specific model is rejected ; however, good
comparison merely qualifies the model as an acceptable candidate and leaves
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open the possibility that some other model would do as well, or better.

This illustrates the fact that statistical structural models are
almost impossible to prove uniquely. All probes will involve averages over
statistical structural models. A poor fit to data with one probe implies
rejection of the specific model used for calculation, but the conceptual
form of the specific model may still be correct. A good fit is encouraging,
but may in principle be had with other models not yet considered.

This discussion illustrates the need for the use of many different
experimental probes of structure. Diffraction, NMR, vibrational
spectroscopy and other techniques emphasize different aspects of structure,
such as interatomic distances, or angles, or local symmetry, or range of
order, and the 1like. Each technique provides an alternate view of the
structure and generally averages the structure differently, thus revealing
aspects that may be de-emphasized or obscured by another technique.
Observation of ordered rings of bonds in a-SiO2 by Raman spectroscopy is a
vivid example'!. Although each probe gives limited information, the results
of several different probes can dramatically reduce the number of possible
models, leading to a conviction of truth (if not its proof).

RANGES OF ORDER IN AMORPHOUS SOLIDS

This 1logical process of elimination of possible models would also be
greatly helped by the development of clearer concepts and more certain
theoretical principles concerning the structure of a-solids. To this end I
have tried to develop a more precise set of terms for categorizing the
scales (or ranges) of order in amorphous solids!. The resultant four ranges
of order are as follows.

Short Range Order

Short range order (SRO) describes the nearest neighbor (nn) bonding
environment of each atomic species. It involves bond types, distances, and
angles, extends over a volume whose dimension is about twice the typical nn

Fig. 1. The relative orientation of two corner-sharing tetrahedra in
a-Si0,, showing the short range order and one aspect of the
intermediate range order. Each Si atom (dark) is surrounded
tetrahedrally at distance r by four O atoms and each O atom bridges
between two Si atoms with an angle © that varies from site to
site ; these two molecule-like arrangements specify the SRO in its
usual "simplified” form. The dihedral angles & and A, giving the
angular orientation of the tetrahedra about their bridging 0-Si
bonds (relative to the Si-0-Si plane) are defined in this paper as
elements of IRO.
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structure of B,0 glass!7. The model is based on regular planar "boroxol"
rings within which the dihedral angles of the BO3 units on either side of
an O atom are equal and thus completely correlated. On the other hand the
dihedral angles of BO, units on either side of an 0 atom bridging between
two rings are not equal, are much less correlated and are generally assumed
to be random and independent in recent studies!® (which are quantitatively
consistent with that assumption).

Similarly, the assumption of random dihedral angles in fig. 1, used in
the Zachariasen-Warren model!?-26 for a-5i0, is also a specification of an
element of IRO.

SRO and IR0 will specify the relative atomic positions over a volume
whose dimension is several nearest neighbor distances, and is therefore in
the range 5-10 A, or larger.

Long Range Order

At larger distances we must consider the possibility of crystal-like
arrangements of atoms which we will call long range order (LRO). We will
define two mutually exclusive kinds of order on this next larger scale of
distances, namely crystalline LRO and morphological LRO.

Crystalline Long Range Order

Crystalline LRO recognizes the possibility of periodic repetition of
an IRO over several repeat lengths, and thus accounts for the possible
existence of microcrystals in the structure of amorphous solids. Its
existence shows clearly as sharp features in a diffraction pattern at
positions related closely to those for more macroscopic crystals.

Roughly speaking, microcrystallinity over dimensions of 10 A or more
will be revealed as diffraction features that are sharper than those seen
in glasses which are not microcrystalline. In a-5i0, it has been argued
that microcrystals larger than about 8 A would produce diffraction lines
narrower than those seen’. Clearly, microcrystalline LRO specifies, SRO,
IR0 and other elements of structure ~ over the range of the particle size.
(Note, as I have shown elsewhere! , that the surface or interface layers
between such particles comprise a very large fraction of the entire
sample).

The important idea here is that we operationally define a distance
d, 4o which is the dimension of a microcrystal that would give sharp enough
diffraction lines to be revealed by the narrowness of those lines. Clearly,
d po varies from material to material, and for different crystal structures
of the same material.

Order on this scale or larger will be called LRC, thus defining a
lower limit for the scale of LRO and an upper limit for the scale of IRO.
We will use the same d, ., to define a scale for LRO in amorphous materials
that are not microcrystalline.

Morphological Long Range Order

This category accounts for order in non-microcrystalline structures on
a longer range scale than that of IR0, ie on a scale larger than the
minimum dimension d,,, just defined. This is useful in order to catalog
structures that are clearly not covered by the previously defined notions
of IRO. Morphological LRO includes extended voids, channels, spherulites,




o~

distance, and is therefore in the range 3-5 A for most materials, 3 A for
a-$i0,. It is usually well determined from the radial distribution function
(rdf) obtained from x-ray or neutron diffraction.

‘In a-Si0,, the SRO is commonly specified by stating that each Si atom
is surrounded almost tetrahedrally by four oxygen atoms at bonding distance
r of 1.61 A, while each O atom bridges between two Si atoms at the same
distance. There is a small spread in the bond distance r, a small spread in
the 0-Si-0 angles ¢, and a much larger spread in the Si-0-Si angles 0.
These elements of SRO in a-5i0, can be visualized with the help of fig. 1,
where one can see schematically the SRO around the Si and that around the 0
atomic species.

For the present definition of SRO, all neighbors of a species are
treated as if they are spherically symmetric. This allows logical
separation of SRO from intermediate range order (which recognizes that the
neighbors are not spherically symmetric, and have orientations associated
with them).

Intermediate Range Order

Intermediate range order (IRO) involves specification of relative
atomic positions over several nn distances, given the SRO. Most
fundamentally, it recognizes that nearest neighbors are not spherically
symmetric. IRO may take the form of specification of the dihedral angles!?
§, O shown in fig. 1 for the two corner sharing tetrahedra, distributions
of the sizes of rings of completed bonds, properties of network
connectivity!3 or some presently unformulated measure. There can be
distributions of dihedral angles!?-!% and correlations !° among dihedral
angles if there are regular structures such as rings 16 embedded in the
a-solid.

An example of IR0 involving both correlated and uncorrelated dihedral
angles is illustrated in fig. 2, which shows elements of the likely

Fig. 2. Schematic (planarized) drawing of some elements of IRO in B,0
glass, where ¢ = boron and ¢ = oxygen. The hexagonal B O3 "boroxol"
6 varies from site to site. The dihedral angles of the BO3 units at
each end of this bridging O atom are assumed random (the rings are
generally not in the plane of the figure), while those within the
rings all have the same value (8 = 0), and are thus highly
correlated.




amorphous microphases, island structures in thin films, hillocks, and other
microscopic growth induced structures. These are identifiable
non-crystalline elements of structure which are often called "extended" and
are certainly not '"point" in their nature. Nevertheless, they are usually
seen only with the microscope and do not extend over the entire
sample - and this raises the need for a fourth range of order.

Global Range Order

For a microscopically amorphous sample, neither crystalline nor
morphological LRO extends over the entire sample or major portions of it.
Crystalline LRO extending over an entire sample would produce a crystal,
not a glass ! To cover this largest scale in amorphous solids we define a
longest range of order, as follows.

Global range order (GRO) accounts for structural order which exists or
is defined over macroscopic sample distances, often the entire sample.
Specific examples are perfect crystallinity, macroscopic isotropy (often
attributed to glasses), network connectivity, chemical order, chemical or
structural homogeneity or heterogeneity. Idealized models are often
assigned aspects of order on the global range for conceptual or
mathematical simplicity. These global aspects of order may or may not be
realized.

ELEMENTS OF ORDER IN THE ZACHARIASEN-WARREN MODEL FOR a-Si0,

Elsewhere !, I have briefly described five famous models for a-5i0, in

terms of their SRO, IR0, LRO and GRO. These are : (1), the 1921
microcrystallite model of Lebedev?’ ; (2), the 1936 extension of this by
Valenkov and Porai-Koshits?® : (3), the 1932 continuous random network
(crn) model of Zachariasen!? ; (4), the 1936 extension of this by Warren,
et al.2® ; and (5), the 1982 "paracrystallite" model of J.C. Phillips®.
Strong arguments against all but the Zachariasen-Warren model were
presented in ref. 1, many of which have previously been given by others. In
this paper I shall therefore proceed by giving a more detailed
characterization of the Zachariasen-Warren (ZW) model.

The ZW model is properly defined by the papers of Zachariasen!?,
Warren, Krutter and Mornigstar?®, Warren®! and Mozzi and Warren?. Although
its overall features have been described in numerous textbooks?3-2% and
articles, I shall here attempt to list exactly and comprehensively all
elements of order that were specified by the above authors. The resultant
list follows, in the language of the present paper and using the logical
framework of the four ranges of order that we have defined.

The asterisks (*) mark the only statements which distinguish the ZW
model from at least one of the perfect crystalline forms of 5i0,. In this
list, distributions are continuous, not discrete (as they are in a
crystal). Many of the statements were not mentioned by the original
authors, but seem to be implicit in the present context.

The SRO of the Zachariasen-Warren Model

*Only Si and O atoms (no impurities).

*Only Si-0 bonds (chemically ordered).

*A narrow unimodal distribution of bond lengths r, peaked at 1.61 A.
*Each Si bonded almost tetrahedrally to four O atoms (4-coordinated Si).
*A narrow unimodal distribution of 0-Si-O angles ¢, peaked at 109.5°.




*Each O bridges between two Si atoms (2~coordinated 0).
*A broad unimodal distribution of Si-0-Si angles ©, peaked at 6 = 144°,
*The r, 8, ¢ are uncorrelated, amongst themselves and with each other.

The IR0 of the Zachariasen-Warren Model

eThe tetrahedra share corners only (no 2-rings).
*A random (flat) distribution of dihedral angles & (or 4).
*The § (or A) are uncorrelated, with each other and with all r, 8, ¢.

The LRO of the Zachariasen-Warren Model

*There is no morphological LRO.
*There is no crystalline LRO (not microcrystalline).

The GRO of the Zachariasen-Warren Model

*The material is chemically ordered everywhere.

*The network is "continuous", in that there are no broken bonds.

*The network is topologically 4-connected everywhere.

*The structural parameters are homogeneous statistically (all ranges).
*The network is microscopically isotropic.

*The macroscopic density of the model is that of a real glass sample.

SOME ADVANTAGES AND SHORTCOMINGS OF THE ZW MODEL

A glance at the preceding 1list indicates that the ZW model : (1),
makes many specifications of SRO : (2), assumes several elements of GRO ;
(3), specifies very 1little IRO, and (4) effectively states that LRO is
merely an extension of the IR0 into longer ranges, since there is no
microcrystallinity and no morphological LRO. This observation suggests that
efforts at improvement of the model might well concentrate on better
determination and specification of IRO (and LRO) in a-SiO,.

Some advantages of the ZW model are as follows. The several
assumptions of GRO (such as statistical homogeneity), lead to mathematical
advantages and simplifications {like use of the Bethe lattice). This is in
contrast to the inhomogeneity of the microcrystalline models. The ZW model
is a specific model, as we have defined the term, and is therefore subject
to quantitative tests and subsequent improvement ; failures do not
necessarily reject the conceptual crn model of Zachariasen that lies
underneath. The ZW model fits diffraction data well> (although not
perfectly) so that it is a promising starting point for improvements. The
list of structural elements just presented reveals the model is
well-defined for cataloging possible improvements.

Some obvious shortcomings of the ZW model are as follows. In real
life, chemical order may occasionally be broken??. Point defects are known
to exist in a-Si02 30, Structural parameters are not uncorrelated : r and 6
are known from chemical theory to be correlated3!'-32 ; furthermore, § must
be correlated with r, 8, ¢ and other §'s in order for the rings of bonds to
close on themselves!?:33,

Significant numbers of regular rings (planar 3-fold and puckered
4-fold) are now believed to exist in a-Si0, 34, and this implies special
non~random values of §. Furthermore, there are density fluctuations in real
glass, hence some aspects of statistical inhomogeneity.




None of these shortcomings appears to pe fatal for the ZW model in the
case of a-5i0,. It should be possible to account for them in perturbed
forms of the model. A logically complete 1list of possible perturbations
will be published elsewhere.

For some other glasses, elements of IR0 and LRO not included in the ZW
model may be too strongly involved to be viewed merely as a "perturbation”.
Examples may include the GeS, and GeSe, tetrahedral glasses studied by
Boolchand and coworkers3® ; these nominally Si0, like glasses appear to
have large amounts of chemical disorder (wrong bonds) and special IRO.
Other glasses are known to be microcrystalline or submicroscopically phase
separated, and these heterogeneous structures are more than a perturbation
away from the homogeneous ZW model.

SOME APPROXIMATE FORMS OF THE ZW MODEL

In the beginning of this paper, I defined a logical heirarchy of three
kinds of models : conceptual, specific, and approximate. The ZW model is a
specific model based upon the crn as its conceptual parent. Numerous
specific models have been developed that can be considered as approximate
forms of the ZW model. They involve simplifications designed to facilitate
construction or calculations of properties of the ZW model of a glass. I
shall briefly discuss six examples.

The Isolated Molecule Model

The isolated molecule model of Lucovsky and Martin3® was introduced in
an effort to provide for easy interpretation of the vibrational spectra of
simple glasses like a-5i0,. It is an extreme simplification, taking only
the SRO depicted in fig. 1, and therefore treating the glass as if" it were
a collection of uncoupled Si0; and 0Si, molecules. It has utility in those
cases where some modes of wvibration in the real glass are effectively
confined to the structural units depicted and are therefore decoupled from
vibrations of the neighboring units. When this model is unsucessful, the
fault must first te sought in its excessive approximations, not with the ZW
or crn models which it attempts to approximate.

The Bell and Dean Large Cluster Models

The "Bell and Dean" models for a-Si0, consist of ball and stick
structures constructed by hand and containing ~1000 atoms®. They are
intended as approximations to the ZW model, but contain some specifications
not included in the ZW model. Because there are numerous completed rings of
bonds in the structures, there are correlations among r, 9, ¢, § not
specified in the ZW mode, etc. The model is "anthropomorphic" in that it
takes the form unconsciously given to it by its builder : thus, no 3-rings
were built-in, presumably because they put too much stress on the sticks
representing bonds. Also, a large fraction of the atoms are on the surface
and improperly bonded relative to a ZW model. In spite of these and other
shortcomings, the model has several important successes in interpreting
diffraction and vibrational data ; its failures are not necessarily to be
attributed to the ZW or crn models, which it is intended to approximate.

The Large Amorphous Unit Cell Models

The problem of finite size and large numbers of surface atoms has been
circumvented by many workers by building large amorphous structures
(~3000 atoms) which are then extended periodically in 3-dimensions. Various
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techniques for doing this have been used37:38, The resultant isotropic
crystals with 1large amorphous unit cells are then used to calculate
physical properties. The models contain elements of IR0 (rings, dihedral
angles, correlations) not specified in the ZW model, but also of dubious
physical origin, since the methods used to develop the unit cell structures
are highly approximate or ad-hoc. For example, molecular dynamic generation
of structures for a-B203 produces none of the 3-rings of which the real
material is composed almost entirely3? . This is most 1likely because
molecular dynamic methods do not yet include the intrinsically 3-body
forces that would model the chemical forces (which force special bond
angles and cause 3-rings in real life). The models also contain unrealistic
LRO, because of their long range periodicity.

The Sen and Thorpe Model

Another kind of approximation to the ZW model is that of Sen and
Thorpe®®, which was developed to treat vibrational excitations of glasses
and which has been interpreted and elaborated by others®!-%2, Their model
is infinite, so has no trouble with surface atoms. It assumes the usual SRO
but with simple specific values of r, 8, ¢, the same everywhere. The model
makes no specifications regarding dihedral angles, or rings ; this is
acceptable because the vibrations are treated in central forces only and in
that case the results are completely independent of any possible values of
§. Again, shortcomings of this model do not necessarily undermine the ZW or
crn models, but must first raise questions about the use of central forces
only, and the non-specification of values of §.

The Bethe Lattice Model

Still another approximation to the ZW model has been developed that is
infinite, but has no rings of bonds and has an infinite surface ! This is
the Bethe latticea. which has shown much promise as a mathematical
simplification {no return paths, ie rings}) enabling quantitative
calculation of the electronic’3 and vibrationald *" excitations of a-$i0, .
The success of this apparently bizare approximation to the ZW network is
illuztrated by the results of vibrational calculations shown in figs. 3
and 4.

Figure 3 compares Bethe lattice calculations or a-Si0, with exact
calculations5 of the vibrational density of states of a Bell and Dean
cluster, in (c). Panel (b) uses the most reasonable set of parameters for
the Bethe lattice calculation and compares excellently with the Bell and
Dean result in panel (c). This means that the Bethe lattice is capable of
modeling the vibrational response of a large cluster model even though
there are no completed rings or correlated angles in the Bethe lattice. It
does not mean“® that the authors® believe that S5i0, has the structure of a
Bethe lattice, nor would its failure necessarily invalidate the ZW or crn
models.

Fig. 4 compares an experimental Raman spectrum of a-Si0, in (a) with a
calculation in (b) of the Raman response of a Bethe lattice, chosen to have
realistic structural parameters and force constants (adjusted to give an
optimum fit)?. The agreement is remarkable, when it is realiszed that the
major discrepancies are the sharp lines in experiment at 495cm™! and
606cm!, and that these are due!!'!'® to regular rings in the real glass,
rings that are non-existent in the Bethe lattice. Again, the authors? do
not conclude that the structure of a-S5i0, is a Bethe lattice, but rather
that the Bethe lattice is an approximate form of the ZW model which enables
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reasonably accurate and economical calculations of the wvibrational
properties of a-Si0,. This is supported by the agreement with the large
cluster results.

The Oxygen Steric Hindrance Model

The final approximate form of the ZW model which I shall mention is
the oxygen steric hindrance model, treated statistically by Thathachari and
Tiller33 and analytically by Galeener!?. This structure is also infinite,
has the usual "simplified" local order and considers neighboring dihedral
angles & and A explicity. The geometry is exemplified in fig. 1. On the
assumption (in fig. 1) of steric hindrance between the oxygen atoms 4, 4'
and 4'' on one Si atom with 5, 5' and 5'' on a neighboring Si atom, one is
able to deduce exact distributions for the Si-0-Si angle 6 and the dihedral
angle & that compare very well with those measured on the Bell and Dean
ball and stick models!’. In this sense, the model produces good
distributions of © and &, yet it contains no information about rings.
Because of its analytic mathematical nature this model may prove useful for
calculating other properties. It is an approximate form of the ZW model but
also goes beyond, 1in specifying a steric hindrance and thereby deducing a
non-random distribution of dihedral angles.

CONCLUDING REMARKS

In this paper I have developed a framework of terms and defined four
ranges of order with which to catalog the elements of order in an amorphous
solid. This lexicon enabled a detailed description of the structure of the
Zachariasen-Warren model for a-SiOQ, which will serve as the starting point
for a future analysis of all possible improvements of the model. Six
important approximations to the ZW model were discussed briefly, using the
language developed in the paper.

I am grateful to the Colorado State University, for support of this
work .
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STRUCTURAL SIMILARITIES AND DISSIMILARITIES BETWEEN SiQ, AND H,0

Friedrich Liebau

Mineralogisches Institut
der Universit#t Kiel
Kiel, West Germany

INTRODUCTION

To date the atomistic structure of a crystalline substance can be
determined with high accuracy. Due to lack of long-range order (distances r
> 104) and the rather low degree of intermediate-range order (54 5 r s104),
the structure of amorphous substances can only be determined with
considerably lower precision. For example, in crystalline 5i0, the bond
lengths d(Si-0) and the bond angles < 0-Si-0 and < Si-0-Si can be
determined with standard deviations of approximately 0.003A, 0.2° and 0.2°
respectively, and the bond topology can be precisely given. In contrast,
for amorphous silica corresponding values for the standard deviations of
bond lengths and angles are considerably higher and only speculations can
be made about the ratio between the numbers of rings containing 3, 4, 5, 6,
etc.. Si atoms. Therefore, in order to derive reliable information on the
intermediate range order of an amorphous phase this phase should be studied
not only by diffraction (X-ray, neutron) and spectroscopic (IR, Raman, NMR
etc.) methods but these results should also be compared in light of the
structural knowledge of the crystalline phases of the same composition and,
if possible, of crystal chemically related compounds. In the case of
amorphous Si0,, the structures of the crystalline silica polymorphs and of
the various crystalline phases having H,0 frameworks should be considered.

CRYSTALLINE SILICA POLYMORPHS

To date (August 1987) more than 35 crystalline phases of silica are
known. Of these only high-temperature (hT) cristobalite, hT-tridymite*,
low-temperatuvre (1T) quartz, hT-quartz, coesite, and stishovite have a
temL~rature-pressure field of thermodynamic stability.

* Tridymite always contains small amounts of A13* plus corresponding
amounts of alkali and/or alkaline earth cations which replace Si%*. They
seem to be essential to stabilize tridymite which, therefore, is to be
considered as silica only if the presence of these cations is ignored.
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Within the more than 35 crystalline silica polymorphs known, there are
several groups with topologically identical structures ; for example, 1T-,
hT- and incommensurate ! quartz form one such group, 1T- and hT-
cristobalite another, and the various tridymites a third. Not
distinguishing between the members of these groups, there are to date 25
topologically non-identical crystalline Si0, polymorphs known. Sixteen of
them have been discovered within the last ten years. In Table 1, the 25
topologically non-identical crystalline polymorphs are listed together with
their framework densities d (number of $i0, per 1000A3). They cover the
range between 43.0 SiOz/1000AS (stishovite) and 17.4 Si0,/1000A3 (silica-
sodalite).

Table 1. Survey of crystalline phases which have topologically distinct
5i0, frameworks. Dpore : pore dimensionality, Abbr.
abbreviated name, d, : framework density in n(SiOz)/1000A3.
Mf : guest molecule located in a cage that has f = Zm; faces.

Reference is made to the most recent publication only.

Name (gbbr.) de Formula, unit cell content Ref.
pore
P Stishovite Sti 43.0 Si02 2
y 510, (Fe N-type) - 42,8 sio, 3
k Cuesite Coe 29.3 510, 4
n Quartz o 26.6 si0, 5
o Moganite Mog 26.3 $i0, 6
s Keatite Kea 25,1 Si0y 7
i Cristobalite cr 23.2 5:0, 8
1 Tridymite Tr 22.9 si0, 9
5
C  Nonasils Non 19.2 88510, 8MP-aM7 - am0 10
1 Melancphlogites Mel 19.0 46510, 2412 - 614 1
a Dodecasils 3C DiC 18.6 136510, 16mi3-gul6 12
t (Silica-ZsM-39}
h  Dodecasil lif DlH 18.5  345i0, 3m12-2m12- 120 13
P r SIGMA-2 - 17.8 64510, 874120 14
o a Silica-sodalites Sod 17.4 125'102'2M14 15
r sz Deca- DD3R 176 120510, M0 oml2- nl® 16
o ie dodecasils 3R (3)
s lo Deca DO3H 17.6 120810, 6M20-9n1 2+ 1u15 - aui9- 1?3 16
i s s dodecasils 3H (3)
1 i Silica-zsM-23 (1) 20.0 24510, (CHy ) N(CH, ) N(CH3 ), 17
s 1 Silica-25M-48 (0 19.9 48510, " H,N(CH, ) gNH, 18
s  Silica-18¥-22 (1) 19.7 24510, HN(C,Hg) 5 19
Silica-ferrierite (2) 19.3 36810, 2HyN(CH, ) pNH, (en) 20
Silica-2sM-12 5} 18.5 28510, N(C,Hg ) 5 21
Silica-28M-50 (13 18.2  1125i0,°n{ [CHy) N(CI,) gN(CH) 31 (OH), 22
Silicalite II (3) 17.9 96510, n[N(CqHg) , 1K1 23
(Silica-zsM-11}
Silicalite I (3) 17.8 96510, 4[N(C3H7) 4 IF 24
{Silica~ZSM-5)
Other Fibrous silica 19.6 810, 25
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Syntheses of crystalline Si0, polymorphs

All known crystalline silica polymorphs can be crystallized from
aqueous solutions of silicic acids with the exception of fibrous silica
which 1is extremely hygroscopic and moganite which has not yet been
synthesized. If the solution does not contain suitable "guest molecules" in
sufficiently high concentrations, monomeric silicic acid, Si (OH),,
condenses to form dense Si0, frameworks. However, in the presence of
suitable guest molecules the silicic acid monomers have to condense around
these molecules enclosing them in pores of the host framework. It is
obvious that the size and shape of these pores is controlled by the size
and shape of the guest molecules?®:27,

The guest molecules can be expelled from the host framework by thermal
treatment without changing the framework topology. The degassed products
are crystalline silica polymorphs of remarkable stability. Although they
are not thermo~dynamically stable, most of them can be heated to more than
1250 K for weeks without transformation into a topologically different
phase.

Silica polymorphs with frameworks too dense to enclose guest molecules
that are larger than He and Ne are called pyknosils. Phases with Si0,
frameworks which have pores wide enough to accommodate larger guest
molecules are called porosils independent of whether their pores are filled
or empty?8.

Structures of dense SiQ, polymorphs (pyknosils)

Two pyknosils in which the coordination number of silicon towards
oxygen CN(Si/0), is 6 are known. For these the term pyknosil-[6] is
proposed, in contrast to the pyknosil-[4] which then contain
four-coordinated silicon.

Pyknosils with six-coordinated silicon (pyknosils-[6])

Stishovite?, the densest silica polymorph known, is isotypic with
rutile, Ti0,. Its structure can be described as a distorted hexagonally
close-packed arrangement of oxygen atoms in which 50 percent of the
octahedral interstices are occupiecd by silicon atoms in an ordered way. It
can be deduced from fig. 1, that the (Si0;) octahedra share edges and
corners.

8i0, FezN-type[3 : Another very high pressure silica polymorph has
recently been synthesized. Like stishovite, it also contains
six-coordinated silicon. Its structure may be described as having a nearly
undistorted hexagonally close-~packed arrangement of oxygen atoms
{c/a = 1.606 compared with the ideal value 1.633). Silicon atoms are
statistically distributed over 50 percent of the octahedral interstices.
This structure can either be derived from that of niccolite, NiAs, in which
all the octahedral interstices of the hexagonally close-packed anion
arrangement are occupied by cations, or from Fe,N by interchanging cations
and anions.

In both, stishovite and Fe,N-type Si0O, polymorph, each silicon atom
has CN(Si/0) = 6, however, there is a difference in their coordination
numbers of oxygen towards silicon. In stishovite each oxygen atom has
(CN{O/Si) = 3 ; in the Fe,N-type polymorph of SiO,, in contrast,
CN(0/Si) = 3 on average only due to the statistical silicon atom
distribution.
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Fig. 1. The crystal structure of
stishovite.
o : Silicon atoms,
O : oxygen atoms.

The very high framework density of the pyknosils-[6], when compared to
that of the other silica phases, is also due to factors other than the
higher values of the coordination numbers CN(Si/0) and CN(0/Si). More
important is the coordination of oxygen by other oxygen atoms : The two
above examples have CN(0/0) = 12 due to the (more or less distorted)
close-packed oxygen arrangement whereas CN(0/0) 1is lower than 12 in the
pyknosils-[4].

Pyknosils with four-coordinated silicon (pyknosils-[U4]).

With the exception of the pyknosils-(6] in the remaining crystalline
$i0, structures, pyknosils-[4] and porosils, silicon is tetrahedrally
coordinated by oxygen and each oxygen atom is bonded to two silicon atoms :
CN(Si/0) = 4, CN{0O/Si)} = 2. With the exception of fibrous silica, these
structures contain only (S10,) tetrahedron thus forming 3-dimensional
4-connected tetrahedral frameworks?®.
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Fig.2. Schematic drawings of the crystal structures of cristobalite and ice
I, (a) showing the atoms and bonds (o : Si in cristobalite, O in ice
I., o: O in cristobalite, H in ice I ) ; (b) showing the linking
between (Si0,) and (OH,) tetrahedra respectively.

In Fig. 2 the framework of cristobalite, a typical example of a
pyknosil-[4], is illustrated in two ways, once by linking Si and O atoms
and once by representing each (Si0,) group by a solid tetrahedron. In the
first presentation the oxygen atoms are shown as black dots at the
midpoints between the silicon atoms although, in the actual structure, they
deviate from the lines linking two Si atoms. The latter method (fig.2b) is
more suitable to depict portions of a structure such as rings or chains
from a thicker slice of the structure. This method is used to show the
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structure of the high~pressure phase coesite, another dense silica
polymorph (fig.3).

In the pyknosil-[4] structures the voids between the oxygen atoms
which are not occupied by Si are either too small to enclose other atoms or
ions or they are just wide enough to accommodate small species such as He
or Li*, Mg?2* (in the quartz and keatite structure) or Na‘', K*, Ca®* (in the
tridymite structure) to compensate for the charge deficit produced by some
A13*/Si%** replacement. The pyknosils-{4] have framework densities d,

2 21 $i0,/1000A3.

Structures of porous $i0, polymorphs (porosils)

As the framework density of the silica polymorphs decreases beyond the
value of 21 3$i0,/1000A%, the vcids between the (Si0,) tetrahedra become
large enough to accommodate large atoms (Kr, Xe) or polyatomic molecules.

In some porous SiO2 polymorphs the voids are closed pores, that is,
they have only finite extension. In others the voids are channel-like open
pores of infinite extension. Porosils with closed pores are called
clathrasils, those with open pores zeosils?®. Molecules located in closed
pores are trapped as in cages. Molecules 1located in open pores have a
higher degree of freedom to migrate within the channels. The degree of
mobility depends on size and shape of both the molecules and the channels.

Table 2 gives a selection of molecules successfully incorporated in
the various cages of clathrasils ; some typical guest molecules of zeosils
are given in Table 1. The largest of these are l-aminomethyladamantane, (N
NH 4, and 1, 7-bis (dimethylamino)-heptane, C,,N,H,5, respectively.

Clathrasils. The cage-like pores found in seven of the eight known
clathrasil families (Table 1) are schematically shown in fig. 4. Here
silicon atoms are located at the corners of the polyhedra ; oxygen atoms
bridging two Si atoms are near the midpoints of the lines linking them. The
resulting polyhedra are circumscribed by polygons which represent rings

Fig.3. The crystal structure cf coesite.
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Table 2. A selection of guest molecules M! which have successfully been

enclathrated into the various clathrasil cages with f = Zhl.

Clathrasil Cage [n;M] Guest molecules ME
Nonasils 5461, 141s8) —

(58612 CHyCH(NH,)CoHg, )—N(CH3),
Melanophlogites (512] CHy, Ny, Kr

(51%62) Ny, Kr, Xe, CO,, CHyNH,
Dodecasils 3C [512] N,

(51264) SFc, N(CHa)q, Co, ( W, NN

67 303 —

Dodecasils 1H (5127, 43s5%63) N,

(51268 (CyHg ) ,H, H3C

@Nﬁzv @Cﬂzwz
SIGMA-2 [4358]
(51268 b N

Silica-sodalite  [4%8] HOCH,CH,,OH
Deca-dodecasil 3R [43s8¢l), [512] 2
(a35126183) sz
Deca-dodecasil 31 [435%61], [512] ?
1465683)

(4351261837 (5186283 @Nﬂz

containing n silicon atoms. The polyhedra are described as nim‘) where m,
is the number of faces (rings) which have n, corners (Si atoms).

The polyhedral pores share corners, edges and/or faces thus forming
3~dimensional frameworks. fig. 5 represents the melanophlogite framework as
it is obtained from a structure analysis!!. It contains [5!2] and [5'262]
polyhedra. For comparison, in fig. 6 the framework structure of the nonasil
family is shown to be built from [54T*], [4!5%7], and [5%6!2] cages'®.

The frameworks of the typical clathrasils known (Table i) contain only
cages which are circumscribed by small rings (n = 4, 5, 6). The frameworks
of the deca-dodecasils'®, however, contain some polyhedra with a small
number of octagons (n = 8). The free aperture of the octagons is too small
to let larger enclosed guest molecules pass, it is, however, large enough
to let smaller guests pass. Therefore, with regard to larger guest
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molecules, the deca-dodecasils are considered as clathrasils, however,
with regard to smaller guests that are located in their large polyhedra

they are considered as zeosils.

(5'6*) latsts']
[ese]

QD &

1s¥) (576}

[a*st6°]

SO

fe*s) [e*see?] [56"] {5%6°8"]

F Ay
= __

(sr67] [s7g*] [5-513,]

Fig. 4. Schematic drawings of the polyhedral pores (cages) found in
clathrasils. (For designation of the cages compare with Table 2.)

Fig. 5. The structure of the silica framework of the clathrasil
melanophlogite. The atoms are represented by their thermal
ellipsoids derived from X-ray diffraction datal!l.
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Fig. 6. Schematic drawings of the silica framewcrk of nonasils.
(a} Projection parallel ([010],
(b) Projection parallel [001].

Zeosils. If polyhedra share at least two rings with n > 8 with
adjacent polyhedra, channel-like pores can be formed like the one shown in
fig.7. Such channels of infinite extension are either separated or
intersect each other. The corresponding channel systems have pore
dimensionalities Dpore = 1, 2 and 3, respectively, compared with D ore = 0
for the cage-like pores of the clathrasils. In fig. 8 the tetrahedral
framework of silica-ferrierite is shown as an example. It contains two
kinds of channels, one runs perpendicular to the plane of projection, the

Fig. 7. Schematic diagram of a channel-like pore found in the zeosil
silica-ZSM-48.

other parallel to the a-axis of the unit cell. Channels of the two kinds
intersect each other by sharing 8-membered rings two of which are enhanced
in the figure by thicker lines, thus forming a 2-dimensional channel
system.

The zeosils can be considered to be aluminum-free endmembers of the
zeolites. A survey of the presently known zeosils is given in Table 1.

Fibrous silica. Another way to achieve a low-density silica polymorph

is observed in fibrous silica?®. It contains chains of edge-sharing [Si0, ]
tetrahedra which are held together by weak Van der Waals forces (fig. 9).
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Fig. 8. Schematic representation of the tetrahedral framework of the zeosil
silica-ferrierite.

PP T O Yo [
S RIUE
S L LN NP

Fig. 9. The crystal structure of fibrous silica (a) showing the . toms and
bonds (o : silicon, o : oxygen) ; (b) showing the corner-sharing
of the [Si0, ] tetrahedra.

CRYSTALLINE PHASES THAT CONTAIN H,0 FRAMEWORKS

Structural relationships between SiO, and H,0

To date 17 structure types are known which contain 3-dimensional
B-connected frameworks of water molecules (Tab.3). Eight of them are
isotypic with silica polymorphs, several others have structural
relationships with silica polymorphs. These structural relationships are
based on the fact that each water oxygen atom is linked to four others by
hydrogen bonds 0-H-0 in much the same way as each silicon atom is linked to
four others by Si-0-Si bonds. The [Si0,] tetrahedra in the silica
frameworks correspond to [OHL] tetrahedra in water frameworks.
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With the exception of the recently discovered high-pressure phase ice
X3% all other of these water frameworks contain asymmetric hydrogen bonds
in which a hydrogen atom occupies one out of two energetically equivalent
positions between two oxygen atoms. The distribution of the hydrogen atoms
over the energetically equivalent positions can either be ordered or
disordered. In ice X, in contrast, the hydrogen bond is symmetrical with
the hydrogen atom midway between the two oxygen atoms.

In Table 4 the phases which contain H,0 frameworks are classified on
the basis of the degree of porosity (framework density) and the pore
dimensionality, which is analogous to the classification of the
corresponding silica phases. It can be seen that no pyknohydrates-[6] and
zeohydrates are known which would be the H, analogues to the pyknosils-| 6]
and the zeosils respectively.

Phases which differ only in the symmetry of the hydrogen bond and/or
in the distribution of hydrogen atoms, such as ices III and IX or ices VII,
VIII and X (Table 3) have topologically identical frameworks. Without
distinguishing between such phases, there are to date (August 1987) phases
with 14 topologically non-identical UY-connected H,0 frameworks known. They
are equivalent to the 25 topologically non-identical Si0, frameworks listed
in Table 1.

By analogy to the silica polymorphs, one can distinguish between ices
(which may systematically be called pyknohydrates) and porohydrates
{Table 4). Whereas clathrate-hydrates, the water analogues of the
clathrasils, have been known for a 1long time no zeohydrate has been
reported which would be the analogue to zeosils and zeolites.

In contrast to the porosils which can be degassed without breaking the
Si-0-Si bonds, the water frameworks of the clathrate hydrates are disrupted
when the guest molecules are expelled. This is due to the weakness of the
hydrogen bond in comparison with the stronger Si-0 bond.

In the following section the structures of crystalline H,0 frameworks
are treated in the order of increasing framework density.

Structures of clathrate hydrates

The known clathrate hydratesbl that have 3-dimensional 4-connected
water frameworks are listed in Table 3, which also gives their silica
analogues. According to this table the type 1 clathrate hydrates, for
ingtance, are isotypic with the melanophlogites (fig. 5). No silica
analogues to the type III and VI clathrate hydrates are known. In addition,
no water analogues to the nonasils, SIGMA-2 and the deca-dodecasils have
been observed.

Structures of pyknohydrates (ice polymorphs)

Non-clathrates. From the survey of phases given in Table 3 it follows that
the diagrams shown in fig. 2 equally represent both the structure of
cristobalite and that of cubic ice Ic. In the same way, hexagonal ice I, is
isotypic with tridymite, and the ices III and IX with keatite. No silica
analogue to ice II has been reported.

The structures of the ice phases I,, I_, II, III, and IX, each consist
of one "normal" 3-dimensional 4-connected water framework. To distinguish
them from the denser ice polymorphs described in the next two paragraphs
the term non-clathrates has been introduced®3.

25




L T

|

_ _ HE aa
_

! |

! |

¥ygad

0s-
| | ‘Z1- ‘ze- 22
IAD ‘IIID S- (1- [ 9313913193 ‘gp- ‘€£2- ‘Z-wWOIS ‘HIA
(eurowum ‘H ‘IID ‘IIAD ‘ID | -WSzZ-eor(Ts | —v0T71S |-WSZ-BoTTTsS ‘06 ‘T ‘uon
1
Jg-ST1s007 .h:.mlwimowm.“ gr-s115097
T T T T T T TswemneiomEm T T T T T T T T T Fpetesman |
sa3eapAyoaz S93RIPAY 23RIUIRTD ST1S00Y sTrSeIyIRID
sajeveapdlyorod SsTT1Ts0x104
T T T T
(eln! boYp 49 _ Iow ‘o
.Hb,__ 83 ¢ “ I ey “Bow
‘IIIA .x_ A ‘AT “ ‘XI ‘IX umouuT umMousun | wMOUUD “. ‘ny ‘80D Y 9ITADSTIS
‘XIeTO | T IYILTD | S IYIRTD ‘npyetro | ocayzers | cay3eTo
—os1| —oany | —UON -os1 | -oany | ~uoN
L 4o ___ 1 R A o e e e .
[ v)-sa3eIpAyounid {9]-se3eapAiyonidg [v]-sTtsonig {9]-sTIs0UWNAd
(sedT) s @a1rvIpAyouydld STTsouxAd
o%H ¢otg

*SyIOMBWRl] 93RIPAyOaZ
butierisuadialur TEOTIUSPT OM3I YITM 23eIpAUodz B Se paxspTsuod aq ATsaTieurazre Aew JA 901 (e

-A3Tsusap aomaureaj butsesrosp
Jo x8p10 8Yy3z ut pabueire axe saseyd umouy SY3l dnoib yoesa UTUITM -SIOMBWEIF OCH pue COTS
aARYy UyOoTuyM saseyd autTTTRISAID Jo .%u,.n,_.‘MCOﬂm:wEﬂD a1od pue A3rsorod uo paseq ‘uCTIeD1ITSSeTD b TTEYL

26

s



Fig. 10. Schematic representation of
the tetrahedral framework of
autoclathrate ice IV.

Fig. 11. Schematic representation of
the tetrahedral frameworks of
the isoclathrates ice VII,
VIII, and probably X.

Autoclathrates. The structures of the somewhat denser ice polymorphs IV and
V each consist also of one 3-dimensional 4-connected H, framework. However,
in contrast to the "normal” frameworks of the non-clathrates,
autoclathrates have frameworks which contain 0-H-0 bonds which
interpenetrate rings of the same framework. In ice 1V the interpenetrated
rings are formed by six water molecules (fig. 10), in ice V by eight H,O.

Isoclathrates. The densest ice polymorphs have structures in which two
identical water frameworks interpenetrate each other. There are no hydrogen
bonds between the two interpenetrating frameworks. Fig. 11 demonstrates
that in the topologically identical polymorphs ice VII, VIII, and probably
X, two ice I, frameworks are interpenetrating each other. The two identical
interpenetrating frameworks of ice VI have the same topology as the zeolite
edingtonite although no zeohydrate (Table 4) with non-interpenetrating
framework has been discovered. The term isoclathrates has been introduced"’
for phases with interpenetrating identical frameworks.

DENSIFICATION OF SiO,

Structure changes that are accompanied by volume changes

Increase of pressure and decrease of temperature cause changes of
structure that aim to reduce the mole volume of a substance. Such structure
changes take place
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(a) within the stability field of a phase,

(b) by phase transition between topologically identical phases, and

(c) by reconstructive phase transition between topologically non-identical
phases.

As 1in other polyhedral framework structures® there are different
mechanisms to bring about these structure changes in silica :

(i) rotation of (Si0,) tetrahedra away from an arrangement having or

approaching maximum topological symmetry (aristotype symmetrybs). Such
rotation is accompanied by a reduction of Si-0-Si angles* ;

(ii) distortion of (Si0,) tetrahedra by way of changing 0-Si-0
angles®* ; and

(iii) reduction of the mean Si-0O distances* within the (Si0,)
tetrahedra.

The energy change required to achieve a volume change of, for example,
3 % by one of these mechanisms increases in the order :

change of Si-0-Si angles change of 0-Si-0 angles
change of Si-0 distances.

As a consequence, structure changes within the stability field of a
phase can be brought about by mechanism {i) alone whereas phase transitions
between topologically identical phases (displacive phase transitions““) in
general involve both mechanisms (i) and (ii). Since significant changes of
Si-0 distances require much higher energies, they are in general

— = [010] - [010]

averaged high (B)

Fig. 12. Structure changes during the nhase transition from low-temperature
to high-temperature quartz"7.

"Si-0 distances and Si-0-Si and 0-Si-0 angles discussed in this review are
distances and angles between the mean positions of the atoms as determined
by diffraction methods, averages over space and time. These distances and

angles have to be corrected for thermal and, if necessary, static disorder
effects in order to obtain true bond angles and bond lengths“ﬁ.
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accompanied by breaking of Si-0 bonds, for example, by change of the bond
topology (reconstructive phase transition““).

Structure changes without bond breaking

Quartz is a good example to demonstrate the structural changes which
do not involve breaking of Si-0 bonds. At room temperature and 0.1 MPa
hydrostatic pressure, the (Si0,) tetrahedra have within experimental errors
the symmetry 222. They are rotated away from the aristotype orientation of
ideal hT-quartz by an angle |®| = 16° (fig. 12). As temperature increases
the rotation angle |v| approaches 0°. In contrast, increasing the pressure
gives rise to further increase of |¢| which reaches 26° at 10.2 GPa and
room temperature. This change of the angle of tetrahedron rotation from
about 0° at 875 K and 0.1 MPa to 26° at room temperature and 10.2 GPa is
accompanied by a decrease of the Si-0-Si angle from 153° to 130° and by a
volume change of 19 %48,

In quartz the transition from the high-temperature B phase to the
low-temperature o phase on cooling does not take place in one step but an
incommensurate phase exists in a small temperature range of ca 1.4 K around
846 K.'

An even larger change of the Si-0-Si angle than in quartz is observed
in tridymite. In hexagonal hT-tridymite, which is stable above 653 K at
normal pressure (0.1 MPa), the Si-0-Si angles are 180° (averaged over space
and time)“?. As temperature is lowered, pressure is increased and/or other
experimental parameters are changed, there is a monotonic decrease of the
the mean Si-0-Si angle. This structure change 1s not continuous but
interrupted by successive displacive phase transitions from the phase with
the maximum topological symmetry P63/mmc to pnases with successively lower

subgroup symmetries5°. For a natural 1T-tridymite, for example, symmetry Pl
and a mean value 148° of the Si-0-Si angle has been found®.

180 "
170 | "l
o T~ hT hT
~ 60F .
< T~ .
Q@ 150r ' TSl
3 % AT {hP
¥ L NN
X un hp
130 + '
— A — y . " -
20 25 30

d, 15i0,71000 A%)

Fig. 13. Correlation between framework density, d., and mean Si-0-Si angles
of crystalline silica polymorphs. o©: mean angles at room
temperatures. The arrows indicate the ranges of mean Si-~0-Si
angles at elevated temperatures (hT) and elevated pressures (hT)
respectively.
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A similar decrease of the mean Si-0-Si angle from 180° to 146° has
been observed for cristobalite.

The maximum densification which can be achieved in silica by this

mechanism of tetrahedron rotation is about 6 % for a given framework
topology.

Structure changes with bond breaking

Higher degrees of densification require changes of framework topology.
Fig. 13 and Table 5 suggest that there is a slight tendency of the mean
Si-0-Si angles at ambient temperature and pressure of the various silica
polymorphs to decrease as the framework density increases. Although the
correlation is weak it parallels the strong :orrelation between Si-0-Si
angle and pressure of topologically identical silica polymorphs.

Table 5 indicates an additional interesting structural change with
densification. At ambient pressure silica phases are stable which have
tetrahedral frameworks whose smallest rings contain six silicon atoms
(quartz, tridymite, cristobalite). The minimum ring size of the framework
is 5 for keatite which is synthesized under moderate hydrothermal
conditions ; it decreases further to 4 in coesite which is stable above
about 2.0 GPa. (The pressure/temperature conditions during the formation of
natural moganite are unknown the phase has not yet been synthesized).

A similar decrease of the minimum ring size is to be found in the
porosil frameworks (Table 5). As the framework density of the clathrasils
decreases below that of tridymite, the minimum ring size decreases to 5 in
melanophlogite and dodecasils 3C and to 4 in the other clathrasils. This
effect can be explained by an increase of internal pressure that is exerted
on the silica host framework by the guest molecules which are entrapped in
the cages during synthesis. The corresponding effect observed in zeosils
seems to confirm this explanation.

Further reduction of the minimum ring size to 3 at even higher
external or internal pressure has not been observed for tetrahedral silica
frameworks. Instead, at pressures exceeding 8.2 GPa at room temperature,
further densification takes place by way of increasing the coordination
numbers CN(Si/0) from 4 to 6 and CN(0O/Si) from 2 to 3 during the phase
transition coesite — stishovite.

DENSIFICATION OF H,0 FRAMEWORKS

Structure changes below df =~ 40 H,0/1000 A3

In the range of low framework density d, there is extensive isotypism
between phases in the H,0 and the 5i0, system (Table 3). This suggests that
the mechanism of densification within this range is in principle the same
for both systems. In fact, if for the isotypic phases df(HZO) is plotted
versus d, (Si0,), there is a linear correlation between the two

d,(Si0,) = 0.5246d,(H,0) + 5.0015

with a level of significance of R?= 90 ¥%.
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Table 5. Some structural data of silica polymorphs:
a. framework density in n(SiOz)/loooA3 ; b. A = densification
relative to silica-sodalite (d, = 17.4 Si0,/1000A3) ; c. mean
value of the Si-0~Si angles as calculated from X-ray diffraction
data collected at room temperature and 0.1. MPa. The true values
for melanophlogite and the two dodecasils are considerably lower
than the tabulated ones, which are falsified by high temperature

factors ; d. numbers n, € 8 of (SiOb) tetrahedra forming loops
(rings) of the framework.
Phase dsa)  Ab) <48i-0-Si ¢) Loop sizes d)
(%] [°1]
[
y Coesite 29.3 68 148 4, 6, 8
k Quartz 26.6 53 144 6, 8
n Moganite 26.3 51 ca.151 4, 6, 8
o Keatite 25.1 4y ca.153 5, 7. 8
s Cristobalite 23.2 34 146 6
i Tridymite 22.9 32 148 6
1
s
o}
1 Nonasils 19.2 10 163 4, 5, 6
a Melanophlogite 19.0 9 169¢) 5, 6
P t Dodecasils 3C 18.6 7 174c) 5, 6
h Dodecasils 1H 18.5 6 171c) 4, 5, 6
o r SIGMA-2 17.8 2 ? 4, 5. 6
a Deca-dodecasil 3R 17.6 1 159 4, 5, 6, 8
r s Deca-dodecasil 3H 17.6 1 ? 4, 5, 6, 8
i Silica-sodalite 17.4 0 ? 4, 6
ol
s
s
Z Silica-ZSM-23 20.0 15 ? 5. 6
i e Silica-ZSM-48 19.9 14 ? 5, 6
o Silica-ZSM-22 19.7 13 151 5. 6
1 s Silica-ferrierite 19.3 11 156 5, 6. 8
i Silica-ZSM-12 18.5 6 ? 4, 5, 6
s 1 Silica-ZSM-50 18.2 5 ? 4, 5, 6
s Silicalite II 17.9 3 154 4, 5, 6
Silicalite I 17.8 2 156 4, 5. 6
Deca-dodecasil 3R 17.6 1 159 y, 5, 6, 8
Deca-dodecasil 3H 17.6 1 ? 4, 5, 6, 8

Obviously, the influence of external and internal pressure on the
minimum ring size is about the same for H,0 frameworks with df(HZO) b3 UOH2
0/1000 A* as for silica frameworks with d.(Si0,) S 30 Si0,/1000 A3.
Unfortunately, the hydrogen atoms in the H,0 frameworks are not accurately
enough known to prove whether a similar correlation as that found between
the average Si-0-Si angles and d4,(Si0,) and/or external pressure exists
between the average O-H-O angles and d, (H,0).
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Fig. 14. Correlation between the relative framework density, d;e’, and
densification A of silica polymorphs (relative to silica-sodalite)
and the corresponding data of phases with U4-connected H,0
frameworks (relative to clathrate hydrate type VI).

heteroclathrates (porosils, porohydrates),

non-clathrates (pyknosils-[4], pyknohydrates-[4])

autoclathrates (pyknohydrates-[4])

isoclathrates (pydnohydrates-[4]),

pyknosils-[6].

HoOQW>»

Densification by interpenetration

Above d,(H,0) = 40 H,0/1000 A3 further densification is achieved by
interpenetration of 0-H-O bonds through rings of the H,0 frameworks. In the
autoclathrate ices IV and V the interpenetrating bonds are parts of the
same framework as the interpenetrated rings. The smaller the
interpenetrated rings the higher the degree of densification.

The portion of rings that are interpenetrated is rather low in
autoclathrates. Consequently, only moderate densification is achieved in
these two phases. A higher portion of rings is interpenetrated in the
isoclathrates, giving rise to much higher framework densities. In fact, in
ice VII, VIII, and probably X each six-membered ring of one tetrahedral
framework 1is interpenetrated by an 0-H-0 bond of the other and vice versa
(fig. 11).
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Provided the interpretation of the scarce experimental data on ice X3°
are correct, then a further strong increase of framework density is caused
by a change from the asymmetric hydrogen bond which has an 0...0 distance
of about 2.85A, to a symmetrical hydrogen bond of about 2.5A length.

COMPARISON OF Si0O, AND H,0 DENSIFICATION

In fig. 14 the densification A(Sioz) of the silica polymorphs relative
to the 1least dense polymorph, silica-sodalite, is plotted versus the
densification A(H,0) of the H,0 frameworks relative to the least dense one,
clathrate hydrate type VI. The phase pairs of the two systems which are
isotypic (marked as dots) cleariy show the linear correlation between the
framework densities mentioned in the previous chapter. Phases which have no
istoypic partner in the other system are represented by vertical (SiOz) and
horizontal (H,0) bars.

From this plot several conclusions can be drawn :
(1) Structural isotypism between S5i0, and H,0 frameworks is restricted to
the low-density ranges O S A(Si0,) S 45 % and 0 S A(H,0) $ 70 %, in other
words, it is restricted to the heteroclathrates and the non-clathrates (see
also Table 3 to 5).

In this range densification is achieved in both systems by the same
mechanism of
(i) reducing the pore size,
(ii) changing the minimum ring size and, at least for silica,
(iii) reducing the ange T-X-T at the two~coordinated atom X.

(2) Above A H,0 = 70 % densification by way of interpenetration becomes
possible in the relatively open water frameworks (the ratio-large atoms :
small atoms is 1:2) because the small hydrogen atom can easily be located
in the plane of a ring of six or more oxygen atoms. In silica frameworks,
however, which are denser than corresponding water frameworks because of
the ratio- large atoms : small atoms = 2:1, the bulky -Si-0-Si- group would
require rings of 12 or more tetrahedra for penetration. In fact, only one
silicate with interpenetrating frameworks is known ; neptunite LiNaZK(Fe.
Mg, Mn)zTiz(Sisozz)O has interpenetrated rings that are formed by 20

tetrahedra.®' Due to the low density of such large-ring silicate frameworks
no high densification by interpenetration can be expected. Therefore,
silica continues to densify by the previous mechanisms (i) to (iii) up to
at least A(Si0,) = 80 %.

(i? Above A(Si0,) = 80 ¥ no further densification of 3-dimensional
Y4-connected silica frameworks seems to be possible. At very high pressures
a change of the coordination number of silicon towards oxygen, CN(Si/0),
from 4 to 6 leads to a densification value A(S10,) =~ 150 % for stishovite
and the Fe,N-type phase of silica (relative to silica-sodalite).

(4) 1Instead of increasing the coordination number CN(O/H) from 4 to 6, in
analogy to the silica phases, water can achieve considerable densification
by transformation of the asymmetric hydrogen bonds to symmetric ones.
During transformation the 0...0 distance shortens from about 2.854 to
2.50A. The phase transition ice VIII — ice X is accompanied by a
densgification change from A{ice VIII) = 129 % to A(ice X) ~240 %.
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As mentioned previously, the large density increase during the
transition from pyknosils- [4] to pyknosils~- [6] 1is mainly due to the
increase of CN(0/0) from, for example, 6 in quartz to 12 in stishovite and
Si0, (Fe,N-type). Despite the high density of ice X, the coordination
number CN(0/0) of this H,0 phase is only 8 (fig. 11)*. It can, therefore,
be expected that further densification of H,0 is possible by way of
increasing CN{0/0) from 8 to 12.

Assuming an 0...0 distance of 2.50A, as in ice X, an ultra-dense ice
phase having a close-packed oxygen arrangement would have a framework
density d, = 90.5 H20/1000A3 and a densification A =~ 290 ¥ relative to the
clathrate hydrate type VI. These figures compare with the corresponding
values d,(ice X) = 80 H,0/1000A3 and A(ice X) = 240 %.

It may be assumed that such an ultra-dense ice phase is a good proton
conductor in which the hydrogen atoms are considerably delocalized.

* In ices VII, VIII and X only four of the eight equally distant oxygen
atoms are linked by hydrogen bonds to a particular oxygen atom.
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GEOMETRICAL METHODS IN THE THEORY OF GLASSSES

Richard Kerner

L.P.T.P.E., Université Pierre et Marie Curie
4, Place Jussieu
75252 Paris Cedex 05

1) In some branches of physics one can observe a surplus of
theoretical models coexisting with the dramatic lack of experimental data.
The physics of glass is 1in an opposite situation : the enormous and rich
variety of experimental results goes along with an absence of a consistent
theory. We rely, in this domain, on some hints or analogies, no more.
Somehow the two natural paths which should 1lead to the theory of glass,
namely the theory of liquids and the solid state physics (up to now almost
a synonym for the theory of the crystalline state) both come to a dead end
or a kind of a no man's land before penetrating into the territory on which
the theory of glass should be found.

However, more than fifty years have passed since the fundamental
paper by Zachariasen ! and we have some reasons to be more optimistic than
before. There has been considerable progress made in the theory of liquid
crystals and more recently quasi-crystals, and in the theory of defects
2'3'A'5'6, all of which bring us certainly closer to the understanding of
the amorphous and glassy state. In all these approaches, modern concepts of
the differential geometry and topology are widely used, and it is almost
sure by now that geometrical methods are likely to produce a coherent
theory of glass.

This talk is intended to show some recent applications of such a
geometrical point of view, exclusively for the continuous random network
mode, adapted for covalent glasses.

2) In order to discuss any model, we would define first the basic
notions. We shall take the simplest possible example describing a covalent
material, which is a two-dimensional network (random or crystalline) with a
fixed coordination number equal to three. The atoms (all of them identical)
are placed in the vertices of the network, there are no dangling bonds, so
that each atom has three closest neighbors defined by the three covalent
bonds of the same length, normalized to 1 in some appropriate units. The
distances between the atoms in general must be bigger than 1 ; finally, we
suppose that all the polygons (rings) are convex. If the network on the
plane 1is big enough in order to be considered as infinite, the Euler
theorem states
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where N_ is the average coordination number, Np the average number of sides

in a polygon forming the network. In our case N, = N, = 3, so that Np= 6.
The hexagon lattice is the most symmetric and homogeneous solution ; we
shall refer to it as "crystal" in this model. If there are other polygons
present in the network, and if their relative numbers are given by the

probabilities P, subject to ;;Pk = 1, then according to Euler's constraint,
%;k?k = 6. If we admit only two kinds of deviations from A hexagon, i.e.

pentagons and heptagons, then P5 = P7 = (1 - Pg}/2. The variable Pgcan be
chosen as the only independent statistical parameter which determines a
class of equivalence of random networks of this kind. If a network is set
up and the temperature is so low that the bonds can not be altered, the
only remaining degrees of freedom are the bond angles and bond lengths. We
shall simplify our assumptions by supposing that the lengths are very close
to 1, whereas the angles may vary considerably.

If the forces between the atoms after bond saturation are central and
repulsive, the lowest energy configiration for a vertex (tripod) is with
all its angles equal to 2w/3 ; the same repulsive force will tend to
maximize the surface of each polygon, which amounts to making it "perfect",
with all angles equal to ™W(k-2)/k for a k-sided polygon. Both these
tendencies agree for k = 6 ; this is why a hexagon corresponds to the
lowest energy state of a polygon. The pentagons and heptagons would
represent defects in our network with respect to the "ideal" hexagonal
configuration. A pentagon represents positive local curvature, whereas a
heptagon represents a negative 1local curvature of the same order of
magnitude. These two deviations from flatness should compensate each other
in linear approximation, because the angular excesses (or defaults) are the
same :

[2“ "(5'2)‘ ("(7'2) 2“]

3 5 ) 73

Let wus denote the absolute value of the energy cost of producing such a
defect by AE.

Our first aim is to find out what kind of configurations will become
dominant during the formation of such a network, i.e. during the cooling of
a hot liquid in which all kinds of polygons are about to form.

Let us suppose that when the liquid is cooled enough, relatively
stable polygons begin to appear ; 1let us denote the probabilities of

finding a k-sided polygon by Sk. At this stage only the normalization E:gk
= 1 holds, but there is no Euler's restriction. Cooling the liquid a bit
more, the polygons begin to cluster into doublets. The simple energy
analysis suggests that the probabilities of the corresponding doublets
should be altered with the appropriate Boltzmann factor : therefore,

L ce
%U=a(2—5U)PlPJe|121J|AE/“T
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where i,j = 5,6,7, k is Boltzmann'’s constant, and Q@ the normalization
factor

Q- E: (z-sij)éipj e-llz-i-leE/kT
i,

Now we can find the relative frequencies of k-sided polygons among all
the doublets :

1
The fixed points of the transformation P, -+ P, are then found as zeros

of the functions %j - P,, which can be given the meaning of a first
derivative dP, /dP, with respect to some variable s, which itself is a
monotonous function of time. All the three variables, P5. P, and P7 can be
represented in an equilateral triangle displayed in fig. 1.

ﬁhmﬂb hex
Fig. 1a Fig. 1b

The trajectories of the differential equation describing the first
step of the clustering of the polygons.

There are five fixed points, out of which two : P5 = 1 and P7 = 1 are
repulsive, two : Pg =1 and P5 = P7 = 1/2 are attractive, and one : P,
1 - e-DE/KT 1
= — P5 = P7 = ——————— which is a saddle point and whose
3 - e-AE/kT 3 - e-AE/kT

position depends on T.

The phase trajectories of our system show that two final results are
possible : either a crystal (P.= 1), or a mixture of five-and seven-sided
polygons., The saddle point corresponding to an amorphous state can also be
reached, but the system can be trapped in it only artificially, if it is
quenched by some external influence at an appropriate moment. The same kind
of analysis can performed for the second step in clustering process, i.e.
the formation of triplets out of doublets and singlets. It yields a second
order system, 7.8 Which has the same fixed points, but the linearization
enables us now to get some more insight into their character : at some
temperatures, the eigenvalues of the characteristic equation can become
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complex, which means that the trajectoriesg in the four-dimensional space of
independent variables PS.P7 and dP5/ds. dP7/ds are converging or diverging
spirals, and that it takes much longer to attain the stable regime.
Moreover, only above some finite temperature T,< T is the saddle point
present ; below it falls on the attractor P5 = P7 = 1/2.

The energetics of the clustering of elementary configurations we have
chosen here can be represented in the symbolic table below, which

51617
_5 2 1 0 defines the energy as proportional to
6 1 0 1 the deviation from flatness (represen-
71 0[ 1] 2 ted by 6-sided polygons).

In three dimensions, a covalent four-coordinate network presents
rather opposite features. It is known? '9-1!  that in such cases a local
icosahedral cluster is preferred ; however, the three-dimensional Euclidean
space can not be tiled with such clusters without deforming them ;
therefore, these two "ideal" local configurations should exclude each other
if put closely together ; the deviations or defects represented by an
excess or default of some number (say, two) atoms in a cluster should stick
together well, because they represent an admissible crystalline symmetcy
(hexagonal or rhombohedric). The corresponding energetics is represented by
a similar table, in which O's are replaced by 2's and vice-versa :

hex. icos. rhomb.
hex. 0 1 2 It is easy to check that the
icos. 1 2 1 corresponding phase--space tra-
rhomb. 2 1 0 jectories look like the fig.1lb

Now the pure rhombohedric or hexagonal configurations represent the
attractors, whereas their 50 ¥ mixture or a pure icosahedral structure are
unstable ; a meta-stable saddle point represents an amorphous state which
can be put into correspondence with Franck-Kasper chains!?. Once again, a
system can be trapped in this state if it is cooled rapidly enough during
the passage close to the metastable saddle point.

The method of ordinary differential equations can be developed
further, but what we have presented here is just a first approximation ; it
has to be underlined that in three dimensions the third step is crucial,
consisting of addition of a fourth elementary configuration to the three
elementary configurations already forming a cell : this becomes a genuine
three-dimensional structure by contrast with linear doublets and planar
triplets.

3) The forming of glass, or glass transition, is apparently a
non-equilibrium thermodynamical process. It seems that one of the most
important problems here 1is to understand what is the nature of the phase
space in which the statistical physics of random networks could be
formulated. From the mathematical point of view, any network with constant
coordination number and constant bond length can be considered as a mapping
from R? or R} into some internal space of configurations which is composed
out of all sets of n-pods (vertices). In R? for N, = 3, this space is a
subset of a 2-sphere given by two independent angles ; o, o,
(ay=2m-o, -0r,) between the bonds ; in R3 with N, = 4, it is a 5-dimensional
space of 5 independent angles between the 4 unit vectors. However, among
all such continuous mappings only very special ones can describe real
networks : this is because there is an interplay between the external space
R? and the internal space : if the image of x€R? is @(x) = (o, ,a,), we know
(up to an arbitrary rigid rotation) where the next three vertices have to

be. Moreover, if these new three points are X x;. x;, then w(x;) are not
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arbitrary : after some number of such steps the polygons must appear, and
the bonds can never intersect. These correlations can be interpreted if we
introduce a second internal space whose variables describe the polygons
surrounding a vertex. On both such internal spaces symmetry groups SO(3)
act in a non-linear representation ; the action of S0(3) on the first
internal space provokes the action also in the second internal space, but
not vice versa : if we deform a vertex, the surrounding polygons must be
deformed, too, whereas we can deform the polygons without deforming the
central vertex.

Such a situation is also found in field theory, and is described by a
fibre bundle space with connection. It leads to the symmetry-breaking
potential of the form

U(d) = ¢* = xp?
which also appears in Landau-Ginzburg theory.

All these considerations suggest that the phase space of such networks
can be represented by the points in our two internal spaces describing
fairly enough the local configurations (cells) composed of a vertex and all
the adjacent polygons. Then in R?, a whole class of networks with fixed P
can be represented as a collection of average cells composed of three
polygons with mean number of sides n = Zkp, with p, = kPk/6. The whole
phase space is divided into sheaves of given P,. We assume that it takes
much less time for the network to maximize its entropy on one such sheaf
then to go from one sheaf to another. This justifies the assumption that
the entropy of the network can be separated into two parts, S = S, .o

Sconf(Pb), thermal and a purely configurational contribution depending on
P, alone. We shall introduce a mean angular parameter § defined in the
space of 3-polygon cells as follows : let Bkj be the angles of k-sided
polygon, j = 1,2,...k ; then let

3 %
E: €2

i=1

>

%
Z (k-2)my2 1
[ ] ; then let 8§ = g P ok
kl.kz.k3

17273 1

where P, LKk is the relative probability of finding a cell (k1 5k} in
the network. We shall imitate the fluctuations around an "ideal" cell by
introducing the angular deviations
- n(k-2)
k k(n-2)

A good approximation of the potential containing the contribution of
vertices and polygons is then!3

U=352021'r22P/k-3—-*>\ ZPS"(l-cos&k)

This expression has been tested on regular lattices, and the error was
never bigger than 1 X. U is the internal energy of the network depending on
P, and 8§ only, and on the critical parameter A which depends on the
chemical wvalue, the absolute minimum of U is always at Py =1, § = 0, the
perfect hexagon lattice. Above the critical value, there is a local minimum
at some P¢ # 1, corresponding to an amorphous state.
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In the approximation at which the network can be considered as gas of
average cells, we can apply the virial theorem and the equipartition of
energy among the cells : as U is the potential energy per one atoum, se
shall write

— kT —
Ny 5 = N, U(P,8)

where ﬁ; is the average number of degrees of freedom, ﬁ; average number of
atoms in a cell. Fixing T we obtain the "isotherms" of the system on the
(P,8) - plane. Maybe it is better to speak of curves of constant internal
energy at fixed temperature.

Now, if the total entropy of the network can be divided into two
parts, one of which depends only on configuration of the network, Sccnf(P),
and 1if its variations in time are much slower than the variation of the
purely thermal part S ,_ .. . then the very fact that we have applied the
equipartition of energy and the virial to the cells is equivalent with the
statement that on the level of cells Siherm has attained its maximum. In
order to fix the real position of the system on the P-§ plane we have to
minimize its free energy (if the volume is kept constant) or its free
enthalpy (if the pressure is kept constant). As the thermal part of the
entropy 1is already at its maximum, it means that we have to minimize the
expression

F=U- Tsconf
on the "isotherms" given by the virial and equipartition theorems. Before
going furthor, let us show the constant energy curves on P - 8§ diagram at
constant T :
P

) D

10° 20 10° 20°
A small T,> T, Fig. 2 Abig T, > T,

-

As we see, the form of the internal energy surface depends on A : if A
is small, which corresponds to the bigger energy of bond angles and
relatively weak surface contribution of polygons, at any fixed P the
minimum is at § = O ; the absolute minimum is at the undeformed crystalline
configuration P = 1, § = 0, If X\ grows bigger, which corresponds to the
substances for which the surface contribution of rings is important, then,
at given P; the local minimum is found at some § = 0.

In order to evaluate the entropy due to the configuration, one is
tempted to use the expression

7

Se k2 P, LogP,
i=5
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which can be deduced frcm a more general expression
S =k Log I’

I" being the measure of all possible configurations (in a discrete case,
just their number} for given value of P, . If all in all we have N polygons,
among which N-2m hexagons and equal number m of pentagons and heptagons,
then the number of distinct configurations is

N? (N-m)!
(N-m)tm! * (N-2m)!(2m)!

The expression EEPiLog P, comes out if we take the Log, apply
Stirling's formula, and then divide everything by N. The maximum of so
obtained entropy is at P = 1/2, but at P = O and at P = 1 its derivative
with respect to P becomes infin. te. This is because Stirling's formula is
not applicable when either m or N-m are verv small ; the result is the
overcount of configurations.

There 1is another expression for the configurational entropy, which is
more suited for our purpose. Let us recall that in this model we make an
approximation in which the network is seen as a gas of elementary 3-polygon
cells. In such a case, it is more natural to sum up the contributions to
the entropy coming from the cells as representatives of small elements of
the phase space ; then their statistical weight is the only important
information, and after summing up all the contributions, we should obtain

wijk
wijk
ijk

=1if i
=3 if i
=6 if i = j = k.

non
(SN
Ko
x X

This gives a polynomial of third order in P

S = (1-P)[0.267(1-P)2 + P(1-P) + 1.0986 pf]

conf

It has a maximum at P = 0.34, which is very close to the exact result
1/3, and its derivatives are finite at P = 1 and P = 0.

What 1is left now is to minimize the expression F = U - TS, nr On the
curves of constant temperature, on which § = 8. (P}. For each T we can thus
find the parameters P(T) and §(T) describing the state of the network. The
result is displayed in fig. 3. We observe the neat phase transition at
critical temperature T, for which the absolute value of the derivative
dsS.,, /dP becomes bigger than (8U/8P)|, . 5,. For the materials for which
A is bigger, there is no phase transition, but a glass transition
represented by a continuous curve. In both cases the system comes to P
% 1/3 and corresponding § # 0 at high temperatures ; at low temperatures
it falls either to the minimum P¢= 1 corresponding to the crystalline
state, or to an amorphous minimum Pe< 1.

In order to obtain this simple description, we must admit a lot of ad
hoc hypothesis, which can be recapitulated as follows :
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a) Close to the transition temperature the system behaves so that
there are two distinct time scales : the time necessary to exchange the
thermal energy between the cells (defined by the velocity of phonons) and
the time necessary to restructure the bonds ; the second one is supposed to
be much bigger than the first :

b) The mean potential for each atom can be decomposed into two
contributions, one coming from the bond bending, another from the surface
contribution of the polygons (rings). Other contributions have been
neglected. The relative strength of these two contributions decides whether
the liquid will crystallize or not ;

c) Close to the transition temperature the cells composed of three
adjacent polygons are in thermal equilibrium, whereas the atoms inside the
cells are not. This is equivalent with the determination of the critical
dimension of clustering, which in our case 1is about 12-13 atoms. In a
tetracoordinate 3-dimensional network the elementary cell will contain
about 32-33 atoms ;

d) Close to the transition temperature the virial theoream can be
applied : this 1is equivalent to the dominant contribution of harmonic
oscillator modes and neglecting the non-linear ones.

Finally, the critical temperature obtained with this model should be
close to the wvalue of kT sufficient to break the bonds ; if it is much
lower, or much higher, there will be no glass transition possible.

P
P T '
q c
03 QgF \
1 | 1 1
10° 20° $ 10° 20° 5
A small A big but under A  critical
P
03+
T
2 6
|00 20-

A above A critical : A = 10.2
Fig. 3
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We think that the thermodynamics of glass can be roughly understood
along these lines., The three-dimensional generalization of this model can
be made quite easily under the assumption that the dihedral angles'
contribution to the mean potential 1is negligible. If such an assumption
cannot be made, we have to introduce one variable more, namely the mean
square deviation from an ideal dihedral angle ; some tentatives of such a
generalization can be found in reference 14.

4} The two quite different approaches presented here have a common
source, which is the gauge theory!5:1®- 17 The main idea of gauge theories
in general is the notion of connection which is a way of prescribing the
changes that occur in some internal configuration space of the system when
one is following some path in real space. For example, if the internal
parameter space is reduced just to the phase factor of the global wave
function, as occurs in He-II, the internal space is isomorphic to S!, a
unit circle. If the phase depends on space-time variables, the gauge
invariance of the equations imposes the minimal coupling with the
compensating field, i.e.

if ¢ e!Mx)y,  then . - a“(e‘*<*>w)= e**<X>(aMw + i3,A) ; 1in order to
restore the invariance, one introduces the compensating field, or
connection Au(x), so that ILW = (auw + iAMW) H then, this covariant

derivative remains invariant under gauge transformations ¥ - e!?*)y if at
the same time A“ - A“ + BHA. More general cases are known, when the group
of transformations acting on the internal space is non-abelian.

In the case of random networks it has been pointed out that an
internal space on which the rotation group acts can be introduced in a
natural way. Taking as an example the 3-coordinate network in two

dimensions, this internal space can be identified with the space of
- - -
triplets of unit vectors (kx- k,, k3) divided by the equivalence relation

induced by the diagonal action of the rotation group S0(2). This leaves
only two independent angles «,, a,, because x, = m - a, - a,.

To define a network, it is enough to give a mapping from R° into this
internal space. However, only some very special mappings of this type will
correspond to real networks, for which the bonds never cross. In order to
describe this extra information, one has to enlarge the internal space so
that it would also contain polygons surrounding each triplet of bonds. The
connection describes the way of proceeding from one such "point"
{elementary cell) to another. The lagrangian modelled as in usual gauge
theories gives rise to the quartic potential. The internal energy proposed
above 1is obtained as a mean value of this lagrangian expressed in terms of
the internal space parameters averaged over all cells.

On the other hand, the same analogy suggests that the statistical
features of the network can be reproduced as a trajectory in the internal
space. These trajectories should be similar to the ones proposed in the
second section if the the ergodicity is satisfied.
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LOW LYING EXCITATIONS IN SILICA
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ABSTRACT

Neutron scattering measurements in vitreous silica show soft
vibrational modes and structural relaxations with the same eignenvector,
namely relative rotation of connected Si0, tetrahedra. The results imply a
common origin of soft vibrations, relaxations and tunneling states.

INTRODUCTION

Glasses exhibit low temperature ancmalies in the specific heat, the
thermal conductivity, the ultrasonic absorption and other properties
connected with low frequency excitations!. By low frequencies we denote
frequencies below 1 THz, which are low compared to the majority of the
vibrational frequencies of the amorphous solid. These low lying excitations
dominate the thermal properties below 10 K. In most crystals, one will only
find sound waves in this low frequency range. This is fundamentally
different in glasses, there one finds a whole variety of different harmonic
and anharmonic excitations which strongly influence the mechanical and
electrical propertiesz.

In this paper we discuss the low-lying excitions for the well-studied
case of vitreous silica. One has to distinguish three main groups of
excitations which coexist with the sound waves, namely additional harmonic
vibrations, relaxations and two-level or tunneling states.

The first group, though by far the biggest in the number of modes, has
only recently been identified unambiguously3'b. The relaxational and
tunneling modes are strongly anharmonic excitations. Both require for their
explanation potentials with more than one minimum, in the simplest case a
double-minimum potential as postulated in the tunneling wodel’ &, As will
be seen, there is experimental evidence that the mode eigenvectors of the
harmonic vibrations in the first group are the same as those of the
relaxational modes in the second group. This finding supports the
hypothesis of a common origin of the low temperature glass anomalies.
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HARMONIC LOW FREQUENCY VIBRATIONS

Sound waves are well defined harmonic vibrations in vitreous silica up
to about 200 GHz. A linear relation between frequency and wavevector has
been measured even farther’ up to 500 GHz. On the other hand, the heat
transport at low temperatures seems to be restricted to phonons below
200 GHz8:9. Above this frequency, the mean free path decreases dramatically
10 This decrease cannot be explained by the scattering from the static
disorder in the glass, which at these long wavelengths (10 nm) should be
relatively weak®-9. Thus one has to look for another explanation for the
plateau in the thermal conductivity found at about 10 K, It should be
mentioned that this plateau in the thermal conductivity has been generally
observed in all known amorphous solids.

One possible explanation for the plateau is the resonant interaction
of the sound waves with additional localized vibrational states which by
chance happen to have a low frequency. This explanation is supported by the
specific heat above and around 5 K, which is markedly higher than the pure
Debye T> term calculated from the known sound velocities. The evidence is
not fully conclusive ; at 20 K also crystalline quartz surpasses the pure
Debye heat capacity because of its low-lying TA modes at 2 THz!!,
Cristobalite, another crystalline form of SiOZ, has even a heat capacity
which is fairly similar for T 2 5 K to that of vitreous silica, probably
because in that substance the TA modes are even lower!?. Nevertheless,
though specific heat and thermal conductivity around 10 K do not give an
unambiguous picture, they are certainly compatible with a pronounced
low-frequency tail in the frequency distribution of short wavelength modes
which extends down into the sound wave regime.

A final proof for the validity of this picture has been found in
inelastic neutron scattering experiments (for vitreous silica3'4, for
amorphous germanium'3 and for amorphous selenium!®). Other spectroscopic
techniques 1like Raman scattering!’and far infrared absorption16 could only
establish "the existence of vibrational modes above 500 GHz in a very
general way by the Bose temperature dependence of the scattered or absorbed
intensities, but could not determine the density of vibrational states in
that region because of the uncertainty, in the coupling constants. In the
neutron scattering case, the situation is much more favourable. Each
harmonic vibration, sound wave or otherwise, is seen with an intensity
which oscillates around a common Q2.e-2¥ behavior!?:18:4 (Q is the momentum
transfer of the scattering process and e ?¥is the Debye-Waller factor). For
a sound wave, the oscillations occur in phase with the oscillations in
S(Q), because in a sound wave the atomic pair correlations remain
essentially conserved during the motion. If one has only one atom vibrating
in the glass (Einstein mode), there are no oscillations in Q but only the
Q2.e"?¥ behaviour. For other modes, there can be oscillations in Q which
are not in phase with the oscillations in S(Q). Thus one can not only
determine the vibrational density of states but one can also get
information about the eigenvector of the modes.

In wvitreous silica, one finds pronounced oscillations around the
Q?.e %Y behaviour in the whole frequency range from 150 GHz to 2 THz
(fig.1). Since the curves at different frequencies can be scaled to a
common master curve, there seems to be a predominant eigenvector in this
whole low frequency region. This eigenvector is not a sound wave
eigenvector because the peak positions are different from those in S(Q)!¢.
A reasonable fit can be obtained from a model of coupled rotation of five
bonded Si0, tetrahedra (see insert of fig.3). The picture is suggested by
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Fig. 1. Momentum transfer dependence of neutron scattering intensities (a)
elastic (b) at 220 GHz (from 150 to 290 GHz) (c) at 1 THz (from 0.7
to 1.3 THz). The line in (b) is an eye fit to the points in (c).

the study of the low frequency modes in crystalline quartz?®-2! or
cristobalit - 22, where below 12 THz the modes are either sound waves or
involve the .otation of relatively undistorted tetrahedra. In particular,
the soft mode at the a-fB- transformation at 846 K23 is of this type?”.

Using this model one can determine the density of vibrational states
on an absolute scale from a comparison of inelastic and elastic intensities
in the neutron experiment. The resulting density of states allows
calculation of the specific heat expected between 5 and 30 K. The result of
this calculation shows excellent agreement with heat capacity data measured

on the same sample‘.
RELAXATIONS

Mechanical and dielectric relaxations have been measured in a wide
frequency range?5. One finds a broad relaxation maximum as a function of
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temperature which shifts from 30 K in the kHz range to about 100 K at
10 GHz. An Arrhenius plot of the frequency dependence yields an average
activation energy corresponding to a temperature around 500 K. Since the
maximum is fairly broad, one has to assume a broad distribution of barrier
heights around this average value.

At temperatures above 100 K, one will expect these relaxations to
appear in the range around 100 GHz which is accessible to far infrared
absorption and to high resolution Raman and neutron scattering. There is
indeed an anomalous temperature dependence 1in the measured intensities
(anomalous from the point of view of a purely harmonic density of states)
which begins to be visible below 300 GHz in the infrared absorption16 and
below 500 GHz in Raman'5 and neutron?® scattering. This anomalous
temperature dependence can be explained in a picture of relaxational modes
with barrier heights and barrier distributions close to those found at
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Fig. 2. Temperature dependence of inelastic neutrou scattering intensities
at (a) 700 GHz (b) 220 GHz (see text). The dashed line in (b)
denotes a small harmonic contribution.
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lower frequencies. There are problems, however, in accounting for the
observed intensities in a picture of relaxational modes alone, especially
at the higher frequencies!®'27, At about 300 GHz, the vibrational modes
begin to outweigh the relaxation modes independent of temperature. This is
demonstrated by the neutron results?® at 700 GHz (fig.2 (a)) and at 220 GHz
(fig.2 (b)). The intensity is plotted as a function of fB.e'2” (f, Bose
factor, e 2¥ pebye-Waller factor), which at these frequencies and
temperatures corresponds essentially to a plot vs. temperature. At 700 GHz,
the intensity shows the linear increase expected for harmonic excitations.
At 220 GHz the behaviour is different and begins to indicate a transition
to relaxational behaviour. The intensity rises much higher than one would
extrapolate from the point at 50 K. Judging from the low temperature
specific heat data*, most of the signal at room temperature must be due to
strongly anharmonic motion. Fig. 1 (b) shows the dynamical structure factor
of these relaxations. It coincides within the experimental accuracy with
the dynamical structure factor of the harmonic vibrations. This is a very
important point because it links the relaxational motion at low frequencies
to the harmonic vibrations at higher frequencies. We are forced to conclude

S
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G

S

Q

configurationnl coordinare

Fig. 3. Asymmetric double minimum potential. Insert : Model of coupled
rotational motion of five tetrahedra as a possible configuration

coordinate.
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that the structural relaxation in vitreous silica from one stable glass
configuration to another happens via coupled rotation of essentially
undistorted Si0, tetrahedra. This implies the existence of double-minimum
potentials in that configurational coordinate (fig.3). As we will discuss
in the next section, double-minimum potentials are necessary to explain the
tunneling states which according to the tunneling model’ ¢ are responsible
for the low temperature anomalies below 1 K.

TUNNELING STATES

Though the number of modes in this third group of low frequency
excitations in glasses is fairly small (1 ppm of the total number of
vibrational states) they are by far the most conspicuous. The reason for
this is their low frequency. They seem to have a constant density of states
below 100 GHz and give consequently rise to a linear term in the specific
heat?® which begins to surpass the T3 Debye contribution of the sound waves
around 1 K. They have been very heavily studied in the last fifteen years.
Since there are excellent reviews on this topic!'?:29, we will only
summarize the results. A consistent description of nearly all experiments
has been possible in terms of the tunneling model5 8. The tunneling model
proposes that some atoms or some group of atoms can occupy onc of two {or
more} potential minima. At low temperatures the quantum-mechanical
tunneling of the atoms from one minimum to another gives rise to a very
small energy splitting (of the order of 1 K). Assuming slowly varying
distribution functions of the energy barriers between the minima and of the
energy differences between adjacent minima (the asymmetry of the double
zinimum potential, see fig. 3) one can explain a wide variety of
experimental results.

CONCLUSIONS

The discussion in the preceding sections has shown that there are four
main groups of excitations in vitreous silica below 1 THz

(i) Sound waves with a well defined wave vector and a constant
velocity
(ii) Harmonic vibrations which predominantly involve coupled rotations
of relatively undistorted Si0, tetrahedra
(iii) Thermally activated relaxational jumps which seem to have the same
eigenvector as (ii)
(iv) Two—levgl-states which seem to be well described by the tunneling
model®- ¢,

The first two groups are clearly harmonic in nature, while the last
two represent transitions from one stable glass structure to another. The
only difference between the last two groups is that the motion in the
relaxation case occurs by a thermally activated jump at temperatures above
20 K, while the quantum mechanical tunneling does not need the thermal
activation to pass the energy barrier. If the thermally activated motion is
indeed a coupled rotation of relatively undistorted tetrahedra, the
tunneling motion is probably of the same type. thus, though the evidence
presented 1is not fully conclusive, the experiments give clear indications
for a common origin of the low temperature anomalies in vitreous silica.

This conclusion is further supported by theoretical considerations.
The way in which frequencies can approach zero in a structure based on
linked tetrahedra, and how the structure becomes locally unstable has been
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demonstrated both by considering the effect of the surrounding solid on a
pair of tetrahedra3® and by model calculations3!. The resulting two-well
potentials are consistent with what is known about tunneling states at low
temperatures??.
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INTRODUCTION

The infrared (IR) spectroscopy of very thin insulating films on
semiconductors has some perspective for the non-destructive analysis of
corresponding microelectronic systems. Therefore, the derivation of IR
optical equations for insulating films (on semiconductors) of decreasing
thickness 1is of increasing importance. On the basis of the FRESNEL theory
we derive relations for the determination of the reflection (R),
transmission (T), and attenuated total reflection (ATR) of such films from
their dielectric functions taking into account oblique incidence of
polarized 1light. In this way we find a theoretical explanation for the
detection and identification of transverse and longitudinal optical phonons
by means of oblique incidence of IR 1light, realized within different
experimental modes (R, T, ART). Furthermore, this framework leads to a
theoretical basis for the ATR spectroscopy of very thin films as well as to
a very effective method of determination of the IR optical (dielectric)
functions of the film from corresponding experimental spectra, wich is
based on the inversion of the optical relations mentioned above. Finally,
it will be shown that the theory developed is in quantitative agreement
with corresponding measurements performed for SiOz and A1203 on silicon.

THEORY

For a film-substrate system the complex FRESNEL formulas for the
reflected and transmitted amplitudes can be written in the form

Py * Ty exp (21617)

= » .1
Ty 1+r,r, exp (216 1J) (1)

and

ti by exp (i § J)

t, = . 2
J 1 +rr,, exp (2i 8§ J) (2)

respectively!, where (owing to the oblique incidence of light) it is
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distinguished between perpendicular (j = 1) and parall:' (j =
polarization with respect to the plane of incidence. Here, r,,and t, are
the corresponding FRESNEL coefficients of the two interfaces (i = 1 -
medium of incidence/film, i = 2 - film/substrate), § = 2 w d/A is the film

thickness d normalized to the wavelength A, and J = Je - Eosinzo' involves
the complex dielectric function € = €, + i€, of the film material and the
angle of incidence . Then, the corresponding intensities follow from the
relations

R, = Ir 12, T, = — It 12, (3)

J

where the expressions

Js = \|€5- Sosinztp , } (u)

J n cos®,

[+

are functions of the refractive indices of the two adjacent media (index o
- medium of incidence, index s - substrate, no index - film) and of the
angle of incidence.

For very thin films (§ € 1) expressions involving the term &J are
approximated by corresponding quadratic functions of this argument. With
this approximation the components of the reflection and transmission read

A? - 28A €,

R = —8 ™, (5)
B2 + 28B £,
D? - 28D (J J.E, - £, Cn)

E? + 28E (J J €, + €€ _Gn)

and

b33,
T} = —m——, (7
B2 + 28Bt,

4 JJec

0°s 0 s
Ty = . (8)
E? + 28E (J, J.€, + €.&_Gn)

respectively, with the abbreviations

A=J-73, ., B=J+J,

D=1Je, - JE, . E=Je + JE, (9)
= ind
= £, sin’Q,

(here, terms of the order &§7are not displayed for simplicity). Additionally
to the imaginary part of the dielectric function .f the film (€,), the
expressions (5) to (8) involve the so-called energy-loss function
m = Im (1/€) as the second characteristic material parameter. They can be
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considered as a generalisation of the corresponding special cases derived
by Berreman?, Hbner et al.3, and Harbecke et al.", which is valid also for
larger film thickness (6 £ 0.1), if quadratic terms of & are taken into
account®.

The relation (1) is the theoretical basis for another method for IR
spectroscopy of thin absorbing films, namely the attenuated total
reflection (AIR). In this case the medium of incidence has a higher value
of the refractive index than the substrate (¢ > Es). Therefore, total
reflection appears, 1if the angle of incidence exceeds the critical value
¢., which is given by the relations

J, =9, €, = g sin’g . (10)

If this reflection takes plece at an absorbing layer, the light is
attenuated in correspondence to its absorption due to the finite
penetration depth de6. It is noteworthy that for the ATR at thin films with
@ < d, the condition (10) is independent of the optical properties of the
film material. The substitution

- . . - - . 2 -
Jg = 1.3, = 146051n ¢ - & (11)

in the FRESNEL coefficients leads (after representation of expression (1)
as a TAYLOR series expansion and taking the amount) the relations

(€,- €.} - 28 [Joez -J. (g, - 51)]
ATR, = ; , (12)
(e, ~€,) + 28 [Joe2 I (e, - 51)]

and
(R? + S%) - 26 [5,J] (Se, - Re ) + £,6,0n (R - SE,/e,) + SE £,

ATR = - (13)
(R? + S%) + 26 [3,3; (Se, + Rey) + £ £.Gn (R + SE,/€,)- St ]

with the abbreviations

R=Je¢e,,S=1Jk¢_. (14)

These relations enable quantitative ATR spectroscopy of thin films
and lead to an explanation of the similarity of the spectra with
corresponding transmission spectra.

It can be seen from the relations {(5) to (b), (12), and (13) that the
imaginary part €, of the dielectric function and the energy loss function
m are the characteristic material parameters, which determine essentially
the results of the IR spectroscopy of thin films. The components polarized
perpendicular to the plane of incidence represent essentially the function
€,, whereas the parallel components are influenced by &, as well as v.
Since maxima of £, are connected with transverse optical (TO) and maxima of
n with longitudinal optical (LO)} phonon modes, respectively, under the
condition of oblique incidence of 1light the IR spectroscopy enables the
detection and identification of TO- and LO-modes within one and the same
experiment. In the special case of the critical angle the parallel
component of the ATR couples only with LO-modes.
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Fig. 1. Transmission T of an S$i0, film (d = 90 nm) on silicon at oblique
incidence of light in the spectral range of the LO- and TO-
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Fig. 2. Reflection R of an Si0, film (4 = 90 nm) on silicon at oblique
incidence of 1light in the spectral range of the LO- and TO-
frequencies of the oxygen-stretching motion { - experimental,
--- theoretical).
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COMPARISON WITH EXPERIMENT

For the experimental verification of the relations derived,
transmission and reflection spectra of a thermally grown 90 nm Si0, layer
on a silicon substrate were recorded at oblique incidence of light in the
spectral range of the oxygen-stretching modes’ in comparison with a
reference Si substrate. Furthermore, corresponding model spectra were
calculated from the IR optical functions of quartz glass published by
Gaskell and Johnson®, assuming that the difference between data of film and
bulk material can be neglected.

The comparison between experimental and calculated spectra performed in
fig. 1 and fig. 2 shows that the relations derived are in qualitative and
quantitative agreement with expariment.

Finally, it is shown that the relations derived can be used in a very

effective way for the determination of ogtical functions of thin films from
IR spectra. The combination of the expressicns (5) and (7) in the form

L (15)

leads to a mutual compensation of terms of the order 5), which enables an
analytical calculation of € .. With the help of the expression (6) and (8}
for the parallel components one gets the analogous relation

L~ Ry J. £,
—— =1 + §|— €, + —Gn| + 26°¢ G, (16)
T” £ - J -

which can be used for the determination of the loss function 1.
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Fig. 3. Transmission T and reflection R, of an Al,0, film on silicon and
the corresponding substrate spectra T and R_. (The transmission
spectra are shifted by 0.1 units).

59




. B anarpngin oo

- . St e

- ———,

In fig. 3 transmission and reflection spectra of an Alzo3 film (d = 90 nm)
on a polished silicon substrate with rough backside are shown together with
the corresponding substrate spectra. From these spectra the pure film
spectra were determined by means of a special data transformation®. Then,
using relation (15) the imaginary part €, of the dielectric function of
the film material (fig. 4) was determined from the film spectra.
Unfortunately, we did not find an &, spectrum of amorphous A1203 in the
literature for comparison.
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Fig. 4. Imaginary part €, of the dielectric function of Al,0, calculated
from the spectra shown in fig. 3. The difference between the top
abscissa and Aﬁz represents the error.

CONCLUSION
In conclusion it was shown that special IR optical equations for the
description of the tranumigsion, eeflection, and attenuated total

reflection of thin films ¢« saemicorductors can be derived taking into
account oblique incidence of polarized 1light. These relations give the
theoretical explanation for the detection and identification of transverse
and longitudinal optical phonons py wmeans of oblique incidence of light
realized in different experimental modes (T, R, ATR). Futhermore, we
developed a very effective method of determinaition of the dielectric
functions of the film from corresponding experimental spectra. A comparison
of calculated model spectra with corresponding experimental spectra shows
good quantitative agreement.
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INTRODUCTION

There have been many studies of the vibrational structure of SiO,
glass, using infrared, Raman, neutron and other spectroscopies. Over the
past few years, we have used vibrational spectroscopy, especially Raman
scattering, to investigate glassy silicas prepared in a variety of ways or
subjected to different treatments. Some of our work is summarized here, and
the results are discussed in the light of recent models for the structure
and dynamics of vitreous Si0,.

THE RAMAN SPECTRUM OF "NORMAL" SILICA GLASS

The Raman spectrum of "normal” vitreous silica has been described by
many authors!:?- 3. The principal feature is a strong, polarized,
asymmetric band near U430 cm'!. Two weak maxima may be distinguished in VV
polarized spectra near 270 and 380 cm'!, and a further weak depolarized
band may be present near 120 cm"!. These observations suggest that the
assymetry in the U430 cm™! band may be due to the presence of unresolved
components, and some authors have attempted to decompose this region into
Gaussian bands3. Two weak, polarized lines are observed at 495 and
606 cm-!, known as the D, and D, "defect" bands. An asymmetric band occurs

near 800 cm™!. This appears to consist of two components : a depolarized
band near 790 cm™!, and a component with lower depolarization ratio near
820 cm"!. Dry samples of vitreous silica show" a weak polarized feature
near 910 cm” !, "Wet" samples show an additional polarized band near
970 cm™! due to vibration of SiOH groupsh‘e. There are two weak depolarized
bands near 1060 and 1200 cm~!. The 1200 cm~! band is broad, and some
authcrs have suggested that this contains two component bands” .

Isotopic substitution experimentss and a number of vibrational
calculations? have allowed some description of the modes responsible for
the Raman spectrum of vitreous 5i0,. The major 430 co ! band is due to
predominantly oxygen motion, probably a symmetric oxygen vibration in the
plane bisecting the Si0Si linkage. The position of this band is highly
sensitive to the Si0Si angle, increasing in frequency with smaller angle.
The bands near 800 cm"! have a large component of both silicon and oxygen
motion. These may be described as derived from the asymmetric stretching of
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Si0, groups, or as stretching vibrations of the 5i0Si linkage. The bands

above 1000 cm~! are described as asymetric stretching combinations of Si-0
stretching vibrations within the Si0Si linkage, and contain both Si and 0
displacement components. These bands shift to lower frequency with smaller
$i0Si angle. The shifts in the 430 and 1060/1200 cm~! bands with Si0Si
angle may be understood in terms of network dynamics models?. Galeener and
Lucovsky!® have suggested that the 1200 cm~! band appears due to TO-LO
splitting in the glass, and is a longitudinal mode asociated with the
1060 cm~! band. The hyper-Raman polariton experiments of Denisov and
co-workers!! suggest that the LO component actually lies near 1255 cm !,
and the 1200 cm ! band observed in the normal Raman spectrum is likely due
to an independent normal mode of the glass.

The D, and D, "defect" peaks are much narrower than other features in
the Raman spectrum of Si0, glass, are highly polarized, and show only
oxygen displacement. One interpretation of these observations is that the
defect peaks correspond to modes which are vibrationally decoupled from
the glass network, and are vibrations of structural units with relatively
constant geometry'!?. An alternative view recently suggested by Phillips!3
is that these correspond to highly correlated surface phonon modes
associated with internal surfaces within the glass structure. There have
been many suggestions for the interpretation of these "defect" peaks!:1!3-1%
Galeener!* has assembled a considerable body of evidence to suggest that
these modes are due to the symmetric oxygen breathing modes of
three-membered (D,) (boroxol-like) and four membrered (D,) silicate rings
embedded in the glass structure. The strongest arguments for Galeener's
model are based on comparison with the oxygen symmetric stretch frequencies
of siloxane molecules and crystalline compounds containing three- and
four-membered silicate rings, ab initio molecular orbital calculations of
the oxygen stretching frequencies expected for three- and four-membered
rings!®, and a range of arguments against the likelihood of the various
other models!''*, The major argument against the surface phonon model
suggested by Phillips'3 is that the surface Si=0 groups are too unstable to
hydration or polymerization reactions to exist in the glass at the
concentration needed for the collective surface mode'®. The three- and
four-membered ring model of Galeener provides an economical and physically
plausible interpretation of the D, and D, Raman bands of vitreous Si0,. and
satisfies all the experimental tests available to date. A further "defect"
band in vitreous Si0, is the weak, polarized Raman mode near 910 cm !, This
is present in both wet and dry samples, and dves not scale with the 495 or
606 cm~! defect bands:!®, This band occurs in a region commonly assigned
to Si-0 stretching vibrations, and could weli be due to the symmetric Si-0
stretching wvibration of an =Si-0" or =Si=0 group, as suggested in the
models of Stolen and Walrafen® and Phillips!3.

THE EFFECT OF PRESSURE ON VITREOUS SILICA

A . mmber of authors have studied the effects of densification on the
Raman spectra of S$iO, glass3. Walrafen and Krishnan!7 subjected a silica
sample to 9 GPa hydrostatic pressure at room temperature and obtained an
8 % densification in the recovered sample. The only changes observed by
these authors were a minor narrowing and a slight upward frequency shift of
the dominant 430 cm*! band on densification, consistent with a slight
decrease in the mean SiOSi angle. There were no observable changes in the
D, or D, bands, but the weak 910 cm™! band was slightly more prominent in
the compacted sample. The similarity of the normal and densified glass
spectra suggest taht there was 1little change in the glass network on
densification, despite the 8 % decrease in molar wvolume. This could be
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rationalized if densification at 1low tewmperature were achieved via
cooperative rotations of adjacent Si0, tetrahedra about SiOSi linkages with
no change in the network connectivity. The slight increase in the intensity
of the 910 cm~* band could suggest some Si-0 bond breaking occured during
densification.

McMillan and co-workers!'® studied a sample densified at lower presure
(3.95 GPa) but high temperature (530°C) to give a 5.8 % densification
(lower than that obtained by Walrafen and Krishnan'7). In contrast to
Walrafen and Krishnan's results, the Raman spectrum of this sample was
quite different from that of bulk Si0, glass (fig.1). The 430 cm™! band was
much narrower (a 35 % reduction in bandwidth, compared to the 6 % reduction
reported by Walrafen and Krishnan), and moved to significantly higher
frequency (to near U470 cm™!). The weak bands near 1060 and 1200 cm~!
decreased in frequency by 40-50 cm-!, the 606 cm"! D, band showed an
obvious increase in relative intensity, and the weak 910 cm-! band
disappeared. The changes in the 430, 1060 and 1200 cm ~! bands are
consistent with a smaller average SiOSi angle, and a smaller distribution
of Si0Si angles, in the densified sample. This is similar to the
interpretation of Walrafen and Krishnan's result, but the change is greater
in degree for a sample densified at lower pressure to a lower percent
densification. The increased intensity of the D, band suggests a greater
proportion of three-membered siloxane rings in the high temperature
densified sample, implying that the higher temperature has allowed
bond-breaking and bond-making to occur, to give a densified glass with
different network connectivity. Finally, the disappearance of the 910 cm™!
band suggests that non-bridging (Si-0O" or Si=0) units present in the
undensified glass have been annealed out in the high temperature, 3.95 GPa
densification.

Hemley and co-workers!® have obtained Raman spectra of 5i0, glass
subjected to high pressures up to 27.3 GPa at room temperature, in situ in
a diamond anvil cell. Up to 8 GPa, there was a continuous narrowing and
shift to higher frequency of the 430 cm ! band (to near 530 cm™' at GPa)
and a frequency decrease in the 1060 cn™! band (1052 co™! at 8 GPa). These
effects on the Raman spectrum were reversible up to 8 GPa, consistent with
the small changes observed by Walrafen and Krishnan'® on their qrtenched

/] "

) 266 403 8t 8nd 1000 123
Roman shift (cm- 1D

Fig. 1. Raman spectra (VV polarization) of (a) normal and (b) densified
glass from ref. 16.
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sample, and suggested that no bond breaking took place. At 16.1 GPa and
above, the spectra changed irreversibly, with obvious enhancement of the
606 cm™! D, band, and perhaps also the D, band. This is consistent with the
occurence of bond breaking, and reformation of a higher concentration of
small siloxane rings in the high pressure glass. These observations are
similar to those of McMillan and co-workers!? at lower pressure (3.95 GPa),
but high temperature.

The above experiments suggest that two densification mechanisms
operate in vitreous Si0,. The first involves no bond bregking, but is
simply a re-arrangement of the structure to fill available space more
efficiently, probably via cooperative rotations about Si-0 bonds. The
second involves a change in network connectivity, with smaller average
5i0Si angles and smaller rings of Si0, tetrahedra favoured at high
pressure. There is a kinetic barrier to Si-0 bond breaking, which may be
overcome on a laboratory time scale by application of several hundred
degrees Celsius at lower pressure (4 GPa), or static pressures of above
9 GPa at room temperature. The work of Hemley and co-workers!® suggests a
possible third mechanism operating at very high static pressures, above
25 GPa. Their spectra began to broaden and lose Raman scattered intensity
at these pressures, which could be associated with the onset of
coordination disorder in the local environment around silicon, analogous to
changes observed in the spectra of glasses along the 8i0,- A1203 joinl!?%.

We have recently used Raman spectroscopy to study a suite of natural
quartz samples, artificially shocked to peak pressures of near 30 GPa??.
Below 15 GPa peak shock pressure, there is no change in the quartz
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Fig. 2. Effects of 298 kbar shock pressure on quartz2?®. The peak at 610 and
the shoulder near 500 cm ! are due to high density diaplectic
glass.
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spectrum, but above this pressure, the spectra change abruptly (fig.2). All
peaks shift in a direction opposite to that observed for quartz under
hydrostatic pressure?!l, suggasting that the quartz in the shocked samples
is under tensile stress. At the same time, a set of weak broad bands appear
in the spectrum of the shocked quartz. These correspond to the spectrum of
a densified Si0, glass, with enhanced intensity of the 600 cm™!? D, band. We
suggest that the effect of the shock wave, above 15 GPa peak pressure, has
been to vitrify some of the quartz to form a high density glass with a
large concentration of three-membered siloxane rings. On release of the
shock pressure, the crystalline part of the sample has attempted to relax
to its room pressure volume, but has been constrained by the presence of
the permanently densified glass, resulting in tensile stress on the
crystal. We are currently analyzing these data’® to gain a better
understanding of the shock process. It is possible that this analysis may
also be applicable to the spectra of quartz subjected to intense doses of

neutron radiation??.

THE EFFECT OF WATER AND CHEMICAL VAPOUR DEPOSITION

The spectrum of vitreous SiO2 containing several hundred to several

thousand ppm OH is well known. There is a weak polarized band near 970 cm!
due to the Si-OH stretching vibration of silanol groups, and an asymmetric
band with peak maximum near 3690 cm! due to the 0-H stretch’- ¢, Walrafen
and Samanta?3 have deconvoluted the O-H stretching region into four
component bands associated with four distinct types of OH site. However,
McMillan and Remmele® concluded that there was no evidence for unresolved
component bands, and that the asymmetry in the 3970 cm™! band was due to a
continuous range in hydrogen-bonded environments.
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Fig. 3. (a) Raman spectra of Si0, glass with 1200 ppm H,0 (Suprasil :

bottom) and 6 weight per cent H,0 (top)®. (b) Raman spectra of 810,
film prepared by chemical wvapour deposition at 523 K. Bottom :
as-deposited ; top : annealed at 1173 K25,
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McMillan and Remmele® and Mysen and co-workers?® have studied the

Raman spectra of hydrous Si0O, glasses quenched from melts with higher water
contents, up to 10 weight per cent H,0 (fig. 3a). The 970 cm! band
increases with increasing water content, while bands due to molecular H,0
dissolved in the glass appear at 1630 cm ! (HOH bending) and in the O-H
stretching region. The principal maximum in the O-H stretching region moves
to lower wavenumber (3670 cm™!), suggesting increased hydrogen bonding in
the silanol groups. The 606 cm ! D, peek decreases in intensity with water
content, suggesting that three-membered rings are preferentially attacked
during the water dissolution process. Finally, a new peak appears in the
0-H stretching region at 3598 cm™!, which has not yet been assigned. This
peak 1is narrow and highly polarized, suggesting an O-H species involved in
little or no hydrogen bonding.

Huffman and McMillan?® have investigated the Raman spectra of 510,
glasses prepared via chemical vapour deposition from SiH, -0, gas mixtures
at 500-700 K. There were considerable changes in the spectra before
(as-deposited) and after annealing at 900 K (fig. 3b). The spectra of the
as-deposited samples contained bands due to unreacted Si~H groups and 0-H
species 1in the glass, which disappeared on annealing. A peak at 970 cm-!
was present, associated with SiOH species. A second peak was present at
885 cm™! in the as-deposited samples which has not yet been assigned. This
has only been observed in amorphous Si0, prepared under certain special
conditions?® It is possible that this peak might correspond to silanol
groups with two OH groups per silicon, =Si(0H)2. This hypothesis has yet to
be tested.

The Raman bands due to the SiO2 framework in the CVD samples also
showed considerable changes on annealing. The major band appeared near
470 cm ! and was considerasbly narrower than the 430 cm™! band of bulk 5i0, .
This was consistent with a narrower distribution of Si0Si angles about a
smaller mean value in the as-deposited sample. The annealed sample had a
spectrum identical with bulk vitreous silica. The 490 and 606 cm ! defect
bands were greatly enhanced in the as-deposited sample relative to bulk
5i0,, suggesting either a high concentration of small siloxane rings in the
reaction gas phase, or that these units are stabilized at the growing SiO,
surface. These features also returned to their "normal" relative
intensities on annealing?®.

VIBRATIONAL CALCULATIONS ON VITREOUS SIO,

There have been a large nuiber of calculations designed to model the
vibrational behaviour of amorphous Si0, 2-9. Most of these calculations
have assumed a local central or valence force field with a small number of
Si-0 bond stretching and 0Si0 or Si0OSi angle bending terms. Although such
calculations can be instructive, the force constants are empirically
chosen, and while a given force field may successfully reproduce the
observed vibrational spectrum, the calculated atomic displacements are not
necessarily realistic?’ . We have begun a series of ab initio molecular
orbital calculations in order to obtain non-empirical force fields for
silicate wmolecules, which may be applied to vibrational calculations of
condensed phases 28 These calculations have revealed a number of
interesting points. The ab initio calculations give wvalues of around
600 Nm~! for Si-0 stretching, 40-50 Nm"! for 0SiO bending, and 17 Nm"! for
Si0Si bending force constants. These values are similar to those commonly
assumed in empirical calculations on silicates, hence vibrations with a
large component of these terms alone should be quite reliably modelled.
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However, we have also found large terms, on the order of 10-30 Nm~! in
absolute magnitude, for stretch-stretch, stretch-bend and bend-bend
interaction terms. These terms are commonly ignored in empirical
calculations, and will affect the form of the calculated normal modes. Our
calculations have also revealed a number of interesting dynamic phenomena
which may be important for vitreous $i0,28 29, One low frequency torsional
mode of the molecule H,Si0, corresponds to a concerted partial rotation of
hydrogens about their Si-0O bond axes. This mode is strongly coupled to the
0Si0 angle bending, and as the hydrogens rotate, the 0Si0 angle varies from
102° and 116°. This suggests that the Si0, groups in silicate structures
are not rigid as commonly assumed, but that their 0SiO angles are easily
deformed, within limits of around 102 to 116°. Buchenau and co-workers3®
have recently suggested the existence of coupled torsional motions of
adjacent 5i0, tetrahedra to rationalize low frequency excitations observed
in vitreous Si0,. Our work suggests that these torsions should also be
accompanied by large amplitude 0SiO bending modes of the Si0, tetrahedra.
These experimental and theoretical observations are important for
understanding the dynamics of vitreous silica, and may shed light on the
nature of displacive phase transitions in crystalline polymorphs of SiOz.
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RAMAN SPECTRA OF SiO, FIBERS AT HIGH TENSILE STRAIN
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ABSTRACT

Raman spectra were obtained for Si02 fibers of 125 um diameter at
tensile strains ranging form O to 3.5. %. The spectrum only for the main
peak at 440 cm™! decreased its height with increase in the tensile strain.
All the Raman spectra observed were decomposed into their Gaussian
components, which are then assigned to normal vibration modes of either
5i0, or Si,0 molecules. It is concluded that the stress-induced change in
the Raman spectrum near 440 cm”! is principally due to a change in the
tetrahedral angle of the Si0, molecules constituting silica networks and
not to either a Si-O0 bond stretching or a Si-0-Si bond angle brcidening.

INTRODUCTION

In the Raman spectrum of S5i0, glass, there are a main, relatively

broad, peak at U440 cm! and two lower but sharper peaks near 490 and
604 cm~!. The latter two peaks are reduced by annealing and susceptible to
neutron irradiation of Si0, glass!.

Using high-strength optical fibers, Walrafen et al.? have studied a
tensile stress effect on Raman peaks of SiO, glass. They found that the

peak height at 490 cm™! surpassed that at 440 cm ! by applying a tensile
stress of 2.8 Gpa to a fiber and that the peak intensity at 440 cm™! was
not affected by tensilc stress. However, according to Hibino and al.3 who
carried out a similar experiment, it is the intensity at 440 cm™' that
decreases with increasing stress, and the peaks at 490 and 604 cm™! are
practically unchanged with applied tensile stress, This 1is obviously
contrary to the conclusion of Walrafen et al.. In this study, by
deconvoluting the Raman peaks into Gaussian components, we suggest that the
stress induced change at 480 cm™! is caused by the distorsion of the SiO;
tetrahedron.
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EXPERIMENTAL

The samples used were synthetic silica fibers of 125 pm diameter and
coated with silicone-resin. They were fabricated by the VAD (vapor-phase
axial deposition) method. Figure 1 shows an experimental set up. A terminal
portion of the fiber, where the silicone-resin was removed, was cemented to
the calipers of a micrometer with an adhesive (Aron Alpha). The fiber was
strained only between the calipers with a distance of 16.5. mm. A 514.5. nm
argon ion laser beam (NEC) with a 0.85 W output was focused to another end
of the fiber. The scattered laser light emanating frome the strained fiber
portion was partly introduced into a double monochrometer (JASCO CT-1000D)
and led to a photomultiplier. The light intensity, measured with a photon
counter (HAMAMATSU), was recorded as a function of wave number.

Laser Fiber
LN
Lens Spectrometer

Hoo ]

Micrometer

Fig 1. Experimental set up

RESULTS AND DISCUSSION

Figure 2 shows the Raman spectra obtained from the Si0O, glass at
0 % and 3.5. % tensile strain. The dominant peak at 440 cm"' is seen to be
lower at 3.5. % than at O % strain. Figure 3 illustrates the results of a
deconvolution of these spectra into Gaussain components : they are assigned
to normal vibrational modes of either Si0, or Si,0. Hereafter we will
principally discuss the change in the V4 mode spectrum due to tensile
stress in connection with the glass network structure.

M —— 02, strain
----3.5 2 strain

INTENSITY (a.u))

—t 1 n
300 500 300
RAMAN SHIFT (em™

Fig. 2. Raman spectra for a SiOz fiber at O and 3.5 % tensile strains.

72




o

V1{A1) V2(E) V3(F2) V4(F2)

@®:Si
O 0

Fig. 3. Normal vibration modes of a tetrahedral molecule.

We can presume that the stress-induced change in bond length must be
negligible in comparison with that in bond angles in a stress range such as
used in this study, since the force constants for bond~stretching are wmuch
greater than those for bond-bending. In other words, stress-induced change
in Si-0-Si bond angle 8 and 0-Si-0 bond angle ¢ must play a significant
role 1in the present analysis of Raman spectrum. 'n a previous study,
however, no tensile stress effects were observed regarding Si-0-Si triangle
modes’. This indicates that the average of 0 is scarcely affected by
tensile stress, though 6 for each triangle in the glass network may
increase or decrease depending on the direction of the Si-Si bond of the
triangle concerned, e.g., on whether the direction is parallel or
orthogonal to stress axis.

at no stress

at stress
¢oé E%

x

8
¥, = 109.5°

a>e,>f  uniaxial
stress

Fig. 4. Schematic illustration for the distortion of a tetrahedral molecule
under uniaxial stress

On the other hand, the distortion of a Si0, tetrahedron shown in fig.h
must be induced by the uniaxial stress no matter what direction the
tetrahedron has (i.e. & tretrahedron has no direction for the sake of its
symmetry). We defined the 0-Si-0 bond angles o and B in the manner shown in
fig.4., and calculated the stress dependence of each normal mode fregquency
of the Si0, tetrahedron on . The results are shown in fig.5, where the
dashed line indicates the value at no stress (=109.5°). The tetrahedron
has four normal normal modes, i.e., a non-degenerate V1 (808 em '), a
doubly degenerate V2 (250 cm'!) and two triply degenerate V3 (1065 cm™ '),
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vih (455 cm™!) modes. One can see in fig.5 that two triply degenerate modes
(V3 and V4) become clearly decoupled into a non-degenerate and a doubly
degenerate mode with an increase in the deviation of @ from 109.5. Hence,
it seems very plausible that, as illustrated in fig.6, the tensile stress
will cause shifts in the two decoupled modes and thus change the shape of
the V4 mode component. Though the same change is expected for the V3 mode
(1065 cm™ ') as that in the V4 mode, such change could not be observed in

the present study, probably because of the very low intensity at 1065 cm™'
equivalent to that of background noise.
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we  conclude that, under 3.5, % strain, stress-induced offectrs on the
paman spectra of  Si0 glass network manifest themselves by way  of th
distertion of tntr‘nh(\drnn':, and not by way of the bond-to-bond elongatic:
oo of the bond  breaking.  This  should be the  reason why the elastic
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hysteresis of $i0, glass under 3.5. % strain® was not observed so clearly

as that for soda glass fibers under 13 4% strain®. In the glass network,
applied tensile stress is considered to induce such change successively
with an increase in tensile stress as follows : first the distortion of
tetrahedrons, second the elongation of bond lengths and finally bond
breakings. A similar study using much higher tensile strain is obviously
needed to obtain drastic changes in the Raman spectra, this would be a very

difficult experiment.
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A COMPARISON OF THE STRUCTURE OF a-SiO, PREPARED BY DIFFERENT ROUTES
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ABSTRACT

Three different silica samples, Heraeus Suprasil I, silica prepared
from colloidal silica gel and silica produced by hydrolysis were
investigated using Magic Angle Spinning (MAS) 29Si and 'H NMR. Silica
produced via the two low temperature routes contained a significant number
of Si-OH linkages giving rise to SiO3 (OH) and Si0, (OH), as well as SiO,
tetrahedra. After heating to 950°C for the hydrolysis prepared sample and
1200°C for the sol-gel material most of the OH was removed and the silicon
environment becomes similar to that in melt formed material.

INTRODUCTION

It is well known that vitreous silica is composed of ([SiO,]
tetrahedra linked by shared oxygens with the randomness of the structure
coming from variations in the intertetrahedral angle [Si-0-Si] . The
distribution of these bond angles 1is a way of describing the short range
order present in the glass structure. Neutron and X-ray elastic scattering
experiments can give information about the distribution of {Si-0-Si] bond
angles but a8 number of assumptions and many steps are required to deduce
the bond angle distribution from the raw data. We have recently
demonstrated how it 1is possible to derive a [Si-0-Si] bond angle
distribution from the 2°Si MAS NMR lineshape of vitreous $i0,'-<. The *’Si
MAS NMR lineshape can thus be used as a measure of the local silicon
environment in silica prepared by different routes and at various stages of
preparation along those routes.

Silicas which are prepared by gel or hydrolysis routes will contain
water or OH groups in amounts which depend on the stage of preparation
until the sample temperature is raised to about 1000°C. The presence of
protons in the material allows the technigue of cross-polacrisation' to be
used. This method involves the transfer of proton magnetisation to - 'Si
nuclei by applying rotating magnetic fields to both protons and silicons in
the sample and arranging for the amplitudes of these fields to be such that
a transition in the proton spin system is isoenergetic with a transition in
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the silicon spin system, This condition brings the two spin systems, which
are effectively "hot" (29Si) and "cold” (!H) into thermodynamic contact
and order (polarisation) 1is transferred as they evolve towards a common
spin termperature“. Those silicons which are closer to protons i.e. those
in 8103(0H) and Si0, (OH), tetrahedra will be cross-polarised more rapidly
and so if the contact time (duration of the two rotating magnetic fields)
is short those peaks will be enhanced in the 29Si spectrum. This factor
enables the positions and widths of the 8103(0H) and Si0, (OH), resonances
to be determined with greater accuracy than in the more usual single pulse
experiment. However, the cross-polarisation spectrum is not quantitative
and quantitative information about the relative amounts of each tetrahedral
type is found from the single pulse data where the widths and positions of
each component line are determined from the cross-polarisation spectrum.

EXPERIMENTAL

The NMR measurements were carried out using a Bruker MSL 360
spectrometer operating at 71.5 MHz for ?9Si. Magic angle spinning at speeds
from 3kHz to UkHz was wused together with small angle pulses (7/9) and
relaxation delays of 60 s to obtain the single pulse NMR spectra.
Cross-polarisation {['H-29Si] spectra were acquired with a rotating field
strength of 50 kHz, contact times from 0.6ms to 20ms and relaxation delays
of 5s. In samples where more than one silicon environment was present the
relaxation delay in the single pulse experiment was increased to confirm
there was no saturation of one resonance relative to another.

Three forms of silica were examined, one produced commercially
(Heraeus Suprasil I) and two produced in our laboratory by hydrolysis and
by colloidal sol-gel routes.

The gel route requires four stages of preparation, dispersion of fumed
silica in alcohol, gelation, drying and consolidation. This sol-gel process
is non -aqueocus and results in a higher concentration of silica in the gel
compared with other gel routes, which reduces both the drying time and
shrinkage and drying stresses. The wmaterial was produced by dispersing
25 wt% fumed silica (BDH Ltd.) in butanol. Gelation for 4 days was followed
by drying at 60°C for 4 days, 120°C for 17 days and finally consolidation
at 600°C, 900°C and 1200°C for 1 hour.

The material produced by hydrolysis required the dropwise addition of
H,0 to a solution of silicon tetrachloride in ether at 0°C whilst stirring
in a nitrogen atmosphere. The solution was then warmed to room temperature
and stirred for 2 hours to remove the ether. The resulting white
precipitate was washed with distilled water and heated to 225/295°C under
vacuum for 24 hours to produce a fine powder. Portions of this sample were
then heated to 600°C/2 hours and 950°C/2 hours. A further portion was
retained for gravimetric analysis.

RESULTS

Cross-polarisation MAS NMR spectra of the hydrolysis and gel formed
silicas at a low temperature stage of preparation are shown in fig. 1. All
spectra show features whiclh indicate the presence of SiQ,, SiOB(OH) and
$i0, (OH}, wunits in the samples. The SiO, unit in anhydrous vitreous silica
gives a peak at -111.5 ppm?-® so the peak at -110.2 ppm is consistent with
a Si0, resonance in the material. The peaks at -91.0 ppm =nd -101.0 ppm can
be compared with shifts obtained for 5i0,(OH), (-90.6 ppm) and 510, (OH)
({-99.8 ppm) wunits in silica gelb. The trend of shifts is also consistent
with that observed in other network modified SiO, glasses where the number

of bridging oxygens bonded to silicon is reduced’. A difference can be seep
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in the hydrolysis formed material between contact times of 5 ms and 10 ms.
The shorter contact time enhances the Si0,(OH), peak relative to both
Si03(OH) and Si0, peaks, whereas the longer contact time allows
cross-polarisation to silicons in tetrahedra which do not contain an OH
group. This is demonstrated by the fact that the $i0, peak is resolved for
the longer contact time. The relative enhancement of the Si0, peak will
increase with contact time provided there is not a significant loss of
proton magnetisation due to spin lattice relaxation in the rotating frame.
The gel formed material appears to show a similar distribution of Si0,,
Si03(OH) and SiOZ(OH)2 units to that observed in the hydrolysis formed
silica when using a contact time of 5 ms for both samples. However, the
single pulse spectrum of the gel formed silica (fig. 2) shows no evidence
of Si0,(OH), and the spectrum can be fitted to two gaussians with the
SiO3(0Hg concentration being 15 %. The MAS NMR spectrum of the hydrolysis
formed silica shows three peaks and these can be fitted using the widths
positions of the gaussians established from a fit to the CP spectrum
(fig. 3). The relative amounts of the tetrahedral types in the hydrolysis
formed silica (56 % Q,. 34 % Q3, 10 % Qz) indicates a distribution which
is in agreement with a statistical model for the distribution of OH in the
sample. As the gel formed silica has a lower OH concentration very few Q,
units are expected.

The two forms of silica were subjected to heat treatment at 900°C
(gel) and 950°C (hydrolysis) and the MAS spectra are shown in fig. 3 along
with the spectra of Suprasil I and the gel formed silica heated to 1200°C.
It 1is evident that the Q3 and Q, type peaks have virtually disappeared in
the hydrolysis material when heated to 950°C. This is supported by the
proton NMR which gives the OH concentration as 0.1 wt¥%, which is similar to
Suprasil I. In contrast although the gel formed silica retains a relatively

0 -20 40 -60 -80 -0 -120 -0 -0 380 -200 0 -20 40 -60 -80 -100 -120 -40 -160 -180 -200
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Fig.l. Cross-polarisation Magic Fig.2. MAS NMR spectra {a) silica
Angle Spinning NMR spectra formed from a gel and heated to
(a) silica formed by hydro- 225°C (b) silica formed by
lysis and heated to 225°C, hydrolysis and heated to 225°C.

10ms contact (b) silica
formed by hydrolysis and
heated to 225°C, Sms
contact (c¢) silica formed
from a gel and heated to
225°C, S5ms contact.
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large concentration of protong as determined by !H NMR which gives two
peaks the 29Si resonance gives no evidence of any SiO3(0H) units.

Further heating to 1200°C is required to reduce the proton
concentration of the gel formed material to the order of Suprasil I
(1200 ppm) which then results in a 29Si NMR lineshape similar to Suprasil.

40 -60 -80 -100 -120 -0 460 -180 -200

0 20
PPM FROM TMS
Fig.3. CP MAS NMR spectrum of hydro- Fig. 4. MAS NMR spectra (a) gel
lysis formed silica heated to formed silica heated to
225°C and a fit to three 1200°C (b) hydrolysis formed
Gaussians. silica heated to 950°C (c)

Heraeus Suprasil I (d) gel
formed silica heated to
900°C.

Thermogravimetric analysis of the hydrolysis formed silica showed
high initial weight loss as surface water was removed at temperatures up to
10°C. Further heating resulted in smaller weight losses until at 950°C the
sample weight remained constant. By assuming the sample was, by this stage,
$i0, only the OH content at lower temperatures could be calculated and this

is shown in fig. 5.
DISCUSSION

In general the protons retained in these silica materials at the later
stage of preparation are, from the NMR spectrum, present as Si-OH. The two
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Fig. 5. Thermogravimetric data giving the average number of OH per silicon
as a function of temperature for the hydrolysis formed silica.

proton peaks observed in the gel heated to 900°C are shifted from the
position in silanol units in agreement with there being no detectable SiO3

(OH) units in the 29Si spectrum. We speculate that these are due to protons
in H,0 which are hydrogen bonded to oxygens either in other H,0 or in
Si-0 <4 For crystalline polymorphs of Si0, and dealuminised zeolites the

2931 NMR chemical shift varies linearly with the secant of the [Si-0-Si}
angle. As shown previously!:? the lineshape is determined by a distribution

of secants, 8-, which are an average of the four indivicual angles, B, of
the tetrahedron assuming that these are statistically independent i.e.

B = (B, +B, + By +B,)/H B = Sec 8, (1)

The bond angle distribution can be calculated from

F(B) = X(B) * X(B) * X(B) * X(B) (2}
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where * denotes convolution

i‘gl (3)

and n(8) = X(B) W

The individual resonances in the CP spectra give an excellent fit to
Gaussian lineshapes (Fig. 3) and X(B) can then be calculated analytically.
For the MAS spectra a Guassian is still a good first approximation to the
linesahpe and the bond angle distributions derived for the Q, resonance in
the hydrolysis formed silica after low and high temperature treatment are
shown in fig. 6 together with the bond angle distribution obtained for
Suprasil I. The bond angle distribution of the low temperature hydrolysis
silica is narrower and has fewer large angles th Suprasil I, the mean
position 1is also shifted by ~1°. The narrowness of the distribution would
indicate a more ordered situation. When the hydrolysis formed silica is
heated to 950°C the distribution of bond angles approaches that of Suprasil
I, it being only slightly narrower on the low angle side with the same peak
angle in the distribution. Similarly the Si-0-Si bond angle distribution in
the gel formed material after heat treatment at 1200°C approaches that of
Suprasil I.

Thus it would appear that samples of Si0,prepared by these different
routes converge on a single structure if heated to sufficiently high
temperatures but below the softening points of the materials. For the
hydrolysed sample a temperature of 950°C is required and for the gel-formed
sample a temperature in excess of 900°C.
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ABSTRACT

Some results of a 29Si NMR study of neutron-irradiated crystalline
and vitreous Si02 are reported. The spin-lattice relaxation time is found
to change markedly with increasing neutron dose. Pronounced changes are
also observed in the shape and position of the magic-angle spinning NMR
lineshape. The shift in peak position for the metamict state is associated
with a decrease in oxygen bond angle, and this is related to the
densificaction of the glass observed upon neutron irradiation.

INTRODUCTION

Silica is an extremely interesting material in view of the large
number of crystalline polymorphs which exist and the fact it is often
regarded as being the architypal glass-forming material. One of the more
intriguing aspects is the behaviour of both crystalline (c-) and amorphous
(a-) $Si0, wupon irradiation, particularly by high-energy neutrons. Many
properties change with such irradiation, although perhaps the most
spectacular is the amorphisation and concomitant density decrease of the
c-phase (gquartz) and the increase in density of the a-form ; above a
certain neutron dose (~ 2 x 102% cm~?) a common metamict state is reached!.
The structural nature of this metamict phase is not known, and its
elucidation is the ultimate aim of this work. However, the facility of such
neutron-induced structural changes must be related to the relative
adaptability of a network of corner-sharing Si0, tetrahedra, as evidenced
by the existence of a plethora of different c¢- polymorphs. In addition, it
is very interesting to note that a similar (irreversible) densification of
a-5i0, can be induced by the application of high pressure at high

temperatures?.

Various properties of both c- and a-Si0, have been studied as a
function of neutron dose. Many of these (e.g. anomalies in specific heat,
thermal conductivity and ultrasonic attenuation) are believed to be related
to "two-level systems" (TLS), and are present only for "glassy" systems.
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Although unirradiated c-Si0, exhibits no thermal anomalies associated with
TLS states, neutron irradiation induces such anomalies progressively with
dose, even though at intermediate doses the material is mostly crystalline
with small interspersed damage regions3. At the highest neutron doses, the
TLS density in the irradiated crystal is approximately 50 % of that found
in the unirradiated glass3. Conversely, the density of TLS in a-$i0, is
observed to decrease with neutron irradiation ; for a dose of 2-5 x 10'°
cm”? the TLS density of the irradiated sample is approximately 70 % of that
of the unirradiated glass’. Considering the uncertainties associated with
the extraction of the TLS density and of comparing doses, this is
additional evidence that a common metamict amorphous phase is formed from
either the crystalline or the glassy starting material, having very similar
structures and (thermal) properties.

The other type of investigation which has been extensively pursued
for neutron-irradiated Si0, is of point defects in such materials as
studied by ESR. An extensive review of ESR studies of intrinsic (and
extrinsic) paramagnetic defects in c-SiO2 has been given by Weil® ; similar
reviews for the case of a-5i0, have been given by Griscom® 7. The intrinsic
paramagnetic defects can be separated into two categories : those which are
Si-related and those which are O-related centers. Unirradiated pure c¢- or
a-5i0, are essentially diamagnetic, with no paramagnetic centers being
cbservable by ESR. However, electronic excitation by UV of a-5i0, & or
Y-radiation of ¢-8i0, > or of a-Si0, 6.7 causes the production of
paramagnetic centers from diamagnetic precursors. For the case of both c-
and a-5i0,, E' centers are formed, and for a-Si0,, in addition oxygen-hole
centers {(OHC's) associated with both single non-bridging oxygen (NBO) and
superoxide (peroxide) radicals are produced ®. On the other hand, fast
neutron irradiation of both ¢~ and a-5i0, gives rise to paramagnetic defect
centers (in the absence of subsequent further electronic excitation). In
c—SiOz, the magnetic susceptibility measurements 9 indicate that the
unpaired -~pin density increases steadily with neutron dose {at the rate of
3.7 per incident neutron) reaching a maximum of = 4 x 10'9 cm °, beyond
which N_ decreases and eventually saturates at = 2 x 10'9 cm? for doses in
excess of 2 x 10 2% cm ¢, Comparable data appear not to be available for
a~-5i0, ; however, it is reported! that the spin density eventually reaches
the same saturation value with neutron dose for both a- and ¢-5i0, starting
materials, again indicative of a common metamict state at the highest
doses.

In view of the limited amount of structural information available,
particularly for the metamict state, it was decided to employ the
relatively new technique of magic-angle spinning (MAS) NMR to the problem.
In addition to being a chemically-specific probe sensitive to the local
atomic structure around a given nucleus, it has recently been demonstrated
that 29Si NMR of a-8i0, can yield quantitative information about the
Si-0-Si bond-angle distribution (P(8,)) by analysis of the NMR
lineshape'®-!'!, utilizing a correlation between NMR chemical shift and sec
9, established for a variety of ¢-5i0, polymorphs '2 . Thus, the one
structural parameter, namely P(0,), which is known from diffraction
studies '3 to change the most with neutron irradiation can be monitored
directly by NMR without the uncertainties associated with extraction of
P(SO) from X-ray diffraction data. In addition, the effect of varying
concentrations of paramagnetic centers on nuclear relaxation can be studied
for a given sample without the incorporation of foreign paramagnetic
species.
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EXPERIMENTAL

Samples of ultra-pure c¢- and a-Si0, were used. The quartz single
crystals, supplied by S.T.C. Ltd, have very low concentrations of OH and Al
impurities ; the a-5i0, used was Spectrosil WF supplied by TSL Ltd, which
also has a very low OH content. The samples were irradiated in the core of
the Herald reactor at AWRE, Aldermaston with fast neutron (E > 1 MeV) doses
varying between 2 x 10'7 and 2 x 10%?° neutrons cm2, and in Al cans such
that the samples were not in contact with the cooling water. As a result,
the temperature rise of the samples during irradiation was estimated to be
not more than, ~ 200°C.

The NMR experiments were performed using a Bruker MSL 400
spectrometer operating at 79.5 MHz ; MAS experiments were performed in an
Andrew~Beams probe with a spinner rotating at =~ 2 kHz. The spin-lattice
relaxation time (Tl) measurements were made using the progressive saturation
method!* following a 6us /2 pulse on both spinning and static samples.
Accurate NMR lineshapes were obtained using /4 pulses separated by delay
times equal to 2T,.

RESULTS AND DISCUSSION

Some preliminary results from our NMR investigations on
neutron-irradiated SiOz are given below,

Spin-lattice relaxation

T, values for the unirradiated glass'!

’ ) and crystal are very long
(> 10"s), and as a result it is difficult to obtain quantitative NMR
lineshapes for these materials, especially under MAS conditions where
dipolar mediated contributions are removed from the spin-lattice relaxation
process. However, we have observed that T, (static) for both initially
crystalline and glassy SiO, changes markedly with neutron irradiation,
decreasing and reaching a minimum at a dose of ~ 3 x 10'" cm ~, followed by
a further increase (fig. 1). It 1is very interesting to note that the
paramagnetic spin density (at least for neutron-irradiated c-Si0,) exhibits
the opposite behaviour, peaking at approximately the same dose? - see
figure 1. This behaviour is understandable if an additional spin-lattice
relaxation mechanism is operative in the irradiated crystal or glass which
involves the paramagnetic centers - in this case, it 1s expected that 1 T,
for both c- and a-5i0, plotted versus dose is in qualitative agreement with
the behaviour of N, which, bearing in mind the uncertainties associated
with the estimates for T,, gives some confidence in ascribing the increase
in nuclear relaxation rate to interaction with the paramagnetic point
defects (E' and OHC) produced by neutron irradiation. There is, however,
another possibility which could account for the behaviour of T, - this
involves TLS states'®. It is known that the density of TLS, n, in
irradiated c-SiOZ increases with increasing dose and saturates or shows a
small peak at a dose of ~ 5 x10'? cm"? 3. Thus, since T,”! a n '®, this
mechanism could also account qualitatively for the behaviour of T, for the
crystal. However, the TLS density decreases with increasing dose for
a—SiOzk. and so the behaviour of TI for the irradiated glass cannot be
understood in this way. We conclude, therefore, that paramagnetic
relaxation is the likely mechanism. It should be noted finally that the T,
values for the highest neutron-dose samples of irradiated c- and a-SiO, are
the same, further proof of the similarity of the meatmict states. ’
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NMR LINE SHAPE

The <°Si static lineshape is much narrower in the unirradiated
crystal than in the glass (fig. 2}, indicative of a greater spread in Si
structural environments, i.e. Si-0-Si bond angles, in the latter. On
irradiation, the lineshape of c-SiOJ is invariant in peak position and

width until a dose of ~ 3 x 10'Y em© ; at a dose of ~ 9 x 10'' cm - the
peak shifts by ~ +4ppm and its width increases by a factor of four
(fig. 2). This behaviour with dose is exactly the same as is observed for
the density! and in the Raman spectrum'’ - there is very little change with
dose up to a value of ~ 3 x 10'7 e¢m ¥ with a dramatic change in
structure-related property thereafter. On the other hand, the (static) NMR
pcak position and width appears to change continuously with dose for
a-3iG. {Tig. 2}, the position shifting to less negative values of chemical
shift and the width increasing. At the highest doses, the NMR spectra of
irradiated c- and a-5i0, are identical (fig. 3) : this is very strong
evidence that a common metamict material is indeed formed.

The  MASNMR lineshapes can be deconvoluted to give P(8,)

distributions!! using an empirical linear relationship between chemical

shift and sec B, 12 The results are shown in fig. b. P(8,) for the glass

peaks at 6, = 143° 'Y in agreement with that obtained from X-ray
diffraction data'®. The curves for the samples of c- and a-5i0, irradiated
with the highest doses overlay, indicating an identical structural
environment for Si in each case, and the maximum in the distribution is
shifted to 134°. It is interesting to note that a sample of Suprasil I
a-5i0,, densified by being subjected to a pressure of 50 kbar at 600°C, has

recently been shown to have a P(8,) distribution peaking at 138°1° . [t is
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apparent, therefore, that densification of the a-Si0, structure, by

whatever wmeans, is accompanied/caused by a shift in the oxygen bond-angle
distribution to smaller angles.

We may speculate as to the cause of the neutron-irradiation
(pressure) induced reduction in oxygen bond angle in SiO,. It is probably
associated with a reconstructive transformation resulting in the formation
of smaller rings than are found on average in either a-SiO2 or quartz. It
is probably significant that the average oxygen bond angle for three-fold
rings 1is 130.5° for planar rings °° , and ~ 120° for puckered rings as
obtained from Monte Carlo studies®!, and we propose, on the basis of the
available evidence, that the proportion of 3-rings therefore increases with
neutron irradiation. This interpretation is supported by Raman studies!’ on
neutron-irradiated a-5i0,, where the intregrated intensity of the "defect”

band at 608 cm’! increases by a factor of seven with respect to the
unirradiated glass for a dose of 2 x 10°? cm™?. The significance of this
fact 1is that the 608 cm~' band has been ascribed to breathing motions of

the O-atoms in planar 3-fold rings?®, and therefore the increase in Raman
intensity of this band with increasing neutron dose is naturally
understandable if the concentration of such rings increases with dose, as
suggested by the MASNMR results.

However, there is another factor which could have an effect on the
NMR lineshape which we are not able to dismiss at this stage. The presence
of paramagnetic point defrcts in the irradiated glass and crystal have a
marked effect on T, (see fig. 1), but they must also have a concomitant

effect on the NMR lineshape. NMR-active nuclei (e.g. “’Si) near such
paramagnetic centers will experience a strong additional magnetic field and
hence chemical shift - as a result, the line for such centers will be

broadened so much as to be unobservable. Such an effect has been observed--
in a similar system, a-35i0, where again a high concentration of
paramagnetic centers exists. The problem is that it is not known exactly
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how the NMR 1lineshape will be changed relative to that of diamagnetic
a-Si0, in the absence of knowledge of the "wipe-out" radius and of the
precise location of paramagnetic point defects in the structure (with
respect to certain sized rings, for example). Although in these preliminary
studies this problem has not been addressed, nevertheless inspection of
fig. 4 shows that with neutron irradiation the NMR lineshape appears to
move bodily to less negative values of chemical shift ; therefore, .he
increased contribution to the 1line shape for less negative values of
chemical shift cannot arise from a paramagnetic effect, although at this
stage we cannot rule out the possibility that this is the cause of the
diminution in intensity on the other side of the peak, at more negative
values of chemical shift, nor that there is a paramagnetic-induced bodily
shift in the resonance.

CONCLUSIONS

We have investigated for the first time by NMR the structural
changes 1in crystalline (quartz) and amorphous Si0. caused by fast neutron
irradiation. The spin-lattice relaxation time is found to change
dramatically upon neutron irradiation. This behaviour is ascribed to
relaxation caused by paramagnetic defects created on irradiation. The
magic-angle spinning NMR lineshape of both crystal and glass is found to
shift to more positive values of chemical shit't with irradiation ; the
spectra of boti. for the highest neutron doses are identical, however. The
peak in the oxygen bond-angle distribution of this common metamict state is
~ 134, compared with the value of ~ 143" for unirradiated vitreous SiO,
and 143.6° for quartz.
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ELECTRONIC STRUCTURE OF DEFECTS IN AMORPHOUS SiO,

J. Robertson

Central Electricity Research Laboratories
Leatherhead, KT22 7SE
United Kingdom

The electronic structure, local bonding and reactions of the principal
intrinsic point defects and some impurities (HZO, H, B, N, Ga, Ge, P, As)
in amorphous silicon dioxide are reviewed.

INTRODUCTION

This review describes the electronic structures of various defects
in amorphous (a-}Si0, and relates them to the experimental properties of
bulk fused silica and thermally grown oxide films. Firstly, it is necessary
to define a defect and then to review briefly the electronic structure of
bulk Si0,. The structure of a-Si0, can be idealised as a topologically
disordered lattice containing only Si-0O bonds in which all Si sites are
four-fold coordinated and al. oxygen sites are two-fold coordinated. We
define an intrinsic point defect as a site of different coordination or a
like-atom bond. Generally, such defects will introduce states into the band
gap. This definition excludes the low order rings of bonds discussed by
Galeener '. These rings introduce sharp Raman features (eg. at 606 cm'!)
which have been erroneously attributed to coordination defects in the past.

Fig. 1 shows the density of states (DOS) for crystalline Si0_
(quartz). The DOS of a-5i0, is very similar because it is controlled by the
short-range order which 1is wunchanged. The valence band below O eV is
largely oxygen-like and its features are most easily understood in terms of
the single Si-0-Si wunit (fig. 1b)?-3. The oxygen's p states split into a
nonbonding pw orbital, a weakly bonding p _ orbital, and a strongly bonding
Py, orbital. The nonbonding and weakly bonding states intermix and form the
upper valence peak, from O to -4 eV. The strongly bonding states form the
broad feature from -5 to =13 eV. The conduction band minimum of $i0,is

surprisingly unaffected by disorder’:% ; electrons have high mobility in
a-SiO2 and no mobility edge has been detected. In contrast, holes have a
6

high effective mass being T-like and form polarons®. However electron spin
resonance (ESR) has been unable to detect stationary polarons’. The optical
gap of 9 eV is dipole-f‘orbidden8 due to the phase relationships of the w
states in the highest valence bands which prevent dipole transitions to Si
3s states. The forbidenes remains in a-5i0 , as it only depends on the
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tetrahedral coordination of S$i®. Transitions from deeper oxygen T states
are allowed above =12 eV. The first large peak in the optical spectrum at
10.5 eV is the allowed exciton. Its binding energy is = 1.5 e.V. Assuming
similar binding, the minimum gap exciton is at = 7.5 eV.

STRUCTURE OF THE INTRINSIC DEFECTS

What type of defects do we expect in a-5i0,? It is covalent and its
network is flexible. We expect the valence electrons, even at defects, to
be spin~paired in bonds. We therefore expect the defects to be the
like-atom bonds, Si-Si and 0~-0, and also the diamagnetic configurations of
the broken (dangling) bond. This scheme is largely born out by experiment,
but not without some complications.

ESR has identified three types of centres in irradiated a-Si0, : the

nonbridging oxygen, the peroxyl radical and the E' centre (fig. 2)}%. The
nonbridging oxygen is an unpaired electron localized in a pw orbital of a
wonovalent oxygen, close to a proton. The peroxyl radical is an unpaired
electron localized over two oxygens, one of which is bonded to a Si. Their
diamagnetic precursors are believed to the hydroxyl group, -OH, and the
peroxide bridge -0-0~, respectively. The oxygen dangling bond is therefore
generally present in its hydrated form, -OH. The E' centre is an unpaired
electron localized in a single Si sp? orbital. It is closely related to the
E; centre in quartz, the positively charged oxygen vacancy vo. There, the
unpaired electron localizes on one of the two Si dangling bonds because of
a "pseudo-Jahn-Teller distortion” ; the second Si relaxes away from the
vacancy region towards planarity, ard is now in the stable geometry for a
3-electron atom (cf. planar boron)!°. The diamagnetic precursor of V! is

the neutrul vacancy V. Noting that the centre now has two electrons, and

that the Si0, network is very flexible, O0'Reilly and Robertsont! !¢
proposed that the two Si sites would draw together to form essentially a
full Si-Si btond. Total energy calculations verified that this indeed occurs
13.14 " Thuys Ve and Si-Si are synonymous in Si0,. Returning to a-Si0,,
Griscom distinguished four variants of E' centre, one of which Eg' has
axial symmetry and presumably involves an isolated trivalent Si precursorq.
However, one problem is that the photo-induced defects of virgin silica,
which presumably should be more "intrinsic" than those of irradiated
silica, have not been fully identified'®.

(2]
by
2
w
5
o
7]
: /\/\/\\
o
-20 -10 0 10 Si

Energy (eV) z

Fig. 1.(a) Density of states $i0,, (b) bonding in a Si-0-Si unit.
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This discussion has confirmed that generally the defects of a-~Si0, are
those expected in a random network. However, a-5i0, is also a chalcogenide
and so we mwmight also expect a second class of defect, the valence
alternation pairs (VAP)11'16. These utilise the oxygen pwm electrons to form
trivalent oxygen sites. Consider breaking a Si-0 bond. This creates either
81 01, Si'—O; or Si;-OI according to the sense of charge transfer. Here,
the subscript denotes coordination and the superscript denotes the site's
formal charge in the covalent limit. We see that for the positive centers
the dangling bond orbital is empty. It is therefore able to form a dative
bond with a nearby bulk oxygen site ;

Si3

; (1)

+ 0, »5i, + 03
giving a trivalent oxygen surrounded by three silicons. The extra bond
stabilizes the products. The dangling orbital is partially filled for the
neutral site, so that this centre cannot form the dative bond. Thus adding

an electron to 05 induces a Si-0 bond to rupture, regaining the Si; site

0y + Si, =0, + Si, (2)

THE ELECTRONIC LEVELS OF THE INTRINSIC DEFECTS

The electronic structures of these centres havec ccen calculated by two
semi-empirical methods, tight-binding!! and MINDQ/3!3:'".'7.1% . the latter
also gives total energies. Figure 3 summarises the calr'-u~ ed positions of
gap states of various centres, according to tight- binding!!:2°, All the gap
states are strongly localized on the defect site or its nearest neighbour
(80-90 ¥ in most cases). The single Si dangling bond is calculated to
introduce a state just above midgap. This level is half-filled when
neutral, and can therefore trap both electrons and holes. The exact level
position depends on its occupancy and the Si bond angle.

The Si-Si bond, or relaxed neutral oxygen vacancy, introduces a filled

state of bonding (0) character at about 1 eV above the valence band edge,
E,, and an empty state of antibonding (o*) character at about 1 eV below

hydroxyl —>nonbr1dg1ng oxygen- 33
H
Y Y . v e
; Eq i
— Nt : ‘ ’

[

Fig. 2. The paramagnetic centers of silica and their precursors.
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the conduction band edge, E,, according to tight-binding. MINDO/3 finds a
similar positioning of these levels but with a slightly smaller splitting
of 6.6 eV'* . A much smaller splitting energy of 1.4 eV was calculated by
MINDO by Edwards!?. However, we believe that this result is not relevant as
it corresponds to a triplet excitation rather than an open-shell singlet.
The Si-Si bond is also an amphoteric trap. The o state can trap a hole and
the o* state can trap an electron. Hole trapping produces an interesting
defect reaction. The o state is highly localized and it is now only singly
occupied, i.e. it corresponds to a one-electron bond. Such bonds are
unstable, so the silicons move apart, breaking the bond. Any asymmetry
causes the single electron to localize on one of the two Si dangling bonds,
so we regain the V!, E, centre :

=Si-Si= + e* = =6i° + =Si* (4)

Therefore the Si~Si bond is directly analogous to the oxygen vacancy
in 1its behaviour. Including the effects of relaxation, its thermal +/C
level is found at 3.5 eV!%*. Robertson'? originally suspected that V, might
also break apart. However MINDO/3 finds only a small dilation of the Si-Si
bond and the thermal 0/- level is found at ~ 8 eV, close to its optical
position‘b. A probable reason for this difference is that the Si! site in
V; relaxes outwards towards planarity, helping to break the Si-Si bond,
whereas Si3 in V. prefers to relax pyramidally inwards, opposing the
breaking.

The nonbrindging oxygen has two pTW orbitals, one of which gives a gap
state at ~ 2 eV and contains the hole of the radical (fig. 3). The
superoxide bridge consists of a 0-0 bond. It introduces a filled 0 ™ and
0-0 o state below E, and a filled ™ and an empty o* state above E,. The
superoxide radical has a shorter 0-0 bond length than the bridge. It
introduces three m states, one of which is half-filled and lies in the gap,
and also an empty o* state. The half-filled T level creates a 0/+ level at
3.5 eV according to MINDO!S,

10t
L Ec -_—g —_— —
o —a
E 5!- - _O'.
> L —_—
g f -
AN 80 =T  een’ an
o0 =
S0 T -0
: -9 v
_5_
L + .
L =si =si-siz -0° -0-0- -0-0° 0} O.[(sSi0)

Fig. 3. Gap states associated with various intrinsic centers.

94



e e o A GE——

-t oma —— gl

LR

-—

-

Fig. 3 also shows the gap states of two trivalent oxygen VAP sites. We
consider, first the site surrounded by three silicons, 03. The hypothetical

neutral centre Og is calculated not to have a gap state, essentially
because the three surrounding Si-O bonds act to expel any possible states
from the gap!!. This centre has an s-like conduction band resonance at
~ 10 eV. The 03, in contrast, has a gap state because of its Coulombic

charge. This state is "shallow", bound ~ 1.5 eV below E . Fig. 3 also shows
the 03(Si,0) VAP centre formed by overcoordinating a 0] site'l.

Chemical bonding arguments favour the existence of VAPs in silica,
particularly the 03. Total energy calculations show that Si) sites indeed

overcoordinate to form 0j 14.16  However, such diamagnetic centres cannot
be detected directly. We must look for evidence of VAP-like properties in
the daughter Sig site, formed after electron trapping by reaction (2).
Griscom found no evidence of a hyperfine interaction with a fourth oxygen
site for Si? and so argued against VAPs?!. However, this is not
necessarily definitive. Firstly, the S5i0 , lattice 1is very flexible,

sufficiently so for the Si° site at a Ei centre to move away and not show
much hyperfine interaction. A similar flexibility is possible for O§== Si;.
Secondly, 0; is a logical precursor of the Eé.

Many optical absorption and luminescence bands have been associated
with intrinsic defects in silica, but in general few have been assigned to
specific Jefects, with three exceptions. The 5.8 eV absorption has been
linked to the E' centre, and indeed to a single Si sp? hybrid?, but we find
it difficult to assign it to a particular transition using our local DOS
results!!. The 7.6 eV absorption has been associated with the peroxyl
radical??. However, we note that the 5i-Si bond, or any positively charged
centre with a shallow level and even the indirect exciton may also absorb
at this energy'!. Finally, correlations exist between the 1.8 eV absorption
and luminescence and the nonbridging oxygen radical?3 25, although there
may be other contributors to these bands. The photo-luminescence data®®: 28
cannot yet be fully interpreted.

Defect creation can be classified into three general mechanisms,
dispacement (knock-on) damage, electronic rearrangement and radiolysis. To
effect displacement damage the incident particle must transfer sufficient
momentum to displace an oxygen by breaking two Si-0 bonds or to displace a
Si by breaking four Si-0 bonds. To displace an oxygen, for example, an
electron must have a kinetic energy of 70 keV or over??. Damage by electron
rearrangement implies that carriers are created and trapped separately at
pre-existing traps, sometimes inducing a reaction of that trap. An example
is the creation of E' centres from the Si-Si bond precursor. The
concentration of such centres will saturate when all precursors are
transformed. The third process is radiolysis in which defects are generated
by the nonradiative recombination of electron-hole pairs created optically
or by ionising radiation. It does not saturate until high concentrations
are reached, and it is believed to be the principal result of electron and
light-ion bombardment3?:3!. The generation of transient E' centres by
energetic electron beams is also attracting considerable iuterest and is
believed to occur by radiolysis??:32.33,

HYDROGEN-RELATED CENTRES

Hydrogen and water are ubiquitous impurities in $i0,. The energy
levels of silanol (=SiOH) and hydride (=SiH) groups have been calculated by
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tight-binding (fig. 4). The Si-H interactions were parameterised against
the energy levels of SiH, moleculed’ and a self-energy shift was included

on the Si sp3 hybrid. The O-H interactions were scaled with (bond length)-?
from those of the C-H bond, which in turn were fitted to CH, 3".

The =Si-H group is seen to produce a filled g state just below E and
an empty o state in the gap just below Ec. This group is probably both an
electron and hole trap. Such traps associated with water have probably been

observed3®. Thus, hydrogen is unable to passivate Si dangling bonds in
silica, as it can in Si itself. It is also probable that hole trapping
causes a defect reaction analogous to3:

=SiH + e* -+ =Si* + H° (4)

Analogously, electron trapping will create negative traps. Support for this
is Griscom's suggestion that radiation-induced charge build-up at the
S5i:5i0, interface occurs by the reaction of SiH bonds with radiolytic

atomic hydrogen and an electron injected from the silicon substrate3®

ZSiH + H° + e” - =Si” + H, (5)
Hydride groups are expected in thermally grown silical3?, particularly near
the interface due to the reaction of interstitial H, molecules with SiOSi
bridges. The H, is a byproduct of the oxidation of Si by any ambient water.

Our tight-binding calculations find that O-H bonds only produce states
well away from the gap (fig. 4). This result is similar to that of Bennett
and Roth3%but contrasts with the empirical calculations of Pantelides3? and
the expectations of Griscom??. Our result of a1 absence of gap stutes has
some important implications, so a confirmation is desirable. Firstly,
calculations by the MINDO/3 and CNDQ methods produce similar results and
indeed the use of hydrogen atoms as terminators of surface bonds in defect
cluster calculations 1is further implicit evidence. Secondly, the water
molecule consists of a divalent oxygen and two O-H bonds and so should have
a similar electron structure. Its highest occupied molecular orbital is the
0 pm state, as in Si0,, which should therefore lie at a similar energy with
respect to the vacuum level E, ., i.e. just below E, of SiQ,. H,0 contains
no molecular orbitals below E ., which is ~ 1 eV above E_. It does however
possess Rydberg states below E  , the molecular equivalent of exciton

&

< e

s =SiI0H —

- '

_ ES"H "

- |

7 A

z hiYe

ol .

(o} | / (
[N { T A L
-30 -er -i0 o]

ENERGY (eV)

Fig. 4. Hydrogen site DOS associated with Si-H and O-H bonds.
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levels. Thus, theoretically we do not expect O-H bonds to produce gap
states.

The hydroxyl group is the precursor of the nonbridging oxygen radical.
The expected mechanism is hole trapping :

-OH + e* -+ -0° + H’ (6)

but its details are unclear in the absence of & gap level. Radiolysis
creates the radicals with great efficiency?? %%, We believe that an
excitonic mechanism is now responsible. The exciton binding energy might be
larger locally at an OH bond than in the bulk. The hole is in the O pw
states and weakens the OH bond while the electron will be in a more
delocalized H-centred level

~0H + hv -+ -0° + H° (7)

ELECTRONIC STRUCTURE OF IMPURITIES

Impurity atoms in silica can be classified either as network formers
or network modifiers. Network formers enter the covalent network itself and
can be either purely substitutional (e.g. tetravalent Ge at Si sites) or
they can use the lark of bonding constraints to enter sites of prefered
valence (e.g. trivalent As). Network modifiers are interstitial ions,
requiring compensation. Some elements are amphoteric : Ga can form
substitutional Ga;; sites where it acts trivalently and requires a fourth
electron to form four bonds. These sites can be compensated by Ga®

interstitials where Ga 1is monovalent and its s’ valence electrons remain
bound to the ion.

The electronic structure of network forming impurities has also been
calculated using the tight-binding method. For substitutional impurities,
tk2 positions of any gap states are easily found using the Green's function
method"!. For impurities substituting at the Si sites, the s-like A, states
ar the principal donor traps. Fig. 5 shows that P, forms a level just

below E_ whereas Gey, forms a level near E. LA Experimentally, both sites
trap electrons and both atoms move off-centre’? . For impurities
As SO Go

:

(s

8l 5.z / _
s -
6 4
S S5r 4
2
w 4r B
3+ 4
2+ -
I+ 4
] Al L 1 L I
-40 -30 -20 -10 (0] to 20

Impurity Potential (eV)

Fig. 5. Gap states of substitutional Si-site impurities.
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substituting for oxygen, we conclude that the impurity's nonbonding pm
orbital, of B, symmetry within C, , always forms the highest level. Fig. 6
shows that the 1less electronegative chalogens are expected to form gap
states and that nitrogen forms a state near E,.

The electronic structure of nonsubstitutional centres was calculated
by embedding the impurity in a large molecular cluster and using the
recursion method to calculate the 1local density of states. Tight-binding
two-centre interactions were again scaled as (bond length) 2 when the

Cl SSe
FON B LT
| y

e

o, / .

eV

o
o
3
3]
L]

-C o]
impurity Potentia! (eV)

Fig. 6. Gap states of substitutional O-site impurities.

impurity's bond length differs from that of Si-0. Self-energy shifts were
applied t¢ any impurity hybrid orbitals not bonded to oxygens, as

previously'’.

Halides were studied in their monovalent =SiX configurations. The =SiF
group produces only band states, but the less electronegative halides, even
Cl, introduce filled w-like states in the lower gap. These states can act
as hole traps and indeed Cl-~related hole traps have been observed” .

Twe  =ansubs.itutional configurations of pnictides were studied, the
trivalent =X site and the pentavalent =X=U with a terminal oxygen. Thc
trivalent site gives a gap state due to itz doubly occupied nonbonding
orbital (fig. 7). For P, with bond angles of 100°, this hole trap is
calculated to lie at ~ 3 eV (fig. 8). In contrast, the pentavalent site
does not produce gap states because the terminal oxygen saturates this
nonbonding orbital. It is a general result that when an element exerts its
maximum valence it does not give a gap state. The pentavalent states of the
heavier pnictides As and Sb are less stable and so these olopen*s ar~ more
likely to give traps. Phosphorus is found to produce four paramagnetic
species under irradiation or excitation, denoted P,, P,, P, and TOHC
{phosphorus oxygen hole centre)“”'“s. P, 1is an clectron trapped at
substitutional P.,, but which has moved off-centre’, P, is the phosphorus
analogue of the E' centre and is a hole trapped at the =P site, which is
consistent with fig. 7. Griscom et al."* also correlated some absorption
bands with the ESR centres. However, the transition energies are not
consistent with the energy levels and occupations found by us. Nitrogen can
form two types of site in silica, a planar trivalent site, N¢, similar to

that in SiJNA and a divalent oxygen-like site, N;. Both configurations
produce a N w-like state at ~ Ev. The neutral divalent site is
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paramagnetic, Ng. and has been observed by ESR

Boron can form both trivalent and tetravalent sites in silica. The
tetrahedral, substitutional site is formally B; and has no deep gap states.
However, it is a Coulombic hole trap, with the hole entering the pw orbital
of an adjacent oxygen rather than a B-centred orbital, as in the analogous
Al centre in smoky quartz. The trivalent B site can be planar, in which
case there is no gap state, only an empty p7 orbital well above E
(fig. 9). However, when the site distorts pyramidally, this state now drops
in energy and traps an electron, becoming the boron E' analogue'”

Two types of impurity configuration must still be studied, the
interstitial ions and the Si-metalloid bonds. To first order, interstitial
Na® or Ga® will introduce a state at the energy of its atomic s orbital
below E. . Configurations with Si-metalloid bonds arise when Si and the

va
o i i
. - —_ ]
= r
sl ;
Zoor »
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~ci EP° =P =PO =N° =N°  =B° =g~

Fig. 8. Gap states associated with various impurity configurations ;
monovalent Cl, tetravalent, trivalent and pentavalent P, trivalent
and divalent N, and trivalent B with 120° and 109° bond angles.
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impurity must compete for oxygen, for instance if the impurity is
implanted. Two configurations of P have been observed by diffusion and
photoemission*®?’, and it appears that P and As may even substitute for
oxygen and so produce midgap electron traps. However, the simple P, site is
paramagnetic and it is unlikely that this will survive annealing to 1100 C,
at which most intrinsic defects are removed''. Hence, the precise
configurations are not fully known and require further work such as ESR.
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A TI-BONDED OXYGEN VACANCY CENTER IN SiO,

2
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Koszykowa 75, 00-662 Warsaw, Poland

INTRODUCTION

An oxygen vacancy is one of the most fundamental defects in Si0,. It
influences many physicil properties of silicon dioxide, e.g. charge
trapping. Therefore a detailed knowledge of microscopy and chemical bonding
of this defect 1is essential in understanding the physics of many problems
in SiO,.

In an electron lone-pair material 1like Si0, (non-bonding oxygen
orbital) many types of defects occur by a bonding rearrangement in which
dangling bonds of undercoordinated atoms interact with the lattice by
forming chemical bonds with lone pair electrons on neighbouring atoms. In
this local reconstruction the ™ interactions play an important role and
should not be neglected in describing properties of wmaterial.

A TI-BONDED OXYGEN VACANCY CENTER

Formation Mechanism

It has been shown'-? that the lowest energy state of the neutral
oxygen vacancy is realized in the following two steps.
1. Transfer of one electron from a non-bonding p oxygen orbital (next to
the vacancy) into the opposite Si(1) dangling hybrid, shown in fig. 1.a.
2. Formation of a ™ bond between the remaining oxygen non-bonding p
electron and the nearest Si(2) dangling hybrid, shown in fig. 1.b.

Relaxation and Rehybridization

The presence oi a second electron on the dangling hybrid of Si(l)
atom causes relaxation and rehybridization of this atom. The largest energy
gain needs formation of three p-like hybrids (which form o-type bonds with
the three p orbitals of the surrounding oxygen atoms) and one s-like
dangling hybrid occupied by two spin-paired electrons. For energy minimum
the Si(1) atom relaxes O0.i14 A from its normal site towards the oxygen
vacancy.

Formation of the ™ bond causes also relaxation and rehybridization of the
Si(2) atom. The largest ~nergy gain requires rehybridization from four sp’
hybrids to three sp’ {which form o-type bonds with the three p-orbitals of
the surrounding oxygen atoms) and one p-like dangling hybrid which forms a
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Fig. 1. Formation of a m-bonded oxygen vacancy center.

7 bond with the next non-bonding oxygen p-orbital. Minimum energy is
obtained when the Si(l) relaxes away from the oxygen vacancy to the plane
in which there are three surrounding oxygen atoms.

Formation Energy

The system being considered contains three Si(p) ~ O(p) o bonds, three
Si{sp?) - O(p) o bonds, one Si{p) - O(p) ™ bond and two electrons on the
s-like Si dangling hybrid. Total energy gain can be calculated relative to
the system with the same number of electrons and six Si(sp’) - O(p) bonds,
one extended Si(sp3) - Si(sp3) and two electrons in the non-bonding O(p)
orbital. Calculations can be made within Bond Orbital Approximation of
Tight Binding Method wusing Harrison's matrix elements and Herman-Skillman
atomic potentials'.

Total energy gain in the first step of a m-bonded oxygen vacancy center
formation, as shown in the Fig. 2, one can express

AE

=€ _(Si) - € _(0) + AE\!) + U

(1)
tot P
where AE{!’ is the rehybridization change of the energy of Si(1) bonds

relative to the energy of the sp’? bonded system (with extended sp’-sp’ bond
between Si(1) and Si(2), and U is the repulsive Coulomb energy between

(1
[z,

—_—— e — - »
C

Es(si)
£p(0) ——

Fig. 2. The energy levels for the first step of a T-bonded oxygen vacancy
center formation.
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Fig. 3. The energy levels for the second step of a T-bonded oxygen vacancy
center formation. '

two spin-paired electrons on s-like dangling hybrid of the Si(l) atom.
Total energy gain in the second step of a T-bonded oxygen vacancy center
formation may be expressed (see Fig.3)

AB{Z) = 2B} - £,(Si) - €,(0) + OE(?

where AEéz’ is the rehybridization change of the energy of Si(2) bonds

relative to the energy of sp? bonded system (with electron pairing in the
sp3-sp? extended bond between Si(1) and Si(2),). The gain of the total energy
is equal

AE,,, = AB{,] + AB{Z] =U-3.9ev
The pairing of electrons on Si{l) s~dangling hybrid will be energetically
favourable if U < 3.9 eV. As was estimated by several authors the effective
Hubbard U energy value for sp? Si orbital fulfills this inequality. Thus,
the pairing of electrons on Si s-dangling hybrid is attractive, principaly
due to formation of the T bond.

DISCUSSION

There are three important consequences of including the T interaction
in the oxygen vacancy neighbourhood regarding a charge trapping behaviour.
1. Formation of the electron trap (an acceptor level in the upper half of
the forbidden energy gap) due to W-antibonding state. The oxygen vacancy
centers become negatively charged as the Fermi level is raised towards the
bottom of the conduction band.

2. Formation of the hole trap (a donor level close to the valence band) on
s-like Si dangling hybrid, where the attractive pairing of two electrons
takes place. A hole trapped by neutral oxygen vacancy will recombine with
one of the paired electrons on the s-like orbital of the Si(1l) atom leading
to a positively charged center.

3. Potential of the neutral vacancy center (unfilled traps) in close
proximity has a dipolar character. The positive pole is localized at the
Si(2) - O mw-bonded atoms and the negative pole at the Si(1l) atom, with the
paired electrons on s-like dangling orbitals, as shown in fig.
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Fig. 4. A dipole type trap related to a W-bonded oxygen vacancy center in
the lattice of SiO,.

Thus, the capture cross-sections for electron and hole traps of this type
should have values characteristic for neutral and Coulomb attractive
centers, i.e. from 10-'6-10"'7 cm? to 10°!* cm?. These values should also
show a weak electric field dependence. The negatively charged oxygen
vacancy may capture a second electron on the T-antibonding state. The
capture cross-section for electrons should, in this case, be of order 10-18
~1072° cm?.

CONCLUSION

It is demonstrated that the neutral vacancy center in S5i0, has an
amphoteric character and can act as an electron or hole trap center of a
dipole type.

There is much experimental evidence for the existence of this type of trap
in irradiated and/or ion implanted oxide layers.
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ABSTRACT

Large, asymmetric atomic relaxations are important features of
oxygen-vacancy-related defects in silicon dioxide. To investigate these
defects we have adapted the MINDO/3 and MOPN semiempirical molecular
structure methods. In several cases (the E;, E,, and E, centers) the defect

is paramagnetic and 1its primary characteristic is a single sp’ electron
localized on one Si and oriented towards or away from the O vacancy.
Different atomic relaxations and charge states, along with the presence or
absence of atomic H, distinguish these defects from one another. One
important type of relaxation appears to be the displacement of a Si into a
"back-bonds" interstitial position.

INTRODUCTION

In a series of calculations over the past years! > we have established
the utility and efficiency of the semiempirical molecular structure method®
MINDO/3 and its open-shell version 7 MOPN for treating point defects in
silicon dioxide. After determining certain parameters we have used these
methods in connection with cluster models : a given defect is treated as a
large molecule, with dangling bonds terminated by hydrogens, and the
structure and properties are then calculated for various charge states and
possible atomic relaxations.

Of particular interest has been a class of oxygen-vacancy defects in
S5i0, known generically as E' centers®. The common experimental signature of

all E' centers? is an electron spin resonance (ESR) signal characteristic
of an sp? electron on a single Si atom. E' centers have been detected in
nearly all forms of Si0, including alpha quartz!®:'!, bulk glass. and thin

films!2-1%, While considerable progress has been made in distinguishing the
features of different E' centers in bulk glasses®, the crystalline symmetry
of «a-quartz has made 1t possible to resolve and interpret fine details of
ESR structure to an extent that detailed models could be introduced and
tested. To date, therefore, most of our attention has been paid to such
defects in a-quartz, in particular the E;, E,, and E, centers and their
nonparamagnetic charge states. This work has led not only to detailed
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models but also to the development of considerable insight into the types
of atomic relaxations which can take place, and the subtle interplay
between the symmetry of the unrelaxed defect and the driving forces leading
to relaxation. Such aspects of this recent work are summarized in this
paper.

SINGLE OXYGEN VACANCY

Removal of an oxygen atom from otherwise perfect Xx-quartz leaves a
site of low symmetry (C,) involving two 3-coordinated Si atoms which before

relaxation are 3.06 A apart. As surmised by Robertson!5 and verified by our
calculations ?, the system relaxes in such a way that these two Si move
together, forming a Si-Si bond with an equilibrium separation of ~ 2.5 A,
only slightly larger than the 2.35 A found in crystalline Si. This ground
state 1is a singlet ; there will exist a corresponding triplet state, which
we compute to 1lie 1.5 eV higher in energy before further relaxation, and
0.9 eV higher after relaxation. Atomic relaxation in this lowest triplet
state leaves the Si atoms 3.0 A apart. Because we have had little
experience using MINDO/3 for triplet systems, these results should be
regarded as somewhat preliminary.

There is little evidence for the existence of the neutral O vacancy in
S$i0, ; perhaps the first comes from the tunneling data of Feigl and Zvanut,
reported at this conference. One would expect a weak optical absorption
from the singlet to the unrelaxed triplet, made allowed by spin-orbit
mixing, but no such transition has yet been assigned. One might also expect
a long-lived triplet to singlet luminescence band, although our
calculations suggest that radiationless transitions may instead occur. It
is expected that excited singlet states will also exist, although we do not
know at what energy ; optical transitions from the ground state to some of
the low-lying singlets are expected to be highly allowed.

Removal of an electron from the neutral O vacancy leaves a
paramagnetic, positively charged vacancy. Feigl et al,!® first suggested
that such a defect will wundergo an asymmetric relaxation which will
localize the unpaired spin on one of the two Si, the other Si(+ charged)
moving away from the vacancy into a nearly planar configuration with
respect to its three 0 neighbors. Subsequent detailed molecular orbital
calculations by Yip and Fowler'7 were consistent with this model, but they
were unable to correctly determine which way the system would relax ; they
predicted relaxation along an asymmetric double-well potential-energy
surface, but with the electron localized on the "long-bond" side rather
than on the "short-bond” side, as observed experimentally'!-!8

Recent calculations by Rudra and Fowler® using MOPN and a larger
atomic cluster (Si,0,SicH g) yielded results in better agreement with
experiment, Relaxation occurs in a way which leaves the unpaired spin
localized on the ‘"short-bond" Si. The potential-energy surface involving
the relaxation of the "long-bond" silicon, Si(+), and its neighboring
oxygens 1s extremely flat when Si(+) is nearly planar. This flatness along
with the presence of a nearby "external" 0 in the a-quartz lattice led us
to expand the cluster by adding the external O along with two H
terminators, and allowing Si(+) and its other O neighbors to relax. This
leads to an outward relaxation of Si(+) into a puckered configuration
(fig 1b), whose location is only 2.1. A from the external 0. In the
process Si{+) takes some electron density from the external O, so that in
some sense one has a three-fold coordinated, positively-charged oxygen, one
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of the predicted components of the valence-alternation-pair (VAP) models!?
of defects in Si0,.

There remains the question of the double-well nature of the E; center.
Recent calculations by Edwards et al.2° on a positively-charged
oxygen-vacancy cluster constructed to have C, symmetry before relaxation
have yielded the surprising result that the defect does not relax
asymmetrically unless the two "halves" are initially separated by an
unrealistically large distance. However, a relatively small
symmetry-breaking shift in the positions of the outer cluster atoms leads
to a relaxation similar to that calculated for a-quartz.

In view of this result we have further investigatedz0 the possible
double-well nature of the E{ senter in a-quartz. Even with only the basic
cluster (that is, whithout the "external" oxygen) our MOPN calculations
indicate that there is no second well. This surprising result, along with
the absence of asymmetric relaxation in the C, defect, forces us to the
conclusion that the “symmetry-breaking” electron-lattice interactions are
not as effective as we had expected, and that the inherent asymmetry in
&-quartz, even though apparently slight, is in fact crucial in forcing the
system to relax off center. We have estimated the relevant parameters in a
vibronic model of the E; center ; although numerically different, they
follow earlier ideas of Schirmer?!, who had included the inherent asymmetry
in such a model and had suggested that only one off-centered well exists.

We can speculate on what relevance these recent &-quartz results have
with respect to the E' centers in a-SiOZ. To some extent this depends on
the structural model for the E' center in a glass. At one extreme is what
one might call & "void" model : here it is assumed that some fraction of
the Si are three-coordinated, and that the system is neutral when the Si
has an unpaired spin. The region towards which the spin is oriented is
either perfectly bonded, or far away ; in either case that region is
basically irrelevant.

(@

O — o
1A
OXYGEN SILICON HYDROGEN

Fig. 1. (a) Fragment of perfect alpha-quartz. "L" stands for long bond and
"S" for short bond. (b) Model for the E; center {c). Model for the

E, (d) Model for the E, center. In (b)-(d), the unpaired electron

is shown schematically as e’ .
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The other extreme is an O-vacancy model, similar to that of x-quartz.
This E' center would be + charged, as in the E; center in a-quartz (unless
H were involved ; see the next section). This model is consistent with the
identification of positively-charged defects in thin oxide films with E'
centers. Even here one might anticipate different vacancy "sizes",
depending on preparation conditions. In any case, the amorphous nature of
the surroundings would be expected to create the necessary asymmetry to
allow off-centered relaxation to occur as in the E; center in &-quartz.
Again, this is speculative ; we plan to investigate these ideas more fully.

0 VACANCY PLUS H

Both the E, and the E, centers in c-quartz involve a H atom in
association with an O vacancy. These defects have been studied by ESR and
have been the subject of recent theoretical investigation.

The EL center consists of a H atom within an O vacancy in a«-quartz.
The H moves in an asymmetric double-well potential. This defect is neutral,
and paramagnetic ; because there is considerable spin density on both Si,
detailed experiments and analysis could be carried out by Isoya et al.??,
who firmly established the model.

Isoya et al. supplemented their experiments with ab initio atomic
cluster calculations. Subsequently Edwards and Fowler? investigated the E,
center using MOPN. Both methods yielded qualitatively similar results and
were able to show how at the lowest temperature the H atom is bound
strongly to one Si (the short-bond side) and the electron spin is localized
primarily on the long-bond Si, as shown in fig.l (c¢). At hizsh T Lie H atom
is excited to higher vibrational states and spends considerable time near
both Si ; the spin density is correspondingly shared by both Si.

It was more difficult to establish a wmodel for the Eé center.
Experimentally one observes an unpaired spin?3-2% on a long-bond Si, and
one sees a moderately strong hyperfine interaction associated with a H
atom. Rudra's suggestion“ that one should consider outward relaxation of
the Si (that is, a puckered configuration as discussed previously) led to
the notion that the EL and Eé centers are identical defects, but in
different atomic configurations : in the case of the E; center the
"long-bond"” Si relaxes away from the vacancy and into the interstitial
region, while the H atom remains bound to the "short-bond" Si. The unpaired
spin is localized on the 1long-bond Si, as abserved by ESR. Figure 1d
illustrates this model.

Detailed calculations by Rudra et al." were consistent with this
notion. They obtained the potential-energy curve for motion of the Si from
inside to outside the vacancy. finding an energy barrier of ~ 0.6 eV,
Furthermore, they found the E, configuration to be more stable than E, by
~ 0.1. eV. This energy difference is so smail that it is not clear that it
is meaningful ; what is important, we believe, is that both Eé and EL
configurations are stable or metastable, they are nearly degenerate, and
they are separated by a barrier which is approximately large enough that
either configuration would have a long lifetime against decay into the
other.

Hydrogen-related E' centers have been observed? in a-5i0,. None of

these appears to have the double -well character of the E; center. This may
simply mean that the inherent asymmetry of the vacancy site is so great
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that the H atom remains bound to one Si, even at high temperature. If this
were the case, one might expect the major difference between the glassy Eé

and ‘EL centers to be the relative strength of the hyperfine splitting
assoéiated with the H atom (smaller for E; since the H is farther from the
unpaired spin). Furthermore, we note again that while Ei is positively

charged, both Eé and EL are neutral ; this point is relevant to the
identification of charged defects with E' centers in thin films. We intend
to investigate such issues in more detail.

CONCLUSIONS

The calculations on E' defects in a-quartz summarized above have
yielded considerable insight into the several aspects of symmetry, bonding,
and relaxation necessary to explain their properties. This ingsight is
expected to prove useful in further understanding the corresponding defects
in a-5i0,.

An outstanding feature of all these defects seems to be the integrity
of the SiO3 pyramid on which the unpaired spin is localized. In all three
cases we find the locations of the Si above the O basal plane to be
identical to within hundredths of an & and the sp3 orbital to be within 2
degrees of the basal-plane normal. This defect is in & very real sense the
"generic E' center" described by Griscom?.
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TOTAL ENERGY CALCULATIONS FOR INTRINSIC DEFECTS IN AMORPHOUS SiO,
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ABSTRACT

The semi-empirical methods MINDO/3 and MOPN are used to calculate the
total energies of various intrinsic defect configurations., We find that the
positively charged trivalent silicon site gains about 1 eV by
overcoordination and that the effective correlation energy of the trivalent
silicon defect is positive. The creation energy of valence alternation
pairs and like-atom bonds is also calculated.

INTRODUCTION

Considerable progress has been made in the identification of the
intrinsic defects in silicon dioxide by using a combination of electron
spin resonance (ESR) experiments and total energy calculations. ESR is able
to provide information on the wavefunction of the unpaired electron of a
paramagnetic defect which allows 1its symmetry, localization and the
chemical identity of key atoms in the defect to be determined, as reviewed
by Griscom'-2., The total energy calculations are then used to complete the
atomic description of the defect by calculating the stable geometry and by
rationalising the structure and chemical bonding, as reviewed by Edwards
and Fowler3'* . These methods were able to identify the three principal
defects 1in irradiated amorphous (a-) $i0, (silica) as the Si dangling bond
radical or E' center, the nonbridging oxygen radical and the superoxide
radical. Each of these paramagnetic defects has a related diamagnetic
center, the Si-Si bond, the hydroxyl group and the 0-O0 bond or superoxide
bridge, respectively. The Si-Si bond is analogous to the relaxed neutral
oxygen vacancy’ , and the hydrogen found in hydroxyl groups is essentially
an intrinsic component of silica.

These then are the important defects of irradiated silica. However, it
is not apriori clear that these defects, largely created by radiolytic or
atomic displacement processes, are necessarily those of lowest total
energy. It is this latter type of defect which is likely to be generated
thermally, to be important in low energy processes and to be the more
important defect 1in nonequilibrium silicas such as the thermally grown
oxide on silicon substrates.
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The viscosity of silica and the diffusion of network atoms (Si, O or
network-forming impurities) is 1likely to be mediated by some species of
thermally generated intrinsic point defects. In covalently bonded
semiconductors 1like Si, atomic diffusion is mediated by vacancies and
interstitials®. In a covalently bonded amorphous semiconductor, atomic
diffusion can be mediated by dangling (broken) bonds’ . Therefore, in a
covalently bonded amorphous compound such as silica there are a number of
possible modes for diffusion, via vacancies, interstitials or broken bonds.
Indeed, a model of the viscosity of silica involving valence alternation
centers has recently been developed by Mott3.

Let wus first consider the precise configurations of the vacancies
and interstitials. We have already noted that the neutral oxygen vacancy is
analogous to the Si-Si bond. It is also known that the oxygen interstitial
rapidly converts into the superoxide bridge‘-g. In contrast we may neglect
Si site defects as too energetic - we must break four Si-0 bonds in order
to form a Si vacancy but only break two Si-0 bonds in order to form an
oxygen vacancy.

The broken bond defects are likely to be the valence alternation pair
(VAP) centers found in chalcogenide glasses, as reviewed by O'Reilly and
Robertson!®. Because of ionicity, a Si-O0 bond will break to form charged
rather than neutral defects

Sif + 03 = Sij + 0; (1)

Here, the subscripts denote coordination. The Si} site possesses an empty
dangling bond orbital, which is able to form a dative bond with the pw
electrons of a nearby bulk oxygen site

Sij

3t Og - Si? + 03 (2)

This extra bond wmight be expected to stabilise the O] site. Thus, in this
paper we present preliminary total energv calculations tn study the

stabilities of the Si}, 03 and O] sites and of the Si-Si and 0-0 bonds.

THE CALCULATIONAL METHOD

We have used the semi-empirical molecular orbital method MINDQ/3 (and
its open shell version MOPN) to calculate the total energies. This scheme,
developed by Dewar et al.'!'-!< retains only the valence electrons. It uses
Slater-type s and p orbitals and retains specific classes of interactions
between all sites, which are then parameterised to reproduce known
molecular geometries, bond lengths and heats of formation. Most of the
parameters are intra-atomic and have been set previously'®, but two are
specific to the Si-O bond and must still be determined. One is the
two-center interaction which it scales to the wavefunction overlap, using
the Wolfberg-Helmholtz approximation, and the other represents core-core
repulsions. Both parameters have been recently determined by Edwards and
Fowler!3 hy fitting the properties of some Si-0 bond containing molecules.

The calculations are performed on representative molecular clusters,
To study the overcoordination of the 813 site, the cluster :

(HO), Si .... O(Si(OH),), (3)




with C, symmetry is used. To study the relative stabilities of Si-Si, 0-0
and Si-0 bonds, the cluster

(H,S10),81 - X - Si(0SiH,), ()

is used, where X represents either no atom, an oxygen atom or an 0-0
bridge, respectively. Finally, the energy needed to break a Si-O bond is
found using the same cluster in the fora :

(H,Si0);Si-0 .... Si(0SiH,), (5)

It is seen that hydrogen atoms are used to terminate the surface bonds
of the clusters. Generally 0O-H terminations, as in(3), are preferable to
Si-H terminations, as in (U4), because the O-H states lie well outside the
energy range of possible defect gap states'®, whilst Si-H terminations only
repel the states to the band edges. However, computer limitation prevented
us from using the larger clusters needed for 0-H terminations in cluster”.
Generally, rather small clusters are adequate for investigation of defects
in Si0, because of the extreme localjzation of the defect wavefunctions,
although this would not be true for defects in a semiconductor like Si.

In each cluster, the geometry of terminal SiH, or OH groups was held
fixed, viz bond lengths of 1.47 A (Si-H) and 0.93 X (0-H}, bond angles of
109.47° {(Si) and 165° (0) and the dihedral angles. All other geometrical
parameters were allowed to vary to optimise the structure. This
optimisation philosophy is appropriate for an "underconstrained" network,
and differs from that of Fowler who allows optimisation with fixed

.

positions of terminator atoms, appropriate to a quartz lattice’ ™.

RESULTS

The total energies for cluster (3} were calculated for the two cases
of (a) a C,, svmmetric cluster, with equal central 0-Si bond lengths, and
(b)Y with one of these bonds extrapolated to infinity, for cluster charges
of +1, 0 and -1.

It was found firstly from the total energies of the positively charged
clusters that the overcoordination of the Si% was exothermic

AL, = E(Oﬁ) - E-:(Siﬁ) = -1.2 eV (t)
Secondly, the effective correlation energy U was calculated. This is
defined as the energy penalty of doubly occupying a defect orbital’'., For
the case of A <0, U is given by

aver
U= E(o;) . E(Sil) - 25(5;";) (7
The calculated total energies give a value of U of
U=4 eV (8)

The first result confirms that the general picture of valence alternation
defects is valid for SiO, but it also shows that the simple bonding models
greatly overstimate the magnitude 4 . We also note that a similar
overcoordination was recently found for the Si site at the positive oxygen

vacancy in quartz®.




The second result shows that the Si dangling bond 1is a positive U
system, in common with the P, center at the S5i0, : Si interface and the Si
dangling bond in a-Si:H. Clearly, the energy of overcoordination has been
insufficient to produce a negative U, as it is able to in the simplest
bonding models of VAPs.

Our calculations do however reveal one fault with the MINDO/3 method.
We find that the barrier to overcoordination of the Si; site is only
~ 0.3 eV. This 1is chemically unrealistic as there should be a strc.g
closed-shell repulsion between the Si; site and the Og site in this case.
This underestimation is a characteristic error of the treatment of MINDO/3
methods of closed-shell interactions!'?.

The total energy of the neutral cluster(ld) was calculated for two
cases, ({(a) the equilibrium Si-O bond length and (b) for this length
extrapolated to infinity. (b) creates a Si dangling bond and an O dangling
bond. As expected, these are ionised positive and negative, respectively.
The bond breaking energy is calculated to be

& =5.8 ev (9)

This 1is rather larger than Pauling's estimate of the Si-0 bond energy of
4.3 eV, or to the value corresponding to the heat of formation of 5i0,.
Combining(6) and(9) gives the VAP creation energy

A&dp =48, + 48 = 4.6 eV (10)
Finally, the total energy of the neutral cluster in(4) was calculated for

the three cases, to estimate the cost of introducing Si-Si and 0-0 bonds.
This gives the Frenkel pair creation energy

S, = E(SiSi) + E(Si00Si) - 2E(SiOSi) (11
we find
Arr 8.4 ev (129

This 1is also rather high, and we suspect that this is also primarily
because of the high estimated strength of the Si-0 bond in (9).

The results in (10) and (12) indicate that the VAP is the lowest
energy primary defect in silica. We therefore anticipate that network atom
diffusion will be mediated by VAPs, if the saddle points between different
VAP positions are not too high in energy.

CONCLUSIONS

MINDO/3 calculations for various intrinsic defects in amorphous Si0
indicate that trivalent silicon sites will overcoordinate, that trivalent
silicon sites have a positive effective correlation energy and that the
creation energy of a valence alternation pair is less than that of o
Frenkel pair of Si-Si and 0-0 b~nds  We aim to continve these calculations
to check the results, using more accurate ab-initio methods where
appropriate, and by studying the effect of expanding the basis set to
include d orbitals.
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INTRODUCTION

Boron is a common dopant in silicon technology, its implantation is
frequently used in MOS VLSI circuit fabrication. In this way some atoms can
be located in the Si0,. An interesting question is how boron can be
incorporated into the SiO2 network and whether the presence of implanted
boron can create electron and/or hole trapping centers.

There are conflicting experimental reports on the trapping properties
of boron implanted silica layers. Early papers claimed that proper
postimplantation annealing in N, removes all trapping centers from boron

implanted oxides! 2. However, recent work of the Aachen group has given
evidence that annealing in pure N , cannot reduce the concentration of

trapping sites to the level of unimplanted oxides3 4 . Deep and shallow
electron traps and also hole traps have been found in oxide layers after
prolonged nitrogen annealing. Similar results have been obtained for oxides
implanted with noble gas ions, but the concentration of traps have been
lower in this case. It has been shown that short time annealing in oxygen
has reduced significantly the concentration of all kinds of
post-implantation traps, hence the authors suggest that the investigated
traps are oxygen deficiency related, not boron itself. The lack of detailed
information about microscopic structure of the considered centers leaves
the question open and underlines the need for theoretical consideration.

The aim of this work is to construct a model of the boron containing
centers in SiC,. All calculations presented in this paper are based on

Bond Orbital Approximation. Details of this method are widely published®-®.

*This work is partially sponsored within Central Project of Basic Research
CPBP 01.08E3.5.



We have used Herman-Skilman atomic poten\:ials6 and appropriate values of
universal matrix elements.

THE INCORPORATION OF BORON INTO THE SiO, NETWORK.

There are many kinds of defects in implanted Si0, but the oxygen
vacancy is the most common. Therefore the probable locations of boron atoms
implanted into silicon dioxide layers are either in the lattice or in the
vicinity of the oxygen vacancy. We have considered both cases calculating
the total energy gain due to replacement of one of the silicon atoms in the
network by interstitial boron atom.

Stoichiometric Boron Center

F The first case is illustrated in figure 1. It is interstitial boron
E replacing silicon in the lattice. We named this center "Stoichiometric

Boron Center". On the left side of the figure the neutrality of all atoms
} is preserved but one oxygen bond is broken. On the right side of the figure
r the number of bonds is the same as in perfect Si0, lattice but one

electron 1is transfered from nonbonding p orbital of neighbouring oxygen
t atom to a boron atom, so an electric dipole is created. The positive pole
i of the dipole is on oxygen and negative one on boron. Both the number and
‘ the nature of bonds is different in these two cases. Three electrons placed

.C).A
|
090 -0-§)-0-
RS A

. : . . L~ . )
-Ov@r0- -0-®-0-
. N

Fig. 1. Replacement of a silicon atom by interstitial boron in the perfect
Si0, lattice : Boron Stoichiometric Center.
On the lef't side there is neutral form of BSC, on the right side,
dipolar form (energetically favourable).
— (sp3-p) bonds ; ww (sp?-p) bonds ;
. nonbonding orbitals.
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on an atom form sp? hybrids laying in one plane so triply coordinated boron
lays in a plane of surrounding oxygen atoms. Four electrons on an atom form
sp3 hybrids pointed towards the vertices of a tetrahedron, hence fourfold
coordinated boron is in the former silicon position.

Boron Decorated Oxygen Vacancy

The replacement of one of the silicon atoms, forming an oxygen
vacancy, 1is illustrated in figure 2. This center we named "Boron Decorated
Oxygen Vacancy". The extended description of pure oxygen vacancy has been
given elsewhere® and in this proceedings7. The most important conclusion
from our previous calculations > is that the in neutral OxXygen vacancy
electron must be transfered from one of the oxygen atoms to silicon to
enable formation of a T bond between neighbouring silicon and oxygen to
obtain a minimum of total energy. The other silicon is negatively charged
having two electrons on an s orbital. If boron is placed instead of a
silicon atom the whole arrangement is similar but with important
differences. The number of electrons is lower by one for this case than for
the pure oxygen vacancy, so electron transfer is from oxygen to boron, not
to silicon. Then the silicon atom is neutral and forms three sp? hybrids to
arrange bonds with oxygen. The fourth electron of silicon is located on p
orbital. The boron atom is negatively charged having, similar to silicon,
four electrons. Three of them are located on sp? hybrids forming ¢ bonds,
whereas the fourth is located on a p orbital forming a T bond.

Total Energy Calculations

To check if the above discussed incorporation of boron is possible,
one should compare the energy of initial states (with interstitial boron)
to the energy of final states (with interstitial silicon). To do so we have
calculated the energies of all bonds appearing here.

For BSC two cases have been considered. The total energy of the
initial state is the same for both :

Etoti {BSC) = E(Bint) + 8E(Si(sp3)-0(p))+ E(O(p)).

The total energy of final state for the neutral form of BSC (left part of
figure 1) is

lo} )
(G ,(@FO
_Ox % ()~ AOW . .
| *

@0
O

Fig. 2. Replacement of a silicon atom by interstitial boron in an oxygen
vacancy : Boron Decorated Oxygen Vacancy.
— (sp3-p) bonds ; ww {sp?-p) bonds.
. nonbonding orbitals ; - - (p-p) m bonds.
tl pair of electrons on s orbital of silicon.
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Etotr{BSC) = E(Siint) + 3E(B(sp?) ~ 0-Si(sp3)) + 2E(O(p)) + E(0-Si(sp?).
The difference EtotF ~ Etot! equals -311.40 ~ (-312.25) =+ 0.85 eV.

It means that to replace silicon by boron this way one has to provide extra
energy of 0.85 eV, which makes this process highly improbable.

The total energy of the dipolar form of BSC is :
Etotr{BSC) = E(Siint) + YE(B(sp3) ~ 0-Si(sp3) + U(B-0)= -317.10 + U(B-0).

For this case the difference of final and initial energy is equal to
-4.85 eV + U(B-0).

The subsequent terms in the above equations are the energies of U(B-0)
different bonds, atomic orbitals or whole interstitial atoms. U(e-o) is the
effective value of repulsive coulombic energy resulting from the electron
transfer from oxygen to boron.

The total energy of the initial state of BDOV, calculated in the same
manner as above, 1is equal to -U484.86 eV + U(Si-0). The final total energy
of BDOV is equal to -486.54 eV + U(B-0). The difference between them is
equal to -1.68 eV + U(B-0) - U(Si-0).

There is no detailed calculation of U's appropriate for this case. The
Harrison® consideration seems to be not relevant here. However some
estimations for charged silicon have been made’ and the value of U(Si-0)
considerably smaller than 3.9 eV is expected. For two reasons the value of
U(B-0) should be smaller than for silicon : (i) the polarisation of
boron-oxygen bonds 1is greater than silicon-oxygen, so boron, before
transfer of electron is more positively charged than silicon ; (ii) the
distance between oppositely charged atoms is smaller in the case of boron.

Taking into account considerations about the values of U for boron and
silicon, we are convinced that incorporation of interstitial boron into the
Si0, network is energetically favourable. Hence it probably occurs during a
nitrogen high temperature annealing of implanted SiO, layers3? ",

DISCUSSION

Charge Trapping

For a center to become an electron trap must it have an empty level
within the energy gap. Both considered centers fulfill this condition. The
BSC has an empty 1level of nonbonding p orbital of positively charged
oxygen, very likely located near the valence band edge, so this is a deep
trapping center. The BDOV has empty antibonding ortitals of a boron-oxygen
n bond. This level is a shallow one. But BDOV can also capture a hole on a
nonbonding, singly occupied p orbital of silicon.

Both electron traps are connected with the same electric dipole but
the experimentally determined capture cross section of shallow one is
expected to be much greater. One can investigate trapping on shallow traps
only at low temperature so capturing in the dipole potential well can be
effective. We are convinced, that the capture on shallow antibonding level
is a two stage process. During the first stage there is trapping in the
dipole potential well and in the second stage the electron is carried over
to deeper (however still shallow) antibonding orbital of w-type
boron-oxygen bond. The capture cross sections for a potential well of a
dipole have been estimated in the range of 10°!5-10"'7 cm?, depending on
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dipole magnitude, electric field and temperature. However, for a dipole as
short as the boron-oxygen distance, the well is so shallow that at room
temperature no trapping is possible.

To distinguish the deep traps from the shallow the experiment has to
be performed at room or elevated temperature. No two stage capturing, but
straightforward transition to the deep state is then only possible, so the
capture cross section of trapping connected to the BSC should be expected
in the range of 107!7 to 1078 cm?, typical for neutral trapping.

Oxygen Annealing

The trapping properties of both centers considered can be annihilated
by incorporation of additional oxygen atoms. In order to annihilate BSC
one oxygen atom should bond the charged oxygen p orbital, preventing
trapping of an electron on it. For annihilation of BDOV two oxygen atoms
are necessary : one to transform BDOV into BSC and the second to saturate
it. Both saturated centers have been shown in figure 3. One can expect that
oxygen annealing effectively removes boron related traps in Si0,.

5
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Fig. 3. Saturation of boron trapping centers by incorporation of additional
oxygen atoms.
~ additional oxygen, atoms.

CONCLUSIONS

The major conclusions from our consideration are as follows
1. Boron implanted into SiO,can create two different trapping centers.
2. Boron replacing silicon in the perfect Si0, lattice, called by us Boron
Stoichiometric Center, has deep electron trap properties.
3. Boron in the place of silicon with an oxygen vacancy creates an
amphoteric center called by us Boron Decorated Oxygen Vacancy. This center
is shallow as an electron trap but deep as a hole trap.
4. The incorporation of additional oxygen atoms annhilates the trapping
properties of both centers.

The proposed models of centers connected with boron atoms incorporated
in Si0, are in excellent agreement with trapping and annealing

experiments3 %,
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INTRINSIC AND EXTRINSIC POINT DEFECTS IN a-SiO,

David L. Griscom

Optical Sciences Division
Naval Research Laboratory
Washington, DC 20375

Usa

Point defects in amorphous silicon dioxide (a-Si0,) can be considered
as any local deviations from the "perfect" glass structure, which for the
sake of discussion will be taken to be a continuous random network of Si
(O%)A tetrahedra joined at the corners. Thus, for example, a
vacancy-interstitial pair defined on such an otherwise perfect network
would be the analogue of a Frenkel pair in crystalline solid. Since in our
ideal glass each silicon has four bonds to neighboring atoms while each
oxygen has but two, Frenkel pairs involving oxygen atoms (fig. la) would
seem wmore probable than those involving silicons. Other possibilities
include over or under-coordinated atoms, substitutional or interstitial
impurities, or bonds between like atoms. Note in fig. la that a neutral
oxygen vacancy is tantamount to a Si-Si homo bond.

Point defects in a-Si0, may be charged or uncharged, diamagnetic or
paramagnetic. Many such defects have associated with them optical
absorption bands which may pose problems for long-path-length optical
systems (i.e. fiber optics), while the presence of charged defects can
perturb the operation of metal-oxide-semiconductor (M0OS) devices which
employ a-5i0, as the gate or field oxide. For these reasons, understanding
of the fundamental natures of these point defects is paramount.

Electron spin resonance (ESR) is the one experimental technique which
yields sufficiently precise information to identify the atomic arrangements
at the defect sites. ESR measures the resonant absorption of microwaves by
unpaired electrons as a function of the magnitude of an externally applied
magnetic field. The single drawback of this technique is that it is only
capable of looking at defects which harbor an unpaired electron "spin".
However, this is not a serious impediment, as diamagnetic defects
frequently may be activated by photoionization or by the trapping of
radiation-induced free carriers. The most important structural information
to be gained from ESR derives from the hyperfine (hf) interaction of the
unpaired spin with a nearby magnetic nuclide. Here, a magnetic nuclide is
defined as one having a non-zero nuclear spin I, and hence a non-zero
nuclear magnetic moment w. If, through an isotopic substitution experiment,
a magnetic nuclide should replace a spin-zero nuclide at the defect site,
the original one-line spectrum will split into 2I + 1 hf lines, the
spacings of which give information pertaining to the wavefunction density
of the unpaired electron. More detailed background concerning the theory of
FSR and its practice in glasses can be found elsewhere.
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The present paper will commence with a brief review of what is known
from ESR of intrinsic point defects in pure a-Si0,and a-5i0,:0H. The focus
will then shift to certain extrinsic defects associated with (i) a common
impurity (Cl) present in nominally pure synthetic silicas and (ii) two
common dopants (P and Ge) employed in the fabrication of optical fiber
waveguides. In all cases the paramagnetic defects were formed by exposing
the samples to ionizing radiations (X rays or ¥ rays).

INTRINSIC DEFECT IN a-SiO,

To date, three generic defect tvpes have been identified in a-8i0, by
ESR. These are the E' center (5Si:), the nonbridging oxygen hole center
(=8i-0-), and the peroxy radical (=5i-0-0:). Here, the notation "=" denotes
three back bonds to oxygens in the glass network and "-" signifies an
unpaired spin. Shown in fig. 1b is one possible production mode for an E'
center, namely, the trapping of a hole at the site of a neutral oxygen
vacancy.

a .
(a) ideal Network Site —» Oxygen Vacancy + Interstitial

3

1

(b)
Oxygen Vacancy — £’ Center + e~

.
o< P

;; _— "i/ + e
Ve
G Sk

')

@

() E’' Center + O, —» Peroxy Radical

ok F q AP
1«":’- + —
o

Fig. 1. Models for defects in pure a-3i0, : (a) Frenkel pair ; {(b) the E;
center ; (c) the peroxy radical. Vertical arrows denote unpaired

spins ; dashed balloons represent their orbitals.

HO)
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The ESR spectra of E' centers in a-5i0, generally exhibit an hf
doublet arising from a single 29Si nucleus (I=%, 4.7% natural abundance),
with splittings (Aiso ~ 42 uT, Aaniso ~ 2 mT) of the magnitudes expected
for an unpaired spin localized in a dangling tetrahedral orbital of a
single silicon as illustrated in fig. 1b. The asymmetric relaxation of the
second (positively charged) silicon at the E; site is strongly supported by
theoretical calculation. Although the ESR spectroscopic evidence for the
actual presence of the second silicon remains somewhat indirect, a
one-for-one correlation of positive charge with E' centers has been
demonstrated in Si0,-on-Si structures.’ Evidence has been given6 for the
existence of several other E' variants in glassy silica, some of which may
not involve simple oxygen vacancies (see below).
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Fig. 2. Isochronal anneal curves for defect centers induced at cryogenic
temperatures in (a) <Y-irradiated thermally-grown a-8i0, on Si
(After ref. 8) and (b) x~-irradiated bulk synthetic silica
containing both 1200 ppm OH and an inadvertent CO impurity (After
ref. 7).
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The most common production mode for the nonbridging oxygen hole center
(NBOHC) is by radiolysis of hydroxyl groups

=Si-OH - =Si-0- + H-, (1)
where the atomic hydrogen H- is also ESR active. As apparent in fig. 2, H-

is unstable above 130 K. A variety of evidence strongly indicates that the
dominant anneal mechanism for this atomic hydrogen is dimerization :

2H- » H, (2)

Above 200 K, the thermal destruction of the NBOHC then continues by a
diffusion~limited reaction with the radiolytic molecular hydrogen of
eq. (2)

=8i-0- + H, - =Si-OH + H- (3)
The highly reactive H- appearing on the righthand side of eq. (3) becomes
available for additional reactions, such as combining with dissolved
molecules of a CO impurity in silica glass to produce formyl radicals’ HCO
(fig. 2b) or the production of P, centers (Si) 3ESi~ in 8i0,-on-Si
structures by reacting with (Si)3 =Si-H bonds at the interface (fig. 2&)8'9

A particularly important production mode for peroxy radicals is by the
reaction of an interstitial oxygen molecule with an E' center as depicted
in fig. lc. The fact that the superoxide species is bonded to a single
silicon in the network was demonstrated by a 29Si isotopic substitution
experiment which showed an hf interaction with only one silicon. The
asymmetric spin distribution over the two chemically inequivalent oxygens
was shown by substituting '70 (I=5/2) for '°0(I1=0) and computer simulating
the resulting multi-line hf spectral!?.

DEFECTS ASSOCIATED WITH CHLORIDE IMPURITIES

Chlorine has long been known to be a common impurity in synthetic
silicas produced by hydrolysis or plasma oxidation of SiCl,, but only
recently!3 have specific Cl-associated point defects been identified in
a-5i0,. Figure 3a reproduces the ESR spectrum of a Cl-containing silica
glass X irradiated at 77°K ; fig. 3b shows a computer simulaticon of the C1°
portion of the spectrum based on the hf splittings and g values represented
in part c of the figure. Note Lhe two sets of four lines due to ‘’Cl and ‘7
Cl (75 and 25 % abundant respectively, both with 1I=3/2). Figure 3d
illustrates the spectrum of E' centers expanded from the spectral region
defined by the narrow rectangle in the center of fig. 3a. The dashed curve
in fig. 3d is a computer line shape simulation comprised of a weighted sum
of the three E' center spectral types of fig. 3e.

Figure U4 presents ESR spectra of the same Cl-~containing silica sample
of fig. 3 after thermal bleaching of the C1° centers!}. Spectrum (a) was
obtained in the normal first~derivative mode, while spectrum (b) was
recorded in the high-power second harmonic mode, giving it the appearance
of an undifferentiated absorption curve. The outlying pair of lines 1in (b)
indicated by the arrows "1" are the ?YSi hf structure of the E, center ;
the pair of lines indicated by the arrows "2"” are believed the be the ~°Si
hf structure of the E; center. The smaller hf splitting of Eg vis-a-vis E,
was interpreted as indicating the unpaired spin to be delocalized over
several silicons in the Eg case. The bold dashed lines are a computer
simulation of the spectrum of a biradical (two unpaired spins in close
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proximity). The level diagram for such a triplet state is illustrated in
(d). The powder patterns for transitions "A" and "B" are érawn in (b) ; the
quasi-forbidden half-field transition "C" is shown in (c).

The occurrence of both the Eg center and the biradical were found to
correlate with the yield of C1° in a range of samples, suggesting that all
of these centers may be related to the existence of a particular
chloride-related precursor structure. It was argued!3 that chloride ions
would be most favorably accomodated into the original a-Si0, network in
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Fig. 3. ESR first-derivative spectra of a Cl-containing silica glass X
irradiated at 77 K and measured at 105 K : (a) spectrum of C1°
(b) computer simulation ; (c) schematic hf splittings and g values
(d) spectrum of E' centers from central region of (a) and its
computer simulation (dashed curve)} ; (e) component spectra for the
simulation of (d). (After ref. 13.).
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clusters of four (fig. Sa). Assuming such clusters, the models proposed for

Eg (fig. 5b)

and the biradical (fig. 5c) represent the removal of one and

two atomic chlorines, respectively, from such a precursor site.
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chloride configuration in unirradiated glass ; (b) Ej center ; (c)
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DEFECTS ASSOCIATED WITH PHOSPHORUS AND GERMANIUM DOPANTS

Figure 5 displays the ESR spectra of a 0.1 P205-0.9 Si0, glass (a)
immediately following X irradiation at 77 K and (b) after annealing at
673 K. The dotted curves are computer line shape simulations of doublet
spectra due to two separate defect centers undergoing hf interactions with
3P nuclei (I=%, 100 ¥ abundant). The P, simulation of (a) and the P,
simulation of (b) were optimized by employing the statistical distributions
of hf coupling constants illustrated in (c) and (d), respectively.
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Fig. 6. ESR spectra of an X-irradiated P205—8i02 glass : (a) after

irradiation at 77 K ; (b) after warming to 673 K. Dotted curves are
computer simulations based on the distributions of hf coupling
constants (circles) shown in (c) and (d}.
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The spectra of two additional defect centers are also manifested in
fig. 5. The lines due to the phosphorus-oxygen hole center (POHC) are
driven off scale in the center of (a), while the "three-line" spectrum
between 300 and 350 mT in (b) arises from the P, center. Based on the ESR
spectral parameters derived in the computer simulation analyses, the P,
P,, P,, and POHC were identified as the defect structures illustrated in
fig. 7. The P, center, for example, was shown to be essentially identical
with the (crystallographically inter-related) P(I) and P(II) centers'? in
P-doped « quartz, a crystalline polymorph of S5i0,. Note in fig. 6¢c how the
indicated values of A, __ for P(I) and P(II) correspond to the peak in the
distribution of A,__, values for P , in glass. In essence, the P, center
comprises an electron trapped at the site of a P5* ion substitutional for
an Si** ion in the glass network. On the other hand, the P , center almost
certainly results from the trapping of a hole in the dangling tetrahedral
orbital of a P3?* ion bonded to just three oxygens in the network. It is
possible that the P, center, a phosphinyl radical analogue, arises from
dissociative electron capture at the same type of site (fig. 7c).

(a) Phosphorus with two NBOs —# POHC + e~

(b) Substitutional Phosphorus + e~ —#= P, Defect
TN
~
DNy
o
,7?:\3 te -
7N

(c)

Fig.7. Models for defect centers in P-deoped silica glass. [After ref. 14.]
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Only two Ge-related defects have been found in irradiated Ge0, - SiO,
glasses. These are the germanium analogues of the E' center (fig. 1lb, with
a Ge3’ ion substitutional for Si3* in the pyramidal site) and the P, center

(fig. 7b, with a Ge3* ion substitutional for the P4* ion). The latter are
known as the Ge(1,2) centers!®:17 and their 73Ge hf structure (I=9/2, 7.6 %
abundant) is illustrated in fig. 8a. But unlike the case of the P, center,
the is no Coulomb potential for electron trapping to account for the
stability of the Ge(1,2) centers. In pure Ge0, glass, where they are also

observed!9, the Ge(1,2) centers can be described as self-trapped electrons.
This observation leads naturally to the suggestion that electron self
trapping may also occur {with much shorter lifetimes) in a-SiO,.
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SELF-TRAPPED EXCITONS IN AMORPHOUS AND CRYSTALLINE SIO,

Noriaki Itoh, Katsumi Tanimura and Chihiro Itoh

Department of Physics
Faculty of Science, Nagoya University
Furo-cho, Chikusaku, Nagoya 464, Japan

ABSTRACT

Properties of the self-trapped excitons in amorphous and crystalline
Si0, studied through transient volume and optical absorption change and
luminescence are compared. It is emphasized that local lattice relaxation
induced upon electronic excitation in crystalline and amorphous materials
is similar except that the time decay of the self-trapped excitons in the
amorphous 1is non-exponential. Based on the fact that the self-trapped
exciton in crystalline Si0, is a close vacancy-interstitial pair, we
propose a new mechanism for the luminescence in amorphous SiO2 exhibiting a
non-exponential time decay.

INTRODUCTION

Several amorphous materials such as chalcogenides and silica luminesce
in an energy region where no detectable optical absorption is found. The
mechanism of the luminescence of amorphous substances has been a topic of
general interest and several models have been suggested!. In order to
elucidate the mechanism it 1is useful to compare the electron-hole
recombination processes in the crystal and in the amorphous phase of the
same substance. Such a comparison has been carried out for 5iO, 2.3 and
chalcogenidesb. In the crystals of both of these substances,
photoluminescence with a large Stokes shift and transient optical
absorption have been measured and ascribed to the self-trapped excitons,
which are annihilated with fixed decay time constants. Further information
on the atomic structure of the self-trapped excitons in Si0O, has been
accumulated through the studies of transient volume change®, of optically
detected electron paramagnetic resonance® and of polarization of the
luminescence7'8. while information on the atomic structures of the
self-trapped excitons in chalcogenides is scanty. Thus it is of interest to
examine critically whether the experimental results relevant to
recombination luminescence for Si0, can be explained in terms of the
existing models.

In this paper we compare the major experimental results of

luminescence and transient optical absorption and volume change in
crystalline and amorphous SiO2 . Based on the comparison we propose a new
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Fig.l. The transient optical absorption spectra induced by irradiation with
an electron pulse in crystalline 5i0, (a-SiOZ) and in amorphous 5i0,
For crystalline Si0,, optical absorption was measured with light
polarized parallel to the c-axis.

mechanism for the non-exponential luminescence decay 1in amorphous
materials.

COMPARISON OF EXPERIMENTAL RESULTS FOR CRYSTALLINE AND AMORPHOUS SiO,

In previous papers3‘? we have shown that the transient optical
absorption and volume change and luminescence in crystalline 5i0, induced
by an electron pulse decay by the same time constant and all of these
property changes have been ascribed to the self-trapped excitons. In fig.l
we plot the transient optical absorption spectrum of the crystal taken
through a polarizer with its E vector parallel to the c-axis. The whole
spectrum has been shown to be annihilated by the same time constant. Fig.1
includes also the transient optical absorption spectrum for amorphous Si0,,
which show a non-exponential time decay. The peak energy is shifted only by
0.05 eV and the general shape including the satellite at the low energy
side, which has been proven to be associated with the self-trapped exciton
8'9, is similar. A comparison of the luminescence spectra induced by an
electron pulse for the amorphous and crystalline S$i0,is given in fig.2. The
spectra for the crystal and the amorphous are normalized by the intensity
at a delay of 10" %s. For amorphous a blue peak shift is observed with
increasing the delay time after bombardment with an electron pulse. The
difference in the peak energy for the amorphous and the crystal is larger
than for the transient optical absorption. Fig.3 shows a comparison of the
decay curves of the luminescence for the amorphous and the crystal,
normalized by the intensity at a delay of 10°3s. The decay curve of the
optical absorption has been found to be correlated at the later stage but
not at the initial stage where non-radiative transition dominates3-9. The
magnitude of the optical absorption change in the amorphous is smaller only
by a factor of 5 than that in the crystal?, even though the intensity of
the luminescence is smaller by two orders of magnitude. The ratio of the
volume change per self-trapped exciton in the crystal and the amorphous has
been found to be 1.2. Further irradiation with an excimer laser pulse
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(308 nm) of the specimen exhibiting the transient optical absorption has
been shown to reduce both the optical absorption and the luminescence.

The results described above indicate that the luminescence in
amorphous Si0, is originated also from the self-trapped excitons, of which
the yield is smaller only by a factor of five than in crystalline SiO,. The
small efficiency for luminescence is not due to the smallness of the yield
of the self-trapped excitons but due to the smallness of the radiative
transition probability of the self-trapped excitons. Thus we suggest that
electronic excitation of the amorphous creates substantially self-trapped
excitons which are annihilated either by non-radiative recombination or
radiative recombination. In the following we discuss how this model
reconciles existing experimental data on 5i0, .
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ON THE ATOMIC STRUCTURE OF THE SELF-TRAPPED EXCITONS

An ODMR study by Hayes et al.® has indicated that a triplet O,
structure is included in the self-trapped exciton of crystalline Si0O, and
that the 0, linkage is spin-decoupled from the electrons comprising a self
trapped exciton. Thus the luminescence due to the self~trepped exciton has
been ascribed to the charge transfer transition between the holes localized
to the 0, linkage and the electrons trapped in its proximitye. Here we
consider that the slow decay time arises from the small overlap between the
wave functions for the electron and the hole because of the large
electron-hole separation. Since the 02 linkage includes an interstitial
oxygen it is natural to consider that the electrons are trapped by an
oxygen vacancy. The charge neutrality suggests that two electrons are
trapped by an oxygen vacancy (We call the center tentatively F center)’.
Thus it is likely that self-trapped exciton is a close pair of an F center
and an 0, linkage. The polarization of the luminescence has been explained
in terms of the charge transfer transition described above. Here we
consider that a self-trapped exciton in amorphous Si0, is also a pair of an
F center and an 0, linkage but with various configurations depending on the
local structure of the amorphous material.

RECOMBINATION OF THE SELF-TRAPPED EXCITONS IN AMORPHOUS SiO,

The blue shift in the recombination luminescence with increasing delay
time may be ascribed to the increase in the distance of the charge transfer
with increasing the delay time. In the ionic limit the 0, linkage having
two holes and the vacancy having two electrons form a neutral pair. Because
of covalency, however, in reality the 0, molecule is positively charged and
the oxygen vacancy is negatively charged. Thus the transition energy fw is
given as a function of the pair distance r by

tw = E-e?/kr, (1)

where E is the energy difference between the F center and the 0, linkage
and K the dielectric constant. If we assume that the electron is centered
on a oxygen lattice point and the hole on the neighboring oxygen lattice
point, the value of r for the crystal is 2.6 A. According to Eq (1), the
overall energy shift of 0.02 eV can be explained by assuming that the
distznce in the amorphous is distributed around 2.6 A between 3.2 A and
2.3 A

The charge-transfer recombination rate between the F center and the 0,
linkage in the amorphous depends also on the distance between the pair. The
wave function of the Ei center has the character of the silicon sp3 hybrid

orbital!® hence we expect that it is also the case for that of the F
center. The wave function of the 0, 1linkage has the character of the
oxygen p orbital. Thus unlike the donor-accepter recombination in
semiconductors, the relation between the transition rate and the distance
of recombination is not straightforward. Here we note some specific
features on the distribution of the recombination rate’ . As shown
previously the non-radiative recombination rate dominates for the pairs

* The peak position of the electron transition of the self-trapped
excitons, probably arising from the F center electrons, is lower than that
of the E; center by 0.6 eV. The difference in the peak energies in the
center with two electrons trapped by a vacancy and that with an electron
trapped by a vacancy is not generally very large in oxides.
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having high recombination rate. Thus even though the recombination rates
are distributed from 10°® to 102s"! as seen from fig. 3, the radiative
recombination rates are distributed within a smaller extent. Since the
fastest decay time constant observed for the amorphous is 10‘63. for which
the non-radiative recombination dominates, the radiative recombination rate
for the shortest pair is even lower. This small radiative transition rate
is considered to arise from the strong anisotropic nature of the wave
functions and the charge separation rather than the violation of the spin
selection rule.

COMPARISON WITH EXISTING MODELS OF THE LUMINESCENCE OF AMORPHOUS
SUBSTANCES

In this section we compare the present model for the non-exponential
luminescence decay with existing models for the luminescence for amorphous
materials in general. Street and Mott!! have used the concept of the
negative U suggested by Anderson!? to explain the large Stokes shift and
the multi-component decay of luminescence in the amorphous. According to
these authors free electrons and holes are captured by charged dangling
bonds (D* and D - centers) forming D ° centers. Radiative recombination
between trapped carriers occurs when two D° centers close to each other
exchange an electron to be transformed to a close pair of the D'- and D~
~-centers ; this transformation is assumed to be exothermic in the presence
of strong electron-lattice coupling. Emin!3, who emphasized the intrinsic
nature of the recombination luminescence, suggested the polaron model,
which assumes that the recombination luminescence 1is emitted by
recombination of small polaron of opposite signs. The present model is
close to the polaron model.

The concept of the self-trapped excitons has been introduced to the
recombination luminescence of chalcogenides only recently by Robins and
Kastner”. Based on the studies of the correlation between the transient
optical absorption change and the phololuminescence they concluded that the
photoluminescence in the crystalline chalcogenides is due to the triplet
self-trapped excitons. The nature of the luminescence in amorphous,
particularly its non-exponential time decay, remain unexplained.
Self-trapping of excitons in amorphous materials to a configuration in
which the electron and the hole are separated has been suggested by Mott
and Stoneham'®. Street'5 has suggested the self-trapped excition is
annihilated by non-radiative recombination and ascribed the smallness of
the quantum efficiency to the non-radiative recombination through the
channel of the self-trapped excitons. According to him the recombination
luminescence 1is emitted only by the defect pair recombination. The model
cannot explain the results for Si0, where the yields of the self-trapped
excitons, as determined by the optical absorption measurement, for the
crystal and the amorphous are nearly the same.

CONCLUSION

We compared the experimental results for the transient optical
absorption and luminescence of Sioz in crystalline and amorphous Si02 and
suggested a new self-trapped exciton model for non-exponential decay of the
luminescence in amorphous materials. The model can account for several
important experimental results for 5i0,. It is still an open question
whether the model is applicable to the other amorphous materials. The
results for 5i0, and As,Se, are similar ; major difference being that the
peak energy of the 1luminescence band shifts to lower energy in the
calcogenide16 but shifts oppositely in S5i0,. If the self-trapped exciton
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model is effective for amorphous chalccgenides, this result suggests that

the self-trapped excitons in chalcogenide is a neutral pair of a Se vacancy
and a Se interstitial.
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IDENTIFICATION OF NATIVE DEFECTS IN a-SiO,

J.H. Stathis

IBM T.J. Watson Research Center
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INTRODUCTION

One of the most powerful experimental tools for the identification of
defects in solids is electron paramagnetic resonance (EPR). In a-Si0, ,
however, the defects are diammgnetic in their ground state, and are
therefore invisible to EPR. Because of this, researchers interested in the
structure of defects in Si0, have had to rely on the use of ionizing or

heavy particle radiation (¥, e, n, X,..) in order to generate paramagnetic
defects which can then be detected by EPR!. While these studies have been
very fruitful, and the question of the mechanism by which defects are
generated in a glass by the influence of high-energy radiation is an
interesting and important one?, they leave open a fundamental question.
Namely, since ionizing radiation may create additional structural defects
in the glass, either by direct knock-ons or by a radiolytic process such as
a recombination-assisted reaction, one gains little or no information about
the native defects present before irradiation. The identity and properties
of these native defects in a-Si0, are important both for technological
reasons, and because they help us to understand the nature of glasses in
general.

The existence of defects which are diamagnetic in their ground state
is a common feature of many glasses. Any defect which contains an even
number of electrons in its neutral state, e.g. an oxygen vacancy in 5i0,,
will be diamagnetic, whereas a.defect with an odd number of electrons, e.g.
a non-bridging oxygen (oxygen dangling bond) will be paramagnetic. However,
in semiconducting glasses one finds the additional remarkable result that
the Fermi level is strongly pinned. If the pinning is due to defects, then
defects near the Fermi level should be singly occupied and paramagnetic.
The fact that no paramagnetism is observed is explained’}’ by negative-U
defect pairs, with all defect states being either doubly occupied
(negatively charged) or unoccupied (positively charged). The existence of
negative-U requires a large electron-phonon coupling. In Si0, this is due
to the non-bonding oxygen p-electrons, which are available to take part in
bond rearrangements accompanying changes in the charge state (occupation)
of defects. The lowest energy and hence most numerous defects are therefore
believed to be charged over and under-coordinated sites.

In order to study these defects by EPR one therefore requires some way
to prepare them in a non-equilibrium or excited paramagnetic state. Various
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double-modulation techniques, such as optically-detected magnetic resonance
or spin-dependent recombination, are useful. This paper describes another
method, in which the native defects are put in a metastable paramagnetic
state by optical excitation, and are then measured by standard EPR. We have
found®~7 that paramagnetic states may be produced by sub-band-gap optical
excitation of a-5i0,. The paramagnetic state is metastable at room
temperature.

Since *he -~bsorption of sub-band-gap light can only occur at defects
with states in the gap, the spins that are observed must result from direct
photoionization of native defects, plus subsequent re-trapping of the free
carrier at other sites. The use of sub-band-gap light therefore has the
significant advantage that, in contrast to ionizing radiation, the energy
is inadequate to create new defects. One may therefore be reasonably sure
that the resulting EPR signal indeed reflects the structure of the native
defects in the as-quenched material.

Of course, whether the paramagnectic states are generated by ionizing
radiation or optical excitation, the fact remains that EPR only probes the
excited state of the defect, so that one can only speculate about the
diamagnetic ground state from which the paramagnetic state was created. It
is here that photoexcitation has another important advantage, since the
excitation energy can be tuned. Since different defects have different
ionization energies, varying the photon energy of the light allows their
selective excitation. Finally, it is possibly to exploit the fact that the
excitation can be polarized to obtain completely new information about the
properties of the defects.

Large electron-phonon coupling is associated with a number of other
intevesting defect metastabilities as well. Perhaps best known is the DX
center 1in AlGaAs. whose behavior is most successfully explained by a model
involving large lattice-relaxation as the defect occupation changesg. Other
examples include the M center in IrP? and several extrinsic centers in
silicon!?. At least one such center, the As;, eantisite defect in GaAs,

exhibits a metastable photoinduced EPR effect as well!!.

In this paper we describe our observations of optically-. duced
metastable spin-resonance signals in 8i0,. We find that the dominant
photo-induced spin center is unusual in that it i< created by capture of
either an electron or a hole. This behavior is explained by a negative-U
defect pair model. Several other types of defects are observed as well.

PHOTOINDUCED EPR IN SiO,

To generate paramagnetic centers in a-Si0, we have used three
different photon energies, available as laser transitions from various
halogen/rare~gas mixtures. These energies (5.0, 6.4, and 7.9 eV) are all
well below the band gap, and they sample several orders of magnitude in the
absorption coefficient (~ 10 J3cm !, 10°?cm"!, and 10 cm !, respectively).
The typical excitation density was ~ 10°° absorbed photons per cm 3.

Samples of Suprasil-Wl were obtained frcm Heraeus-Amersilf<. After
exposure, the samples were annealed in air for 15 minutes at successively
higher temperatures, in steps of 100 C, and the EPR spectra were
re-measured at room temperature after each annealing step. Samples
irradiated with the three different photon energies were annealed
simultaneously. EPR measurements were carrvied out at ~ 10 Ghz using a
Varian E-9 spectrometer equipped with a TEOll cylindrical cavity.

142




The EPR spectra resulting from exposing samples of Suprasil-Wl to
7.9 eV, 6.4 eV, and 5.0 eV photons and subsequent annealing are shown in
figures 1, 2, and 3. The uppermost curve in each of these figures is the
initial spectrum measured several days after irradiation at room
temperature. It is clear, from the shape of the spectra and from the
variation with photon energy, that each of these spectra consists of
several superimposed components arising from a number of different defects.

As the samples are annealed the spectra change shape, reflecting the
fact that the different centers have different activation energies for
returning to their diamagnetic ground state. As seen in figures 1-3, the
sharp features anneal first. We note that part of the shoulder originally
at g ~ 2.025 results from a resonance at g = 2.019 whose amplitude actually
increases during annealing at 400 C. This resonance disappears completely
after annealing at 500 C. The overall amplitude of the remaining resonances
decreases upon further annealing, and after annealing at 700 C the signal
is no longer measurable for any of the excitation energies.

By subtracting the spectra shown in figure 1-3 from one another we
have been able to extract the major components of the photoinduced EPR.
Such a procedure, in which one hopes the subtraction will cancel out parts
of the curves to leave isolated components, is of course susceptible to
error because of the necessity to normalize the spectra prior to
subtraction. In performing the analysis we were able to take advantage of
significant end points, for example at the highest annealing temperature
where all but one or two centers have annealed, or the lowest excitation
energy where fewer defects can be ionized, or by the use of high microwave
power where some resonances are saturated, Similar analysis of such
isochronal annealing data can of course be applied to radiation-induced
defects as well. In the present case, however, the additional parameter of
variable photon energy makes the procedure significantly less ambiguous.

The result of this analysis is shown in figure 4. These are the
components, designated A, B, and C, which constitute the major portion of
the 7.9 eV photo-induced EPR and which describe the EPR induced by the
lower photon energies after partial annealing. These components account for
wore than 80 ¥ of the spins in the case of 7.9 eV excitation. The
remainder, and those which dominate in the case of 6.4 eV or 5.0 eV
excitation, comprises the 'low energy' centers, so called because 1) they
have a low threshold energy for photogeneration ; 2} they have a low
activation energy for thermal annealing ; and 3) they saturate at low
microwave power, i.e. they have a long spin-lattice relaxation times T,.
These centers may be separated from the other components by their microwave
saturation properties. Whereas the components A, B, and C did not saturate
at even the highest microwave powers available (200 mW waveguide power),
the 1low-energy centers exhibited saturation unless the power was kept at
0.2 mW or lcwer. When the low-energy centers are not present in too high a
density (as in the case of 7.9 eV excitation) it is therefore possible to
completely or almost completely eliminate them from the measured spectrum
by performing the measurement at high microwave power. Conversely, the
spectrum of the low~energy components present in the 7.9 eV-induced EPR can
be 1isolated by subtracting spectra tuken at low and high microwave powers.

The result® is a spectrum essentially identical Lo that obtained at lower
photon energies.

Having extracted the spectra of the various components contributing to
the photoinduced EPR, it is now possible to fit each of the original
spectra with a sum of the components. The fitting gives the amount of each
component present at each annealing temperature. The isochronal annealing
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curves for the case of 7.9 eV excitation are shown in figure 5. The top two
curves are the total spin density, measured by double numerical integration
of the experimental spectra. The solid line, labelled 0dB, was measured at
high microwave power (200 mW) so that the low energy centers are saturated.
This curve therefore measures the total of only the broader lines which
have been resolved into the components A, B, and C. On this figure the
total density of low energy centers is therefore given by the difference
between the measured spin densities at high (0dB attenuation) and low (30
dB attenuation) - icrowave powers.

There are several interesting features in figure 5. The growth of the
C center (here resolved into two gaussian components) is seen clearly. This
growth appears to correlate with the beginning of the A-center annealing ;

-y Eq= kT £nlpt (eV)
2.08 2.04 2.00 1.96 1.2 ’i ‘;4 ",7 2',0 213 2;6 2;9
) ‘ " *l Q_TOTAL, 3048
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@) A
206 4
i)
=)
3
c 0.4 .
=%
2]
0.2t .
: 1 i : 0 1 i
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MAGNETIC FIELD (G) Anneal temperature (°C)
Fig. 4. Spectra of the major Fig. 5. Isochronal annealing curves
components of the photoindu- of the photoinduced parama-
ced EPR. gnetic centers in 7.9 eV

irradiated Suprasil-wWi. The
spectrum of the C center was
fitted to two gaussian
components whereas the other
components were fitted using
the experimentally derived
spectra shown in figure 4.

some fraction of the carriers released from A centers are apparently
retrapped at C precursor sites (i.e.. C centers in a diamagnetic
configuration). Notice that the annealing of the A center is very gradual,
implying a broad distribution of trap depths, and that there are A centers
both shallower and deeper than the C centers.

Second, the number of B centers also increases, and this increase
correlates with the annealing of the majority of the low energy centers,
which can again be understood by assuming that some of the carriers
released from low-energy sites are retrapped at diamagnetic precursors to
the B centers. Finally, figure 5 shows the striking result that more than
half (~ 70 %) of the spins are in the A center.
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For both 6.4 eV and 5.0 eV the A center also accounts for more than
50 % of the spins after annealing of the low energy centers at 300 C. The
most surprising feature of the annealing studies for these lower excitation
energies 1is the absence of B centers. The significance of these results
will be discussed in the next section.

Note that the density of A centers 1is well above that of any
impurities except for hydrogen and chlorine. For the other centers an
impurity role cannot be ruled out from these number densities alone. It is
interesting to note that the density of E' centers (the narrow resonance,
2.4 gauss wide, at g~ 2.001), is only ~ 10'3cm 3, even for 5.0 eV
excitation where this center is most strongly excited. We believe this is
strong evidence that the E' center is not a dominant native defect in
a-5i0,, and that the large density of E' centers typically observed in
radiation-damage experiments is a result of the radiolytic formation of
oxygen vacancies. In thermal oxides, on the other hand, 5.0 eV excitation
results in ~ 10'7c¢m 3E' centers!3. This may indicate that the structure of
thermal SiO, is significantly different from that of bulk Si0, ; another
possibility is that oxygen vacancies are generated when carriers are
injected from a silicon substrate.

Trap depths, i.e. activation energies corresponding to the annealing
.emperatures are also indicated for reference in figure 5. These energies
correspond to setting the thermal activation rate, v = v, exp (—Ea/kT).
equal to the inverse of the annealing time (15 minutes). The prefactor v

= 10" !2sec™ !,

0

was taken to be a typicsl phonon frequency, vy

INTERPRETATION

The EPR lines shapes have been discussed in some detail
previouslys. Since 1in general it is not possible to ascertain the atomic
structure of a defect based on a knowledge of the g-tensor alone, we will
not attempt in this paper any direct interpretation of the these EPR
spectra. Rather, we focus on certain striking aspects of the annealing data
of fig. 5.

In fig. 5 we saw that in the 7.9 eV-irradiated sample more than half
(roughly 70 %) of the spins are in the A center. This is a very surprising
result. Because the excitation photon energy is smaller than the band gap,
the spins we see must result from direct photoionization of native defects,
leaving behind a trapped hole (electron), with subsequent retrapping of the
photoexcited electron (hole) at a different site. While lattice relaxation
can, and probably does occur following changes in the defect occupancy,
this cannot change the fact that equal numbers of trapped electrons and
holes are generated since the sample must remain overall neutral. Thus even
if there are, for example, many different types of electron trap but only
one variety of hole trap, there seems to be no way, barring multiple
excitations of the same defect, to have a majority of the paramagnetic
centers be of one type.

It turns out, however, that this behavior is predicted by the
valence-alternation model of Kastner et al.”. Mott'® applied the
valence-alternation idea to $i0,, proposing the defect pair C;/C}(SiZO) as
the most important in S5i0,. In this notation, C stands for chalcogen, the
coordination number is indicated by the subscript, and the nearest neighbor
atoms of the overcoordinated species are given in parenthesis. These
defects are illustrated on the left side of fig. 6.
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Consider the effect of removing an electron from the C. and a hole
.las . ; . 1
from the C3(8120), as shown in fig. 6. Assuming steric constraints allow
the oxygen from the C]; to find a nearby bridging oxygen, as shown, these
two defects will both relax to the same neutral paramagnetic Cg(SiZO)
structure, since this involves no large atomic motions for either center.
Thus trapped electrons and trapped holes give the same EPR signal.

Other explanations for the data cannot be entirely ruled out. There
might be additional resonances too broad to detect, and if a single defect
is doubly-ionized, or traps two carriers, then some electrons or holes
would go undetected. With these caveats, the data presented here may be the
most direct evidence to date for the applicability of the
valence-alternation model to a-Si0,.

A second interesting feature in fig. 4 is the 70 % increase in the
number of B centers which occurs at 200 C. It was pointed out that this
increase appears to be correlated with the disappearance of the low energy
centers, which can be understood by assuming that some of the carriers
released from the latter sites are retrapped at diamagnetic precursors of
the B centers. However, the B center is never observed after 6.4 eV or
5.0 eV excitation, even though the same number of low-energy centers are
produced and are observed tc anneal at the same temperature. If our
interpretation of the growth of the B center is correct, then it must be
that its diamagnetic precursor is, in fact, created by the 7.9 eV light and
is not present in thermal equilibrium. Otherwise, the disappearance of the
low energy centers in the 6.4 eV or 5.0 eV-irradiated samples should result
in the appareance of the B center in these samples.

This behavior can be explained by another defect model. Street and
Lucovsky!3 pointed out that there are two possible types of three-fold
coordinated oxygens a-5i0,. Starting from a broken Si-O bond, and following
the approach of Kastner et al., they proposed that the neutral dangling
bonds would be unstable toward the formation of a C;/CS(Si3) pair. The
overcoordinated center is illustrated on the left side of fig. 7.

As illustrated in this figure, the defect pair C;/Cg(Six) does not

interconvert, so that removing two holes from the C3(Si ) generates a T; (T
is for tetrahedron, i =. group IV element), which was not present in
thermal equilibrium. If one assumes, for the sake of argument, that 7.9 eV
photons, are energetic enough to remove two holes, in succession, from the
positively charged defect, then some spins will be observed in the form of
C%(Sij) but there will also be some new diamagnetic T} centers created.
These new negative centers are then available for retrapping of holes
released from the low-energy centers, accounting for the observed growth of
the B center. On the other hand, if the photon energy is insufficient to
produce any paramagnetic B centers initially, as is the case for 6.4 eV or
5.0 eV excitation, then it will certainly be incapable of removing two
carriers. The negative center will then not be available for retrapping of
the released holes and thus no B-center formation will accompany the
disappearance of the low-energy centers, exactly as observed in the case of
6.4 eV or 5.0 eV excitation. Note that it is very likely that the creation
of doubly ionized state is a two-step process, because even a 7.9 eV photon
probably has insufficient energy to remove two carriers simultaneously.

It should be emphasized that there is no strong supporting evidence,
such as hyperfine structure, for the identification of the observed EPR
spectra with any specific structural models such as those depicted in
figs. 6 and 7. Nonetheless, these simple models have properties which are
consistent with our measurements of the annealing behavior and photon
energy dependence of the photoinduced paramagnetic centers in a-5i0,. For
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the B center, the model in fig. 7 is not unique ; any charged defect that
can be doubly ionized would suffice. For the A center, however, the only
existing model which has the required amphoteric behavior is that of

valence-alternation pairs.
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Fig. 6. Capture of appropriate carrier Fig. 7. Removal of two holes in

by C{ and Cg(SiZO) resulting in succession to form first
in the same paramagnetic C%(SiB) and then its nega-
defect. tive precursor. This can
explain behavior of the B
center,

ORIENTED DEFECTS IN GLASS

In addition to being able to selectively excite certain defects by
tuning the excitation photon energy, it is possible to exploit the fact the
excitation can be polarized. In the wusual sort of experiment in which
defects are generated by high-energy irradiation, the defects assume a
random orientation because of the inherently random structure of the glass.
Instead of observing discrete, angle-dependent EPR lines corresponding to
defects with specific orientations, one instead observes a powder pattern,
corresponding to an angular average over all orientations.

described a novel effect in which the paramagnetic

We recently!®
along an

centers are created with a preferential orientation
externally-defined axis, by using polarized light to ionize native defects
in a-5i0,. If the formation mechanism of the paramagnetic center involves
the ionization of a localized defect state, with for example an electron
being excited from a localized p-orbital into an s-like band state, then
the transition matrix element will be proportional to the cosine of the
angle between the polarization direction and the axis of the p-orbital.

Figure 8 shows the EPR spectrum induced in Suprasil W1 by polarized
6.4 eV 1light. Only the low-energy centers are present in these data. The
spectra were obtained at two different orientations of the magnetic field
relative to the polarization direction, It can be seen that there is a
distinct, although small, orientation dependence.

The data in fig. 8 are complicated by the fact that some components
of the EPR spectra are unpolarized. Since the excitation is below the band
gap, the mechanism for producing the paramagnetic centers is almost
certainly one involving the ionization of native defects, with subsequent
trapping of the ionized electron or hole at a second site® 7. This trapping
process should not depend on the polarization of the exciting light, so at
least half of the centers are expected to be unpolarized. Close inspection
shows that the spectra are composed of at least two distinct centers, and

148




-9

204 203 202 20l 200 199
T T T T T T

1
3260 3310 3360
MAGNETIC FIELD (G)

Figure 8. Orientation dependence of the EPR induced in a-5i0, by polarized
6.4 eV light.

it 1is in fact possible to separate these components by their annealing
behavior’. Furthermore the centers, even if initially created with maximum
polarization, may have partially relaxed and randomized before the EPR was
measured. Indeed, the EPR was re-measured after allowing the sample to
anneal at room temperature for a period of one week and it was found that
the anisotropy had relaxed somewhat. For these reasons it is more
meaningful to 1look at the polarization-induced anisotropy., i.e. the
difference between the EPR spectra wameasured with the magnetic field
perpendicular and parallel to the polarization direction. This difference
is shown in fig. 9.

If one assumes that the wunderlying symmetry of the defect is axial,
then it is possible te obtain closed-form expressions for the
polarized-light-induced powder patterns!'®, P(g)=sin®D(®)|66/8g| where D(0)
is the angular distribution of the defect symmetry axis with respect to the
magnetic field direction. The theoretical predictions are shown in
fig. 10, for two orientations of the magnetic field and for the two
simplest cases for D(0), depending on whether the resulting paramagnetic

-
centers are produced with their unique axes along the E vector of the light
(case I), or perpendicular to the light (case II). The experimental
difference spectrum resembles quite closely the prediction for case (II).
Note 1in particular the agreement in the relative magnitudes of the two
minima (indicated by arrows). Of course the difference spectrum is rather
noisy, and is not in precise agreement with the theoretical prediction,
e.g. in the region between the two minima. Such discrepancies in the exact
shape of the spectra may result from the assumption of perfect axial
symmetry in the theoretical spectrum. This assumption could be relaxed in a
numerical calculation.
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SUMMARY

Sub-band-gap photoexcitation provides an important new tool for
studying defects in a-8i0,. We have demonstrated that by using different
photon energies we can selectively excite different sets of native defects.
The additional parameter of variable photon energy provides invaluable
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Fig. 9. Polarization-induced aniso- Fig. 10. Theoretical predictions for
tropy, i.e. the difference powder patterns produced by
(HLE) - (HHE; of the two polarized 1light, for cen-
spectra in fig. 8. This ters of axial symmetry. The
figure is plotted with a bottom two curves are the
gain of 5 relative to fig.8 predicted polarization-

induced anisotropy.

assistance in isolating the EPR spectra of individual defects. This may
also make the goal of correlating the EPR signals with various optical
bands much easier!7,

Most importantly, we are now able to investigate the nature of native
defects, rather than being limited to defects produced by radiation damage
as has been the case previously. This is being used, for example, to look
at drawing-induced defects in optical fibers!8,

The extension of this technique by the use of polarized light leads to
the exciting ability to produce partially oriented paramagnetic centers in
amorphous materials, opening up & host of possibilities for new
experiments., This was demonstrated with the paramagnetic centers produced
by 6.4 eV light. Application to the A, B, and C centers, which predominate
at higher excitation energy, could provide much more insight into their
identity. The evolution of such anisotropic EPR spectra during annealing
could tell us much about the mechanism by which the defects transform.
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ABSTRACT

We examined twelve kinds of synthetic silica glasses prepared by
various methods, such as flame hydrolvesis plasma-CVD, CVD-soot remelting
and sol-processes. LEach synthetic method and preparation process could
berelated to particular intrinsic defects in the glasses such as hydroxyl
groups, peroxy-linkages and oxygen-deficient defects. It was found that
excess absorption near the band edge was caused in each case by the
dominant intrinsic defects. The E' center induced by ArF laser irradiation
in the glasses containing oxygen-deficient defects was found quite stable
at room temperature, whilst for glasses containing other dominant defects,
it was unstable. The irradiation effects on the 7.6 and 5.0 eV absorption
bands strongly suggest that these bands originate from oxygen-deficient
defect.

INTRODUCTION

The optical properties of synthetic silica glass in UV and VUV
(vacuum-ultraviolet) regions and the durability of such glass against
excimer lasers have become increasingly important with the rapid progress
in excimer lasers and their expanding scope of application to fields such
as VLSI lithography. Although these properties are known to be sensitive to
intrinsic defects and impurities in glass, systematic studies on them have
not been carried out.

Kaminow et al.! reported that absorption near the band edge of

Spectrosil and Suprasil varies markedly with hydroxyl content and that a
peak or shoulder is observed at 7.6 eV in hydroxyl-free samples.

* On leave from Centre d'Etudes Nucleaires de Saclay, France.
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Table 1. Preparation methods

and impurity contents

Sample Preparation method Content (ppm)
OH Cl F

P1 Ar plasma~-CVD N.D. 200~500 N.D
P2 02 plasma~CVD N.D. 200~500 N.D

Suprasil W plasma-CVD 1-2  mememes emeeeee
H1 flame hydrolysis 500-600 100~-200 N.D.
H2 flame hydrolysis 800-900 N.D. N.D.
S1 CVD-soot remelting N.D. N.D. 200-500
S2 CVD-soot remelting N.D. 50-100 203-500
S3 CVD-soot remelting 100-200 50-100 N.D.
s4 CVD-soot remelting = =  =======  ==sececs ceeena-
SG1 sol-gel 90 = mmeeses emmeee-
SG2 sol-gel 300 @ mmemeee eemeoe-
SG3 sol-gel 20 mmmmeeem smemeee

Historically, the origin of the 7.6 eV band observed both in

as-prepared and irradiated silica glasses is controversial. Griscom et al.
assume that the oxygen-deficient defect (=Si-SiZ=) causes the band and
suggest that the peroxy-radical center is also related to absorption around
7.6 eV.3 Moreover, 1little information is available on absorption of other
defects possibly present, such as the peroxy-linkage (=8i-0-0-SiZ) and the
hydroxyl group (- OH). Recently a few studies on the defects produced by
excimer lasers have been reported“~5. Induced paramagnetic defects in
Suprasil were found sensitive bYoth to excitation energy and OH content®.
Devine et al.? studied the laser induced oxygen-related center in OH free
silica glass (Suprasil W1) in relation to accumulated UV dose, irradiation
temperature and annealing behavior. Defects caused by UV and VUV
irradiation may originate by direct photo-ionization of intrinsic defects
or trapping of photo-ionized charge carriers at other pre-existing defects,
while Y-rays and X-rays with much higher energy possibly create new defects
by the knock-on processes. Thus, the study of laser irradiation effects
should facilitate understanding of the relationship between intrinsic and
induced defects.

EXPERIMENTAL

The glasses were classfied into four types according to the synthetic
method of production, such as flame hydrolysis(H), plasma-CVD(P}, CVD-soot
remelting(S) and sol-gel{SG) processes as shown in Table 1 along with
impurity content. VUV absorption measurements at 6.2-8.3 eV were made using
synchroton radiation from a storage ring at our laboratory, through a lm
monochromator (Nikon/McPherson 225). UV absorption below 6.2 eV, IR
absorption, luminescence and EPR measurements were made using commercial
spectrometers. Some samples were treated with 0,, H,, N, and ordinary air
atsmospheres at 800 or 900°C for 3-240 hours. The ArF excimer laser (Lambda
Physik model EMG 102 MSC} for the irradiation experiment was operated at
30 Hz with a 20 ns pulse width. The maximum energy per pulse of a
rectangular beam (8 x 28 mm?) was 100 mJ unless otherwise noted.
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RESULTS AND DISCUSSION

Absorption Properties in the VUV Region

The absorption behavior of the twelve silica glasses near the band
edge was found to be classifiable into the three types shown in fig. 1.
Hydroxyl-free glasses prepared by the CVD-soot remelting process (S5 and
S6) had distinct peaks at 7.6 eV. The samples prepared by plasma-CVD (P1,
P2 and Suprasil W), which were almost hydroxyl-free, showed tail
absorptions prominent down to 7.0 eV. The other samples (H1, H2, S3, S4 and
SG1-SG3), containing varying amounts of water, showed no prominent
absorption below 7.5 eV but shifted band edges to the lower energy side
with increasing OH content, regardless of the preparation method. Each
excess absorption was attributable to an intrinsic defect, an
oxygen-deficient defect, peroxy-linkage and OH group, respectively, as will
be discussed below.

The 7.6 eV band was about two times larger than that observed by
Kaminow! in Spectrosil WF but attribution of the origin of this band to the
peroxy-radical3 was ruled out since no paramagnetic center was observed in
any as-prepared sample. This absorption band measured for a 0.2 mm thick
sample, decreased to ~ one tenth the initial intensity by heat-treatment in
H, at 800°C for 3 hours and to ~ one third after 30 hours in 0, at 900°C.
It did not change at all in an N, atmosphere. Thus, the defect responsible
for the 7.6 eV band reacts with H, and 0, but is not simply thermally
reduced. The reaction 1is explained by the tarnishing reaction between the
defect and H, or 0,, the defect density was estimated to be 10'8cm 3. No OH
group was detected by IR measurement in the samples treated with H,,
indicating little existence of the peroxy-linkage. Thus, the origin of
7.6 eV is likely to be oxygen-deficient defect. The atomic structure of the
defect has not been identified yet. The defect, =Si-SiZ, as suggested by
Griscom’ is & possible origin. But =Si-H, possibly produced following H,
treatment, was not observed by IR since the estimated content was below our
detection 1limit®, Griscom? assumes thct the oxygen-deficient defect,
=Si-Si=, aceompanies the 5.0 eV absorption band with 4.3 eV luminescence as
well, We confirzed the presence of a 4.3 eV luminescence and a 5.0 eV
excitation peak in these samples having the 7.6 eV band. It decreased with
heat~treatment in 02 or Hz as did the 7.6 eV band. This fact supports
Griscom's assumption. However, the results of the ArF laser irradiation
indicated two different states for the oxygen-deficient defect.

An absorption tail down to 7.0 eV was removed by heat-treatment in H,,
resulting in the production of a certain amount of OH groups observed by
IR. Shelby’ suggests that the chemical reaction may be described as a type
of tarnishing reaction.

The reaction, =5i-0-0-5i= + H, = 2 x (=Si-0H)., occurs in excess oxygen
samples having peroxy-linkages. The findings for plasma-CVD samples
correspond to this reaction. The intensity of the infrared OH band at
2.7 um was completely satured following heat-treatment in H, at 900°C for
30 hours, so that the density of the peroxy-linkages in these excess oxygen
samples was of the order of 10'8cm~3. The absorption coefficient from 7.0
to 8.0 eV was proportional to the thus determined peroxy-linkage content.
Thus, the peroxy-linkage causes an absorption tail down to 7.0 eV.

OH containing samples had no prominent absorption below 7.5 eV but the
absorption edge shifted to the lower energy side with increase in OH
content, regardless of the preparation method. Thus, excess absorption
above 7.5 eV is dominated by OH content in the samples.
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In conclusion, absorption in the VUV region of synthetic silica
glasses is characterized by individual dominant defects, such as
oxygen-deficient defects, the peroxy-linkage and OH group. Other impurities
such as chlorine and fluorine may not influence absorption properties. The
defects may be reasonably considered related to the synthetic methods and
the preparation processes. The ideal absorption edge appearing after
subtracting excess absorption should be above 7.8 eV.

E' Center Induced by ArF Excimer-Laser Irradiation

Although the photon energv of the ArF excimer laser, 6.4 eV, was well
below the band gap, ArF laser irradiation at room temperature created an E'
center in all samples except Suprasil 1 and also produced an oxygen-related
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center in glasses having peroxy-linkages as reported by Stathis et al.”,
Both centers were accompanied by absorption bands at 5.7 eV and 4.8 eV,
respectively, resulting in reduction of the UV transparency. The E' center
is the well-known paramagnetic defect ascribed to a silicon dangling bond.
How defect production is related to the intrinsic defects warrants
attention. We found that the wmanner of formation and stability of the E'
center strongly depends on the existence of intrinsic defects.

Fig. 2 shows the decay of spin density induced after ArF laser
irradiation at room temperature. The E' centers induced in the samples
containing oxygen-deficient defects did not decrease. In the other samples
with OH groups or peroxy-linkages, the number of E' centers produced was
about one order less that in the former samples and gradually decreased to
about one third its initial wvalue after 30 hours and remained almost
constant. Thus, the E' center induced in the former samples is quite
stable, while that in latter ones is unstable. In samples treated in H,,
the induced E' center increased by about one order and showed a decreasing
tendency was similar to that of the latter. In the case of 0, treatment,
the number of E' centers produced was reduced by more than one order.
Regarding the growth curve of the E' center as a function of accumulated
photon doses, the E' center induced in the samples having oxygen-deficient
defects increased with laser photon dose. On the other hand, the defect
density induced in samples containing OH groups rapidly reached the
saturated value. Although detailed information on formation and the
extinction mechanism of the E' centers are not yet clear, OH groups,
peroxy-linkages and Si-H bonds should be essential to these processes
through structural relaxation and successive defect reactions.

Oxygen-deficient defects

The =Si-Si= bond, an oxygen-deficient defect, is the likely precursor
2% the E' ronter?, since =5i-Si= = =S5i® + (=Si + e”). This process should
be accompanied by large structural relaxation because the reverse process
does not occur at room temperature. Nagasawa et al.t reported the 5 eV
absorption band observed in oxygen-deficient samples is decreased by KrF
laser irradiation. Thus, the E' center may be created at the expense of an
=8i-Si= bond. However, they observed rather rapid recovery of band
intensity at room temperature. In fig. 3, the 4.3 eV luminescence
intensity, originating from the 5.0 eV absorption band, can be seen to be
reduced by ArF irradiation. It may be reasonably assumed that the
luminescence intensity change is directly related to that of the absorption
band. The reduced luminescence intensity, however, did not recover at room
temperature, corresponding to the case of the induced spin density of the
E' center. Thus, as far as our experiment is concerned, the defect causing
the 5.0 eV absorption band appears to be the precursor of the stable E'
center.

The 7.6 eV absorption band, assumed to have the same origin as the
5.0 eV band by Griscom, was not changed by ArF irradiation within our
detection 1limits, in contrast to the case of the E' center and 5.0 eV
band ; this strongly suggests that the origin of these absorption bands
should be attributed to individual structural defects. But these defects
are the same with respect to oxygen-deficiency. The number of defects
concerned with the 7.6 eV band was 1 x 10'8cm~3 as stated before. Thus, it
would be difficult to detect a decrease in band intensity if, for example,
some of the defects causing the 7.6 eV band changed into the E' centers,
(say as many as 10'®cm-3). The density of the defects related to the 5.0 eV
band should be of the same order as the induced E' center density. Both
bands diminished qualitatively in parallel as the result of chemical
treatment as mentioned above. Several models have been proposed for
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oxygen-deficient defects. In addition to the previously mentioned =Si-Si=
bond model, Skuja et al.? state that the 5.0 eV absorption band and 4.3 eV
luminescence are due to twofold coordinated silicon defects. It should be
noted that these defect structures ar= easily interchangables, elucidation
of the exact nature of oxygen-deficient defect will require additional
reseach.

The mechanism of excimer laser excitation in synthetic silica glass is
another problem related to laser induced damage. Silica glass essentially
has no absorption at an ArF laser photon energy of 6.3 eV. Soileau et al.'®
suggest that two-photon absorption of the second harmonic of Nd:YAG laser
exists in silica glass. We obscrved the formation efficiency of the E'
center in the samples having oxygen~deficient defects to be linearily
proportional to laser pulse energy, as shown in fig. 4. This means the spin
density produced is proportional to the square of laser pulse energy. Thus,
the two-photon process is suggested to be responsible for defect formation
in the case of ArF excitation.
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INCOMMENSURATE PHASE OF QUARTZ: MICROSCOPIC ORIGIN

AND INTERACTION WITH DEFECTS
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Silicon dioxide is well known for its extensive polymorphism' : in
addition to about 20 crystalline phases, it is also easily obtained in an
amorphous state which is a prototype of glass structure. With the exception
of Stishovite, these phases consist of three dimensional frameworks of
corner sharing Si0, tetrahedra, giving structures with different
topological connections. Furthermore the 1low pressure phases {(quartz,
cristobalite, tridymite) present displacive transitions produced by small
displacements of the Si0, tetrahedra, without breaking any atomic bond. In
this way quartz at 846 K transforms from the low temperature & phase of
trigonal symmetry to the high temperature g phase of hexagonal symmetry.
Although this transition has been studied for nearly a century, it was only
in 1980 that Bachheimer disrovered that the a-8 transition was rot direct?
but occured through a new intermediate phase, later characterized as an
incommensurate (inc) phase}. 1In an inc structure some property (atomic
position, electronic or spin density ...) is modulated with a period A
which is not commensurate with the lattice period a. In a diffraction
experiment satellite peaks are observed in addition to the usual lattice
reflections. Indeed in the 1inc phase of quartz satellites have been
observed by diffraction experiments with neutrons3, X rays" and
electrons®: satellites are observed along the 6 equivalent <100> directions
of the hexagonal reciprocal lattice at a small distance q ~ 0.03 a’ from
the Bragg peaks. Furthermore this is one of the few inc structures which
has been observed directly by electron microscopy : a periodic structure of
equilateral triangles, produced by the 1local superposition of 3 waves at
120° has been observed®-®. (Recently it has been shown that the application
of a uniaxial compressive stress along [100] produces an inc structure
with a single modulation wave along [100}7).

The late discovery of this new phase 1is due to the fact that it is
observed only in a small temperature range of 1.4 K, in betwcon the
classical o and B phases. However ia this small range large variations of
most physical properties are observed® : the wavevector modulation q
presents a 30 ¥ decrease from .033 to .022 a’ while the thermal expansion
coefficient o increases 10 times from 10" to 10°3 K-'.

Origin of the inc phase

The first suggestion for the existence of an inc phase in quartz is
found in the theoretical work of Aslanyan and Levanyuk? who pointed out
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that the hexagonal symmetry of # quartz allows the existence of a coupling
term between strains UiJ and the spatial derivatives of the order parameter
m, which can be written as :

&n &n

A (U . -U ) ranie Xy g;

xx vy (1)
(in the o phase, the order parameter M corresponds to a rotation of SiO,
tetrahedra around the OX-type axis, associated with the appearence of the
d,,x coefficient of the piezoelectric tensor).

If the coupling constant A is large enough, an intermediate inc phase
is expected in between the classical &« and @ phases. In a lattice dynamic
picture, the gradient interaction of eq.({1l) corresponds to an anisotropic
coupling between acoustic modes and the soft mode associated with the order
parameter. “he inc modulation along the OY axis is due to a strong coupling
between the transverse acoustic shear wmode (associated with ny) and the
sof't mode.

Experimental results obtained from inelastic neutron scattering
measurements are in agreement with this model : a strong anisotropy of
phonon branches has been observed in the XY plane, with a large premonitory
diffuse scattering along Y axis!®., Furthermore clear evidence of the
coupling between the transverse acoustic ny mode and the soft mode has

been obtained in a recent experiment!! performed above 1000 K. This high
resolution experiment has also shown that the diffuse scattering observed
along OY has a dynamical origin which can be attributed to a low frequency
branch, resulting from the interaction of the acoustic modes with the soft
mode, with an overdamped harmonic oscillator behaviour.

Further insight is gained by considering a more microscopic model. The
first step was to consider the possible vibration modes of rigid Si0,

tetrahedra'® : this geometrical approach leads to a strong coupling of the
soft mode with the acoustic va mode, along Y axis. Further improvements
with deformable tetrahedra, where only the Si0O distance is constant, lead
to a good description of the 3 lowest frequency modes along OY. The atomic
displacements in the inc phase result from a mixing of a shear wave with
the tetrahedra rotations of the «-B soft mode. It is possible that these
low frequency excitations may be related to thos recently observed in
silica glass!?.

Interaction with defects

Progressively it has been realized that inc phases are very sensitive
to the presence of defects : 1in a perfect lattice, the energy of an inc
phase 1is not changed by a translation of the modulation wave. This
translation invariance is broken by the presence of point defects which in
general introduce a pinning of the modulation, leading to irreversible
effects. In this respect, quartz is an interesting case, as one can obtain
very pure samples, with well characterized impurities, although very
sensitive experiments are needed to detect these irreversible effects in
the small temperaturc range of 1.4 K of existence of the inc phase. The
first evidence for irreversible behaviour was obtained in a measurement of
the modulation wave vector q by <Y-ray diffraction on a natural
sample‘“: during heating and cooling cycles, a thermal hysteresis was
observed in the temperature variation of q, reaching 0.2 K near T. the
transition temperature between the inc phase and the a phase.
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A systematic study of this hysteresis behaviour has been performed
using birefringence measurements. Fig. la shows the variation of the
birefringence observed upon cooling and heating inside the inc phase :
different variations are observed upon heating and cooling. By performing a
temperature cycle of .15 K, one obtains the small hysteresis cycle shown in
Fig. 1b. In the high quality synthetic samples investigated, with Al
concentrations < 5 ppm, the maximum hysteresis varies from 15 to 60 mK. The
hysteresis effect is very sensitive to small variations in the defect

density.
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Fig. 1. a) irreversible behaviour of the temperature variation of the
birefringence ¢ (arbitrary units) in the incommensurate phase.
b) Hysteresis cycle, corresponding to the rectangle of fig. la.
c) Memory effects obtained after waiting 10 h at T,.
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In most samples with narrow hysteresis a remarkable "memory effect" is
observed as shown in fig. lc. Before starting the temperature cycle, the
samples was stabilized for 10 hours at a constant temperature T,. The
sample remembers that it has spent a long time at T,. This effect is
explained by a slow migration of mobile defects during the long waiting
time at T,. The interaction with the modulation wave leads to the growth of
a "defect density wave" which keeps its period in subsequent temperature
variations'®. When the temperature comes in the vicinity of T,, a lock-in
occurs between the modulation wave and the defect density wave producing
the small steps observed in the birefringence curve.

The inc phase of quartz reveals very interesting irreversible
behaviour such as temperature hysteresis and memory effects. One has to
realize that an inc modulation is a distortion from a perfect crystalline
order which produces small changes in atomic distances. One can hope that
the understanding of the microscopic interactions at the origin of these
irreversible effects can be used to understand the behaviour of the more
disorded structure of amorphous materials.
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INTRODUCTION

The mechanism of optical absorption near 2 eV induced by Y-irradiation
in pure silica glass has been studied by many workers!-®. It appears that
non-bridging oxygen hole centers (NBOHC), which were revealed by Friebele
et al. through the study of electron spin resonance (ESR) spectra', are the
most probable factor causing the optical absorption? 5. However, it is also
clear that the 2 eV band cannot be ascribed to only one kind of defect
center, because, as the OH-group content of the sample increases, the peak
wavelength shifts from 630 nm to 600 nm3'? and the oscillator strength
decreases3. Friebele et al. thus assumed that the 2 eV band is caused
mainly by NBOHC in high-OH silica (i.e., silica which contains a high
amount of OH groups) and by a non-paramagnetic center such as >Si:” in
low-OH silical. Contrary to the above assumption, the present authors
thought that the difference in the 2 eV band induced in high-OH silica and
in low-0OH silica 1is caused by hydrogen bonds between the NBOHC and an OH
group near the NBOHC, and that the 2 eV band in both low- and high-OH
silica is caused only by NBOHC?. In this paper, experimental results are
presented followed by discussion of the model derived from these results.

EXPERIMENTAL

The sample fibers used are listed in Table I. All the fibers have pure
silica core and silicone cladding. The manufacturing methods were :
1/ the direct glass deposition method, using oxyhydrogen gas flame,
2/ the plasma method, with SiCl, oxydized directly in an RF plasma without
using oxyhydrogen gas flame, and
3/ the soot method.

The "pre-treated" sumples were prepared by the following four
‘onsecutive procedures : hydrogen gas treatment (3 ata) at room temperature
.or 100 hours -+ Y-irradiation at room temperature with a dose rate of
200 Gy/h up to a dose of 16 kGy - a second hydrogen gas treatment (3 ata)
at room temperature for 100 hcurs -+ heat treatment at 90°C for 100 hours to
remove the hydrogen molecules from the inside of the fibers.
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Table I. Sample list

Sample Manufacturing OH-group cr
Name Method content Content
(ppm] [ppm]
pP6f Ar+0, plasma 6 600
P3f Ar+0, plasma 4 300
Prf Ar plasma 3 1700
P2f 0, plasma 5 240
Sff soot 1 0
Sef soot 1 1050
Df8 direct 800 0
LAE}7 direct 700 100

Pre-treated samples and non-treated samples were irradiated up to
40 kGy wusing 6000 Y-rays at a dose rate of 200 Gy/h at room temperature in
air. Their optical loss spectra were measured seven days after the
irradiation by the cut-back method. The irradiated part of the sample was
10 m long, and the leader-fiber lengths of the light-injecting side and of
the other side were 5 to 15 m and 4 to 5 m, respectively.

Pre-treated Srf, P6f and D17 fibers and non-treated Srf, P6f, D17 and
Df8 fibers (see Table I) were irradiated by Y-rays at a dose rate of
200 Gy/h for 2 to 7 days at room temperature in air, and their optical loss
spectra were measured 8 to 13 days after the irradiation. ESR measurement
was also carried out on these types of fiber after they had been irradiated
and kept in air in the same manner as for the optical measurement. The
sample for the ESR measurement was cut into pieces, each 8 ~ 10 cm long and
these were then placed in a silica tube. The intensity of the ESR signal
was normalized to the intensity of Mn?*. Measurements were made using
X-band with 100 kHz field modulation. The microwave power was set to 5 mh.

The effect of raising or dropping the temperature on the spectrum of
the 2 eV band was measured by the following procedure : the samples were
P6f and D17 fibers that were irradiated with Y-rays (80 kGy) and kept in
air for about 50 days after the irradiation. First, the optical loss
spectrum of the samples was measured at room temperature. After this
measurement, the irradiated part of the samples was immersed in water at
90°C or in ethylene glycol at -35°C, and then the optical loss spectrum was
measured. Next, the spectrum at room temperature was measured again by
taking out the sample into the air. Such optical measurements were repeated
four to five times.

RESULTS AND DISCUSSION

Figure 1 shows the wavelength dependence of the absorption loss
induced in non-treated and pre-treated P6f and D17 fibers irradiated with
Y-rays to 40 kGy. Non-treated samples of both P6f and D17 fibers clearly
show the 2 eV band. If the contribution from the shorter-wavelength
absorption is subtracted, the peak appears at 63C nm for P6f fiber, which
has 1low-OH content silica core. The peak shifts to 600 nm in case of D17
fiber (high-OH content core)2:'3:5, In both fibers, the pre-treatment
suppresses the 2 eV band®. It is thought that precursors of the 2 eV band
are changed by the pre-treatment to NBOHC which in turn vanishes by forming

a covalent bond with hydrogen ; precursors —Y ., NBOHC —%—+ =Si-OH.The
suppression of the 2 eV band by the pre-treatment is larger in the P6f
fiber than in the D17 fiber. Similar experiments revealed that Df8 fiber, a
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Fig.1l. Effect of the pre-treatment on the growth of the &-ray induced 2 eV
band.
A : Untreated sample, B : Pre-treated sample,
C : Decrease in the loss spectrum due to the "pre-treatment".

a high-OH fiber, has similar characteristics to the D17 fiber, and that
P3f, Prf, P2f and Srf fibers, all containing only a few ppm of OH groups,
have similar characteristics to the P6f fiber. The facts concerning the
difference in the effect of the pre-treatment suggest that there are least
two kinds of precursors responsible for the 2 eV band ; one exists mainly
in high-OH fibers and the other in low-OH fibers. Further, the fact that
the peak wavelength depends on the OH content suggests that there are two
different states of the NBOHC, assuming the two different peaks are caused
by NBOHC. This will be corroborated later.

Curve C in fig. 1 shows the decrease of the absorption loss due to the
pre-treatment. The decrease is largest around 630 nm for both fibers. This
indicates that the precusors responsible for the 630 nm absorption are
eliminated effectively by the pre-treatment and that such precursors exist
in high-OH fibers as well as low-OH fibers.

Figure 2 shows the relation between the absorption intensity of the
Y-ray induced 2 eV band and the ESR intensity of the NBOHC. Measurements
were made 8 to 13 days after the Y-irradiation had ceased. The ESR and the
optical measurements of each sample were made on the same day. Similar
experiments were done using pre-treated Srf and P6f fibers, but no
quantitative analysis was obtained because of weak ESR intensity. The
absorption intensity varies linearily with the amount of NBOHC in the case
of non-treated P6f and Srf fibers (low-OH content silica core, see line A
in fig. 2). Pre-treated Df8 fiber, a high-OH fiber, also shows linear
relation with a different slope (see line B). These facts indicate that the
2 eV band is caused by NBOHC in both fibers and that the quantum efficiency
of NBOHC is different between non-treated low~OH and pre-treated high-OH
fibers. This in turn suggests that NBOHC must have two different states.
Data of non-treated high OH fibers (i.e., D17 and Df8) lie between lines A
and B. This must be related to the fact that there are two kinds of
precursors in non-treated high-OH fibers as discussed above.
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walrafen® reported that some of the OH groups in pure silica form
hydrogen bonds in such forms as those shown on the left side of the

following equation? 8.

Si—0 ..H.. H—0—Si =
Y-RAY . .- .
—— = Si—0"..... H—0—Si = + H

t

= 8i—0 0—5i =

The authors also obtained experimental results confirming the
existence of OH group which form hydrogen bonds from the temperature
dependence of optical absorption around 1.39 pm . When these OH groups are
changed to NBOHC by Y-irradiation, NBOHC will have hydrogen bonds as seen
in the above equation. It follows that such NBOHC can be formed easily in
high-OH fibers but hardly at all in low-OH fibers. In other words, NBOHC in
low-OH fibers seldom forms hydrogen bonds. It is hypothesized that NBOHC
with and without hydrogen bonds corresponds. to the above-proposed two
different states of NBOHC. The following experiments were done to verify
the hypothesis.
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Hydrogen bonds are generally weak and sensitive to temperature.
Therefore, change in the absorption loss spectra of P6f and D17 fibers,
each <Y-irradiated to 80 kGy, was examined by increasing the temperature to
90°C or by decreasing it to -35°C. When the fiber is heated to 90°C for the
first time, the 2 eV absorption increases. But when it is cooled down to
room temperature, the absorption decreases more than that gained during the
preceding heating. This is called the 'temperature annealing effect'. After
several repetitions of such temperature treatment cycles, the increase and
the decrease of absorption become nearly equal. Under this condition, the
change of the absorption spectra was measured. The results are shown in
fig. 3.

40~ Péf (90°C)
‘\/__.L__

20- gr/\/pw

Loss Change (dB, km)

Fig. 3. Change 1in the loss spectra of the 2 eV band when the samples were
heated from room temperature to 90°C or cooled from room
temperature to -35°C.

The curves have a peak around 670 nm, after being heated up to 9Q°C.
This is probably related to the absorption caused by the sil%cone claqdlng.
The absorption around 620 nm increases markedly in the Dl74f1ber. a high OH
fiber, by heating. On the other hand, it is very small in the low-OH ?6f
fiber although the absorption tail from the shorter wavelength region

increases.

In general, hydrogen bonds are weakened by heating. This yi%l increase
the quantum efficiency of the 2 eV band and shift the position of the
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absorption peak to longer wavelength in the case of the high-OH fibers.
This may be the reason for the increase in absorption around 620 nm, which
is the longer-wavelength component of the 2 eV band in D17 fiber. A
negligible amount of hydrogen bonds in the P6f fiber must be responsible
for the small change of the absorption spectra. The change of the
absorption spectra by cooling to =-35°C is almost the opposite of what is
seen by heating to 90°C. The cooling is supposed to make the hydrogen bonds
stronger, and to make the quantum efficiency smaller.

As described above, it is concluded that the 2 eV absorption is caused
by the NBOHC, which absorbs 1light around 600 nm when it forms hydrogen
bonds in the form of =5i-0® .... H-0-5i= and around 630 nm when it
does not (=8i-0°).

The authors would like to express their thanks to Drs. Toshiaki Kuroha
and Akira Iiono of the Furukawa Electric Co., Ltd., and to the Shin-Etsu
Quartz Products Co., Ltd., and Shin-Etsu Chemical Co., Ltd., for providing
the sample fibers. This work was partly supported by a Grant-in-Aid for
Scientific Research from the Ministry of Education, Science and Culture of
Japan (No. 60460123).
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ON THE DECAY OF X-RAY INDUCED LUMINESCENCE OF SiO,

I. Godmanis! and W. Hohenau?

1: Peter Stucka University Riga, USSR
2: Karl-Franzens-Universit$t Graz, Austria

INTRODUCTION

A radiation induced luminescence in crystalline and glassy SiO, has

been widely studied''? but, only few investigations of its afterglow
behaviour have been reported3-*:3. This paper is dedicated to the study of
the influence of usual and different added impurities on the x-ray induced
luminescence and especially on 1it's afterglow in crystalline and glassv
Si0,.

EXPERIMENTAL RESULTS

X-ray flashes (1 us) induce a visible luminescence both in crystalline
and glassy Si0,. The luminescence spectra of synthetic and different types
of natural quartz (Brasil, smoky, morion) crystals consist of broad
overlapping bands, lying between 2.5 and 3.3 eV. The relative intensity of
these bands changes with each sample. But the afterglow of luminescence has
the same temperature dependent decay in all investigated quartz crystals.
Its decay time of about 1 ms at 100 K decreases exponentially with the rise
of temperature above 170 K and is characterized by an activation energy of
370 meV (fig. 1). The afterglow with the same activation energy occurs in
all investigated quartz crystals, containing very different concentrations
of usual impurities such as Al, Li+, Na+, K+, and H+.

The same activation energy (370 meV) for the decay of afterglow was
measured for x-ray induced luminescence in Ge-doped quartz and even in
crystalline GeO2 (fig. 2). However, the luminescence spectrum (maximum at
2.3 eV) in SiO,, GeO, and the decay time of 660 us at 100 K in GeO, differ
from those in Ge-free crystalline quartz.

This characteristic temperature dependent afterglow totally diminishes
after electrolysis of quartz by Ag+ and Cu+ ions. A fundamentaly different
luminescence at 3.4 eV with a temperature independent afterglow up to 500 K
and a decay time of 46 us occurs in x-irradiated crystalline SiQ,-Cu+. Also
a temperature independent afterglow for the silver center luminescence at
2.2 and 4.75 eV was observed in Si0,-Ag+ (fig. 3).
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The afterglow of integral 1luminescence in different x-irradiated
quartz glasses (Suprasil, Corning, Herasil) does not depend on temperature
till 600 K. Generally the intensity of luminescence in quartz glasses is
somewhat weaker as in crystalline quartz and is characterized approximately
by two decay times ; 50 us and 450 us. Similarly, as in crystalline quartz,
an electrolysis with Cu+ and Ag+ ions in quartz glasses drastically changes
the luminescence spectrum and its afterglow behaviour. In copper containing
glass the decay time of luminescence at 2.4 eV slightly rises from 139 us
to 153 us with decrease of temperature from ambient to 80 K. There is no
change in the decay time of afterglow detectable in S5i0,-Cu+, between
300-600 K. Spectrally the same luminescence band at 2.4 eV is measured in
glassy SiO,-Ag+. But in contrast to Cu containing glass, the decay time in
5i0,-Ag+ is shorter than lus. Contrary to Si0,-Cu+, in glassy Si0,-Ag+ the
intensity of luminescence drastically decreases at temperatures above
500 K.

DISCUSSION

The same activation energy of 370 meV observed for the decay of
afterglow, indicates the existence of one type of trap, lying 370 meV deep
in the gap and common in all types of crystalline quartz. The constant
value of this activation energy is independent of type and concentration of
usual impurities in quartz like Al, Li+, Na+, K+, H+, demonstrating that
these ions are not included in the defects, which form traps with a depth
of 370 meV. There is also no connection between these traps and defects in
the silicon "sublattice" of quartz, given by replacing Si with Ge in the
center of the (SiOL)N- tetrahedron in germanium doped synthetic quartz.
Moreover, the defects forming traps with 370 meV depth, exist even in
crystalline GeO,.

Consequently, we have to conclude, that cnly fundamental defects in
the "opposite”, oxygen sublattice are responsible for forming such traps
with 370 meV depth in crystalline quartz. These fundamental defects, common
in crystalline Si0, and GeO,, have a local structure, insensitive to the
neighbourhood of daifferent "cations" 1like Si or Ge. We sugges: oxygen
vacancies as a model for these oxygen-associated defects in crystalline
SiOZ. 5i0,-Ge and Ge0,. During irradiation the oxygen vacancies may trap
holes. This follows from the absence of a concurence in trapping process
between them and germanium impurities, which are effective electron traps
in quartz. In opposition to Ge and Me+ (Li+, Na+, K+), the Cu+ and Ag+ ions
in quartz may trap not only electrons, producing Ag, and Cu,, but also
holes (Ag++, Cu++). Therefore a more effective hole trapping at Cu+ (Ag+)
in comparison to oxygen vacancies prevents the formation of hole traps with
370 meV depth in crystalline 5i0,-Ag+ and Si0,-Cu+. This determines a
quenching of the characteristic afterglow after an electrolysis of quartz
by Ag+ and Cu+ ions. Such an effective concurrence in hole trapping process
is only possible, if Cu+, Ag+ ions are located near toc oxygen vacancy
defects in the quartz lattice, which are connected with the 370 meV traps.

During electrolysis Ag+ and Cu+ replace monovalent interstitials like
Me+ (Li+, Na+, K+). So we conclude, that prior to electrolysis a part of
Me+ 1is located nearby oxygen vacancy defects, forming isolated defect
complexes in crystalline quartz. These complexes may trap holes during
irradiation, which are thermally activable by 370 meV, and produce
furthermore by recombination an afterglow of luminescence in crystalline
quartz. The traps with a characteristic 370 meV depth for crystalline
quartz are not found in quartz glasses. We explain this a consequence of
the drastically different structure of oxygen-associated defects in
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crystalline and glassy modification of Si0,. We propose, that such isolated
defect complexes, consisting of oxygen vacancies with a nearby located Me+,
do not exist in quartz glasses. The different defects, specific for glassy
modification of S5i0, (oxygen peroxy radicals, nonbridging oxygens a.o.) are
the main oxygen associated defects. They determine a fundamentally
different luminescence and afterglow behaviour than in crystalline quartz.

The new data on the different decay character of copper and silver
center luminescence in crystalline and glassy SiO2 demonstrate the
fundamentally different electronic structure of these centers in
crystalline and glassy modifications of S$i0,.
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ON THE ROLE OF O, IN THE LUMINESCENCE OF AMORPHOUS AND CRYSTALLINE SiO,

M. Guzzi, M. Martini, F. Pio, G. Spinolo and A. Vedda

Dispartimento di Fisica
Universita di Milano
Via Celoria 16

20133 Milano, Italy

INTRODUCTION

The study of defects in the various forms of Si0, has been greatly
assisted by the use of optical methods. However, few conclusive assignments
have been made of the known absorption or emission bands to particular
defects. This is partly due to the difficulties in correlating the data
obtained using different techniques.

In our research program on defects in Si0, we have been studying

photolumincescence (Pl.), Thermally Stimulated Luminescence (TSL) and
Phosphorescence (PP) as a function of different irradiations and thermal
treatments : of the results obtained s» far ; the identification of the O

molecular ion as one of the luminescent centers' in silica appears the most
interesting up to now.

In the present paper we report new data which confirm the role of 0O
in the luminescence of both silica and quartz. Such a contribution was
proposed in the 100°C TSL emission as well? ; this assignment is supported
by the analysis of PP spectra at room temperature, which has now been
carried out.

Of great interest appears to be the growth of the emission band at
~ 2.7 eV following UV irradiation that was suggested to correspond to the
creation of a new center’ ; our preliminary results indicate the
possibility of an activation of pre-existing centers via electronie
capture.

EXPERIMENTAL PROCEDURES

The material we used was natural and synthetic quartz (Premium quality
bars by Sawyer Res. Products inc., Eastlake, Ohio) and various types of
silica (mainly Herasil by Heraeus Amersil).

The TSL glow curves were obtained using a photon counting apparatus
with a heating rate of 10°C/s starting from room temperature (RT). The
presence of one or more peaks at about 100°C in the TSL glow curves of all
the types of Si0, allows measurement of their spectral distribution through
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the analysis of the phosphorescence (PP) which is the RT decay of the 100°C
TSL peaks. PP spectra were taken after irradiations using an exposure of
~ 7x105 Roentgen by an X-ray tube operated at 35 KV.

PL spectra were recorded at temperatures from 300 down to 60 K, the
excitation source being a 50 W deuterium lamp. Both PL and PP spectra were
corrected for the spectral response of the optical system.

Further details of the experimental techniques and instrumentation are
reported elsewhere! .,

RESULTS

a) Photoluminescence

Our crystalline samples, either synthetic or natural, showed no
measurable luminescence under UV excitation, within the detection limits of
our apparatus. On the other hand, in type I and II amorphous silica (which
present the 82 band in absorption®) we observed emission bands at ~ 4.2 eV,
~ 3.1 eV and ~ 2.7 eV ; following ref.1 we will refer to them as o, B and Y
respectively.

In this section we report recent PL results regarding type II silica
(Herasil) under 4.96 eV excitation : similar behaviour has been observed in
type I silicas as well. In the RT emission spectrum only the @ and B bands
are present.
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Fig. 1. INT photoluminescence spectra of Type Il Silica {(Her»:il) measured
under .96 oV excitation. The two spectra are measured immediateiy
after the sample cooling (squares) and after 5 hours exposure te

the exciting photons (crosses).
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The LNT photoluminescence is shown in fig.l, the @, B and Y emission
bands are all present.

We observed a strong enhancement of the <Y component after UV
irradiation (4-6 eV) at LNT, while the intensity of the o band did not
change. Fig.l displays a 5-fold increase of the Y band after a 4-hours
exposure to 4.96 eV photons (no saturation effect was observed) ;the Y band
keeps increasing even after the UV excitation has been interrupted. In any
case the structured shape of the PL emission in the 2-4 eV region ! is

confirmed, the vibrational subbands being spaced ~ 1250 cm™!.
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Fig.2. TSL glow curves of type I silica (A), type II silica (B) and Sawyer
PQ quartz (C) 0.5 mm thick. Substraction of the black body emission
has been performed. Heating rate = 10°C/s ; dose = 1.0 Gy from the
?98r-90Y source. TSL glow curve of thermal Si0, film with thickness
of 1.28 wm (D) is also shown for comparison.

However the data reported here add new elements to this analysis.
Looking at fig.l it appears as if the structures were present only when the
Y band is more intense, possibly indicating that the structured band is the
Y rather than the 3 one. A deconvolution of the spectrum results is rather
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complicated ; nevertheless the present results are a further support to the
proposal that the 0; molecular ion is one of the emitting centers in Si0,.

b) Phosphorescence and thermally stimulated luminescence

When considering the TSL glow curves of the various kinds of Si0,
a common feature is evident : a peak at 100-150°C is always present (see
fig.2). This fact has been discussed elsewhere * leading to the conclusion
that the traps and recombination centers related to the 100°C TSL peak are
of intrinsic origin. The analysis of the room temperature phosphorescence
spectrum can be used co study this emission, PL and PP spectra in silica
are characterized by the same bands with the exception of the o band which
is always absent in phosphorescence. No phosphorescence was detected in
type III and IV silica, in analogy with the PL results.

Wide differences from sample to sample are observed in the relative
intensity of the <Y band with respect to B band, as shown in fig.3 for two
different type I samples.

The 100°C TSL peak exhibits in quartz a typical increase of
sensitivity known as "pre-dose"” effect : this consists of an enhancement in
its intensity as a response to a unit dose, after repeated irradiations
followed by appropriate heating.

In a recent paper “we studied this effect in Sawyer synthetic quartz,
in samples in which the concentrations of alkali ions {(Li* and Na‘') had
been increased or decreased Ly electrodiffusion. We gave evidence that only
unswept or partially swept quartzes show the pre-dose effect and proposed a
relation between the formation of Al-OH" centers and the 100°C TSL
intensity. The enhancement of the luminescence is thought to be due to the

following process : oxygen hole centers containing hydrogen are modified
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Fig. 4. Phosphorescence spectrum  of a pre-dosed natural quartz recorded at

room temperature.

into 0, molecular ions, responsible for the luminescence. The H' ions, made

available in such a process, are responsible for the Al-OH center
formation. Such a wmodel receives confirmation from the study of the PP
emission. Up to now no PP spectra of quartz had been recorded, also due to
the low defect concentration. As a consequence of the possible enhancement
of luminescence following irradiations and heating (pre-dose effect), we
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have been able to observe the RT phosphorescence in a "pre-dosed" natural
quartz, as shown in fig.l4. The spectrum is very similar to the PP spectra
of silica, even if much less intense, confirming the presence of the same
luminescent centers. Due to the decreasing sensitivity of the PP optical
system, only an indication can be given of an additional peak below 2.3 eV.

CONCLUSIONS

The analysis of PL, PP and TSL in quartz and silica gives analogous
results for both of them.

The evidence for 0; structure in the PL spectra of silica, together
with the similarity between the various luminescences and emissions in
quartz and silica, is in good agreement with the proposal that 0]
participates to both PL and PP in SiOz.

Of great relevance is the growth effect on the 2.7 eV band after UV

irradiation (see fig. 1). Such an effect has recently been discussed by
Stathis and Kastner 3 who reveal a 2.8 eV band in the PL spectra at low
temperature and not at RT in agreement with our recent results. ! They

propose that UV excitation creates new defects as does electron beam6 and
X~-ray 7excitation. Our results agree with such a proposal. However, the
growth of the 2.7 eV band even in the absence of activation, suggests that
thermal release of carriers from very shallow traps may transform suitable
precursors into emitting centers. The role of O; in this mechanism is in

agreement with the interpretation of both Tanimura et al.® and Hayes et

al. ' who consider the 2.8 eV emission as related to  oxygen
vacancy-interstitial pair formation.
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TRANSFORMATION OF RADIATION INDUCED DEFECT CENTERS AS A PROBE

OF MOLECULAR DIFFUSION IN a-SiO,

R.L. Pfeffer

US Army Electronic Technology and Devices Laboratory (LABCOM)
Fort Monmouth, NJ 07703-5000
USA

INTRODUCTION

An important cause of ionizing radiation induced degradation in MOS
integrated circuit devices is the buildup of trapped positive charge in
gate and field oxides'. Recent electron paramagnetic resonance (EPR)
studies® have identified virtually all trapping sites in ihe oxides as E'
centers (paramagnetic bridging oxygen vacancies). The formation of these
vacancies during irradiation by energetic photons or electrons is
predominantly by ionization processes’, i.e., bond rearrangements after
electron-electron collisions, rather than displacements from electron-atom
collisions.

The annealing of E' centers in dry a-$i0, occurs through two distinct
routes. At temperatures over 700°C the annealing process, which is
irreversible, involves thermally activated local bond rearrangement®.
ffowever an alternate annealing process occurs at lower temperatures {about
300°C). This process, which is reversible by re-exposure’, appears to be a
nonlocal one involving the thermally activated diffusion of some species to
the E' site and its subsequent reaction to form a metastable entity, rather
than merely reflecting a change in the E' electrical state such as hole
detrapping. Edwards and Fowler"” have suggested that low-tempcerature
annealing in dry Si0, is mediated by the diffusion of dissolved 0. and its

subsequent capture at E' centers to form superoxide radicals (E' + 0. 4

$i00 ). Various annealing studies have been performed to test this idea
these have been either FPR observations of E' concentrations in MOS oxides
or bulk Si0, or of oxide trapped charge densities in MOS structures.
fesults have been consistent with it in general but have failed to agree in
detail with the predictions of a diffusion-limited bimolecular reasction
model”. A distribution of activation energies” which purportedly
characterize 0. diffusion in 5i0, has frequently been invoked to ameliorate
the discrepancy. We have sought a physical basis for the seemingly ad hoc
assumption that a distribution of activation energies exists through a
computer simulation of the diffusion process based on the Anderson-stuart
model!?. We found'' that even a wide distribution of doorway and interstice
radii in the 8i0, network yielded diffusion characterized by a single
effective activation cnergy.
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To improve our modeling of the diffusion and annealing process we have
conducted annealing experiments involving bulk samples of dry a-Si0,which
were specially prepared with widely differing amounts of dissolved O,. Our
intention was to modify the annealing kinetics by controlling the average
path 1length of a diffusing molecule. In addition to tracking the evolution
of E' center concentrations we also monitored that of Si00' centers. After
conducting an initial e:ttperimemzl2 , we are engaged 1in several followup
studies using samples pre-loaded with different gas concentrations,
irradiated to different doses, and isochronally and isothermally annealjed.
We here review the results of the initial experiment and report on the
first of these followups.

INITIAL EXPERIMENT
Procedure

The samples were 4 x 23 x 0.5 mm slabs of Suprasil Wl
(Heraeus-Amersil, Somerville, NJ}, a very low-OH fused silica. One sample
was degassed by a 900°C vacuum bake at 7 aTorr for 5 days, one was
oxygen-stuffed at 900°C for 5 days at 8000 psi, and one was left untreated.
All then received room-temperature irradiations of 108  rad(Si) by gamma
rays of 1.17 MeV and 1.22 MeV from a 60co  source at a dose rate of
0.7 Mrad/hr. After a 6-month period at room temperature, a sequence of
cumulative 10-min isochronal anneals was conducted in air on all samples,
with spin concentrations measured after each by EPR. The spectrometer was a
standard Varian E-9 type operating near 9.1 GHz in the absorption mode at a
modulation frequency of 100 kHz, with the samples at -170°C in a TE-102
cavity. The E' signals were recorded using a 0.4 G modulation amplitude and
a 0.2 uW power level (switching to 1 mW out of phase for the weakest
signals) ; for the Si00 signals a 1 G modulation amplitude a 40 mW power
level were used.
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Fig. 1. Representative EPR traces (here from the untreated sample after
10 min at 70°C). The spin densities were gotten from the
peak-to-peak resonance amplitudes, c.g. the arrows shown for Sj00 .
(C.t. refs. 13, 14 for detailed discussions of these resonances).
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The spin concentrations (total [OHC] and [E']) were determined in one
sample by numerical integration and comparison with a strong pitch
standard, with microwave saturation effects taken into account. The [Si00-]
for that sample was estimated as a fraction of the total [OHC] by
comparison with previous simulations. The relative [E'] and [Si00-] in all
other cases were obtained by comparing the peak-to-peak amplitudes of each
type of resonance to those in that sample.

RESULTS

The fraction of E' centers remaining in each sample after each anneal
is shown in fig., 2. It is evident that the E' centers persist to a much
higher temperature in the degassed sample than in the others ; however
their annealing kinetics in the oxygen-stuffed and untreated samples are
almost indistinguishable. It might be thought that the stuffing has little
effect on the properties of the Si0,. However this is not the case : as can
be seen from the absolute concentrations shown in fig.3, the stuffed sample
has five times the defect density of the untreated one.
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Fig. 2. Fraction of E' centers remaining in Suprasil W1 samples after 10
min isochronal air anneals at indicated temperatures. The untreated
sample is a close match to Griscom's E; curve for Suprasil W]
(ref.15).

The results of this initial experiment qualitatively support the
Edwards-Fowler model : as is evident from fig. 3, (1} all Si00 densities
show increases which exactly match corresponding decreases in E' densities,
and (2) there 1is a pronounced persistence of E' centers at higher
temperatures 1in the degassed sample. Quantitatively, however, this data
provided a poor fit to Waite's diffusion-limited bimolecular . uction
model .

FOLLOWUP
Procedure

As before, the samples were slabs of Suprasil Wl. This time, however,
all samples were degassed by a 900°C vacuum bake at 10°¢ Torr for 8.5 days.
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Then one (sample O0,) was oxygen-stuffed at 875°C for 8 days at
14.7 psi, another (sample 9,,) at 850°C for 7 days at 370 psi, a third
(sample 0.,,) at 850°C for 2 days at 7580 psi, and a fourth received no
further treatment. All were then 60Co-irradiated as before. After a 3 week
period at room temperature, a sequence of cumulative 10-min isochronal
anneals was conducted in air on all samples, and EPR spectra were recorded
as before except that a (011) cylindrical cavity was used at a temperature
of -135°C.

The E' concentration was determined in one sample by numerical
integration and comparison with a strong pitch standard, with microwave
saturation effects taken into account. This, time, however, the absolute
[Si00-] was not measured, athough the relative [E'] and [Si00'] vs. anneal
temperature were obtained by comparing the peak-to-peak amplitudes of each
type of resonance.

Results

The ftraction of E' centers remaining in each sample after each anneal
is shown in fig.4. The difference from fig.2 is apparent : these samples
all show a remarkable exponential fall off in the E' fraction with
increasing anneal temperature, implying an eventual exponential decrease in
[E'] with time whose rate constant depends only on the initial ratio of
(E'] to [0,] dissolved, and not on temperature.

\\ N
‘ \ \xmmj

. OXYGEN-STUFFED

500 ATM \\ 2?2 ATM b
»
1 —

T

FRACTION OF E'S REMAINING
T
x
/
I l

T

3.001 L 1
20 100 200 300 * 400 500
TEMPERATURE - C
Fig.4. Fraction of E' centers remaining in previously degassed Suprasil Wl
samples after 10 min isochronal air anneals at indicated
temperatures. The actual initial concentrations were L.7010)  c¢m
(degassed sample), H.7(10)'" em ' (1 atm sample), 17(10)' " em
(22 atm sample), and 34(10)'" em ! (500 atm sample). Note the

exponential falloffs.
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As before, all increases in [Si00' ] tracked corresponding decreases in
{E'] ; although a one-to-one replacement could not be verified (the
absolute [Si00-] was not measured) a similar trend was observed. All the
Si00' centers annealed at the same temperature (much higher than the E's),
suggesting a local rather than an oxygen diffusion mediated process. And
finally each of the pre-anneal defect concentrations, i.e., both the
initial [E'] and the initial [Si00' ], varied directly with dissolved oxygen
content.

CONCLUSIONS

1. The annealing kinetics of E' centers in dry a-5i0, are seen to be
generally consistent with the Edwards-Fowler model of an E' to Si0Q0-
transformation mediated by the diffusion of dissolved molecular oxygen.

2. The data suggest that Suprasil Wl as manufactured appears to contain a
significant amount of dissolved gas whose identity and concentration are
undetermined. Previous difficulties in reconciling anneal data with a
diffusivity characterized by a single activation energy are thus probably
attributable to use of a poorly characterized material, and are likely to
be resolved by a thorough purge of this gas by appropriate preparation.

3. High defect densities seen in high-oxygen-content samples imply that MOS
oxides grown under high pressure (HIPOX) are likely to be radiation-soft
unless properly annealed.
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ABSTRACT

We have studied electron-trapping defects in Si0, films incorporated
into Metal-Oxide-Silicon capacitors. The film consisted of Si0. sputtered
onto the native oxide formed on silicon. A process of direct band-to-trap
tunneling of electrons into defects within the oxide film was isolated.
This +«rap filling process, and the reverse emptying process, were analyzed
using the assumptions that the trapping defects had a fixed spatial
location and an extended energy level distribution., For a trap located at
the sputtered SiOZ/native 5102 interface, we found a trap depth of U4 e\ and
a trap relaxation of 1 eV upon capture of an electron. These experimental
results are consistent with theoretical calculations for the formation of a
neutral oxygen vacancy in yuartz by the addition of an electron to a
positively-charged oxygen vacancy (that is, to an E; center). We therefore
way have obtained the first direct experimental evidence for a neutral
oxygen vacancy in Si0,.

INTRODUCTION

we have used the techniques and analyses appropriate to the
me.tal -oxide-semiconductor (MOS) microelectronics technology to study the
transfer of electrons between band states within a silicon crystal and
localized bard-gap states within an overlying silicon dioxide film. We have
also determined the trap depth and the relaxhtion energy, upon capture of
an electron, for the defect responsible for the localized states. These
results compare favorably with the results of theoretical computations on
oxygen vacancies in crystal silicon dioxide (alpha-quartz). This indicates
that the oxide film defect may be some form of an oxygen vacancy, such as i
dangling silicon defect associated with the interface between two distinct
silicon dioxide films. If so, we have finally experimentally isolated the
neutral state of a vacancy and therefore the "precursor” for an E' center'.

EXPERIMFNTAL DETAILS
The 8i0, films were ion beam sputtered from a bulk glassy Si0. target

in high wvacuum and deposited onto polished (100) or (111) silicon
substrates at room temperature. Both p-type and n-type substrates with
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resistivities of 0.2, 3, or 70 ohm-cm were used. They were not acid cleaned
prior to deposition ; therefore, a 0.5-1.5 nm thick native oxide layer
existed between the Si surface and the sputtered Si0,film?:3. The sputtered

Si0, was deposited to a measured total oxide thickness of 40 to 60 nm*. A
matrix of MOS research capacitors was fabricated on each substrate by
sputtering onto the surface of the deposited Si0, an array of circular Al

electrodes, each of area 0.01 cm?. In order to make electrical contact, a
thick coating of Al was also sputtered onto the back of each substrate. The
entire MOS fabrication sequence, including the SiO2 sputter deposition and

the Al metallization steps, was executed at the Honeywell Physical Science
Center in Minneapolis, Minnesota, USA under the direction of Dr. J. David
Zook.

Standard instrumentation and computer interfacing were used to perform

constant-current, constant-bias, and isochronal electron injection on
individual research capacitors. These processes provide means of
introducing electrons into the oxide from the aluminum electrode or the

silicon substrate®. All the results to be discussed below concern injection
of electrons from the substrate. Periodically during the experiment, the
injection 1is interrupted and the capacitance {(C) and/or the current (I) is
measured as a function of applied voltage (V). Any shift of the I-V or C-V
characteristic along the voltage axis reflects the presence of charge
trapped in the oxide film or at the oxide-silicon interface.
Quantitatively, the centroid-weighted amount of oxide trapped charge Q_, is
related to the voltage shift AV through the equation® Q,, = ¥Q, = -C_ Av.
In this equation, Q, 1is the net amount (zeroth moment)of the charge
distribution within the oxide film, x,1is the charge distribution centroid
(first moment) normalized to the oxide thickness, and C, _ is the
parallel-plate capacitance of the oxide dielectric film. A comparison of
the voltage shift from the C-V data with that from the I-V data may provide
an estimate of the position of the trapped charge within the oxide film" ",

FXPCRIMENTAL RESULTS

Experimental dark current I-v characteristics and 1 MHz (-V
characteristics of an as-prepared research capacitor were generally similar

to those of MOS capacitors incorporating conventional thermal oxide
dielectrics. The I-V and C-V data indicated that positive charge exists
within the as-prepared oxides and that negative oxide charge is generated

under current or voltage stross.

S

a . [ ]
I s " .
i | T
Fig. 1. Oxide charging datn from a N o®
constant current injection 0
sequence on an MOS capacitor o
fabricated on p-type Si. -~
Data is presented as  net oL r '
oxide  charge -Q /e vs. = b
electron fluence Jt/e, both N ]
in units of electronic AR |
charges/cm- . ! L
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Figure 1 presents data from a constant-current injection sequence. The
density of oxide trapped charge, Qot/e. is plotted as a function of the
injected electron fluence. This experiment is done at gate voltages
sufficiently high to produce band-to-band tunneling of electrons from the
Si into the SiOz. and is done under constant curtent conditions. Therefore

the fluence, the number of electrons/cm? passed through the oxide film, was

calculated as the product of the electron current particle flux, J/e, and
the time, t.

Figure 2 illustrates the results of an isochronal bias-stress sequence
executed on a single capacitor. The as-fabricated capacitor was subjected
to an initial one-second stress at systematically reduced biases, to a
minimum of -55 V. This 1is the sequence 1labelled "empty" in fig. 2.
Subsequently, the capacitor was subjected to a sequence of one-second
stresses at systematically increased biases, to a maximum of +U48 V. This is
the sequence labelled '{ill"” in fig. 2. Variations of this experiment were
executed on MOS capacitors with varying substrates and oxides, and for a
number of different starting conditions. The detailed shape of the fill and
empty curves was similar for all of these cases. The fill and empty
sequences were also studied by using a separate capacitor for each bias in
the sequence. To account for the wvariation among capacitors, each
measurement at a selected stress voltage was repeated on several
capacitors. Within significant statistical error, the fill and empty curves
obtained using data from several capacitors agreed with those in fig. 2.

R J

Fig. 2. Data from ar isochronal >
bias-stress sequence on . o e e " .,

an MOS research capaci- Z COEMPTY "

tor fabricated on n-type é . -

Si. The applied bias is > . .

increased in the FILL 2 et -

sequence (open points) ‘r
and decreased in the
EMPTY sequence  (solid
points). Con an

.
AT

APPL RO HIAG

The wvoltage shifts determined from C-V and I-V data measured during
the fill and empty sequences were approximately equal, indicating that the
charge is more than 0.5 nm from the Si-Si0. interface”. Attempts to study
the time dependence of C-V voltage shifts under constant-bias conditions
indicated that the fill and empty transient times were less than the time
resolution of our experiments (of order one serond). In terms of the

band-to-trap tunneling model to be presented below, this result indicates
that the positive oxide charge is less than 3 nm from the Si-S:0
interface’.

ANALYSIS OF EXPERIMENTAL DATA

The constant current injection data shown in fig. | consists of two

Jistinct regions. One is an increase of negative trapped charge from 6.0 to
8.5 x 10'“ electrons/cm <. This increase scales with the fluence. 1t is
therefore the result of electron capture from mobile states in the
conduction band of the Si0, into localized states in the band-gap. The
mobile electrons were generated by band-to-band tunneling from the

conduction band of the Si substrate (dark current injection). The trapping
process was analyzed ns a first order kinetic process, as is routinely dope
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Fig. 3. Schematic diagram of the o R{"' .
process of direct tunnel ‘ng ’ * 3

F

of electrons from the sur- A
face inversion or accumula-
layer in Si into traps in the

Si0, (A-C), and the reverse i \\T\j \\;\\

process of trap-to-band tun- q~§ 32— '
neling after relaxation (D-~F). ’ v

for trapping during constant current injections. This will not be discussed

further.

The other region of the constant current injection curve is an
increase of negative trapped charge from 0 to 6 x 10'¢ electrons/cm?. This
increase scaled with time, and not with injected electron fluence.
Furthermore, the amount of oxide trapped charge Qot/e produced by this
process exceeded the injected electron fluence Jt/e. This process has been
analyzed as a direct tunneling of electrons from the silicon substrate to
defects within the SiO, film. For defects located spatially very close *o
the $i0,/Si interface such a band-to-trap tunneling process can occur with
Q. /e greater than Jt/e.

We have developed a wmodel for the band-to-trap tunneling proceass,
based on the two assumptions that the electron trapping defects have a
fixed spatial location within the MOS oxide film and an extended energy
level distribution within the Si0, band gap. The energy level distribution
is presumed to be associated with electron trapping defects which are
spatially localized at the interface between the native oxide and the
sputtered $Si0,. The "fill" and "empty" sequences of isochronal bias-stress
data in fig. 2 can be interpreted in terms of two distinct distributions of
trapping state energies. In these experiments, a trap level distribution is
determined from the variation of the amount of trapped charge with the
applied bias voltage. The model, illustrated schematically in Figure 3, may
be described as follows.

In the "fill" sequence, the effect of the applied bias is to tilt the
bands of the Si0, resulting in a change of the trap level with respoct o
the Si conduction band edge. This, band, Jlocated 3.25 eV below the Si0
conduction band edge, contains either inversion layer elestrons {(p-typs
substrates) or accumulation layer electrons (n-type substrates). Thervefore,
it provides the source of trapped electrons in both resistivity types. When
the traps are empty, Aas at negative bias, the entire energy level
distribution must be above the Si conduction band (fig. 3A). As the applied
bias is increased to 25 V, for example the oxide bands tilt such that a
portion of the distribution may be filled by eclectrons (fig. 3B). Finally,
after sufficiently high bias the energy level distribution is completely
filled. A further increase in the field has no effect. At this point, the
entire distribution must be located below tLhe Si conduction band edge
(fig. 3C).

After capturing an electron the energy of a trap does not remain fixed

at its original level below the 5i0, conduction band edge. Rather, the
defect structure relaxes and its energy level drops by on amount E = to the
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thermodynamic equilibrium value, E , for the occupied trap. Thus, it takes
a relatively large change in bias to empty the trap level distribution.
This is seen at positive bias values of the "empty" sequence data in fig. 2
and schematically in fig. 3D. As the applied bias is decreased to negative
values, the oxide bands tilt such that a portion of the distribution may be
emptied as electrons tunnel to the Si conducticn band (fig. 3E). Finally,
after sufficiently low bias the energy level distribution is completely
emptied. A further decrease in the field has no effect. At this point, the
entire distribution must again be located above the Si conduction band edge
(fig. 3F). Note that the bias is of opposite polarity during the fill and
empty processes. Therefore, the Si conduction band may be, in the forumer
case, the initial state and, in the latter case, the final state of the
tunneling process.

60 -

- I

w50 - !

Fig. 4. Results of calculation of 54“40 “u

*he trap state distribu- &3>

tions for the unrelaxed a'30 9 e - -

and relaxed electron trap- . F e !

ping defect. E, - E_ (open a: 20 ;
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In summary, the model states that an electron tunnels into an
unrelaxed defect configuration located at a energy E, - E. below the Si0,
conduction band. However, the eleciron tunnels out of the relaxed state of
the defcct, located at trap depth E . Using appropriate equations and
numbers generated from the data in fig. 2, it is possible to determine both
the unrelaxed and relaxed energy distributions. The results are shown in
figure U4, assuming that all traps are located 1 nm from the native
oxide/silicon interface.

THEORETICAL MODEL

Theoretical calculations indicate that the results in fig.4 are
reasonable for oxygen vacancy defects in SiO, 9. These results consist of
semiempirical wmolecular structure calculations of the large, asymmetric
relaxation known to be characteristic of these defects!®. In particular, we
have investigated singlet and triplet states of the neutral oxygen vacancy
in crystalline alpha-quartz. The calculations extended over a range of
molecular relaxations spanning the equilibrium configurations of both the
singlet and triplet neutral state and the Ei paramagnetic positive state of
this defect. These calculations predict that the energies associated with
the capture of an electron on the E; center and its subsequent relaxation
are E, = 5 eV and E, = 1.5 eV. These theoretical results are to be compared
with our experimental results for E, and E -E_ in fig. 'R

DISCUSSION AND CONCLUSIONS

In analyzing the isochronal bLias-stress data, we have assumed that
electron trapping defects were located at the native oxide/sputtered oxide
interface. As mentioned previously, the tunneling model requires that the
location of the traps is 0.5-3 nm from the native oxide/Si interface.
Furthermore, the tunneling instability reported herein is wunique in our
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experience with MOS Si0, oxides. What is unjque about these oxides is the
room temperature native oxide/sputtered oxide interface, located
approximately 1 nm from the Si surface3. We have concluded therefore, that
this region is the most probable location of the trapping defect.

We would 1like to suggest here that the trapping defect is an E'
center!!-12:13 This center has been observed in sputtered SiQ, "4 and in
irradiated thermal oxide films!®'!® via electron paramagnetic resonance.
They have been similarly observed, in concentrations appropriate to our
data, in films which we have studied ; this was done by P.J. Caplan and
E.H. Poindexter. In conclusion, we suggest that the trapping center located
at or near the native Si0,/sputtered S5i0, interface is an E' defect. The
results reported herein then constitute the first direct experimental
observation of an E' center precursor and possibly the neutral oxygen
vacancy defect in glassy S5i0,.
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INTRODUCTION

Formation of defect centers in pure silica glass (a-SiOz) depends
greatly on the manufacturing process of the glass. Non-bridging oxygen hole
centers (NBOHC : =Si-Ne) are dominantly created by Y-ray irradiation in
high  OH-group content (2 700 ppm) silica made by the direct glass
deposition process!. In low OH-group content silica made by the plasma or
soot method, oxygen content in the glass strongly affects the defert
formation 3 ; drawing induced peroxy radicals, drawing induced NBOHC,
Y-ray induced peroxy radicals and the 1.52 pm band induced by hydrogen
treatment are created in oxygen-rich silica, but the 5 eV (245 nm) band and
drawing induced E' center (=Sie) are created in oxygen-deficient silica.
Based on these experimental results, the authors proposed? the defect in
the form of =Si-Si= as a model of the oxygen deficiency. In the present
paper, further experimental evidence which supports the authors' model and
its proof by numerical calculation are presented. The structure of glass is
also discussed.

EXPERIMENTAL

Samples used are 1listed in Table 1. They were rod shaped with a
diameter of 10 to 15 mm and a length of 40 to 45 mm. The DS, P3{ and Pr{-A
samples were irradiated at room temperature using a photon beam with a
wavelength of 248 nm (KrF excimer laser). The laser was flashed in a series
of pulses with a frequency of 2 Hz up to the total number of 200 to
600 pulses. The energy of one shot was 40 mJ. The optical absorption and
electron-spin-resonance (ESR) signals were measured before and after laser
irradiation. The optical measurement was performed in the wavelength region
from 200 to 800 nm using a double-beam spectrometer. Further, using samples
with a disk shape (10 to 15 mm ¢, 0.6 to ! mm thick)}, vacuum-ultraviolet
spectroscopy was measured before the laser irradiation.

METHOD OF NUMERICAL CALCULATION
To examine the energy diagram of the structure, =Si-Si=, numerical
calculation was done using the Ab Initio method of molecular orbitals. The

structure, (H0)3Si-Si(0H)3 was used as a model for calculation.
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) Table I. Sample list

Name Manufacturing Ccl OH-group 7.6eV 5.0eV  Y-ray or drawing
method content content band band® induced peroxy
(ppu] (ppm] radicals
STf-A soot free free [} o x
Sff-B soot free free o o x
Sf1-A soot free 60 x x o
Sf1-B soot free (60) x o X
S1f-A soot {100) free o] o} x
S1f-B soot (100) free 0 o X
S1t soot (100) (100) x o x
Df8 direct free 800 x x X
D17 direct 100 700 X X X
P3f 0, plasma 300 free X X o
P6f-A 0, plasma 600 free x x o
P6f-B Ar plasma 600 free o o X
Prf-A Ar plasma 4000 free o o x
Prf-B Ar plasma 3900 free [} o X

free : less than a few ppm, ( } : estimated value,

o) : observed,

X : not observed,

judged from the occurence of photoluminescence by excitation at 5eV

First, optimization of the structure in the ground state was made with
the GAUSSIAN 80 : HITAC Version. The energy in the excited state was then
calculated for the structure obtained by using an improved program, based
on the GAUSSIAN 76 : IBM Versionb. which is capable of calculation based on
the configuration interaction method with single-electron excitation, or
the SE-CI method®. In the calculation of the Hartreee-Fock orbitals, the
highest 19 occupied orbitals and the lowest 13 unoccupied orbital were
considered.

Figure 1 shows the model structure for calculation, where X denotes
the oxygen vacancy. Two X-Si(OH)3 parts form two regular tetrahedrons,
twisted with respect to each other at 60°. The angle Si-X-Si was set to
144°, which is the average bonding angle of Si-0-Si in amorphous glasse.
The distance between an oxygen atom and the center of gravity of each
tetrahedron, G, was kept constant at 1.6 A, the regular distance between
silicon and oxygen atoms in glass. Hydrogen atoms were put in the X-G-0
plane, at the point 1.0 A away from the oxygen atom.

It was hypothesized that two silicon atoms can move fairly freely,
maintaining symmetry with respect to X, as they are the nearest neighbors
of X, and that oxygen atoms are fixed and immobile in the glass network.
Based on the above hypothesis, the distance between X and Si and the angle
[/HOG were optimized, changing the distance between X and G in the range
from 1.0 to 1.8 A. The most stabilized structure and the corresponding
energy, namely the energy at the ground state, was thus obtained. In the
calculation, the Restricted Hartree~Fock methnd was used with the ST0-3G
basis set. Further, the excitation energy was calculated with the improved
GAUSSIAN 76 for the optimized-structure obtained.
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EXPERIMENTAL, RESULTS AND DISCUSSION

(5 eV band)

Figure 2 shows the loss-spectra change of the Prf-A sample caused by
the irradiation. Peak absorbance in the 5 eV (= 245 nm) band is reduced
from 12 x 10* dB/km to 4 x10* dB/km by the laser irradiation (see Curves 1
and 2). Contrary to this reduction, absorption at 5.8 eV (= 215 nm), which
is caused by the E' center, is increased. The once-reduced 5 eV-band
absorption increases back to 7 x 10 4 GB/km by leaving the sample at room
temperature for 24 hours as shown by the Curve 3. In this 24 hours, the
absorption at 5.8 eV decreases to about half of what was induced by the
laser irradiation. Detectable change in the absorption was observed neither
at 5 eV nor at 5.8 eV by laser irradiation of the Df8 and P3f samples which
do not have the % eV band.

®
Silin? and Arnold® proposed -0-§i-0~ and =Si-Si=, respectively, as

models for the oxygen deficiencies responsible for the 5 eV band. As
mentioned in the Introduction, the authors reported that the E' centers
created by fiber drawing are observed only in oxygen-deficient fibers, and
that based on this result =Si-Si= is considered to be the most probable
form of the oxygen deficiency 2. This hypothesis is strongly supported by
the present results. That is to say, it is considered that as the structure
of =Si-Si= changes to =Sie Si= by the laser irradiation, the absorption
decreases at 5 eV and incrcases at 5.8 eV. After the lasei1 irradiation was
ceased, the bi-radical structure, =Sie eSi=, is thought to change back to
=8i-Si= as time proceeds, making the absorption at both wavelengths return
to the original values.

®
On the other hand, the -§i~ model for the oxygen deficiency gives no

clear explanation to the present results. Therefore, it is concluded that
the absorption at 5 eV is caused by the oxygen vacancy in the form of
=8i-S1= (*).
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(7.6 eV band)

It was reported that the 7.6 eV (= 163 nm) band is caused by peroxy
radicals!. However, a possibility that the band is caused by oxygen
deficiency has been reported also?. To confirm this point, the kinds of
samples which have the 7.6 eV band were examined. The results are
summarized in Table I. Although not all the samples where the 5 eV band is
observed show the 7.6 eV band (**), the samples in which the 7.6 eV band
appears always have the 5 eV band. Therefore, it is considered that the
7.6 eV band is caused by oxygen deficiency in the form of =8i-Si=
structure.

The absorption intensity of the 5 eV band is very much smaller than
that of the 7.6 eV band, the ratio of the two being 1:800 to 1:4000,
depending on the samples examined.

RESULTS OF AB INITIO CALCULATION

The optimized values of the distance between X and Si and of the angle
/HOG are listed in Table II as a function of the distance between X and G.
The optimized distance between X and Si becomes smaller than the distance
between X and G except for the cases where the X-G distance is 1.0 and
1.1 A. This indicates that two silicon atoms approach to each other a
little to get stabilized. However, when the distance between X and G is 1.0
or 1.1 A, two silicon atoms move apart as the distance between two silicon
atoms is smaller than the regular Si-Si distance in silicon single
crystals, 2.35 A.

The energy values of the ground state and of the excited states,
calculated based on the data listed in Table 1I, are shown in fig. 3. The
excitation energy, i.e. she difference between the energies of two states,
is shown in fig. 4. From fig. 3, it is found that the energy of the ground
state 1is minimum when the distance of X and G is 1.3 A. The structure with
the X-G distance of 1.3 A, however, gives the excitation energy of about
10 eV, as shown in fig. 4, far higher than the value obtained from the
experiments. On the other hand, the excitation energies to the excited
singlet-state and to the excited triplet-state are 7.6 and 5 eV,
respectively in the case where the X-G distance is 1.65 A. These energy
values coincide with the experimentally-obtained absorption energies.

* It has been recently found by the authors that there are probably

two types of defects causing the absorption at 5 eV. The 5 eV absorption
accompanies photoluminescence only at 270 nm in some glasses, and at 280
and 380 nm in other glasses. The oxygen vacancy =Si~SiZ is thought to cause
the absorption which accompanies one luminescence band. The details will be
presented at the 6th International Conference on The Physics of
Non-Crystalline Solids (C.10.) in Kyoto, July 1987.

** (Glasses with the 7.6 eV band have a luminescence band at 270 nm
when excited by light with an energy of 5.0 eV. In the case of the glasses
which have the absorption band at 5.0 eV but not at 7.6 eV,
photoluminescence appears at 280 and 380 nm. From the experimental results
described in the footnote (*), it is considered that the 7.6 eV band is
related to the structure in the shape of =Si-Si=.
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Table II. Results of structure optimization

optimized
X-G X-Si Si-Si optimized
distance(A) distance(A) distance(A) /H-0-G(*)
1.0 1.09 2.07 118.8
1.1 1.12 2.13 114.0
1.2 1.15 2.19 109.6
1.3 1.19 2.26 105.8
1.4 1.23 2.35 102.6
1.5 1.29 2.45 100.0
1.6 1.35 2.57 98.0
1.65 1.38 2.63 97.2
1.7 1.42 2.71 96.6
1.8 1.51 2.87 95.9

As 1is well known, direct excitation from the singlet ground-state to
an excited triplet-state is a forbidden transition. This means that the
transition probability is very small. As described previously, the
absorption at 5 eV is in fact far weaker chan the absorption at 7.6 eV.
Consequently, it 1is concluded that the cause of the 5 eV band is the
excitation to the triplet state and that of the 7.6 eV band the excitation
to the singlet state.

The distance, 1.65 A, between X and G 1is nearly the same as the
regular distance, 1.6 A, between Si and O in glasses. This indicates that
the oxygen vacancy has little effect on the position of the second
nearest-neighbor oxygen atoms. This, in turn, means that such an oxygen
vacancy as is observed in crystalline Si0, exists in 8Si0, glasses.
Concerning the short-range order, the Si0, glass synthesized for as s
preform for optical fibers has good periodicity. It is not clear whether
the whole glass or a part of it keeps this periodicity.

CONCLUSIONS

The absorptions at 5 eV and at 7.6 eV are caused by the oxygen
deficiency with the structure, =Si-SiZ. The former absorption is due to
excitation to the triplet state and the latter to the singlet state. The
absorption at 5 eV is about 3 orders in magnitude smaller than the 7.6 eV.
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HYDROGEN BONDS BETWEEN PEROXY RADICALS AND HYDROGEN MOLECULES IN SiO, GLASS
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Fujisawa, Kanagawa, Japan
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INTRODUCTION

Optical fibers are one of the most important components supporting
communication systems in these modern days. Many studies have been devoted
to clarifying the mechanism of loss increment caused by hydrogen-diffusion
which affects adversely the long-term reliability of optical communication
systems. In addition to the absorption band at 1.24 um caused by hydrogen
molecules’ and the one spreading from 1.39 to 1.41 um caused by OH groups?,
the absorption bands at 1.42, 1.45 and 1.52 pm are known to be related to
hydrogen3'6. Among them, the absorption at 1.52 pum is important because it
influences the transparency at 1.55 um where single-mode fibers are
operated. In this paper, the cause of this absorption is discussed.

EXPERIMENTAL

Table I shows the samples used in this investigation along with the
characteristics of each sample reported earlier‘. The sample fibers are

Table 1. Sample list

Sample Manufact- Cl OH 5eV peroxy 2eV E' oxygeﬁ-_w
name  turing cont. cont. [x10 radical band cont.* |
method [ppm] [ppm] dB/dm] D ¥ D ¥ DY
A soot U 2 3.0 X x X X o o deficient]
B direct §] 800 7 X X Xx 0 x o {unknown)
o 0,+ Ar 300 4 0.2 o o o 0 Xo rich

U : undetected, O,+Ar: 02+Ar Plasma, E': E' center, o: observed,

X : not observed.

'D' and 'Y' represent whether the defect is induced by drawing or by -ray
irradiation, respectively.

* Low OH-group content pure-silica can be classified into two types ; one
is oxygen rich and the other is oxygen deficient®.
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silicon clad fibers with a pure-silica core of diameter 125 um. For Fourier
Transform Infrared (FTIR) measurements, fiber preforms with a thickness
from 0.6 to 0.8 mm, mirror-polished on both sides, were used.

Figure 1 shows the experimental apparatus for measuring optical loss
in fibers. Optical absorption spectra in the range from 0.6 pm to 1.6 um
were measured in samples A and C before and after the treatment mentioned
below ; hydrogen-treatment was performed by keeping the samples in a
chamber filled with hydrogen gas. The pressure and the duration for each
sample will be specified later. The hydrogen treatments were all performed
at room temperature. Camma-ray irradiation was performed using a b0¢co
source at room temperature at a dose rate of 120 Gy/h to the dose
specified. Time dependence of the optical absorption during <Y-ray
irradiation was measured in situ.

Prior to optical measurements, sample A was treated in hydrogen
(3 ata, 41 h) and then irradiated by Y-rays (20 kGy). Sample C was treated
in hydrogen (3 ata, 150 h) and then the time dependence during Y-ray
irradiation {(up to 10 kGy) was measured.

FTIR measurements were made on each sample which had been 1)
untreated, 2) irradiated by Y-rays (20 kCy) followed by hydrogen treatment
(1.7 ata, 130 h), and 3) treated in hydrogen (3 ata, 120 h) followed by
Y-ray irradiation (20 kGy).

Halogen Lamp
12v 100w Cut-Back
& B
Lens _
A
Sample
Fiber
Regulated Optical
D.C. Z-80 cp-18| ¢ P t
Power Micro-Computer pectrum
Source Analyzer

Fig. 1. Experimental Apparatus for measuring fiber losses.

RESULTS AND DISCUSSION

There have been reports which attribute the cause of the .52 um band
to the structure in the form of =Si-H, because the second overtone of the
Si-H stretching wvibration appears at 1.52 um”: 7. The present study was

carried out in order to examine the validity of this model.

Figure 2 shows the IR sapectra of vi.sious samples which were not
t{.eated (Curve 1) and treated (Curves 2 and 3) by a combination of Y-rayv
irradiation and hydrogen treatment. The absorption at 2250 cm’' is the
fundamental Si-H stretching mode. It is clear that this absorption appears
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ig. 2. IR spectra of each sample, curve 1: untreated, curve 2: Y-ray
irradiation followed by hydrogen treatment, curve 3 : hydrogen
treatment followed by Y-ray irradiation,

with a similar intensity in all the samples and that the intensity hardly
charnges by any treatment examined.

Figure 3 shows the effect of pre-treatment in hydrogen on the spectra
of 7Y-ray irradiated A fiber. Although the broad absorption from 1.50 to
1.55 mwm  causad by the silicone <c¢ladding is seen, the 1.52 pm band is not
induced in the fiber by Y-ray irradiation following hydrogen pre-treatment.
The B fiber, too, has no induced absorption at 1.52 pm. On the other hand,
combined treatment of hydrogen and <Y-rays, irrespective of their order,
induces the 1.52 pm band in C fiber. (No peak is seen at 1.52 pum in C fiber
in the untreated state). As an example, change in loss spectra by Y-ray
irradiation in C fiber pre-treated in hydrogen, is shown in fig. 4. As a
summary of the above-mentioned results, the appearance and the intensity of
the 1.52 pm band depend on the sample and the treatment. This is not the
case in the results of IR absorption concerning the fundamental Si-H
stretching mode shown in fig. 2. If the 1.52 pum band is the second overtone
of Si-H stretching, the optical absorption at 1.52 pm and the IR spectrum
at 2250 em™! must have the same behavior. It is thus concluded that the
Si-H structure is inadequate as a model for the 1.52 pm band.
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In a previous paper“. the authors reported on a hyperfine structure
(hfs) in the ESR spectrum which had not been previously reported, and
assigned this hfs to be related to peroxy radicals. The authors also
reported in the same paper“ that the 1.52 pm band is thought to be caused
by a hydrogen molecule which forms a hydrogen bond with a peroxy radi~=l
(=Si-0-0 ...H-H), based on the similarity of the change properties between
the hfs and the 1.52 pum band induced by various treatments (See figs. 5
and 6).
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INTRODUCTION

High energy heavy ions in insulators induce the formation of defects
which have been studied by track etching methods and small angle X-ray
scattering'-3. These previous studies have shown that the formation of
defects is linked to electronic energy losses. However, the processes which
result in lattice defects following such interactions are not well
understood. In order to characterize the defects formed and their lattice
environment, we studied amorphous Si0, (dry Tetrasil SE) irradiated by
heavy ions using Electron Spin Resonance (ESR). The paramagnetic defects
formed in this material by 7Y-ray, X-ray and electron irradiation have
already been extensively studied* 7. After such irradiation, two major
types ot defects have been observed : the E; center® (hole trapped by an

oxygen vacancy) and the oxygen hole center ® (or OHC, associated with a

peroxy radical). The density of defects observed was closely related to the
total energy deposited in the sample. We previously showed '® that high
encergy heavy ions also induce the formation of E; centers and OHC's.
However, the ion irradiated samples present specific characteristics, which
are linked to the very high density of energy deposited near the path of
he~vr ions'!. We present here a study of the dependence of the defects on
the residual energy, the atomic number and the fluence of the incident
ions. We show that, in contrast to 7<Y-ray irradiations, the total ecnergy
deposited is not the single parameter controlling the formation of
paramagnetic defects by high energy heavy ions.

EXPERIMENTALS
Irradiations have been performed at GANIL (Oxygen Argon, Krypton and

Xenon) and UNILAC Darmstadt {Uranium), The total energy available was
always larger than the energy corresponding to the maximum of electronic
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energy losses. The fluence varied from 10'! ions.cm ¢ (Uranium) to 7.10!3
ions.cm ¢ (Oxygen). The flux was kept lower than 10°% ions.cm*?.s"! so as to
minimize temperature increases. We irradiated stacks of silica slabs with
thicknesses ranging from 200 wm to 1 mm. Slabs corresponding to a given
energy range were then placed in a 3 mm x 3 mm x 30 mm ESR sample so as to
determine the evolution of the defect populations with the residual range
while avoiding cavity fill-up effects. We performed annealing of several
samples for 2 hours at temperatures from O to 700°C.

ESR measurements were obtained on a Varian E-9 spectrometer in the
first derivative microwave absorption mode at X-band, either at room
temperature or at 170°K. Optimal observation conditions for both E;centers
and OHC were determined from studies of modulation and wmicrowave power
saturation. We selected as a reference a sample irradiated with
10 Mrad Y-rays, and compared ion irradiated samples to this reference using
double numerical integration or the product of the peak to peak amplitude
and the linewidth {(which is quite consistent with the numerical integration
for the E;). The accuracy of these relative evaluations can be estimated to
be ~ 20 %.

Absolute concentrations are less reliable, resulting from comparisons
with a weak pitch standard, the Ei signature and the OHC spectra being
obtained under different experimental conditions. We will therefore discuss
mainly the results in terms of relative concentrations. Room temperature
annealing of paramagnetic defects resulted in decreases of up to 50 % in
spin densities during the first few weeks, after which they decresased at a
much slower rate. We therefore compared spin densities determined during
this second phase.

RESULTS AND DISCUSSION

The observed E; signature is characterized by a double peak near g5

which has already been observed!® after Y-ray irradiation of chlorine rich
silica. The linewidth is observed to increase with the atomic number of the
incident ion (fig. 1). This effect can be interpreted in terms of
spin-spin interactions in regions where spin densities become very large.
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Linear electronic energy loss (MeV.um)

Fig. 1. Linewidth of E; negative peak as a function of the atomic number of
incident ion.
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Tt can therefore be linked to the very high density of energy deposited
which is characteristic of heavy ion irradition. It is therefore
interesting to examine the effects of increasing the level of energy
deposited. Such an increase can be obtained by moving closer to the maximum
of energy loss, by increasing the atomic number, or by increasing the
fluence above the overlapping threshold.

We consider first only samples irradiated at low fluences of oxygen
ions, so as to minimize effects induced by track overlap. Defect densities
plotted as a function of the residual range show that the density of E;
centers increases slower than the energy loss when approaching the maximum
of energy loss (fig. 2). On the other hand, OHC are not observed at high
energies, and their density rapidly increases over the last mm of the
oxygen ion range (fig. 3). In this region, the fraction of OHC in the
population of paramagnetic defects increases while the production
efficiency of E; centers decreases. This shows that defect densities are
not simply proportional to the energy deposited. In samples irradiated with
Argon 1ions, the production efficiency of E; centers is approximately
constant. The production efficiency of OHC increases with decreasing range,
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Fig. 2. Defect concentrations of E; centers as a function of the residual
range of Oxygen ions.

but OHC are now observed at the highest energy available (76 MeV/amu). For
Krypton ions, both the E ; and OHC production efficiencies increase by a
factor of ~ 2 from the maximum energy (42.7 MeV/amu) to the end of their
range. Finally, the available energies for Xenon and Uranium (27 and
16.5 MeV/amu) did not allow us to determine profiles, but confirmed the
trend towards high OHC/E; ratios for high energy deposits.

When comparing the defect production efficiencies for different ions,
it is interesting to select energy ranges for which the energy losses are
comparable : for instance, Argon ions between 21 MeV/amu and O lose between
5 and 1.4 MeV/pm, while Krypton ions between 42.7 and 33.9 MeV/amu lose
~ 3.8 MeV/um. The observed defect concentrations show that at similar
levels of deposited energy, Krypton ions are 6 to 10 times more efficient
than Argon ions in producing paramagnetic defects. This shows that the
level of energy deposited 1is not the only parameter controlling the
formation of defects by high energy ions. Similarly, we show that Xenon
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Fig. 3. Defect concentrations of OHC as a function of the residual range of
Oxygen ions.

ions are ~ 2 times more efficient that Krypton ions, while low energy
Oxygen ions are more efficient than Argon ions in producing E; centers and
OHC (see fig. U4). There are therefore three ranges in atomic number where
the behavior of the production efficiencies 1is quite different : from
Oxygen to Argon, where the E; efficiency decreases, from Argon to Xenon, in

.

which both the E, and the OHC production efficiencies increase

monotonically, and from Xenon to Uranium, where both production
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Fig. 4. OHC production efficiency as a function of the mean energy
deposited.
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decrease. Such transitions should be linked to changes in the structure of
the track.

Oxygen ions induce very few OHC in their high energy range (93 to
88 MeV/amu). The OHC production efficiency drastically increases with
increasing fluence between 3.10'? and 10 !3 ions.cm "2, whereas the E,
production efficiency decreases by a factor of ~ 10. At very high fluences
(7.10!3 ions.cm™?), the E; production efficiency in the medium energy range

{36 MeV/amu to 22 MeV/amu) decreases by a factor of 4, and that in
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Fig. 5. E; production efficiency as a function of the fluence of Oxygen
ions for 3 energy ranges (93 Lo 88, 36 to 22, and < 22 MeV/amu)

the low energy range (22 MeV/amu to 0) by a factor of 2.5. The production
efficiency therefore becomes similar in all three energy ranges, which
suggests that a steady state is reached between Ei formation and ionization
annealing (see fig. 5).

These features can be interpreted if the energy deposited by high
energy oxygen ions is lower than a threshold of 1local energy deposited
below which OHC do not form. For large fluences, the total energy deposited
rises above this threshold due to track overlap, and OHC are formed at the
expense of the E; population. It is interesting to note that a similar

transfer from E; to OHC is observed upon low temperature annealing, and is

interpreted as temperature enhanced atomic diffusion®. This observation is

consistent with the concept of a “thermal spike" during which lattice
defects would reorganize in the wake of the incident ion.

It is interesting to compare these results with those obtained on the
structure of ion tracks using track etching methods and small angle X-ray
scattering! ?. These studies showed that ion tracks are constituted of two
types of defects : the point defects, which are observed even with light
ions, and the clusters of defects, which appear above a critical atomic
number depending on the studied mineral (Z ~ 20 for feldspar). The size and
linear density of these clusters increase with the atomic number of the
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incident ion, and the linear density decreases much faster than the energy
loss above the maximum of energy loss. For very heavy ions (Z > 70), these
clusters join to form a continuous damaged region around the maximum of
energy loss3.

We note that our ESR results, although dealing only with the
paramagnetic part of the defect population, confirm the non linearity of
the damaging process with the deposited energy, and the important role of
the atomic number of the incident ion. The large increase in defect
production efficiency between low Z ions (O and Ar}, and high Z ions (Kr
and Xe) may be related to the appearence of clusters of defects.
Conversely, the decrease observed between Xenon and Uranium may correspond
to the formation of a continuous amorphous region along in the ion path.

However, the absolute concentrations of paramagnetic defects (up to a
few thousands per um of ion range for Xenon ions) are lower than those
required to account for the characteristics of chemical etching of the
tracks. Complementary studies using optical spectroscopy are in progress to
study the diamagnetic defects.

CONCLUSION

Using Electron Spin Resonance, we studied silica samples irradiated
with high energy ions with atomic numbers ranging form 8 to 92. These
observations showed that the formation of paramagnetic defects could not be
simply interpreted as due to the deposited energy alone, in contrast to
Y-ray irradiations : the atomic number of the incident ions 1is a major
factor influencing the formation of defects. A broadening of the line
shapes and an extra peak in the Ei signature are linked to the very high
local density of energy deposited which 1is specific to heavy ion
irradiation. As a function of the atomic number, three different regimes
have been observed : from Oxygen to Argon, from Argon to Xenon, and from
Xenon to Uranium, This may correspond to the structural transitions
observed in ion tracks using small angle X-ray scattering and track etching
techniques. ESR observations yield information on the paramagnetic part of
the defect population. Complementary studies using optical spectroscopy are
in progress to study the d:amagnetic defects produced by heavy ions in
amorphous silica.
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ON THE RADIATION INDUCED COLORATION OF SIO,

W. Hohenau!, I. Godmanis?

1: Karl-Franzens-Universitit Graz, Austria
2: Peter Stucka University, Riga, USSR

INTRODUCTION

The radiation induced absorption spectra of crystalline and glassy
Si0, generally consist of broad overlapping A (450-650 nm), B (290-350 nm)

and C (200-250 nm) bands!. Their relative intensities and distinct spectral
positions slightly change in different types of crystalline and glassy S5i0,

2. The absorption in the A band is attributed to the aluminium hole (Al/e+)
and the C band region to E' type derect centers3:?, Contrary to this is,
the nature of the color centers forming the B band, is not determined. A
more effective detection of this band in short time experiments as during
stationary absorption measurements could indicate an unstable character of

corresponding color centers in SiO2 2.

In this paper we have studied the stability of color centers, by
measuring a bleaching effect in the radiation induced absorption of
crystalline Si0,, Si0,-Ge and glassy Si0,.

EXPERIMENTAL PROCEDURE

We have investigated different types of crystalline S5i0, (Morion,
Brasil, Smoky, synthetic and Ge-doped quartz) as well as glassy Sio,
(Suprasil, Herasil, Corning). The samples were irradiated at ambiant
temperature by X-rays (80 kV, 30 mA) with different doses (20 krad).
Immediately after irradiation the absorption spectra were measured using a
Hewlett-Packard (8451 A) diode array spectrometer. The alteration of the
complete absorption spectrum between 190 and 820 nm was detectable in every
0.2 seconds with a resolution in optical density of about 0.001.

RESULTS

The new results consist mainly in an observation of the alteration of
optical absorption in 8i0, during and after X-irradiation. Weak but clear
resolved bands in B and C regions become detectable at low doses of
irradiation. Furthermore their intensity saturates at doses of about
20 krad, where a generation also of A bands occurs, followed by a strong
overlapping between all mentioned bands. Immediately after irradiation a
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bleaching process in the induced coloration in 5i0, is detectable. This
bleaching is dependent on wavelength and is proportional to the previously
induced coloration both in crystalline and in glassy Si0,.

In natural quartz (Brasil, Smoky, Morion) during irradiation the most
intense absorption band was detected at 460 nm (A region), followed by
broad bands at 650 nm (A) and 230 nm (C region){fig. 1a). Formation of B
band (300 nm) is detectable only in alteration spectra of absorption
(fig. b). However also in this spectrum, an overlapping effect does not
allow one to distinguish the exact maximum positions of all registered
bands. In contrast to that, a clear resolved B band at 300 nm occurs in the
bleaching spectruh of crystalline quartz (fig. 1). Furthermore a bleaching
in the C band (230 nm), overlapped by other bands in the vacuum UV is
detectable. But no bleaching effect is detectable in the A band region.

In Ge~doped quartz besides an intensive B band at 290 nm, dominating
in the radiation induced absorption spectrum, a C band at 220 nm is
detectable. The coloration in A region is sometimes weaker as in natural
quartz. Generally similar as in Ge-free quartz, the structure of the
bleaching spectrum consists of a well defined B (300 nm) and C band
(200 nm). A spectral shift was detected between B band positions in
bleaching (300 nm) and coloring (290 nm) spectra of $i0,-Ge.

In quartz glasses the radiation induced absorption spectrum consists
of only two defined bands at 300 nm (B) and 215 nm (C). As in crystalline
quartz a bleaching in quartz glasses occurs in defined C (220 nm) and B
(31 nm} bands. Similarly as in crystalline Si0,-Ge, a red shift of the
bleaching B band (315 nm) compared with the coloring B band (300 nm) takes
place (fig. 2). In Ge-doped quartz as well as 1in quartz glasses no
bleaching effect in A band region was detectable.

DISCUSSION

Considering the experimental results there is no doubt, that the
coloration of Si0, by X-irradiation is a complex, many-stage process. A
comparison of usual Si0, absorption spectra with those measured during
irradiation, indicates an alteration of induced color centers. Moreover,
the investigated bleaching effccl demonstrates a decay of certain unstable
color centers without additional thermal excitation.

The correlated coloring and bleaching of each band in the C and B
region of the absorption spectrum indicates a direct connection between
the generation and decay of the corresponding two types of color centers.
One of the E' type centers are trapped hole centers. The observed E' decay
simultaneously with B color centers could be explained as a result of
electron-hole recombination between these two centers, emphasising the
trapped electron character of B color centers in quartz.

An additional information about the character of B color centers is
given by an investigation of Ge-doped quartz. The radiation induced B band
in Ge-doped quartz is definitively connected with trapped electron
(Ge e-/Me+) centers®. However, the observed spectral shift between coloring
{290 nm) and bleaching (300 nm) bands indicates that the absorption in B
region is composed of several bands. The different color centers, forming
these bands, are envisaged to be different positions or types of monovalent
interstitials Me+ (Li+, Na+) in the (Ge e-/Me+) centers. One type of these
centers 1is similar to B color centers in natural quartz and unstable at
ambient temperature.
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Generally an equivalent behavior of coloring and bleaching processes
was observed in different types of quartz glasses. This demonstrates the
same composition of unstable color centers which are also responsible for
absorption and bleaching in B and C band regions in quartz glasses. As in
Ge-doped quartz, the observed spectral shift between B band positions in
coloring and bleaching spectra could be explained by different
configurations of B color centers in the fused modification of Si0,.

The absence of the bleaching effect in the A band region in
crystalline S8i0,, Si0,-Ge and in glassy 5i0Q, indicates that the
corresponding aluminium hole centers (Al/e+) are stable at ambient
temperature and do not take part in recombination processes with other
unstable centers at this temperature.

SUMMARY

A new type of radiation induced color center, unstable at ambient
temperature and absorbing at 300 nm is observed. These centers are trapped
electron centers in crystalline quartz and take part in the recombination
process with E' centers. Structurally modified such centers exist also in
Ge-doped crystalline quartz and quartz glasses.

REFERENCES

. E.W.J. Mitchell, E.G.S. Paige, Phil. Mag., 1:1985 (1956),
.W. Arnold Jr, J. Phys. Chem. Solids, 13:pp. 306 (1960).
.K. Meyer et al, J. Phys. C17:L31 (1984).
L.
I

Yip, W.B. Fowler, Phys. Rev. B11:2237 (1975).

Sptisyn, Isvestiya Akademii Nauk SSSR, Neorganicheskie Materialy,
8:74-78 (1980).
. Halperin, J.E. Ralph, J. Chem. Phys.,39:63 (1963).

1
2. G
3. B
4. K
5. V
1
6. A

214




EFFECTS OF PROCESSING ON RADIATION DAMAGE THRESHOLDS IN SILICA GLASSES

R.F. Haglund, Jr., D.L. Kinser, H. Mogul, N.H. Tolk,
P.W. Wang and R.A. Weeks

Center for Atomic and Molecular Physics at Surfaces
Vanderbilt University, Nashville, TN 37235 USA

ABSTRACT

We report experimental evidence linking near-surface radiation damage
mechanisms to identifiable wvariations in the wmanufacturing process of
silica glasses. We have bombarded a well-characterized set of Suprasil and
Spectrosil glasses with ions and electrons under ultrahigh vacuum
conditions. Relative yields of atoms and molecules desorbed from the sample
glasses were obtained from the characteristic optical spectra ; the time
dependence of the bulk luminescence arising from electronic excitations in
the near-surface bulk was also monitored. Comparison of these data with
other work suggest a correlation between radiation damage susceptibility
and the OH content of the fused silica.

INTRODUCTION

Surface damage is a significant problem in fabrication, analysis, and
application of amorphous silica (a-SiOz) in optical and electronics

technology. Low-energy radiation sources used in many wmanufacturing
processes -- ion and electron beams, ultraviolet, and x~ray photons and
pulsed lasers -- are especially likely to produce desorption {i.e., surface

bond~breaking) by electronic mechanisms, leading ultimately to erosion,
etching, and other changes to surface morphology. Brocause the
susceptibility of dielectric materials to desorption induced by electronic
transitions (DIET) is determined by the available pathways through which
incident electronic energy is absorbed, localized, and transformed, it is
plausible that DIET can be influenced by wvariations in materials
processing, particularly because of processing-related differences in
impurity content. Indeed, DIET is generally more sensitive to
processing-related changes, particularly in dielectrics, than secondary-ion
mass spectroscopy'.

In previous studies of electron- and photon-irradiated alkali halides,
it has been shown that the electronic energy deposited in the near-surface
bulk is rechanneled primarily into luminescence from the near-surface bulk
and desorption of ground-state and excited-state neutral atoms?. However,
it is also becoming increasingly clear that this pattern of near-~surface
radiation damage is a generic property, not only of such simple crystalline
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materials as alkali halides, but indeed of all materials which can support
the creation of self-trapped excitons which relax to form permanent mobile
defects?. Since a-SiO2 also fits this pattern of behavior when electronic

energy 1is absorbed“, it is to be expected that electronic transitions will
play a role in surface radiation damage.

In recent exploratory experiments on surface radiation hardness in
a-SiOz. we have observed significant differences in bulk luminescence and

excited-state emission from desorbed Si® atoms for various silica glasses
under low-energy ion irradiation, and characteristic differences in the
time dependence of bulk luminescence decay from electron-irradiated fused
silica glasses. The data suggest that the spectroscopic techniques employed
here can provide clues to process control of radiation damage thresholds.

EXPERIMENTAL PROTOCOL

The general features of DIET experiments with optical detection
techniques have been described previouslyS, and are shown schematically in
figure 1. The fused silica samples were mounted on a precision
micromanipulator in ultrahigh vacuum (nominal base pressure 10°'” torr).
The measurements presented here were made at room temperature ; however,
the sample can be either cooled or heated if desired. The radiation source,
shown as incident from the left, was a Colutron ion gun or a high-current
electron gun. Optical emissions from the target region were observed via a
0.3-m grating spectrometer coupled to a photomultiplier tube ; the sample
volume was imaged onto the spectrometer slits by an /5.6 lens system. The
slits on the monochromator were set to 1 mm, giving 25 & resolution over
the wavelength range 2000 A - 8000 A. For time-resolved measurements, the
output of the photomultiplier was fed into a multichannel analyzer with a
minimum dwell time of 100 ns/channel. The laser shown at the right of the
target is used for laser-induced fluorescence monitoring of ground-state
desorbing atoms, but was not employed in the experiments described below.
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Fig. 1. Experimental geometry for surface damage experiments with ions and
electrons. The irradiating beam 1is incident from the left :
desorbing particles and the bulk luminescence are observed by a
spectrometer- photomultiplier combination linked to a Macintosh
personal computer through a CAMAC interface.
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Because the low-energy ions and electrons used in these stilies stop
in a thin near-surface layer, there is less difficulty separating primary
from cascading secondary effects, such as those which occur in MeV ion
irradiation of dielectrics. At the same time, one avoids some of the
difficulties of thin films, since the surface studies use bulk material for
samples.

Four different high-purity fused silica samples were used in the
experiments reported here : Suprasil 1 and Spectrosil are type III glasses,
produced using an oxygen-hydrogen flame ; Suprasil W-1 and Spectrosil WF,
on the other hand, are type IV glasses, processed using a water-vapor-free,
plasma flame. The principal impurity species in the glasses are OH and Cl ;
the differing impurity concentrations are listed in Table 1, with the four
glasses grouped in pairs as "high-OH" and "low-OH" samples.

Table 1. Impurity Content of Ion-and Electron-Irradiated Fused Silica

Glasses

Silica tradename OH content (ppm) Cl1 content (ppm)
Spectrosil 200 50
Suprasil-1 1200 130-180
Spectrosil-WF Q2 180 ?
Suprasil-Wwl <5 230-280

A |

Wafers were cut to size {1x2 cm®), chemically cleaned, then inserted
into the UHV chamber and sputter cleaned by Ar® bombardment {or about half
an hour. For comparisons between different samples, the front surface of
each sample was aligned to a preselected line of sight in the spectrometer
imaging system, with an estimated tolerance of 0.2 mm.

ION BOMBARDMENT STUDIES

We have compared the near-surface damage susceptibility of the four
candidate glasses by bombarding them with argon, nitrogen and hydrogen
ions. Figures 2 and 3 show spectra from Suprasil sample glasses bombarded
vy 9 keV Ar and H, positive ions over a wide range of current densities

(10-% - 10" mA/cm’). The optical emissions typically consist of a broad
maxima, which we identify with the bulk luminescence, punctuated by sharp
peaks which can be identified with desorbed, excited atoms and ions
radiating out in front of the sample surface. Thus the line radiation is
indicative of damage via a surface erosion process, while the bulk
luminescence is the characteristic signature of a non-desorptive, radiative
electron-hole recombination which can lead to desorption (generally of
ground-state atoms) if the defect produced through recombination can
diffuse to a nearby surface.

In addition to Ar® and N', the samples were irradiated with 9 keV H.
ions to ascertain the effects associated with varying momentum transfer 3
the Ar and N ions cause damage primarily through the collision cascade
mechanismb, whereas the H, ions lose energy primarily thrc.gh electronic

processes’ .
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The spectra of fig. 2 are particularly noteworthy in that the
classical collision cascade picture of heavy-particle sputtering -- which
is generally believed to be valid in this case -- offers no explanation for
the dramatic differences in the ways the incident ion energy is being
transformed in the near-surface bulk of samples which differ only in the
impurity content at the ppm level. Since the bulk fluorescence band
centered at 450 nm is believed to be associated with the creation of E'
centers and other radiation defectss, this seems to indicate that the
low-OH Suprasil Wl 1is less prone to ion-induced damage than its high-OH

cousin,

Figure 3 shows a similar pair of spectra, this time for H, positive
ions irradiating Spectrosil. Here again we see characteristic differences
which do not appear to be attributable simply to "knock-on" damage
characteristic of ordinary physical sputtering. Instead, we see a marked
change in the relative fraction of the bulk fluorescence yield in the
450 nm band, and a significant difference in the yield of excited hydrogen
atoms between the two samples. This lack of agreement with a simple
momentum-transfer collisional damage process agrees with Griscom's
observation? that even damage done by much more energetic ions appears to
be primarily "radiolytic" in character.
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Fig. 2. (at left) Optical fluorescence yields (in counts/s) as a function
of wavelength for Suprasil bombarded at normal incidence by 9 keV
Ar ions at a beam current density of 5.5 uA/cmg. Line radiation is
primarily fioz Fesorhing silicon atoms in excited states (both
first-and second-order peaks) the broad peaks are bulk
luminescence.

IFig. 3. (at right) Spectra for Spectrosil samples bombarded by 9 keV H.

ions at normal incidence and at a current density of 10.0 pA‘cme .
The line radiation in the lower spectrum is the Balmer f-series of
atomic hydrogen lines
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In assessing these experiments, it is critical to understand that the
excited silicon atoms are probably not the dominant desorbing species.
Experiments in many materials exhibiting the same generic damage mechanisms
have shown repeatedly that the dominant particle loss channels involve
ground-state neutral atoms and molecules. Nevertheless, the excited state
neutrals are usually associated with the desorption of ground-state
neutrals, and their appearance in the spectrum often signals the onset of

surface erosion and damage.

ELECTRON BOMBARDMENT STUDIES

We attempted to assess the relative iwmportance of electronic vs.
momentum-changing processes in the creation of radiation damage by
bombarding Spectrosil and Spectrosil WF with 320 eV electrons at normal
incidence, following the same experimental protocol described for the ion
irradiation experiments. Lifetimes of the luminescence bands were obtained
by chopping the electron beam and then monitoring the decay of the
luminescence during the "beam off" intervals. The chopper speed was
adjusted for long decay times to be four to five e-folding times for the
given decay. The electron current was monitored on the sample holder and
maintained at approximately 30 mA on both the Spectrosil and Spectrosil WF

samples.
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Fig. 4. Bulk luminescence measured at the surface of Spectrosil WF
bombarded by 320 eV electrons at normal incidence. The four
identifiable luminescence peaks are located at 2880 A, 4500 A,
5590 & and 6370 A, respectively.

Four distinct luminescence bands appear during electron bombardment of
Spectrosil WF and Spectrosil at room temperature ; the spectrum for
Spectrosil WF, shown below in fig. 4, is typical. The total bulk
lurinescence intensity from Spectrosil WF was invariably wmuch larger than
from Spectrosil, and no visible line radiation from desorbing excited atoms
was observed for either of these two fused silicas. This does not
necessarily mean that there were no excited state atoms desorbing, of
course, since some of the most prominent Si and O lines occur in the
ultraviolet and woull not have been detected in the present experiment.
Moreover, as noted in the section on the experimental protocol, the present
experiment included no provisions for detecting ground-state silicon or
oxygen atoms ; these would have to be identified wusing multiphoton
resonance ionization techniques not presently available in our experiments.

A coarse search to find approximate decay times was made by measuring
the relative intensities of the four luminescence bands while changing the
chopper speed by factors of ten. The intensities of the bands at 2880 A,
5590 A and 6370 A were increased, but that of the 4500 A band was
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decreased, indicating that the 4500 A band has a longer lifetime than the
other luminescence bands. Measurements of the luminescence yields centered
at 4500 A and 2880 A carried out with the chopped electron beam are shown
in figures 5 and 6. The measured lifetime of the 4500 A band is 2.1 us,
while the lifetime of 2880 A band is less than 10 ps. The bands at 5590 A
and 6370 A show the same short lifetime.
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Fig. 5 (at left) Chopped-beam measurement of the bulk fluorescence yield at
4500 A, showing a decay time of 2.1 ms aftcr the electron beam
pulse is turned off.

Fig. 6. (at right) Chopped-beam measurement of the bulk fluorescence yield
at 2880 A, showing a decay time of less than 10 us. The spike is an
electronic artifact.

The 1long lifetime of the luminescence band at 4500 A suggests that a
metastable state exists between the excited state and ground state of the
luminescence center, preventing the direct transition to the ground state
{(which EPR measurements suggest may be the E' center). This slow
light-emission process may result from the diffusion of a defect to some
specific position in the glass before relaxation and desorption, similar to
the way F-center diffusion mediates the desorption of Li° from LiF surface
under electron bombardment!?-1'!,

The variation in the total bulk luminescence intensity between
Spectrosil WF and Spectrosil appears to be correlated with the differing OH
content in the two glasses!? and the same result has been seen for Suprasil
1 and Suprasil W1'3, Since the bulk luminescence represents a
non-desorptive channel for the incident energy, the higher luminescence
yield may indicate lessened surface damage. However, a definitive
conclusion on this score will require measurement of the ground-statc
neutral atom desorption.

CONCLUSION

The experiments show that the OH content of fused silica glasses is
correlated with distinctive diffcrences in the mechanisms ard onsets of
ion- and electron-induced radiation damage at the surface and in the
near-surface bulk. Because optical spectroscopy can monitor the major
particle-emission channels and the bulk fluorescence from irradiated
surfaces, DIET experiments of the type described here appear to have great
promise for studies of  processes-related variations in  damage
susceptibility in glasses, and for identifying specific mechanisms leading
to desorption, erosion and surface damage. Moreover, comparison of the
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optical emission data and the data produced in our ongoing electron
paramagnetic resonance, ellipsometry and thermally stimulated current
measurements are expected to permit detailed correlation of the observed
microscopic radiation damage events with those macroscopic observables
(such as impurity densities and conductivity) which depend on processing
parameters.
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INTRODUCTION

The common silicon dopants B, P and As tend to be incorporated in SiO,
as network formers, i.e. they will attempt to occupy Si sites in the glassy
oxide structure. The present study deals with dopants introduced by ion
implantation. Since the amount of oxygen is not sufficient to fulfill the
bonding requirements of silicon and the dopant the implantation process
leaves an oxygen deficient system. Annealing in an O,-free ambiant will
restore the bonding in the network but will not affect this deficiency. The
latter is only possible by an 0O, treatment. Consequently, the oxide will
have a different defect structure in the two cases. In the present paper we
will review data on diffusion, XPS, IR absorption and electron trapping
studies supporting this model.

EXPERIMENTAL

The diffusion of dopants was studied in 1 pm thick thermal oxide
films grown on {100) Si substrates implanted with 2 x 10'% to 3.5 x 10'®
cm™ 2 B, P or As atoms. Profiles were measured as implanted or after a high
temperature N,, 0, or Nz/Hz anncal using an Atomika SIMS instrument.

To determine the bonding state of the dopants IR absorption and XPS
measurements were performed on similar samples. In the latter case also
thinner oxide films (100 nm) were used. The XPS study was carried out using
a HP 5950 A ESCA spectrometer with an Al Ka 1486.8 keV source. By measuring
after stepwise thinning of the oxide in a dilute HF solution a profile of
the bonding state of the dopant at various depths in the oxide was
obtained.

The samples for studying the carrier trapping behavior of the film
were 0.1 Qicm (100) p-Si with relatively thin (50 or 100 nm) oxide films
implanted with lower doses (5 x 10'2 to 1 x 10'* cm"2). Again high
temperature annealing steps in N,, sometimes followed by 0,, were used. The
characterization of the trapping properties (trap densities and
cross-section) was performed by avalanche injection of electrons using
evaporated Al electrodes.
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RESULTS

Figure 1 shows data on the P diffusion in 5i0 , at 1100°C. In a N,
ambient a distinct redistribution takes place ; however, it cannot be
described by a simple diffusion mechanism. Particularly near the peak of
the concentration profile very little movement is observed. The profiles
are best explained by assuming that only 20 % of the P is mobile, with a
diffusion coefficient of 5 x 10°!5 cm?/s.! This is close to the value
published in the literature for the diffusion of P through SiO, using
PZOSZ. Our experimental findings suggest that P is incorporated into 5i0,
in two different configurations. A similar behavior was observed for the
diffusion of As in 0,-free ambients3,
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Fig. 1. P diffusion in thermally Fig. 2. Redistribution of high dose P
grown Si0, during N, and O, implant in $i0, during an O,
anneal ; implants : anneal (3.5x10'%/cm?, 3UCkeV)

1 : 2x10'5/cm?, 200keV ;
2 : 3x10'5/cm?, 3UOkeV

In an O, ambient hardly any change in the P profile is observuble for
the same annealing conditions as used with N,. The diffusion coefficient is

below 5 x i0"!7cm?/s in the 0, case. However, for high concentration
implants (peak concentrations around 10%!'cm-3) the situation is rather
different. A broadening and flattening of the profile near the peak is
observed (fig. 2). This profile may be fitted using a concentration
dependence of the diffusion coefficient as proposed by van Ommen® and
indicated in the insert of fig, 2. The concentration at the flat top
appears to coincide with the liquidus concentration at this temperature’.
The appearance of a 1liquid phase offers a simple explanation for our
observations. A very similar behavior was found for As implanted oxides ;
the explanation is most likely the same as given for the P data.

In contrast to P and As, implanted B shows extremely slow diffusion

not only in O, but also in N, (fig. 3). However, at very high
concentrations (near 10¢'cm”?) again a broadening of the distribution near
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the peak is observed. We presume that also in this case a liquid phase is
obtained. Only in H, containing ambients, like forming gas (Nz/Hz)' B
diffuses relatively fast at low concentrations.

Fitting yields a concentration dependent diffusion coefficient with
values up to 5 x 10"'%cm?/s at 1100°C. Previous annealing in 0, strongly
reduces the diffusivity obtainable by a forming gas anneal.

To clarify the bonding conditions in the doped SiO, films XPS® and
IR-absorption 7 measurements were performed. By XPS profiling of the films
it was established that a significant shift accross the oxide of the core
level binding energy does not occur. Thus, the spectra obtained after
removal of half of the oxide were taken as representative and are presented
here. There is a clear distinction between in the P signal in P-implanted
SiO2 found for N, and 0, annealed samples, the 2p level being at 129.7 eV
in the former and at 134 eV in the latter case (fig. 4). A similar
difference was found for these two annealing ambients for As~implanted
films (41.4 resp. U45.2 eV, fig. 5).