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INTRODUCTION

The work performed over the past year of this contract is suminarized in
three sections. The first is comprised of the final report documenting the
work of Lori Grant on characterizing small explosiou seismic source
functions. Section two summarizes talks and papers given in the past year
under this contract. The final section contains reprints of three papeis
published under this contract in the last year.

Experimental Determination of Seismic Soutce Characteristics for Sinall
Explosions by Lori Grant describes a set of experiments and analysis designed
to characterize the equivalent elastic source functions of explosions in
different media. The particular tests studied were in alluvium and a set of
site characterization procedures were developed to support the source study.
The techniques and format developed in this study could be applied to other
geological media. Bounds are placed upon the explosive source function
constrained with only the site characterization data and then compared to the
model developed from the actual explosion data. This comparison quantifies
the predictive capability for the explosive source function in a new media. In
the inversion of the observational data for the equivalent seismic source
function a strong trade-off is identified between the shear wave velocity of the
medium and the symmetry of the equivalent source function. This last result
emphasizes the need to include a good characterization of the I’ and S wave
properties of a test site. Unfortunately S or shear wave characterization tools
are not as well developed as those for I’ or compressional waves.

Two papers were presented at a variety of technical meetings in the last year.
The abstracts from these talks are included in section 3.

Three papers were published in the past year. Two appeared in the Bulletin
of the Seismological Society of America, Stochastic Geologic Effects on Near-
Field Ground Motions in Alluvium and Experimental Confirmation of
Superposition from Small Scale Explosions. The third paper published in
Journal of Geophysical Research is entitled Effects of Source Depth on Near-
Source Seismograms.

This year of research has focused on a transition from our previous source
studies to an increased emphasis on the geophysical characterization of the
shallow near-surfoce environment. This characterization is needed to :
improve our ability to quantity the seisiaic source function as well as estimate
the explosive ground motion loading one might expect in a particular
geological material. The papers in the Bulletin summarize our early attemnpts
to separate the stochastic and deterministic varts of {he wavelicid.
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A deterministic source mocdel is defined using three-
component acceleration data from seven 5 lb. test shots
recorded with identical instrumentation all within the same
test bed. Observational ranges asre between 5 and ¢0 meters
with good azimuthal coverage.

Inversions are done utilizing the moment tensor
representation (M=G-1lU), where M is the second order moment
tensor containing source information, G is the matrix of
Green's functions and U are the observed seismograms. The
Green's functions are based on a velocity model derived for
the test site. Moment tensor inversions with observational
data =~sult in source strengths of between .6 and 4 X 10%°
dyne~cm for the layered half-space and between 2 and 8 X 1013
dyne-cm when the half-space path functions are used.

Forward models are calculated for a range of site
models. The moment calculated from forward modelc is between
1.1 and 2.5 X 10% dyne-cm. Sensitivify studies with the

synthetic data set emphasize the importance of shear velcllty

in separat.ing source-path trade-offs.
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CHAPTER 1

INTRODUCTION

The objective of this research is to improve our under-
standing of explosion source functions. Carefully controlled
small scale tests are utilized in a two-step approach to
define a deterministic source model. The first step is to
produce forward models of near-field waveforms using analytic
source functions and numerical Green's functions. These
synthetic seismograms are then compared to the observed seis-
mograms to quantify the path effects. The second step
utilizes the Green's functions obtained in Step 1 in an
inversion of the observed seismograms for the six time
functions of the second order moment tensor representing the
source. The inversion scheme was developed by Stump and
Johnson (1984 (see also Stump and Johnscn (1977) and Stump
(1979)) .

The main application of results from this study is to
aid in the refinement of yield-scaled source models with the
goal of better estimating explosion yield from seismic obser-
vaticns. 1Interest in this subject has recently increased as
requirements of a verifiable test ban treaty are kecoming
more severe,

A large body of cbservational data erists and has been

used to empirically constrain source parameter scaling rela-

1




tions for the explosion seismic source function (ESSF).
However, despite the advances in modeling the ESSF the rela-
tionship of seismic amplitude to event yield is still not
clear, The problem 3is illustrated in Figure 1.1 taken from
OTA report of May 1988. Seismic magnitude is plotted against
event yield from UNE tests at NTS. Magnitude is related to
the log of the amplitude of teleseismic body waves. The
scatter in the data points represents a variation in seismic
magnitude for a given yield. Assuming the appropriate
magnitude~yield curve has been calculated, the ability to
predict event yield from magnitude is at least limited by the
scatter of the data.

As another example, peak acceleration versus distance
from the source is plotted in Figure 1.2 for several UNEs at
Pahute Mesa, NTS. The Kearsarge test is the most recent
event at a yield approaching the 1974 Test Ban Treaty
threshold of 150 kt. Kearsarge observations exhibit a factor
of 7 scatter in peak acceleration at a single range. (B. Stump
personal communication, August, 1988).

The scatter illustrated in Figures 2.1 and 1. makes it
difficult to develop a simple magnitude-yield scaling
relation even when the tests have the same source medium as

in Figure 1.2.

A. Ezplosion Seismic Source Function

The fundamental goal in source studies is to obtain a

specific time history of the explosion seismic source
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function (ESSF). Masse (1981), in his review of underground
nuclear explosion source models, suggests that an adequate
source model may combine several different mechanisms in se-
quence to explain observed seismic signals. Stump (1985),
for example, has successfully modelled near-field explosion
waveforms as a combination of the spherically symmetric ex-
plosion followed by cylindrically symmetric spallation of the
near surface layers. It is convenient to branch into two
categories of source studies at this point. The first de-
scribes that part of the source which is spherically symmet-
ric or isotropic and concerned with the transfer of chemical
{or nuclear) energy into seismic disturbance; the second

includes all non-isotropic source contributions.

1. The Isotropic Source

Rather than beginning at the exact point of detonation,
the task of describing the iscotroric source function is
simplified by assuming an "equivalent" source acting at the
"elastic" radius. The elastic radius defines a volume inside
which pressures are too large to apply infinitesimal strain
theory. At radial distances beyond the elastic radius
pressures are sufficiently reduced so that Hooke's law can be
applied relating pressure to displacement.

For this approximation to be valid, the data should be
dominated by wavelengths that are longer than the eglastic

radius. The reasoning is that when the seismic wavelengths

of the data are longer than the elastic radius, the details




cf the source inside the elastic radius cannot be resolved by
the data. 1In other words, the data are not contaminated by
source details which are not included in the physical
description.

The smallest expected wavelength for this data set is
4.5 m. This value is the ratio of the slowest expected P
velocity in the test site (270 m/s, Section 2.B.1) with the
highest frequency in the data ( 60 Hz, Section 2.A.2). The
dominant frequency in the velocity spectra (shown in Appendix
B), 10 Hz, corresponds to a wavelength of 27 m.

This method of assuming an equivalent elastic radiator
was first discussed by Sharpe (1942) who formulated the
response of an elastic whole space to an arbitrary pressure
pulse on the inside of a spherical cavity. In the idealized
statement of the problem the perfectly spherical cavity
exists in an isotropic homogeneous elastic wholespace. Under
these conditions an explosion produces displacements only in
the radial direction; spherical compressional waves emanate
from the center of the equivalent radiator.

The wave equation for this problem reduces to one

dimension in spherical coordinates

oy 9%y
or? C?atZ

(1.1)

where solutions are in terms of the potential, Y. Displace-

ments are related to the potential by




(]

(1.2) u(r,t) = jl(wayr)
Jr

where 1 = t - (r - rej)/c is the arrival time at r as a

function of the compressional velocity, c.

Sharpe found solutions to Equation 1.1 satisfying the
boundary condition that the pressure applied to the interior
cavity must equal the radial stress in the medium at the

cavity radius (r = rel)

(1.2) - [(X+2u)au/8r + ZK(u/r)] r=rey = P ()

Solving Equation 1.3 for displacement and substituting into

Eguation 1.2 gives the relatijion between potential WY(T) and

pressure, p(t).

. 4 . 4
L w'(t)+——il-w(t) + a \u(t)1 = p(t)

YeailC r.éc Yo 3C Jr=rw

P

(1.4)

Frequency domain solutions have been published by Latter
(1259) and Blake (1952).

Dimensional analysis of Equation 1.2 shows that the
potential has units of volume. Because the potential is

independent of distance from the source it is often called

"reduced" displacement potential abbreviated RDP.




Carrying out the partial derivative Egquation 1.2 becomes

d
(1.5) u(r,t) = r-? (qut)) + é%-(:ig)

At large distances from the source, the first term in
Equation 1.5 is much smaller than the second. Thus the far-

field (r >> re)1) displacement is approximated by

dy
(1.6) u(r,t) = —Clr—(g)

Equations 1.4 and 1.6 are the foundation for calculating
the seismic source function. Specific pressure functions in
Equation 1.4 lead to a predicted shape of the reduced
displacement potential (RDP) independent of travel path and
distance from the source. When the potential is inserted
into equation 1.6, ground motion is predicted.

Once scaling relationships of the RDP are known,
equations 1.6 can be used to predict the ground motion of an
unknown explosion source. What is necessary in developing
scaling relations is to determine how the RNDP changes as each
of the variables in Equation 1.4 change.

Werth and Herbst (1963) used Equation 1.6 in a different
approach. They obtained potentials from measurements of
ground motion near the elastic radius of nuclear explosions

detonated in four media types. Their far-field RDPs for

tuff, salt, granite and alluvium are shown in Figure 1.3a.
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The Fourier transforms of the far-field RDPs are shown
in Figure 1.3b. The data used by Werth and Herbst were free
field measurements. The instruments were at depth in a
horizontal plane with the device. Thus the free surface
effect which inay increase the amplitude by a factor of two
does not contaminate the data.

Near-source free-field data of the type used by Werth
and Herbst are not often available. The standard approach is
to correct observed seismograms for features not related to
the detonation (e.g. attenuation, and then fit an analytic
function to the remaining data which is interpreted as the
equivalent source,.

Haskell (1967) fit the cunxves in Figure 3b with simple
analytic functions describing the characteristics in terms of
three parameters: steady state or DC level of potential,

Yy (0), which is related to the residual displacement produced
by the expnlosion; source overshoot, the ratio of the peak
potential to the steady state potential; and a time constant
specifying the characteristic time of the source function
(i.e. corner frequency).

Mueller and Murphy (1971) followed Latter's (1959) steps
to express the RDP in the frequency domain in terms of the
pressure function., From forward models of close-in
observations of UNEs they incorporated the effects of device
burial depth and medium characteristics in defining the

pressure function. The Mueller-Murphy model is one of the

most extensively used source models. It is the primary model
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used in this study because of the ability to incorporate
depth effects and other physical measurements affecting the
source function. Section B in Chapter 3 is devoted to the
description of the Mueller-Murphy source model.

Several additional models have been developed over the
past 30 years which fit near-field and teleseismic
observations: von Seggern and Blanford (1972) modified
Haskell's model based on teleseismic obsexrvations of three
UNEs; Helmberger and Hadley (1981) utilized both local and
teleseismic observations of two NTS events to propose yet
another modification of Haskell's model. Rurger et.al. (1987)
made comparisons between the Helmberger-Hadley model and the
Mueller-Murphy model tc determine Q.

Physical phenomena which may vary with explosive type,
emj.lacement media, depth of burial, shape and size of cavity
among other parameters complicate the problem of RDP yield
scaling. Problems arise when the RDP obtained for a source
detonated in one medium is used to predict the RDP of a
sovrce of different yield detonated in a different mecium at
a different depth because scaling re'ations are not
adequately known. Recent review articles which outline
current understanding in this area include: Minster (1985%),
Bache (1982), and Masse (1981).,

Many of the unresolved questions center around the de-
pendency oJ source coupling on shot parameters. Basically,
coupling efficiency decreases as ma rial strengla increases

(increasing depth) because the amplitude of the pressure
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function depends on the residual displacement which is
smaller for more competent rock. Coupling efficiency also
decreases as air-filled porosity increases (decreasing depth)
because more energy is spent in collapsing the pore spaces.
Trade~-cffs must be understood before observations can be
adequately modeled to develop yield-scaling relations that

are good over a large range of event magnitudes.

2. The Non-isotropic Source

The above methods of determining the ESSF assume
spherical symmetry. This assumption may not be strictly
valid. Thus ron-~isotropic components of the explosion may
lead to biased estimates of the RDP. In other words, the
source function is model dependent. Departures from
spherical symmetry have long been observed for large
underground explosions (Minster, 1985,. To develop seismic
magnitude-yield relations it would be best to use the
isotropic source only. 1In order to separate the isotropic
from the non-isotropic source contributions a more thorough
understanding ¢t the non-isotropic source is necessary.

Lay (1984) proposed two methods to explain the
generation of non-isctroplc source contributions by
explosions: driven motion on pre-existing planes of weaknc :s,
and stress relaxation around the fracture zone. Both of
these sources have earthquake-like radiation patterns and

Loth contribute shear waves to the radiated seismic encrgy.,

The generation of surface waves and shear waves by «  losions
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is not very well understood. More effective discrimination
between earthquakes and small explosions is one of the areas
that will benefit from the study of the generation of surface
waves and shear waves from small explosions.

Another non-isotropic contribution is spall, failure of
near surface layers produced upon conversion of compressional
waves to tensile waves at the free surface. When the spalled
layers fall back to the surface the downward impulse produces
P, Sv and Rayleigh waves which are delayed in time relative
to the initial explosion (Viecelli 1973). The first order
symmetry of this delayed source is cylindrical and, because
0f its proximity to the free surface, the spall source is a
very efficient generator of surface waves. Stump (1984) has
shown that spall may explain the late Rayleigh wave arrivals
on near-field seismograms following explosions. Day (1982),
however, showed that there is no spall contribution to
surface waves at 20 seconds and therefor spall will not
compiicate the magnitude-yield relations calculated frcm
surface waves at the 20 second period. Stump (1985) modeled
the time functior of the spall source which is controlled by
1hre shape of the isotropic pulse and the tensile strength c¢f
the medium and found that the contribution from spall
dominates in the period range of 0.5 to 2.0 seconds. His
findings suggest that magnitude-yield estimates from near-
source body waves should take into account the spall

contribution to the seismic energy. More work is necessary

to develop scaling relations for the spall source.
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B, Source Scaling

We wish to make yield determinations based on the
scaling of the isotropic source (RDP). Assuming that non-
isotropic radiation has been accounted for, comparisons are
made between source spectra based on changes in long-period
level, corner frequency and high-frequency roll-off with
increasing yield. :

Haskell's model utilizes cube-root-yield (CRY) scaling
based on the assumption that the scale lengths change as the
radius of the explosive device. The inclusion of depth ef-~
fects by Mueller and Murphy (1971) causes a change in the
scaling characteristics of the RDP resulting in a modified
scaling model.

Haskell's model predicts a long-period level (LPL)
proportional to yield (W!-%) while Mueller-Murphy's LPL is -
proportional to W-76, The implication is that for a given
LPL, classical CRY scaling results in a smaller yield
interpretation than the modified source model.

1f CRY scaling applies then the corner frequency scales
as W ~1/3 compared to W ~-1% for the Mueller-Murphy model.
Beyond the corner frequency the CRY spectrum is proportionsl
to W!'/? and the Mueller-Murphy spectrum is proportional to
W-®3, High-frequency decay for these two models is asymptotic O,
to frequency raised to the -4 and -2 power respectively @;
Another widely used model was proposed by von Seggern and

Blanford (1972). The frequency spectrum of the RDP is

expressed in a much simpler fcrm than the Muellerxr-~Murphy
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model yet the spectra exhibit the W 2 roll-off at high
frequencies.

It is difficult to compare the utility of one model over
another because scaling relations are derived from different
data sets. The Mueller~Murphy model is often more desirable
because of the ability to include measurements of the elastic
radius and other parameters. On the other hand, use of the
Mueller-Murphy model requires estimation of a large number of

variables and introduces considerable capacity for error.

Ir an alternative apprcach to the problem of guantifying
tte explosion scurce function, experimental seismology is
e¢xpicited., JSmall scale chemical tects are conducted which
redvce complexities by isolating certain variables {(depth of
burial for example) while reproducing important features of
the vnderground nuclear explosion. Insiguts into physics of
near-source phenomena gained from small scale chemical tests
may thatt be used to model the large body of available
ol.servational data and to develop yield-scaled source models
that are site specific. The following paragraphs aescribe
two experiments conducted by the SMU research group.,

Derpth of burial effecte in alluvium were gquantified by
Fiynn (1986). The data set included cbservations of a series
of detonaltions of 253 1lbs. of THT ranging from underburied

excavarion events (1.85 m to overburied, fully contained

events (11.% m). As overburden increases, there is suf-
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ficient vertical coupling to form an initially spherical ex-~
plosion. Uncontained events release energy through the free
surface resulting in initially cylindrical symmetry., Flynn
related the shift to higher frequencies with increasing depth
to a shaift from cylinarical Sv-kayleigl e.ergy to zpherical
P-wave ecnergy. Her energy calculations estimate P-wave
source coupling efficiency to be 40% of the total seismic
energy for the shallow event. The deeper, fully contained
event partitioned 80% of the total seismic energy into the P-
wave,

Reinke and Stump (1988) guantified the azimuthal coher~
ence of near-source waveforms from 5 pound explosions in al-
lJuvium. Waveforms are coherent to 35 Hz. Variations above
35 Hz are attributed to scattered energy from waves that
interact with test bed inhomogeneities. They ruled out,
through small tests, the possibility of instrument variation.
They also confirmed the repeatability of the source in this
test series through a series of detonations in a controlled
pit in which every shot variable remained constant.

Small scale tests such as these are relatively inexpen-
sive and instrumentation of a significant part of the
wavefield is possible. BAn additional advantage is that test
results are directly applicable to other studiez in the same

test environment.
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The current study is unique to the standard yield scal-
ing approach in two ways. First, the observed seismograms
result from tests designed specifically to isolate the ef-
fects of containment and to guantify source symmetry.
Secondly, the moment tensor representation is used to allow
for non-isotropic source contributions.

The inversion scheme used in this study is that of Stump
and Johnson (1984) wherein they represent the explosion
source in terms of the seismic moment tensor. A point source
is assumed and observed seismograms are inverted for the
temporal details of the source function.

This procedure reguires careful modeling of the path
contributions in order to minimize source-path trade-offs.

It is really another way of correcting observed seismograms
to obtain an estimate of the source time history just outside
the non-linear region.

The isotropic moment tensor represents the volume change
due to the spherically symmetric explosion source. It has
the same shape and time dependence as the reduced

displacement potential (RDP):

(1.7) M(T) 150 = 4TPO’ Y(T)

where Y(T) is the potential function introduced in Eguation

1.1. Thus the isotropic moment and reduced displacement

potential are similar analytical forms of the seismic source
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function. The units of seismic moment are force by distance.
The development of the moment tensor source representation is
found in Chapter 4.

The isotropic component of the source is represented by
the trace of the moment tensor. The deviatoric source is
that which remains after the isotropic component is removed

(Stump, 1984).

(1.8) M]so = é‘ Mijsij

(1.9) Dij = Mij - MISOSU

Similar analyses to the one contained in this thesis
have been completed for a 253 pound chemical explosion (Stump
1987) and three nuclear explosions (Stump and Johnson
(1984)). The depth and observational ranges of the test
reported in this study are a scaled version of the 253 lb
test.

This work is presented in four primary sections: (1)
Observational Data: Description of the data includes general
observations of amplitude decay with range, development of
surface waves with range and a summary of the velocity and
attenuation model of the test site. {2) Synthetic Data: The
propagation contribution is modeled with theoretical Green's
functions and checked by convolution with a Mueller-Murphy
source to produce synthetic seismograms in a series of

forward models. (3) Inversions: Generalized linear
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inversions are first done with synthetic seismograms to
verify the inversion code and replicate experimental
conditions. The observed seismograms are then inverted for
the moment tensor representing isotropic and deviatoric
components of Lne source. Several different inversions were
completed to investigate the effects of station distribution
and dependency on the Green's functions. (4) The conclusioans
are presented in terms of the physical models for contained
sources. The analysis and comparisons focus on the isotropic

peak time amplitude and the long-period level of the

frequency spectrum.




CHAPTER 2

OBSERVED DATA SET

The data consist of near-source cbservations recorded on
triaxial accelerometers for seven 5 1lb (2.5 X 106 kt)
chemical shots in dry alluvium. Explosive yield, explosive
type and test medium are held constant, the only variations
being source burial depth and station distribution. 1n
addition to the explosive tests, refraction surveys have been
completed to constrain the velocity structure of the test

site. Experimental data are summarized in table 1,

1. Experimental Layout

TWO series of tests were designed specifically to
constrain source symmetry and to gquantify contalnment. The
Array Test Series (ART) with a source burial depth of 1 meter
resulted in uncontained shots. Three of the ART arrays werce
in a circular pattern with 6 stations distributed at a single
range (10, 20 and 30 meters) for each test. The ART Line
Test consisted of 11 stations distributed at 5 meter
intervals a single azimuth between 10 and 60 meters. ART
test configurations are illustrated in Figure 2.1. Data in

the Contained Array Test Series (CART) were generated by

20




TABLE 1

SUMMARY OF OBSERVATIONAL DATA

21

Components Range Array Number
Recorded (meters) Type Stations
at each station
ART: 5 1bs., TNT at 1 meter depth
ART 1: 3 10 circular 6
ART 2: 3 20 circular 6
ART 3: 3 30 circular 6
ART LINE TEST: 3 10~-60 linear 11
CART: 5 ibs. THT at 3 meters decpth
CART 1: 3 13.5-40.6 azimuthal 7
CART 2: 3 5-13.5 azimuthal 7
CART 3: 3 5-40.6 linear 6

Refraction Surveys: Betsy Seisgun™ source

at 1 meter

l-m spacing EW vertical 1,0-72.0

1.5-m spacing NS vertical 1.5-36.5

7.6-m spacing EW vertical 5.0-183.0

linear
linear

linear

24
24

24
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Figure 2.1. Array configuration of the four tests in the ART
series. Shot depth is 1 meter below the surface.




three fully contained explosions with a source burial depth
of 3 meters below the surface. CART arrays are shown in
Figure 2.2. CART data includes two arrays in which 7
stations were distributed at various azimuths and one linear
array of 6 stations along a single azimuth. CART
observational ranges are between 5 and 40.6 meters.

Instrumentation for all tests is identical. Force
balance accelerometers were buried below the surface and
digital data were recorded in the field with a sample rate of
200 samples/second. A 5 pole antj-alias filter with cutoff
at 70 Hz was applied before recording. A total of 147

channels of explosicon data were recorded.

2. Data Corrections: Acceleration to Velocity

Inversions of the ART/CART data set utilize velocity
records. In obtaining velocity from the raw field data,
several steps were nececsary. First the data were deglitched
and rescaled. Next each channel was integrated to yield
velocity waveforms. After integration two corrections were
applied; slope remeval and a high-pass filter. Additionally,
all corrected velocity records have been integrated a second
time to displacement so time domain displacement amplitudes
could be estimated. No further cCorrections were necessary
after integration to displacement because the displacement
waveforms did not exhibit a step or ramp.

The data corrections are explained and illustrated in

Appendix A. Additionally Appendix A documents different
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types of slcpe corrections that have been applied to the CART
data and justifies the design of the high-pass filter.

As a result of tests outlined in Appendix A, the
frequency band of usable data has been quantified as 5 - 60
Hz. The long period cut off is determined by the 2-poie high
pass Butterworth filter with corner 3 dB cown at 3.5 Hz. At
the short periods, the cut-cff is determined by the anti-
alias filter; 5-pole at 70 Hz applied before recording. Thus
interpretation of results outside this frequency band will be
pursued with caution. Details about this bandwidth are given

in Appendix A,

3. Data Characteristics
The complete explosion data set is presented in Appendix
B. The data are, by design, simple in character; the
explosion is the simplest source; the test bed is not
complex; and travel paths are short and therefore simplified.
The following sections list important characteristics of the

data.

a) Simple Waveforms at Close Ranges

As an example of the simple waveforms at close ranges, the
vertical and radial components of velocity at the 5, 9.7 and
13.5 meter ranges of CART 3 are illustrated in Figure 2.3.
The particle motion diagrams shown at the right of the figure

are the plot of radial versus vertical amplitude. At these

close ranges radial and vertical waveforms are dominated Ly
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one cycle. This arrival is the P-wave energy package
identifiable by linear particle motions. The surface waves,
associated with elliptical retrograde particle motion have
only 20 - 30 % of the amplitude ¢of the body wave at these
close ranges. At 5 meters the signal duration is typically
.25 - .4 seconds increasing to .4-.65 seconds at 13.5 meters

with little development of surface waves.

b) Development of Surface Waves with Range

The signals recorded at 20.3, 27 and 40.€ meters are
shown in Figure 2.4. The waveforms become more complex with
increasing range as shear and surface wave energy arrives.,
Two particle motion windows separate the early P-wave energy
(dashed line) from the later SV-Rayleigh enerqy (sclid line).
The Sv and Rayleigh energy packages are difficult to separate
because there is not sufficient dispersion at these ranges.
At the onset of the Sv-Rayleigh package the radial and
vertical components are about 90 degrees phase shifted from
each other resulting in the elliptical particle motion.
There 1is an increase in signal duration associated with the
longer travel paths. At the 20 - 27 meter range signal
duration has increased to 1 second. Beyond 30 meters the

surface wave amplitudes are relatively equal to or greater

than the body wave amplitudes.
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¢} Azimuthal Symmetry of Waveforms

As observations are compared azimuthally, radials and
verticals appear very similar in shape while the transverse
do not show such similarities. As an illustration, the ART 3
chserved velocities are shown in Figures 2.5a-c. The surface
wave at about .2 seconds can be seen on the radials and
verticals at this range. ART 2 peak radial amplitudes
average 1 cm/s with a maximum of 30% variation. The ART 3
pea¥ vertical amplitudes average 0.5 ¢cm/s with only 17%
variation. The amplitude of the radial component is twice
the vertical at this range. ART 3 peak transverse amplitudes
average .22 cn/5 and vary as much as 81%. The transverse
compenent s appear dissimilar especially in terms of when the
energy arrives in time.

It is worth nmoting theat the above similarities in radial
and vertical conmponents apply to the lower frequencies which
dominate the time series. Reinke and Stump (1988) have
studied similar waveforms from the same test site and report

incoherence in the data above 35 Hz.

d) Amplitudes with Range

This section will guantify the ART/CART amplitude decay
with distance, For competent rock at distances where the
medium is responding elastically, the body wave amplitude is
erpected to decay due to geometrical spreading at a rate
inversely proportional to distance. When attenuvation is

taken into account the decay rate is higher.,
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Perret and Bass (1975) studied amplitude decay rates of
measurements from 60 underground nuclear explosions ranging
in yield from 67 kt to 2.5 kt (compared with 2.5 x 1076 kt for
ART/CART). 1Instruments were typically fielded along a
horizontal radius at shot depth. The data were compiled from
published reports and include all known tests up until the
time of the report. Eight of these explosions were detonated
in dry alluvium at burial depths between 300 and 500 meters
(compared with 1 and 3 meters for ART and CART). One of the
eight alluvial events was under-huried for partial
containment.

Perrct et.al. compiled plots of peak vertical particle
velocity versus scaled range and fit linear trends of the

form

-n
(2.1) U = Uo ( r )
RYE

where Uy, is the amplitude, r is the distance between source
and receiver in meters (scaled by ktl/3), W is the energy
yield in equivalent kilotons of TNT and n is the power
exponent describing the decay rate,

Data corresponding to measurements in dry alluvium
showed much faster decay rates than those for dry tuff, wet

tuff or hard rock. Two distinct trends were identified for

dry alluvium. Between 30 and 150 m/kt1/3, <he best fit linz
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-3.27
(2.2) U; = 1.52 x 10° ( r )
wl/3

was found. Between 100 and 350 m/ktl/3 the amplitudes were

observed to decay slower according to the best fit 1line

-1.16
(2.3) U, = 3.68 x 10" (—f/?)
W

Perret and Bass attribute the two different attenuation
rates to regions of non-linear and linear material response.
Because dry alluvium has stronger attenuation properties than
other media the crossover to a decay rate close to the
inverse first power (Equation 2.3) is observed within the
span of observational ranges. This crossover was not
observed for the other media types studied by Perret and
Bass. Thus at scaled ranges greater than 150 m/ktl/3 the
alluvium response is classified as linear.

ART/CART peak vertical and radial velocity as a function
0f scaled range is plotted in Figure 2.6. The closest
observation, 5 m, corresponds to a scaled range of 368.4
m/kt1/3 and the most distant observation, 60 m, to a scaled
range of 4420.8 m/ktl/3.

The line fitting the ART/CART vertical trend in Figure

2.6a is given as

(2.4) U, = 1 x 10> ( r_ N "l.67
W

1/3




Similar analysis of the radial component in Figure 2.¢b
gives,

(2.5) Ur = 1 x 104.94 (_I_..) ~1.48
W1/3

The exponent,-1.48, falls within the range reported by Perret
et, al.

The transverse peak amplitudes are plotted in Figure
2.9. Here the amplitudes are smaller and the scatter in the
amplitude is much greater.

Considering the differences in yield and depth of burial
of the ART/CART data compared to the Perret and Bass data,
the amplitude decay trends for alluvium compare favorably
{Equation 2.3 ). The ART/CART trend has a larger amplitude
and a faster decay rate. The larger amplitudes occur because
the material, being much closer to the surface, has slower
velocities and the faster decay rate because the material,
being much closer to the surface is less consolidated and
thus more attenuative. These comparisons have not accounted
for the factor of 2 amplitude often introduced between
chemical and nuclear explosions. Nor have these comparisons
accounted for the amplitude effects of the free surface.

Perret and Bass also fit linear trends to acceleration
and displacement records. Figures 2.7 and 2.8 illustrate the
amplitude decay of the ART/CART acceleration and displacement

observations. The ART/CART trends are summarized in table 2.



TABLE 2

APMLITUDE DECAY EXPONENTS

Vertical Radial
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b The ART/CART experimental test site is part of McCormick
Ranch near Albugquerque, N,M., chosen in part because of the
available site characterization data. The site is on an cld
) playa composed of plane layered dry alluvium with the water
table at a depth of 75 meters. Caliche is present on the
test site and has been exposed by several of the test shots.
) Trenching at the site confirms geometry of the caliche to be
discontinuous stringers within the upper few meters of the
test bed. The significance ¢of these inhomogeneities is in

k their ability to scatter waves.

The velocity model for the ART test site is based on
previous models by Stump and Reinke (1982) with modifications
[ resulting from additional refraction surveys and analysis of
three-component waveforms recorded in the ART Line Test. The
current model is two layers over a half-space as shown in
D table 3. For comparison, the velocity model used by Stump

and Reinke (1982) is also given in table 3. The following

sections discuss the model components and their derivation

b
1. Refraction Surveys
Three refraction surveys were completed on the ART/CART

P test site on McCormick Ranch using a BetsyTM seisgun source.

Figure 2.10 shows the acquisition geometry. Two East-West

lines run through the AKT test area,; one with 7.6 meter
B




TABLE 3

MCCORMICK RANCH SITE MODEL

a(m/s) Pin/s) pigm/cm3) Qg QO Depth (m) ©

Grant Model 1988

Layer 1: 270 120 1.8 10 4 0.0 .38
Layer Z: 670 230 1.9 50 22 3.0 .43
Half Space: 930 360 2.0 100 44 19.0 .41

Stump-keinke 1982 Model

Layer 1: 366 244 1.8 0.0 .10
Layer «: €71 366 1.9 3.4 .24
Layer 3: 823 366 2.0 13.4 .38
Half Space: 1128 €10 2.1 24.0 .29
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Figure 2.10. Three refraction surveys over the ARI/CART test
site. The line illustrated at upper left contains 72
receivers at 1 meter spacing for a total length of 235';
upper right: 24 receivers at 5' spacing for a total length
of 115'; Dbottom: 24 receivers at 25' spacing for a total
length of 575°',
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geophone spacing for a total length of 575' (187 meters) and
the other vith a 1 meter geophone interval for a total length
of 235' (72 meters). The third line runs North-South over
the CART test aresa which is about 50 meters to the northwest
of the ART test area. This line is 115' (26.5 meters) in
length with a 1.5 meter geophone spacing.

Travel time curves for the long and short East-West
lines are plotted together in Figure 2.11, The large symbols
represent the travel times of the long line and the smaller
symbols represent the travel times of the short line. While
the short line with closer receiver spacing affords more
detailed interpretation than is possible for the long line,
the slopes cf the two profiles closely agree. The long line
is thus used for a gross model and the short line for details
of the upper few meters.

Interpretation of the long line is as follows: two
distinct branches on the travel time curves correspond to &
clow velocity between 650 and 659 m/s and a fast velocity of
931-958 m/s. The crossover distance at 99 meters suggests
the velocity increasc is at a depth of 19-20 meters. The
cymnetry of the forward and reverse profiles confirms a plane
layered model. In summary, the interpretation of the long
line is a layer over a half-space.

Interpretation of the short line is facilitated by
Figure z.1l¢. 1he forward and reverse profiles are jpletued in
the same direction to emphacize the similariticn and

differences. The travel Lime cuyve:, agree weli enocpt at
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Figure 2.11 ART/CART refraction profiles. The forward and
reverse times for both the long and short lines are plotted.
Detail of the short line is shown in Figure 2.12. Large
symbols denote first arrival times picked from CART explosion
data at 5, 13.5, 20.3, 27.0 and 40.6 meters.
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offsets from 18 to 38 meters. Two possibilities exist:
either the times on the forward line are early in the 18-38
meter range or the reverse times are late. Referring back to
Figure 2.11, the former assumption is made. The receivers at
offset distances between 18 and 38 meters from the forward
shot are affected by a subsurface structure that results in
anomalously early travel times on the forward travel time
curve, Following this reasoning three branches were drawn on
the reverse travel time curve for the initial interpretation.
Layer one velocity is 277 m/s with a thickness of 2.0 meters.
Layer tw~ velocity is 544 m/s with a thickness of 2.8 meters.
The third layer begins at 4.8 metere arnd has & velocity of
782 m/s. The siort line interpretation ¢uns.sts of velccity

“.% meters and 4.8 meters whilie tnee long line

-

increascs a

interpretatiz. zhows a velocity increase =z 1. a. 195-20 meters
depth,

To me:z= trhe nformation from —:= lont erd short lines,
the slowest v. .ccity of 277 m/=z g az:i.7nes = tre uppermcst
layer. The ve.ucCi'y increase 1r.i == 1. " £l 7. S a. 4.8
meters 1is taken as an average ve.nC.t: L. %zt h tn= <7 /S

value of the 20 ne=ter thick laver in the lwnc lino
interpretation.

The north-south lin¢ thiougl: the CART teslt area
indicates velocities and depths consistent with the at. e
interpreta ions. Tne excepltion is that the toy Jaye: aj woare

to be more challow and slower than indic.ted ty the «aord

cast-west 1inee.
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To summarize, the current velocity model is 2 layers
over a half-space and is compared to the 1982 Stump-Reinke
model in table 3. The velocities of the layers have been
rounded down and the thickness of the upper layer has been
increased to 3.0 meters. Derivation of the shear velocities
is discussed in Section 2.B.3. The high Poisson's ratios are
consistent with measurements of P and S travel time as shown

in table 6 and discussed in Section 3.C.1.

2. First Arrivals

Ot the 20 CART observations, the precise shot times were
recorded on the seismograms for only B stations. These
stations do cover the range of CART observations (5.0 - 40.6
meters) and there are multiple observations because of the
overlap of station locations. The arrival times of the first
breaks on the vertical ccmponent of the CART data have been
plotted on the refraction profile to confirm the velocity
interpretations in Figure 2.11. The agreement between CART
arrival times and the refraction arrival times on the 1-m
line is poorest at 27 meters within the range of the
anomalous arrival times discussed above. The time difference
between CART and the forward travel time is 16 ms and only 7
ms between CART and the reverse travel time. This is further
confirmation that the 1 m forward line is anomalous and may

be affected by an inhomogeneity. This inhomogeneity could be

in the form of a caliche stringer.
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3. Shear Velocities

While the P-velocities and layer thicknesses are
straightforward calculations from the refraction surveys and
first arrival data, the S-velocities are more difficult to
constrain. One reason is that the close-in observations do
not allow time for good separation between P and S energy.
Previous studies on the test site by Stump and Reinke (1982)
used cross-hole shear surveys to get a shear velocity of 366
m/s between 13.5 and 24 meters whi:ch will be used for the
ART/CART half space shear velocity. Their surveys were less
reliable above 13 meters due to scatter in the data. Section
C.2 in Chapter 3 discusses the more realistic multi-layered
model with the 366 m/s velocity in the halfspace.

Particle motion plots have been completed for the ART
Line Test and used to estimate the layer shear velocities
listed in table 3. The time of the change from rectilinear
to retrograde moticon was noted for each station from 10 to 60
meters. Also recorded was the ellipticity or the ratio
between the radial and vertical axes of the particle motion
of the Rayleigh wave as well as the period of the first full
Rayleigh cycle.

Mooney and Bolt (1966) produced by numerical analysis
curves detailing the relationship between Rayleigh wave
dispersion and the medium parameters for a layer over a half
space. They emphasized that the most important paramcter is

the ratio between shear velocities. One of their curves,

reproduced in Figure 2.13 was used to constrain the shear




velocity in the most shallow layer. The ratio B;T/h is

plotted along the x-axis and the ratio of horizontal to
vertical amplitudes (ellipticity) 1s plotted along the y-
axis. With a layer thickness (h) of 3 meters from the
refraction profiles, Rayleigh period (T) of .105 seconds at
55 meters, ellipticity of 2.05 from the particle motion plots
and half-space shear velocity of 360 m/s the Mooney and Bolt
curve suggests the shear velocity ratio is 3. Thus with a
reliable measurement of the half space shear velocity of 360
m/s, the upper layer velocity is estimated at 120 m/s. Layer
2 shear velocity is estimated at 230 m/s. This value was
chosen because it is intermediate between 120 m/s and 360m/s
and because it was used by Stump and Reinke (1982) for their
mocst shallow layer. This estimation of the shear velocities
is only a first approximation. Further analysis would
include a complete dispersion analysis and possibly structure

inversion.

4. Q in Dry Alluvium
Q estimatcs are included in the site model to account
for seismic attenuation due to absorption and s¢ ° ring.
The ART/CART test medium is low velocity, low density and low
Q resulting in rapid absorption of seismic energy with wave
propagation. As quantified by the amplitude decay plots in
Figures 2.6-2.8, the observed exponent describing decay rate

for spherical waves was larger than expected based on the

results of Perret and Bass (1975). No corrections have beer
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made for differences between chemical and nuclear explosives
or for free surface effects.

Standard measurements of Q are impractical in low-C
enviroaments. Anderson (1988) has addressed this problem in
measuring Q for unconsclidated backfills. Using standard
refraction equipment, he made base measurements taken close
t0 the (sledge hammer) source to quantify the change in pulse
shape with distance. Anderson focused on the first cycle of
the P-waves for which propagation distances are between 3 and
10 meters. He reports average Q values between 7.5 and 10.

A value of Qg for the first layer of ART/CART site model
is appropriately low at 10. Based on svnthetic tests of
modeling observational wavefor:'s, Q increases with depth.
Model ng exercises also showed that the estimates of Q for

Layer 2 and the half space do not strongly affect the

synthetics. Qy in the second and third layers is 50 and 100
respectively. Qp for the ART/CART site model is assigred a

value of 40% Q in Laver 1 and 44% Q5 layer Z and the Half-

space.




CHAPTER 3

FORWARD SYNTHETIC CALCULATIONS

A. Introduction

In the previous chapter observational refraction and
explosion velocity data were analyzed for geophysical
parameters of the test site. Velocities, layer thicknesses
and attenuation factors define the McCormick Ranch site model
listed in table 3. 1In the current chapter these parameters
are used to predict the velocity respcnse of the test site to
a 5 1lb. charge representing the ¢ iined CART source.

The general approach to building the synthetic velocity,

Us, is the representation theorem abbreviated

(3.1) Us (@) = S(m)G(w)

where seismograms are calculated in the frequency domain as a

product of the source function $S(®) and the Green's functions
G(w) representing the path effects. Both S(®) and G(wW) will
be tested. Equations 4.4 and 4.5 which are discussed in the
next chapter are a more precise representation of the way the
synthetics are calculated.

The Mueller-Murphy (1871) characterization of the
synthetic source was chosen because it provides a physical

basis fcr incorporating depth effects and variations in

53
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material constants. Their model predicts the rar-fieid
reduced displacement potential (RDP) for yield, W, at a
depth, h, in a test medium with specified density and
velocities. B range of S(w) are possible given the
uncertainty of the McCormick Ranch site model specifically
the shear velocity at the source burial depth of 3 meters.

Path models are calculated first for a simple half space
and then for a layered half space structure. Results are
presented as a suite of forward models derived by combining
the range of source functions with the range of path
functions. Comparisons are then possible betyeen synthetic
and observed waveforms and any differences are attributed tc
a deficiency in the theoretical source or path model.

This forward modeling exercise serves several purpcses.
Tirst, a preliminary investigation of a range of source
furctions provides a basis for comparison of the isotropic
moment to be calculated in the next chapter. A catalog of
Mucller-Murphy theoretical source function changes with
mat.erial constant.s will alliow better interpretation of ti.
inverted source functicn and guantify the resclvability of _
the model with this data set.

Secondly the trade-ofis between S(®) and G(w) are
addressed. G(0) are not known exactly but are zpprozximated
and any errors in G(f) map into the inverted source

functions, S;(w),

(1.7 5(0) = G U, (m)
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where G(W)~! is the inverse of the Green's functions and Ug (W)
are the observed seismograms. This equation will be
discussed in the next chapter. The set of path models are

utilized in a seriss of inversions in the next chapter to
proceed with the quantification of how S;(®W) is affected by

errors in G(W).

A third application of the synthetic seismograms
calculated in this section is to use them in trial
inversions. Several synthetic trials were designed to shaow

the effects of noise in the waveforms and the effects of

station distribution i ¢ calculation of the inverted
source.
D, Theoretica) Scurce Fupction: RUP

The historicel basis of the reduced displacement
potential (RDP) as a suitable description of the isotropic
component of the explosion seismic source function (ESSF) wac
reviewed in Chapter 1. UNow the erxact form of the Muellcr-
Murphy (1971) RDP is given in order to study the effect
various parameters have on theoretical predictions. The
Mueller-Murphy RDP is singled out here because it is the only
source model that directly incorporates depth of burial
effects and other physical parameters.

Rt distances much greater than the elastic radius, 1.,

the far-field WLP is deszscribed in the frequency domain for

al,

arbitrary pressure pulse acting at the clastic radius in an




isotropic homogeneous wholespace

r, c? p (W)

(3.3) y(w) = 4
(0 - Bre? + imw)

where p(®) is the Fourier trancsform of the pressure pulse,
p(t); ¢ 1is compressional velocity; W, = C/re1 is
characteristic frequency; and p'= (A +2u)/4p for Lame's
constant, 2, and shear modulus, u (Equation 10, Mueller and
Murphy, 1971).

Mueller and Murphy analyzed free-field observations at
close ranges to several UNE's to propose the analytical

description of the pressure time function

(3.4) p(l) = (Pge™ Ol + Pyl H(L)

illustrated in Figure 3.1. Poc is the steady state pressure;

P, = Pos — Pge is the magnitude of the pressure difference

between peak pressure, P, and steady state pressure, Tge;
is the decay constant; and H(t) is the unit step function.
Source overshoot is the ratio of the jeak pressure to the

step pressure

(3.9) R = P,s/Poc

and is greater for hard rock than *or soft or pcrous rock.

Source overshoot controls the peak in the source spectrum,

.

-
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p(t) = (Py,e™® + P,.) H(t)

PRESSURF.

I

ac

TIME

Figure 3.1. Pressure function used to calculate the reduced
displacement potential. Pg. is steady state pressure, Ppg 15
peak shock pressure and Fg = Prs — Por. (From Mheller and
HMurphy, 1971)




Note that von Seggern and Blanford (1972) defined source
overshoot as the ratio of pressure amplitude to steady-state
pressure (B = Py/Pqe).

Calculation of the theoretical RDP using Equation 3.3
requires an estimate of the pressure function in Equation
3.4. Mueller-Murphy developed the following scaling
relations for parameters in Equation 3.4 in terms of the
basic shot variables: yield, W, depth of burial, h, P-wave
velocity, S-wave velocity and density.

Peak shock pressure, Pgg, measured from close-in free-
field data is in general slightly larger than the overburden

pressure
(3.6) Pos = 1.5pgh

for density, p, gravitational acceleration, g, and depth, h.
The relation for steady state pressure, P, was derived

by considering permanent displacement at the elastic radius.

In an incompressible solid

(3.7) P = klgu(—’—ﬁ—)3

where a compaction factor, k; (< 1.0), is necessary to lower
the step pressures to match observations of steady state

pressures in porous (compressible) rocks (Equation 18,

Mueller and Murphy, 1971).
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The step pressure in Equation 3.7 depends on elastic
radius and cavity radius which scale with yield and buriail

depth as follows:

1/3
(38) I'ep = kz W P
h-
.29
(39) e = k3 il
h.ll
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Cavity radius is smaller for competent rock in which there is

little pore space to collapse as the cavity grows and is
larger for rorcus materiail.
The decay constant,®, of the pressure function is

proportional to the theoretical corner frequency, 0):

(3.10) a4 = kg W,

The proportionality constants, k;, in Equations 3.7 -

3.10 are medium dependent. Mueller-Murphy constants for the

wuff-rhyolite of Pahute Mesa at NTS, the most intensely
studicd and mcdeled source medium, are k.= .4, ko= 1490, k.=
31.4 and k4= 1.5. Mueller-Murphey also list some of the
constants for granite, salt, shale and alluvium,.

The CART yield and depth of burial are

(3.11) W= 2.5x% 1."% kt
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(3.12) h = 3.0 meters

The UNEs studied by Mueller-Murphy were all buried at
depths large enough to ensure containment. The normal scaled

depth for containment,

(3.13) SD=h / W3nmn

is 122W1/3 m for h in meters and W in kilotons. The CART
explosion is overburied at 221Wl'/3 m while the ART explosion
is underburied at 74Wl/3 m.

The above scaling relations (Equations 3.7 = 3.10)
predict the shape of the RDP from basic shot parameter: and
medium parameters. Many realizations of Eguation 3.3 were
calculated to study the change in the RDP with changing

parameters.

1. BASIC Model
In this section (2.B.1) the characteristics of the BRSIC
source model are discussed followed in Section 3.B.2 by a
summary of depth effects oun the BARSIC model. Section 3.%.3
gives physical evidence for the parameters of the BASIC mode)
along with two other models summarizing a realistic range of
possible parameters for the ART/CAKT source.

The BASIC model used for the CAFT test site was first

calculated for a scaled dept. of 122WY/° m assuming a2 cavity

radiue of (.64 m, elactic radius of 7.0 m, conjrrcsional
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velocity of 366 m/s, shear velocity of 244 m/s and density of
1.9 gm/cm3. These parameters result in a source spectrum with
a long period level of 0.035 m3/ no overshoot (B=1.0), and a
theoretical corner frequency of 8.3 Hz,.

Figure 3.2a-d illustrates the result of varying the
following four parameters with respect to the BASIC RDP; (a)
cavity radius, (b) elastic radius, (c) velocities
(compressional and shear) and (d) Poisson's ratio (changing
shear velocity only). The BASIC RDP is the dashed curve in
Figure 3.2. The parameters for these trials are listed in
table 4, Because the RDP is only slightly affected by
changing density the effect of density is not illustrated.

The three characteristics that change in Figure 3,2 are:
long period level LPL), s<curce overshoot (B), and corner
frequency (fy). These are nstably the three parameters that
Haskell and others have used to fit analytical functions to
ob-erved RDPs (Haskell (19€7), wvon Seggren and Blanford
11972), Helmberger and Hadlzy (1984).

“he following sections relate the parameters in table 4
to the trial RLFs in Figure 3.2. 7The discussion is grouped
intc asp.cts of the KRDP curnce:ning the long-period level
(LFi ), tource overshoot arnid coyner frequency. Following the
d scuss on of the characteristics of the RDP, a range of RDPs
for t: 2 CAVT explosion ar:z presented along with the reasoning

tor ¢s5i-ament of each parameter. Since high-Ilrequency level

is proportional to W-°3 and has a slope of w -2 for ali
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TABLE 4

SOURCE PARAMETERS IN FIGURE 3.2

Cavity Elastic Velocity Poiszson
h 1.6 1.6 1.6 1.6
re (.64)(.53) (.43) .64 .64 . 64
Yel 7.0 (10.0) (8.8) (7.0) 7.0 7.0
P 1.9 1.9 1.9 1.9
B (1) (1.8) (3.3) {1) (2) (3 (1) (2) (2.9) (1) (2) (2.%)
366 366 (366) (258) (216) 366
244 244 (244) (172) (144) (244) (172) (1443)
G .1 .1 .1 (.1)(.35) (.4
ki .4 .4 .4 .4
k2 417 (597) (525) (417) 417 417
k3 (28) (24) (19) 28.5 28.5 28.5

kg 1.5 1.5 1.5 1.5
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realizations of Egquation 3.3, no comparisons of high-

frequency level or high-frequency roll-off are necessary.

a) Long period level: LPL
The long period level (LPL) cf the source spectrum is

obtained by taking the limit of Equation 3.3 as W approaches

zero and substituting Equation 3.7 for Py,

3
(3.14) V() | = o =Xei=Foc o

au % Ky owe?
The LPL of the source spectrum is related to final cavity
volume which increases as the cube of the cavity radius for
increasing yield.

In classical cube-root-yield (CRY) scaling the cavity
radius is assumed proportional to the cube root of yield so

LPL is directly proportional to yield
Y Jo-o ~ (rg)? ~ wh®

In contrast Mueller-Murphy allow cavity radius to get
larger as overburden pressure decreases or yield increases.
Substituting Equations 3.13 and 3.9 into 3.]14 relates

Mueller-Murphy LPL to yield:

76

(3.15) Yy - o ~ (ra)? ~ W
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This step allows a quantification of the yield ratio error
asscociated with cavity radius error. In other words, if the
true cavity radius is rxpj; and the parameter is estimated at
re»2 then the true yield, W3, would be different from the
predicted yield, Wp. The difference between true and expected
yvield can be measured as a ratio of true and predicted cavity
radius.

(rd 3.6 W,
Teo W

(3.16)
Figure 3.2a illustrates the RDP for cavity radii of
0.43, 0.53 and 0.64 m with all other parameters held constant
according to the BASIC model. The k3 preoportionality factors
waich determine the estimated cavity radii are 28.5, 38.0 and
43.7 respectively. For a cavity radius increase from .43 to

.64 meters the expected yield ratio is 5.0. The predicted
yield ratio increases approximately as the ratio of predicted
cavity radius (rgy1) to true radius (rc») raised to the fourth
power. The implication is that estimation of relative yield
from forward models is strongly dependent on the estimation
of cavity radius. This weakness could be avoided with
empirical measurements of rg,

In this example, the LPL increases by a factor of 3.3
for a factor of 1.5 increase in cavity radius., This large
variation in LPL could have a significant impact on

calibration tests using small explosions in an innhomogeneous




66
test bed. Equation 3.9 predicts a cavity radius of 28 meters
for 10 kt explosion in tuff-rhyolite at a scaled depth of
122Wl/3 m, The actual cavity radius may vary around the
sphere but the result seen at one station is an average. For
small explosions, the entire cavity radius could be contained
by an inhomogeneity with a scale length of two meters so that
the proportionality constant, k4, derived for a test site
would be in errur.

Because cavity radius depends on pore fluids, it is also
notable that small explosions can easily be placed above or
below the water table. A saturated rock is less compréessible

leading to a smaller cavity radius for a given yield.

b) Source Overshoot

Source overshoot is sensitive to all parameters tested
as shown in Figure 3.2a-d. The peak pressure according to
Eqguation 3.6 for the BASIC model at a scaled depth of 122wWl/3
m (1.65 m) is 46.1 x 10% dyne/cm? The maximum step pressure

calculated by Equation 3.7 should be less than the peak

pressure. Rewriting Equation 3.7 with u = pf32

- 4 ? re 3
(3.17) P, ks 4 pB (lji)

shows that stvep pressure is decreased and overshoot is

increased for decreasing r. (Figure 3.2a); increasing r,:

(Figure 3.2L); decreasing shear velocity (Figure 3.Z2c¢); and

increasing Poisson's ratio (Figure 3.2d).
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The effect of increasing the overshoot in Figures 3.2b-d
is to shift the apparent corner toward the low frequencies.

The LPL is not changed by overshoct in Figures 3.2b - 3.2d.

¢) Corner frequency

The corner frequency dependence on elastic radius and

compressional velocity is given by

(3.18) 0, = S

If the elastic radius is proportional to cube root of yield
then the corner frequency is inversely proportional to the

cube root of yield,

(3.19) W, ~—S—

The Mueller-Murphy corner scales inversely as yield raised to
the .19 power as shown by substituting Equation 3.13 and 3.8

into 3.17

(3.20) 0 ~ —S—
w.l9

The inverse relat_onship of corner frequency and eclastic
radius 1s illustrated in Figure 3.2b (arrow is in direction
of increasing elastic radius) As elastic radius increases

from 7.0 to 10.0 meters the corner frequency decrc: ses from

8.3 Hz to 5.8 Hz.
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Figure 3.2c illustrates the corner frequency shift with
increasing P-velocity for a constant Polsson's ration of 1.
The theoretical corner shifis from 8.3 Hz to 4.9 Hz for a
decrease in P-velocity from 366 im/s to 216 m/s. The change
in arparent corner freguency is also related to overshoou.

Figure 3.2d shows the effect of changing only the shear
velocity and allowing Poilsson's rat +o change. As
Poisson's ratio increases the overshoot increases and the
"aprarent”™ corner shi{ts form 8.3 Hz to 7.0 Hz while the

Ltheoretical corner irequency does not changz.

2. Source Depth of Burial
The BRSIC model was calculated for normal SD of 1z22Wl/3
(= 1.6% m). Derth of burial effects associated with CART (S0

= 7721wi/3) and ARKRT (SL = 74Wl/3 m) arc illustrated in Figure

tor o ky proportionality constant of 28.5 in Equatiorn
3.%, the pregicued CRFT cavity radius 1s.68 m comparcd to .40
for RPI. Cihe cifect of decreasing the depth of bLurial from
Crhvl o AvT in to increase Lhe cavity radius. 5o oa resuict o
increancd cavaly radius, the LTL o of the underburica 29T Rl
joos.S% timen dlarge:r than that of the overburicd Cakl iy
The the crevical cerner freguency of the predicted Chid Jb ic

.0 tdre larger Lhon the poredictec ART Corner . A

fregaenoyen s low Yoy AV hioula yrode o gyeat oy ary sl ol
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Figure 7.3, Sensitivity of the reduced displacement
b potenilas to derth of burial. Curves for normal (SD=ladv-12),
overierind (3D=221Wl73) and undurburied (3h=74w/%) sazlod
depths are shown,  The dacshed curve ig the Basic source

corresponding to the dashed curve in Figure 2.2,
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apparent in the peak velocity versus range plots in Figure
2.7, the result is not conclusive because Figure 2.7 doesn't
separate frequeancies. (Perret and bass filtered their data

to get correct time domain amplitude comparisons).

3. CART Reduced Displacement Potentials

Table 5 lists the parameters of two additional models:
SLOW92 and FAST60. These models were chosen to illustrate
the extremes in LPL and corner frequency that are possible
for the McCormick Ranch test site. The RDPs are plotted in
Figure 3.4, Between the two extreme models, SLOW92 and
FAST60, there is a factor of 3.6 increase in LPL and the
corner fregquency shifts by a factor of 3.5. It is believed
that the RDP for the CART explosion is somewhere in betlween
these two extreme models, Derivation of the appropriate
cavity radius,elastic radius, P-velocity and S-velocity are
given below,

Egquation 3.9 predicts a cavity radius of 0.66 meters for
the CART source in tuff-rhyolite (k3=31.4). Stump (1%84) used
k3= 28.7 for dry alluvium suggesting a cavity radius of 0.6C
meters.  Since the CART tests are very near the surface the

source medium should be less consocolidated and more

compressible. A lower limit of .60 to 0,66 meters is taken
fivr cavity radiusg. The upper limit of the cavity radius is
taken from photographs of the AVRT craters which are 2.0

meter s in diameter . Thuws the CAFT cavity radius I Jess Lhan

1.0 1eter,
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TABLE 5

CART SOURCE PARAMETERS IN FIGURE 3.4

BASIC SLOW92 FAST60
h (m) 1.6 3.0 3.0
e (m) .64 .92 . 60
Tel (m) 7.0 7.5 5.2
p (gr/cm3) 1.9 1.9 1.9
B 1.0 3.1 1.0
c (/<) 306 270 GGo

B Guss) 244 120 236
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Figure 3.4 Range of possible CART reduced displacement

potentials. Curves are computed from parameters listed in o)
table 5,
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Mueller-Murphy set k; in Equation 3.B equal to 1490 for
tuff-rhyolite. This constant predicts a CART re; of 12.74 m.
Based on the study of amplitude versus range presented
earlier (see Fig. 2.6 - 2.8), the CART elastic radius appears
to be smaller than 12.74 m hence the k, constant was assigned
a lower value and 12.74 m is taken as the upper limit for the
CART elastic radius. Since the linear trend fit through all
peak radial velocities has a slope of -1.56, linear motion is
most likely observed as close to the source as 5.0 - 1C.0
meters. The BASIC model incorporates an elastic radius of
7.0 meters with a kp» value of 417,

SLOW92 combines the maximum cavity and elastic radii
with the minimum wave velocities. The velocity pair, ¢ = 270
and B = 120, for SLOWY92 is representative of the top layer in
the McCormick Ranch site model given in table z. The low
shear velocity and high Poisson's ratio of .38 results in a
large overshoot; B = 3.1. The low shear velocity with the
large elastic radius results in the minimum theoretical
corner freguency of 5.7. The analytic (or apparent) corner
freguency, roughly equal to the peak in the spectrum, is at 5
Hz.

FAST60 combines the minimum radii with the maximum wave
velocities. The velocity pair, ¢ = 600 and B = 230,
corresponds to layer 2 in the McCormick Ranch site model
given in table 3. The P-velocity was lowered f{rom €70 m/s in

the citce model in order reduce Poisson's ratio to .41. While

sourace overshoot for the FASTOO RLP 15 1.0 there is a ps ik in




the spectrum due to the high Poisson's ratio. The
theoretical ccrner frequency is 18.4 Hz and the spectrum is

reaked at al.out 15 Hz.

This section documents the path models that were tested
in an attempt to forward model the CART observed seismograms.
These calculations begin with simple half-space (HS) models
of the test site and conclude with the more complex and
realistic layered half-space models (LHS);. A scries of
models are included in each group to explcore the effects of
different model parameters on the synthetic seismograns.

The results of this section are displays of the various
possible source models combined with the various path models.
Figures 3.5, 3.6 and 3.7 are representative of the half-spacc
models and Figures 3.8, 3.9 and 3.10 illustrate the layered
half ¢: ace models. Trade~ofils associated with the forward
modeling procedure are summarized in Section D following thir
section.

1. Hali-space Greens Functions

Scismograms are first synthesized for the simplest path
model; an elastic half-space. The purpose is to test how
much of the charar.cristics of the observed waveforms can bo
matched by the oimplest model.

Greecn's tunction: :re calculated {or spherical waves

cianating from a polnt soupoe Toreters bLelow the free
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surface in an isotropic, homogeneous, elastic half-space.
The Cagniard de Hoop transform technique of Johnson (1974)
calculates the total wavefield.

Two half-space models are discussed here. Model HS366
assumes the parameters of the second layer in the CART site
characterization listed in table 3. P-wave velocity is 670
m/s, S-wave velocity is 366 m/s and density is 1.9 gm/cc.
Poisson's ratio for this model is 0.29.

The second HS model was derived directly from CART first
arrival times. The CART observations were used to calculate
a P-wave velocity at each range. Sv-P times were then used
to get S travel time and S-velocity at each range. The
velocities of this range varying half-space model are listed
in the upper part of table 6., The velocity pairs resulted in
a constant Poisson's ratio of 0.43-0.45 for the six ranges.
The average wvelocities chosen for the HS5115 model are 400 m/s
and 115 m/s for P and § velocities.

In summary there is a fast HS model, HS366 with a shear
velocity of 366 m/s and a slow HS model with a shear velocity
¢f 115 m/s. Green's functions were computed for each HS3 —
model at each CART range and convolved with the Mueller-
Murphy source function, BASIC, discussed in the previous
section. The result is a set of radial and vertical velocity
synthetics for the two half-space models.

Figure 3.5 illustrates the HS115 path m>del with the

BASIC source model. KRadial and vertical synthetic




TABLE 6

THREE HALF-SPACE VELOCITY MODELS

m [v4 B p o

1. Range varving half-space

5.0 227 1.9
9.7 303 100 1.9 .44
13.5 359 115 1.9 .44
20.3 424 125 1.9 .45 )
27.0 465 150 1.9 .44
40.6 527 180 1.9 .43

Averaqge Half-space

2. HS30G 670 366 1.9 .29

o115 400 115% 1.9 .45

{0
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HALF SPACE VELOCITY SYNTHETICS
PATH: HS115, SOURCE: BASIC
RADIAL VERTICAL
06 m 34 54 =
T
27.0m —ff\/\/———— 43 —l‘\,\/\_,—————-— 69
o
R O
20.3m—r\/\/ .62'J\J .83 .«
j\/\f 'J\/\P 5
Q
13.0m 1.44 ‘1.16(.'_2
9.7m _[\,\, 2.85 M 2.473
o
5.0m Y 6.65 !\f\ “5.91 >
TIME (0.64 )
Figure 3.5. Velccity svynthetics resulting from the half-
svace velcocity model, HEL15, and the Basic source model .
Cffret distance of calculation ic shown on the left. At the
rigrht of eaci trace in Lis2 p&ark veloCitl;
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seismograms are plotted for each CART range. Synthetic
(predicted) amplitudes are given at the right of each trace.

These synthetics reproduce some important aspects of the
observational data that were outlined in Section 2.A.3.
Specifically, the development of surface waves with range
matches the observational data. The body waves dominate the
signal between 5 and 13.5 meters and the surface waves
dominate between 20.3 and 40.6 meters.

Another measure of the fit of synthetics to observations
is the ratio of the peak radial velocity to the peak vertical
velocity.

The radial and vertical peaks for CART data are

listed in Appendix C. At close ranges (5-13.5 m) the

observed R/Z ratio is around 1.5. At more distant ranges the
ratio increases to 2 or more. The half-space synthetic peak

ratios show the opposite trend; at near ranges, the ratio is

around 1.2 and at far ranges the ratio is .65. This suggests
the peak radial component at large offsets is too small
relative to the peak vertical component for the HS115 model.

Figure 3.6 shows the effect of sources on the synthetic

PR Do o .
calculaticons at the 2.7 metcer

H5115 path model is convolved

{after converting the RDPs to

1.7 as required by Equation 4.

the CAKT3B observation at 8.7

The Tactor of 3.

% -3.8 varietaon in amplitude is 1

I Figure 3.6a the

rangc.

(19}

with the 3 RDPs in Figure 3.4
moment according to Egquation
4,) Synthetics are compared to

meters.

alat od

Lo the relative amplitude of the source moment functions.

Whern compressional velocity

ig

used

in Rguation 1.7

1o
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) HALF SPACE VELOCITY SYNTHETICS 9 METERS

RADIAL VERTICAL

’ HS115
BASIC j\/\, 2.85 .f\_/\, 2.47
sn_owezf\/—-——-——uo f\/\/————s.oa

4 FAST60 9.95 9.46
3.78 4.18
D (a)
HS36€

o o
[os] (0] D —
(s wo) ALIDOT3A
!

v
o

L .

ASIC ]\’ 155 In
SLOWS92 '\/A 2.10
FAST60 I\r 5.93
® "'\j'\/\’*w 3.78

T

T

TIME (0.64 )
(b)

» Figure 3.6. Radial and vertical velocity synthetics at 9
meters (a)Slow half-space model, H5115, with three sourcoc.
(b)Fast hali-space velocity with threc sources. The - car
arn,Jlltu:ifb are plotted at right. The bottom trace il cacs
figure is the ob%ervad velocity from station B (at 4.7

. mneters) ol CAKT 3.

»
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convert from reduced displacement potential to seismic
moment, the order of the largest to smallest source functions
changes from SLOW%2 having the highest long period level
followed by BASIC and FAST60 to the order in which FAST60 is
largest followed by SLOWA2 and BASIC. The peak cbserved
amplitude falls within the range of synthetic amplitudes for
both the radial and vertical components in Figure 3.6a.

The R/Z ratio is 1 - 1.4 for the synthetics compared to
0.9 for the CART3B observation., The relative contributions
cf radial and vertical components are well modeled by the
HS115 synthetics at this range.

While the BASIC and FAST60 source medels produce
synthetics of similar shape, the SLOWS92 model results in a
synthetic richer in long period. This is & result of the low
corner frequency of 5.7 Hz in the SLOWS82 source model.

Figure 3.6b is the same as 3.6a except this time the
faster HS366 path model was convolved with the 3 RDPs.
Amplitudes vary by a factor of 3.8. The observed peak radial
velocity falls within the range of calculated amplitudes but
the calculated vertical peaks are smaller than the observead

The R/Z ratios are around 3.0 for the synthetics as
compared to 0.9 for the observed seismograms. This synthetvic
R/Z ratio 15 larger tor the HS366 path than for the HS11)

path models because the fastoer shear velocities in HE306

rroduce lowor raailal peaks than for the HI115 moacl.  The
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faster model shows a smaller contribution of surface waves
and in general a higher frequency content.

Figure 3.7 is the same as Figure 3.6 but synthetics are
now calculated at the 27 meter range and compared to the
CART1D observation at 27.0 meters. Figure 3.7a is the slow
HS115 path model convolved with the 3 source models and
Figure 3.7b is the fast HS366 model with the same source
models.

Comparing Figure 3.7 to 3.6 it is obvious that as offset
increases, the surface waves bhecome more pronounced on both
the synthetic and observed signals. The most notable
difference between Figures 3.7a and 3.7b is the time of the
surface wave arrival. HS115 results in a surface wave
arrival that is consistent with the observation. HS366
results in a surface wave arrival that is very close in time
to the body wave arrivalse. Thic argues for a slow shear
velocity as in the H5115 model. Another explanation could be
& secondary source which is richer in long periods. This

trade-off is digcussed in Section 4.C.3.

Trie +/7 ratic of the surtace wave peaks of CARTID 1o
2.4, The sawme F/Z2 ratio ot the HS8115 syrnthetics is ayound
0.6 and arounid U.& for the HS30( model,

The most jrorinent defect it HS11L syntheties is

that the vertical surface wave peak 15 too large 1c¢lative to

the rzdiegl surface wave 1ezk.  The main defect in the H3350




82

HALF SPACE VELOCITY SYNTHETICS 27 METERS

RADIAL VERTICAL .

BASIC J/\//\/— 43 -‘\,\/\r—— 69
SLOW92—/\/\/\——- 86 _r-\/_/\/._ma
FAST60 %_ 136 _A A | 2.58

_,J\m/\/\/\__un _W\/\/V\A 58

(a)

HS366 N
BASIC J\I\/ .4.2"\[L 29 i
SLOW92 — .52-‘\/\, 30 3
FAST60 1.63_\f\f 1,46§

)

TIME (064 s)
(b)
Figure 3.7. Kacdial and vertical velocity synthetics at 27

meters (a)Slow half-space model, HS115, with three sources.
(b)Fast half-space velocity with three sources. The peah
amplitudes are plotted at right. The bottom trace in each
figure is the observed velocity from station D (at 27 meters)
of CART 1.
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synthetics is that the arrival time of the surface wave is

early.

2. lLayered Half-space Greens Functions

Half-space synthetics calculated in the previous secuion
provided no way to return down-going energy to the receiver.
In this section LHS Grcen's functions are convolved with the
3 RDPs to investigate the more realistic situation cf a
velocity structure that increases with depth and thus
includes turning rays in the synthetics. Green's functions
are calculated for nodels consisting of 2 layers over a half-
space. In addition to P and S velocities, the reflectivity
sclution used in this section allows the specification of Q
{intrinsitc attenuation) for each layer. The code fnllows a
generalized method suggested by Fuchs and Mueller (1971).

The number of variables to be specified in the LHS
models has increased 6-fold over the number of variables
required for the HS models. To reflect this, the number of
models necessary for comparicon has also increased. Four
combinations of S velocities, three combinations of Q
structure and location of the source above or below the
three-meter interface have been studied in 12 different
models. Siz of the 12 models are presented in table 7. 1In
these particular models labeled F,H,I,K,N and O, P velocity
is constant for all three layers. The effect of changing P

velocitices was nol addressed because P-velocity was assumed

the most. reliable of all the estimates. Q structure does not
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TABLE 7

LAYERED HALF-SPACE VELOCITY MODELS

13 H I K N 0

By 120 80 80 80 120 120 (og = 270)
B 360 360 360 230 230 230 (0y = 670)
B3 500 500 500 360 360 360 (o3 = 920)
Above A A

Below B B B B

Q3 10 10 10 10 10 10

Qz 50 50 50 50 50 50

Q3 100 100 100 100 100 100
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change between these models because preliminary calculations
showed that a change of Q over the range of estimates for the
ART/CART test site does not severely eifect the resulting
synthetic,

The most important parameter and the least well
constrained is the shear velocities structure. Related to
this is the location of the shot relati-re to the mact shallow
interface. The 3.0 meter interface in the velocity structure
in table 3 1is the same as the CART shot depth. Path
calculations were made with the source just above and just
below the 3-meter interface. To study this parameter models
H and I were completed with exactly the same parameters
except the source in H was placed just below the 3-meter
interface and the source in I was place just above the
interface. This comparison is repeated with the pair of
models N and O.

The product of this section will be a series of models
with different shear structures. Inversions in the next
chapter will uvutilize the series to address the guestion of
how uncertainty in shear structure maps into the inwverted
source function.

To illustrate the general form of the LHS synthetics
Figure 3.8 shows the seismograms resulting from the
convolution of the path model, N, with the BASIC source.
Radial and vertical synthetic velocities are plotted for each

CART range with peak amplitudes listed to the right of each

trace. Comparison of the this figure to Figure 3.5 shows the
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LAYERED HALF SPACE VELOCITY SYNTHETICS
PATH: N, SOURCE: BASIC

RADIAL VERTICAL

40.6 m ,«/V\_ﬁ- 21 r/\,,/\/\/\/\,~.—~——_ 43
27.0m 57 |Aq /\ AS———— .72
1.77 —f\/\/\z\/v——— 81
3.60 -’\(\/\l\/» 1.03
4.94 -\/\/\/\hﬁ———mo
9.97 /‘J\/\/\- 2.89

?

(s 7wd2) ALIDOTIIA DILAHINAS

20.3m

T

13.0m

?’%%

9.7m

50m

TIME (064 s)

Figure 3.8. Velocity synthetics resulting from the LHS path

model N, and the Basic source model. Offset distance of :
calculazion is shown at left. At the right of each trace is -
the peak velocity. Compare to HS models in Figure 3.5.
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difference between the HS and LHS models. The LHS synthetics
are more complex and show a more osclllatory character as
energy 1is trapped in the upper layers.

The R/Z ratio decreases with increasing offset. Radial
(body wave) peaks arce larger than vertical peaks at close
ranges and vertical (surface wave) peaks are larger than
radial peaks at 27.0 and 40,6 meters.

Figure 3.9 is the LHS source study. The 3 RDPs were
each convolved with the path model, N. Calculations made at
9.7 meters are compared with the CART3R observation in Figure
3.%9a. This figure is comparable to Figure 3.6 of the HS
study, The observed peak amplitude falls within the range of
peak synthetic amplitudes for both the radial and vertical
calculations. Calculations made at 27.0 meters are compared
with the CARTI1D observation in Figure 3,9b. This figure is
comparable to Figure 3.7 of the HS study. Here the peak
amplitudes of the radial synthetics underestimate the
observation and the peak amplitudes of the vertical component
overestimate the observation,

Synthetic R/Z ratios at 9.7 meters vary from 1.2 to 3.4
between source models. These ratios are hLhigh compared to the
value of .9 for the observation. At the 27.0 meter range the

surface waves are predominantly the peak amplitudes. The R/Z

ratios at 27.0 meters which vary from .3 to .4 are low

compared to the observed ratio of 2.43 at 27.0 meters,.
Figure 3.10 is the LHS path study. The six path models

(F,H,I,K,N,0) were convolved with the BASIC source. Figure
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LAYERED HALF SPACE VELOCITY SYNTHETICS
PATH : N, SOURCE STUDY

RADIAL VERTICAL
QMETERS

BASIC J\/_v 4.94 W\/\.- 1.69
SLowng\/ 7.42 W\/\’- 2.20
FASTE0 =/ 8.05 V\/\/\f' 6.56

3.78 M‘ 4.18

(a)

27 METERS

BASIC J"\]\/\A,_—_ 21
SLowngN\/“\N 33
FAST60 —fv\[\/\/\,\—__mo

"\A/k/\/\/\‘—1'41

TIME (064 s)

r
N
(s 7wd) A1IDOT13A

(b)

Figure 3.9. Velocity synthetics at (&)9.7 meters and (b)
27.0 meters resulting from the LHS path model N with three
sources. Peak amplitudes are plotted at the right of each
trace. The bottom trace in (a) is the observed velocity from
station B of CART 3. The bottom trace in (b) is from station
D of ZART 1. Compare to HS models in Figures 3.6 and 3.7.
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¥ SOURCE: BASIC, PATH STUDY
j. RADIAL VERTICAL
9 METERS
J\/V‘ 7.14 J\/\f— 5.93
H J\/\/‘ 4.54 W\r» 1.96
| ﬁ 8.07 .\]\/\j\/\/‘a—hs.«xo
3.29 AN\~ 1.05
N J\/\ 4.94 V\/V\"“ 1.70
:l‘! K 10.48 '\/\/\f\f"‘ 6.70
3.78 A{‘«\/v-—————ma
27 METERS @)

P\~ 87 AN\~ 55
. Ho N\ .92—‘\./\/\/-“’——-— o1

3.17 \/ 2.83

-"\/\/\’\'—‘—‘ :21 _Mj\/\,\__ 72
—/\/\/\/\f———— 2.23 "\NJ\/\/\"—z.so
l\f\/\/\/\/\,— 1.41 -‘\j\(\/\/\/\h 58

TIME (0.64 5)

(s /wd) ALIDOT3A

o 2 X

(b)

Figure 3.10. Velocity synthetics path study. Synthetics
were calculated at (a) 9.7 meters and (b) 27.0 meters for the
Basic source with 6 different LHS path models. The lower
trace in each figure is the observed seismogram. LHS path
models are summarized in table 7.
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3.10a makes the comparisons at the 9.7 meter range with the
CART3E observation. The synthetic radial amplitudes vary Dby
a factor of 3.2 and the synthetic vertical amplitudes vary by
a factor of 6.4 over the range of path models. Both the
observed radial and vertical peak ampl.itudes fall within the
ranges of peak synthetic amplitudes.

Models H and I have the same shear structure but the
source is above the 3-meter interface in I and below the 3-
meter interface in H. This difference results in a factor of
1.8 difference in amplitudes at 9.7 meters and a factor of
3.4 at 27 meters., The larger amplitudes are associated with
the slower shear velocity of the upper Jayer. Similarly
model O and N have the same shear structure but the source in
O was above the 3-meter intertace and the source i1 model N
was bel~w the 3-meter interfare. Notice that the observed
amplitude is more closely matched by the synthetics that were
calculated with the source in the lower layer. This suggests
the shear velocity of the laver that contained the explosives
is closer to the shear velocities in the second layer of the

two models., 1In particular this is between 230 m/s and 360

m/s.




CHAPTER 4

MOMENT TENSOR INVERSIONS

The work presented in this chapter follows the method
developed by Stump and Johnson (1977) who inverted radiated
seismic waves to determine the seismic source in terms of a
moment tensor. A detailed derivation of the theory is given
in Stump (1979). Stump showed that when the source is
represented in terms of a moment tensor the relationship
between data, source and propagation can be posed as a linear
problem. Once the problem is linearized, the wealth of
technigues for linear inversion can be utilized. The method
of calculating the generalized linear inverse used in this
study follows Lanczos (1961). Stump (1984) demonstrated that
this method is well suited for explosion seismograms
espccially when the depth of the explosion is known or can be
estimated.

Formulation of the inverse problem is outlined in
Section 4.A and the generalized linear inverse solution is
given in Section 4.B. 1In Section 4.C, inversions are
completed with the synthetic seismograms discussed in Chapte:
3. This step provides a check of the inversion code and a
resolution study of the source matrix, M. 1In Section 4.D,

inversions ace completed with observational data.
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A, Moment Tensor Repregentatiion of the Source
The moment tensor representation of the source begins Y
with the solution of the elastodynamic equations of motion
written in terms of a Green's function integral with sources
in terms of boundary conditions, initial conditions and body o}
forces. The initial and boundary conditions are rewritten in
their equivalent form of body forces through the application
of the representation theorem. ®
The moment tensor representation of the source was
derived from the general representation
.';
(4.1) Ug(x',t") = Gei (X', t';%,t)f; (%, t)dx’dt
s ‘V’o ‘ -
where Uy is the displacement in the k direction at (', L") ;
Gx; are the Green's functions for the point source in the i .
direction observed in the k direction at (x',t'); f; are body
forces in the i direction at (X,L); and V, 15 the source
volume, ®

Stump and Johnson (1979) expanded the Green's functions

in equation 4.1 in a Taylor series about the center of the

" -
source volume,x = 0
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and defined the volume integral over force by distance as the
force moment tensor, Mjj,

(4.3) Mg, o5 (0rt) = | x5 .50 (X, £)dx3

Substituting Equations 4.2 and 4.3 intc 4.1 the displacement

solution can be written:

(4.4) Uty =3 = Gy, 5, (X, L0, 0 ®, s 5 (0, L)
n =20 :
where ®is the symbeol for temporal convolution.

For an explosion, the forces act at the elastic radius

of the source region. Since the elastic radius of smalil
explosions is smaller than the seismic wavelength of
interest, it is realistic to simplify Equation 4.4 by
localizing the force in space: a point source is assumed and

only the first term in equation 4.4 is necessary.

(4.4) Ug(x', L") =

The equation is further

frequency domain:

(4.5) Ug (%', W)

Grs,5(X', 110,00 ®M,, (T, L")

simplified by writing it in the

=GKL;(;’,(D;8,CH 'MJJ(S,UM
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where the tenporal convolution is replaced by multiplication.
Equaticn 4.5 is the frequency domain solution to the
elastodynamic equations of motion utilizing the moment tensor
representacion of the equivalent body forces. This equation
is linear involving ground displacement, U, propagation path
effects, G, and source effects, M. The equation is most

conveniently written in matrix form

(4.5 abbreviated) U = GM

The moment tensor, M, represents the force moments and
their directions as a function of time. Conservation of
angular momentum requires the moment tensor be symmetric sc

there are 6 unique time functions:

A purely explosion source contains identical diagonal
elements, Mji, Mpy, M3z and off-diagonal elements egual to

2€ro.

= 0 O

The diagonal components of the explosicn source are equal in




three orthogenal directions. This theoretical explocion
source is purely volumetric: it has spherical symmetry with
zero deviatoric component,

A pure earthquake source has diagonal elements that sum
to zero making the volumetric source equal zero. An example
is the moment tensor for a strike-slip fault:

010

Mij= 00
0

Eguation 4.5 was utilized in the forward models in
Chapter 3 to predict ground motion, U, as a result of a 5 1lb.
explosion (M) in various velocit/ structures (G). In this
Chapter, Equation 4.5 isc utilized in the inverse modeling of

the source, M.

BE. Solution of the Invers< Problem

The method used in this study is to solve Equation 4.5
in the frequency domain and convert the mhment tensor
estimates to the source time functions. The equation is
written for each frequency. 1n matrix notution the left side
of Equation 4.5 is a vector containing the velocity values of
each channel at a particular frequency. The right side of
the equation contains the Fouricr transform of the Green's

functions muitiplied by the Fourier transform of the moment

tensor at a particular frequency.
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To obtain the estimate of M, one must calculate the
inverse of the G matrix. The task of inverting the matrix,
G, is accomplished by the method of singular value

decomposition following the work of Lanczos (1961)

(4.0) G

wov!

(4.7) = VQ''w

()]
|

Equation 4.7 is the generalized inverse of G. The
matrices W consists of the eigenvectors associated with
eigenvalues of GGT. V similarly consists of the eigenvectors
associated with the eigenvalues of GTG and Q is a matrix
whose diagonal elements are the positive square roots of the
eigenvalues of GTG.

Both sides of Equation 4,5 are multiplied by G™! and the

moment tensor estimation is complete,

(4.8) G'U = GT'GM

G o= M

The eigoenvalues obtained in Equation 4.6 are important
in defining the resolution of the inverse problem.  The
sclution is ill-defined in directions assoclated with simall
eigenvalues ., Likewisce the solution has poor resolution irn

the directions in which there arc very small eigenvalae.,
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The condition numbers, the ratio of largest to smallest
eigenvalue, when calculated at each frequency give an
indication of the frequency band of resolvable solutions.
When the eigenvalues are approximately equal in magnitude the
the condition numbers are small and the problem has good
resolution.

The degree of fit is quantified by substituting the
inverted moment tensox, M, obtained from Equation 4.8 and the
input Green's functions, G, back into Equation 4.5 to produce

calculated seismocgrams.
4.9 Ue = G (677Uy)

These calculated seismograms, U: , are then compared to the

input seismograms, U, , by meacuring the correlation

’

coefficient. A correlation cocfficient equal to 1.0 is a

perfect fit.
Tte accuracy of the moment tensor calculation is

measured as a function of the variance of the data, Uy, as

follows

(4.10) var (M4,) = Y G HT var (U

(stump 1979, cquation 4.95).
The above three tools of error analysis: condition

numbers, time domain fit and {requency domain variance, will

be discussed ao they apply to invercions in Section 4.C. and




a8

4.D. Condition numbers and variances quantify the resolution
of the moment tensors. Correlation coefficients quantify the

degree of fit in the time domain.

nv i W

Eight trials with synthetic data were completed to
demonstrate the feasibility of source inversions with the
CART observational data described in Chapter 2. This has
been accomplished by simulating the ranges, azimuths and
noise conditions of the observational data. The trials were
designed to test the effects of signal to noise ratio (SNR),
station distribution and the Green's functions on the
inversions. Trial inversions suggest the CART data set meets
conditions necessary to invert real data for source
characteristics when the interpretations are limited to the
frequency band betweenn 1.5 and 60 Hz. Analysis of the data
in Section 2.A.2 suggests a frequency band between of useable
datas between 3.0 and 60 Hz. The combination of these
limitations results in a frequency band of 3 - 50 Hz for
interpretation.

The data gualities include good SNR, good station
distribution and a thorough site characterization which
improves accuracy of the Green's functions. Aadditionally the
synthetic tests emphasize the importance in calculating the
correct Green's functions for reducing trade-offs between

source and path functions.
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The eight synthetic trials are listed in table 8. The
first 3 trials investigate noise effects, the next
illustrates the effects of using the incorrect Green's
function and the last 4 investigate the influence of station

distribution.

1. Synthetic Inversions Input: Ug=MG

The synthetic seismograms were calculated according to
Equation 4.5 using the Mueller-Murphy source for a 5 1ib.
explosion at a normal scaled depth of 122 m/ktl/3. The Basic
source model was discussed in Section 3.B.1, listed in table
S and plotted in Figure 3.4, The plot in Figure 3.4 is the
time derivative of the reduced displacement potential, also
called reduced velocity potential (RVP), with units of m3/s.
Equation 1.6 was used to convert the RVP in Figure 3.4 to
seismic moment rate.

The moment rate tensor of the Basic source is plotted in
Figure 4.1la. Since this is a purely explosion source, M';; =
M'22 = M'33 = M'igo. The off-diagonal components are zero
(M'32 = M'13 = M's23 = 0) and the deviatoric moment is zero.
The moment rate peak of the diagonal components is equal to
3.485 X 101¢ dyne-cm/s. The integral of the moment rate is
the moment tensor plotted in Figure 4.1b.

The spectrum in Figure 4.1c is the M';; component which
is the RVP of Figure 3.4 with a different scale. The zero-

frequency or long-period level (LFL) of the isotropic moment

is equal to 1.119 X 1015 dyne-cm as shown in 4.lc.
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TABLE 8

SQURCE INVERSIONS WITH SYNTHETIC DATA

TRIAL NAME Stations Ranges Channels $Noise
1. 115BICINOCO A~G 13.5-40.6 21 0
2. 115BICIN1 A-G 13.5-40.6 21 1
3. 115BIC1N1D A-G 13.5-40.6 21 10
4, 366BIC1X A-G 13.5-40.6 21 1
5. GAMMANI1 A-E 13.5, 27.0 15 1
6. ALPHAN1 A,B,C 13.5 9 1
7. OMEGAN1 A,D 13.5, 27.0 6 1
8. C3Nl J,D,M 13.5-40.6 9 1
[ Y]
T
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A sample of the path functions utilized in the trial
inversions are represented by the 10 canonical Green's
functions illustrated in Figure 4.2a. These functions are
the responses at the 27.0 m range of an elastic half-space to
four source types: Strike-Slip fault observed across a
vertical plane (R,T,2); Dip-slip fault observed across a
vertical plane (R,T,2); Compensated Linear vector dipole
(CLVD) observed in a horizontal plane (R,2); and the
explosion(R,Z) (Stump 1979).

The synthetic velocity seismograms used in this section
result from the convolution of the moment tensor in Figure
4.1a with the explosion Green's functions for the slow half-
space model (HS115) in Figure 4.2a according to Equation 4.5.
These synthetics were presented in Figure 3.5 and compared to
the fast half-space synthetics, HS366, and to the Layered

half-space synthetics in Section 3.C.2.

2. Noise Tests

Three noise tests were designed to study the sensitivity
of the inversions to noise in the input velocity seismograms.
The CART 1 configuration, shown in Figure 2.2, consists of
seven stations with good azimuthal coverage (seven different
azimuths) and good range coverage (3 ranges: 13.5, 27.0, and
40.6 m) for a total of 21 components. Noise tests were
completed with 0%, 1% and 10% noise. As an example of the

naming cenvention used for these trials, 115BICIN(00O indicates

the HS11:% path functions with the Basic source including the
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|
>
CANONICAL GREEN'S FUNCTIONS: HS115 27.0 METERS
[ ]
SS DS CLVD EXPL
R \ 268 JV_sm \ 401 1 10
» T | ac1o | 4s8

l [
k Z ng.as A{ 1640 _Tees * 14
(a)

CANONICAL GREEN'S FUNCTIONS: HS366 27.0 METERS

SS DS CLVD EXPL
R_W 27 ‘_1 111 "V‘ll 40 1 20
T l' 126 ,,&\ 15
Z*Jr 42 _j, 134 Ajr 73 1 ’\ 8
L (b)

Figure 4.2. The ten canonical Green's fucntions for strike
slip (sS), dip slip (DS), compensated linear vector dipole
(CLVD) and explosion (EXPL) sources calculated for the 27.0
® iweler range in (a) slow half-space model and (b) the fast
half-space model. Model parameters are listed in table 6.
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instrument in a CART 1 configuration with 0 % noise. The
time domain peaks of the source time functions resulting from
synthetic noise trials are listed in table 9.

The results of trial inversion 115BICINOC are given in
Figure 4.3. The moment rate tensor and its integral, the
moment tensor, are shown in 4.3a and 4.3b. The moduli of the
M'11; and M'; elements are plotted in Figure 4.3c.

The moment rate tensor has been separated into its
isotropic and deviatoric components below according to

Equations 1.8 and 1.9

{1 0o 0 ¢
4.11 Misg = 3.32 X 10°° 1.0 0 | dyne-cm/s
L 1.0.
[ 1.0 .17 .83 |
4.12 Dj; = 5.4 X 10°° l 1.37 .10 J dyne-cm/s »
-2.37

The isotropic moment rate peak is 4.6% smaller than the input
source amplitude of 3.485 X 10l¢ dyne-cm/s. The inversion
results exhibit spherical symmetry. The diagonal components
vary from the isotropic estimate at most by 0.4%. ‘The
isotropic moment rate is much larger than the deviatoric
moment rate (3.32 X 1016 / 5.4 X 1013 = ¢15). The LPL of the
M'y3 amplitude spectrum of 1.0 X 1015 dyne-cm matches closely
the LPL of the input, 1.119 X 10!5 dyne-cm.

The second trial, 115RIC1H1, includes white noise that

is 1 % of the peak vertical amplitude at the 27.0 m range in
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D TABLE 9
PEAK TIME DOMAIN AMPLITUDES FROM
SYNTHETIC SOURCE INVERSIONS
P MOMENT RATE ( dyne-cm/s X 1016 )
TRIAL NAME M'1, M'yo M'y3 M'os M'o3 M'z3 M'150
115BICINOO 3.328 .0007076 .003394 3.330 .0004466  3.310C 3.324
115BIC1N1 3.338 .0005518 .003412 3.342 .001598 3.322 3.334
b 11SBICIN1O 3.582 .006268  .009900 3.578 .008172 3.618  3.592
366BICIX 4.326 .2402 1.035 4.192 ,7170 9.958  6.158
i GAMMAN1 3.330 .002126  .003842 3.330 .001140 3.306  3.322
' ALPHAN1 3.428 .0006358 .002084 3,428 .001011 3.426  3.426
P OMEGAN1 3.294 .,002242  .01482 3.292  .02564 3.276  3.288
E C3N1 3.208 .002006  .02060 3.224 .04842 3.148  3.192
|
| MOMELT ( dyne-cm X 104 )
r TRIAL NAME Mj1 Mjo Mi3 Moo Ma3 M33 M-35g
115BICINOO  9.552 .012206 .06058  9.564 .007174  9.428 §.514
115BICIN1 9.620 .007530 .05728  9.634 .015060  9.500 9.584
115BICINIO 11.480 .074400 .09686 11.450 .074560 11.720 11.550
p 366BIC1X 23.300 .865G00 4.50000 21.920 2.202000 36.740 27.240
GAMMAN1 9.592 .037040 .06796  9.602 .018420  9.432 9.542
ALPHANI 10.120 .0210490 03306 10.130 .009996 10.070 10.110
‘ OMEGAN1 8.984 ,016290 .12860  8.954 .255400  8.896 B8.946
C3N1 8.841 .032560 .24120  8.928 .932400  8.478 8.750
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Figure 4.3. Synthetic inversion 115BIC1NOO. (a)moment rate o
(b)moment (c)amplitude spectra. Refer to Figure 4.1 for
labels. LPL of M';1 = 1.04 X 10'° dyne-cm.
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the synthetic seismograms. The results are shown in Figure
4.4. A comparison of Figure 4.4 with 4.3 shows that the
inversion was not greatly affected by the addition of this
noise. The peak time domain amplitude of the M';so element is
3.334 X 1016 dyne-cm/s. This peak value is 4.3% smaller than
the input source peak. The moment rate tensor exhibits
spherical symmetry; M'y; and M'pp are within 1% of M'zz and
the isotropic amplitude is 833 times larger than the
deviatoric amplitude when the moment rate tensor is separated
into its respective ccmponents.

The dashed curves in Figure 4.4c are the variances of
the moment components as a function of frequency computed
from the level ©of the white noise added to the synthetic
seismograms (Stump, 1%79). The standard deviation is 200
times smaller than the modulus of M'j; at 8 Hz and at least 5
times smaller between 1.5 and 50 Hz. LPL measured from M'p;
is 1.0 X 101> dyne-cm. Compare this to the input LPL of 1.119
X 1015 dyne-cm.

In the third noise test, 115BICIN10, a similar trial
inversion was completed with a noise level equal to 10% of
the peak vertical amplitude at 27.0 m. As shown in Figure
4.5, the source was successfully modeled with the exception
of long-period and short-period noise in the inverted source

time function. The peak time domain amplitude of the M'iso

element is 3.592 X 10'% dyne-cm/s. This value represents a 3%

increase over the input value.
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Again the moment rate tensor exhibits spherical symmetry.

The peaks of M'j; and M'pp are within 1% of M'33. The
isotropic moment rate is 336 “imes larger than the deviatoric
moment rate when separated into its respective components.

The variance curves in Figure 4.5c suggest the frequency
band of the interpretable source function is more limited
than the case of 1 % noise. The calculated M';; noduelus is 20
times larger than the variance at 8 Hz and is at least 5
times larger only between 4 and 15 Hz., However, as
demonstrated in Section 3.B.1 one of the salient
characteristics of the source is long-period level of the
isotropic source function. Even with this limited frequency
band, one would still be able to quantify the source function
in terms of LPL by projecting the LPL between 4-15 Hz to the
vertical axis. The LPL of M';; in Figure 4.5c i: 1.1 X 101°
dyne-cri/s.

Table % lists peak time domain moment estimates of the
six moment rate and the six mwoment components. The
conclusion drawn from the noise tests 1s that although noisc
as little as 1 % limits the frequency band of the
interpretable source function to 1.% - 50 Hz, the LPL of the
inverted source function can still he guantified. Even for
the case of 10 % noise this characteristic of the sonrce Is
stable. The addition of noise does decrease the spherical

symmetry of the inversiones slightly by increasing the

deviatoric relative to the isotropic component. Witn G5
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Figure 4.5. Synthetic inversion 115BICIN10. White noise
egual to 10% of the peak velocity at 27 meters was added to
the synthetics before inverting for (a)moment rate (1) nciment.
(c)amplitude spectra. Refer to Figure 4.1 for lapels.
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Again the moment rate tensor exhibits spherical
symmetry. The peaks of M';; and M'ss are within 1% of M'j3s.
The isotropic moment rate is 336 times larger than the
deviatoric moment rate when separated into its respective

components.

The variance curves in Figure 4.5c suggest the frequency

band of the interpretable source function is more limited
than the case of 1 % roise. The calculated M'3; modulus is
times larger than the variance at 8 Hz and is at least 5

times larger only between 4 and 15 Hz. However,

o
b

I

demonstrated in Section 3.B.1 cne of the salient
characteristics of the socurce is long-period level of the
isotropic source function. Ewven with this limited frequency
hand, one would still be able to guantify the source functio

in terms of LPL by projuecting the LPL betweon 4-15 Hz to the:

vertical axis. The LEFL of M'yy in Figure 4.5¢ is 1.1 % 1035
dyne-cm/g.

Table 9 lists peak time domain moment estimates of the
si¥ moment rate and the six moment components. The
conclucion drawn from the noige tests 1 that although noise
as little az 1 % limits the frequency band of the
interpretable zsource function to 1.5 = 50 Hz, the Lii of the
inverted source function can otil) bLe quantified.  Fven for
the casce of 10 % noise this characteristic of the source s
stalble, The addition of noise docs decreane Lhe spherical

symmelry of the dnversions slightly by dnercasing the

deviatoric yelative to Lhe donotropdc component o Vit O

e

0




added noise, the ratio was 615. The ratio decreases to 336
for 10 % noise.

As reported in Chapter 2, the noise level of the
observational data is below 1% so that successful source
inversions using the CART data set are possible. Through
synthetic testing the sensitivity of the inversion method to
noise in the input seismograms was demonstrated. However,
these tests were completed only for random white noise., If
the actual noise is polarized or otherwise non random then

the same reliakility in the data may not be assumable.

3. Example of Source-Path Trade-offs

One synthelic trial was run as an example ¢of source-path
trade-offa. The same synthetic seismograms were input as for
the 1% noise Lests hut this time the wrong Green's functions
were input. The Green's tunctions used in this test are
those of the fast half-space model, HS366 (table 6). Figure
4,2 iliustrates the difterences between the two sets of
Green's functione at the 27 meter range.

Fiyare 4.6 compares Hollb synthetic velocity at 27
meters with the two different sets of explosion Green's
funicticons. kadial synthetics and Green's functions are
Flotted on the left and vertical on the right of the {igure.
On the left in Figure 4.6a the radial HS115 Green's function
is plotied helmw Lhe yadial 1HS1195 synthetic., On the left on

Figure 4.6 Lhe radial HO3€6 Green's function is plotted

Lelow thee radial HOIWY zynthetic,  Similar comparisons with
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vertical synthetic and Green's functions are made on the
right of the figure. The surface waves in the Green's
functions are indicated by the arrows. Figure 4.6b
illustrates how Green's functions with too fast a shear
velocity fail to match the synthetic velocity. The
separation between the body and surface waves in the Green's
functions does not match that of the velocity records.

The results of the 366BIC1lX inversions are given in
Figure 4.7. The source and path have traded off to
compensate for the lack of late surface wave arrival in the
Green's function as shown in Figure 4.6. The result is a
delayed time pulse in the diagonal moment tensor that is
largest on the M'33 component. M'3z is 56% larger than the
M'14y and tae M'p» components,

The moment rate tensor is separated into its isotropic

and deviatoric components below.

1.0 0 0
4.13 Miso = 6.16 X 10°° 1.0 0 | dyne-cm/s
1.0 4
[ -1.0 .13 .56
4.14 D;; = 1.8 X 10°° -1.1 .39 | dyne-cm/s
2.1

The moment tensor is no longer spherically symmetric;
The isotropic amplitude is only 3.42 times larger than the

deviatoric moment rate amplitude. Recall that this ratio was

833 when the correct Green's functions were used in inversion
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Figure 4.7. Synthetic inversion 366BIC1X. Same synthetic
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HS115BIC1IN1l. The deviatoric elements have increased in
strength relative to the isotropic element.

The frequency spectra of M';; and M'j2 shown in Figure
4,7c are different from the 115BICIN]1 spectra in several
ways. The moment estimate is 5 times larger than the
variance between Z - 20 Hz whereas it was 5 times larger than
the variance between 1.5 - 50 Hz for the 115BICIN1 inversion.
The M';; LPL is 4 X 1015 dyne-cm., This is 4 times larger than
the LPL of the input source shown in Figure 4.1.

This example illustrates the source-path trade-offs. 1In
an attempt to match the observations, even when the wrong
Green's functions are specified, the invercion results in
errors in the source. 1In this case source errors showed up

as an increase on the M's3 components and an increase in LPL

by a factor of 4.

4 Station Distribution Tests

Four station distribution trials were completcd to show
the sensitivity of inversions to limitations in the ranges,
azimuths and number of compounents in the data set. The
following four tests were run with a 1% white noise level in
the synthetics velocities,  GAMMANL includes only the 13.5
and 27.0 meter ranges (5 stations)., ALPHAN] was limited to
only the 13.5 meter ranges (3 stations). OMEGAN] was limited

to twoe stations: one at 13.9% and one at 27.0 meters., Trial

C3N10 rerlicates the linear CART3 cenfiguration. Tor
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comparison to trial inversion 115BICIN1, only stations at
13.5, 27.0 and 40.6 m were included.

The results are shown in table 9 in the form of the time
domain peak amplitudes of the moment rate and moment
estimates. GAMMAN1 moments are approximately equal to
115BICIN1 moments in time domain amplitude and symmetry.
ALPHAN] moments are larger than 115BICIN1 by 3%. OMEGAN1,
with only 2 stations has diagonal moment rate components
within 1% of each other. 1In terms of time domain amplitudes
and effect on symmetry, the trial inversions shown above do

not show sensitivities to station distribution.

5. Condition Numbers

Condition numbers are a measure of how sensitive the
inversion procedure is in the presence of noise in the data.
Inversions with good station distribution are less sensitive
to noise. Condition numbers are obtained by taking the ratio
of the largest to the smallest eigenvalue as discussed in
Section 4.B. Condition number as a function of frequency for
ithe above S5 trial inversions plus the 115BICINOO inversion
are plotted in Figure 4.8. 115BICIN10 and 115BIC1Hl have the
se ne condition numbers as 115BICINOO. This means that for
the CART 1 station distribution (denoted C1 in the synthetic
trial names), the inversion is Jjust as sensitive to 1% noise
as it is 10% noise.

The ccridition numbers of inversions 115BICINQO, C3N1,

GAMMAN]1 and ALPHA are similar. These trials have minima
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between 2 - 8 Hz where the average condition number is 50.
Between 1.5 and 50 Hz the condition numbers are below 300.
ALPHAN]1 has a peak of 5200 at 25 Hz corresponding to a
spectral hole in the Green's functions. The spectral hole
results when Green's functions are all calculated for the
same distance from the source. OMEGAN]l condition numbers are
larger because only two stations are used. The ave.;age
condition number of OMEGAN1 is 1500. 1In general tue trial
inversions with the fewest stations have the largest
condition numbers.

The condition numbers associated with inversion 366BICI1X
have an average value of 10, which is 10 times smaller than
all other tests. This result suggests that the velocity of
the test medium could affect the ability to 1esolve source
characteristics such as size of source excitation. This
observation can be explained by the peak time domain
amplitudes of the Green's functions. Two sets of Green's
functions calculated at the 27 meter range are .lotted in
Figure 4.2 with the peak amplitudes at the right of each

trace., For the fast half-space mcedel, the ampliitudes of the

Q

10 Green's functions are of the same order of magnitude. 1In

contrast the Greer's functions corresponding to the slow

half-space model have aiplitudes that are 400 times larger on

the transverse component of the CLVD source than the radial

and vertical components of the EXPL source. \

This imkalance in amplitudes is related to Poisson's

ratio. The HS366 model has a Peoisson's ratio of .29 and tLhe
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HS115 model has a Poisson's ratio of .45. Based on
information in table 6, the Poisson's ratio of .45 is

believed to be more correct for the McCormick Ranch Site.

6. Time Domain Fits

Equation 4.9 was used to obtain a calculated velocity
from the input Green's functions and the inverted source.
The correlation coefficients measuring the degree of fit
between the input (synthetic) velocity and the calculated
velocity are given in table 10 for all synthetic trials.
Inversion 115BICINOOC has a correlation coefficient above .9
for all radial (R) and vertical (Z) components and a value of
0 for all transverse (T) components. As the noise increases,
the R and 7 correlation coefficients reduce slightly. The T
correlation coefficients increase to .18 - .69,

As a visual example, the fit for 115BICIN10 is shown in
Figure 4.9. Input (synthetic) velocity is plotted above
calculated velocity for each component at the 3 different
ranges. The fits are almogt perfect for the R and 2
components. The pure noise in T is not modeled very well
which is & good result.

Inversion 366BIC1X with the Green's functions that were
tco fast shows smaller correlation coefficients in table 10.
The fits are correspondingly degraded as shown in figure
4.10. The fits of the transverse components are most

noticeable because the inversion erroneously put signal on

the transverse velocities. This result showed up in the




TABLE 10

CORRELATION COEFFICIENTS FOR

SYNTHETIC SOURCE INVERSIONS

120

RANGE (m) 13.5 13.5 13.5 27.0 27.0 40.6 40.6
AZIMUTH 90 270 0 180 35 215 325
TRIAL NAME
115BICINQOO .9873 . 99850 .9952 .9991 . 9997 .9877 .9946 (R)
.0000 .0000 .0000 .0000 .0000 .0000 L0000 (T)
.9454 -9471 .9472 .9864 .9864 L9989 L9939 (2)
115BICIN1 L9973 .9949 .9852 .9988 .9994 .9866 .9940 (R)
.1891 .4288 L3716 .4641 .5165 .6415 .6956  (T)
.9457 .9466 L9473 .8860 .9866 .9998 .9997  (2)
115BICIN10 .9828 . 9896 .9891 .9778 . 9811 .9271 .8326  (R)
. 3446 L2196 .3758 .4613 .2834 .6767 L7513 (D)
.9397 .9443 .9391 .9750 .9755 .9828 L9819 (4
366BIC1X .2030 . 8193 .9260 .5561 .5124 .4579 L4107 (R)
.1250 -.0504 .0108 .0685 L1726 .13449 L0393 (T
.8373 .7334 .0558 .2327 .1552 .8447 L8500 (2»
GAMMAN1 .9991 .9993 .99¢€0 .9981 .99890 {R)
L0850 -.1428 .0703 .3418 .9374 (T)
.991¢ .9905 L9675 .9555 . 9891 (2)
ALPHAN1 1.0000 1.0000 1.0000 {(R)
. 6893 . 7341 .59%92 (T)
1.06000 1.0000 1.0000 (2)
OMEGHAN1 1.0000 .0000 (K)
.9963 .0000 (T)
1.0000 .0000 ()
C3N1 1.0000 .9946 .8856 (R)
.8615 .5753 .9122 (T)
.99092 .8782 .9984 (2)
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Figure 4.9. Synthetic inversion 115BICIN10. Comparisons are
made at three ranges for radial (R), transverse (T) and
vertical (Z) components. In each pair, the top trace is the
input velocity record and the bottom trace is the calculated
velocity record. .64 seconds of data are plotted.
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Figure 4.10. Synthetic inversion 366BIC1X. Comparisons are
made at three ranges for radial (R), transverse (T) and
vertical (Z) components. In each pair, the top trace is the
input velocity record and the bottom trace is the calculated
velocity record. .64 seconds of data are plotted.
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Figure 4.11. Synthetic inversion OMEGAN1. Comparisons are

made at only the two ranges for radial for which data was
input: 13.5 and 27 meters. Radial (P), transverse (7T) and
vertical (Z) components. 1In each pair, the top trace iu the
input velocity record and the bottom trace is the calculated
velocity record. .64 seconds of data are plotted,
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larager off-diagonal components in the moment Lenso-s relative
to the noise trails.

The correlation coefficients for the station
distribution tests are similar to those of the noise rtests,
The difference here is that with fewer ctations, the noisc ir
the trancverse is modeled because there are not enough
stations to distinguish noise from signal. For exarple,
OMEGAN1 has almost perfect correlation coefficients on ali
six components. Figure 4.11 shows how the noise on the

transverse components was modoled.

Table 11 gives the peak time domain amplitudes of the
source invercions with the CAWT1 observational velocity
recorde,  Similar anulyses to the ones completed for the
synthetic trials will describe these inversions., Here the
input is actual obscrved velocity waveforms, In Secition
4,0, the results of inversions utilizing half-space Green's
functisng arce given., Scction 4.D.7 desciibes the dnversion
utilizing layered halt-space Green's functions,  Condition
manber s arc disvcuseed in scction 4.D.3 and corrzlation

cocfficients and fits are discussed in Scction 4.0.,4,

1. Halfspace Inversions
This section describes the recults of dinversions using

the: Chiil ohzervational veloczity scismograms and half spacc

Groen's tunctionn.  Twao bald gpace dnerersions were run. Ohe
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° TABLE 11
PEAK TIME DOMAIN AMPLITUDES FROM
CART OBSERVATIONAL SOURCE INVERSIONS
° MOMENT RATE ( dyne-cm/s X 1016 )
TRIAL NAME M3 M'32 M'13 M'ss M'oq M' 33 M'1s0
115C1 5.086 .006168  .03768 5.062 .0423 4,938 5,030
366C1 13.64 45160  1.869 13,60 .7028 35.56  20.90
o C1F 3.302 .2254 .7868 3,492 .4632  5.912 4,155
C1H 1.659 L4189 1.208 2.210 .7223 3,154 1,705
cin 2.515 .3103 .5248  2.596 L4600  3.427  2.769
€10 . 9724 . 3260 .0789  1.134 0412 L7122 L8019
e CoN £.665 1403 .4585  8.340 4.039 18.03 11.64
C3N 3.250 .4354 2,671 7.227 .5965 7.305 4.871
: MOMENT ( dyne-cm ¥ 1014
!. TKILI LLAME M1y My2 M13 Moo Moy M3z M1s¢
i 115¢1 11,98 04672 .5132  11.81 .2492  14.49  12.7€
:- 366C1 121.6 LB€32 23,68  110.9 4,184 310.4 180.9
' C1F 9.787  1.587 2.935  10.16  1.160  16.93 2.23
!p C1H 7.226 1.763 1.032 5.799  1.449 8.253  €.611
Cln 9,337 4.796 3.063 9,380  3.130  11.68  10.13
c10 5,551 4.554 L4050 4,769 .3540  3.078  3.4€3
con 33,55 7,562 L0579 32.36 1,933 71.35  45.7%
+ cin 7.207 2.014 €.635 13.71 3.876 17.08 10.91




with the slow HS Green's functions, HS115, and the other with
the fast HS Green's functions, HS366. The HS115 Green's
functions were used for the majority of the synthetic data
inversions in the previous section. When comparing the real
data inversions of this section with the synthetic data
inversions cf the previous section note there is a difference
in the number of points calculated in the frequency domain.
The observational data inversions have 256 time points (1.28
seconds) and 128 frequency points. The synthetic data
inversion have 128 time points (.64 seconds) and 64 points in
the frequency spectra.

The results of the HS115 inversion are shown in Figure
4.12. The moment rate tensor and its integral, the moment
tensor are shown in 4.12a and 4.12b with the modulus of the
M'1; and M'1; elements shown in 4.12c. Refer to Figure 4.1
for labels of the moment tensor elements. 1,28 seconds cf
data are plotted in the moment rate and moment time series.,

The dashed curves in 4.12 are the variances as discussed
in Section 4.C.2. The standard deviation is 5 times lower
than the moment rate estimate between 4 and 40 Hz. A similar
measurement from the synthetic inversion with 1 % noise
limited the frequency band of interpretable data to 1.5 -~ 50
Hz. Based on these variance estimates there are less high
frequencies available for interpretation than predicted by
the synthetic models.

The LPL of the M';; component in Figure 4.12c is 1.4 X

1015 dyne-cm compared to 1.0 X 1015 dyne-cm for synthetic




©
::'.’ 0 +'—"‘
x —
w S
t&- !
o — (a)
-
z 2
=
5 |5ﬂ8 +W*‘“”‘
p
< ,«-\/
O ———~
o F (b)
=€ ,#M\\\y//
e £
>
EE
o |145 /”\\\\//
=
TIME {s)
o
N
o |B-‘ 00 N
x -7
o :‘E-:;Au }
w
L2
) ‘j "WJC)
—_
g TF M M.
Q "'%
z L B 5 A b N T Tv l‘l'”]° 1 I‘IIT‘HT[ T ll1lll|

FREQUENCY (Hz)

Figure 4.12. Observational inversion 115C1 using CART 1
input velocity and HS115 Green's functions (a)moment rate
(b)moment (c)amplitude spectra. Refer to Figure 4.1 for
labels.
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inversion 115BIC1N1l. The similarity of these two inversions
confirms the accuracy of the peaks predicted by the forward
velocity models in Chapter 3. With similar observations and
same Green's functions, the moment is similar,

Time domain comparisons from table 11 show spherical symmetry
in the source when the HS115 Green's functions are used. The
M';1 and M'22 peaks are within 3% of each other and the off
diagonal components have amplitudes of less than 1% of the
isotropic amplitude., Similarly the synthetic inversion with
HS115 Green's functions resulted in off diagonal components
with peaks of only .1% of the isotropic component.

The Results of the HS366 inversion are shown in figure

4.13. The moment rate estimates in figure 4.13c are 5 times
larger than the variance between 4 and 40 Hz. The LPL of tl.c
M'y1 component in Figure 4.13c is difficult to pick because it
is not flat between 4 and 40 Hz. The peak at 7 Hz has a LFL
of 7.6 X 1015 dyne-cm. This difference in LPL between this
inversion and the HS115 inversicon is due to velocity
differences between the two half-space Green's functions.,
The faster velocity in model HS115 resulls in smaller pear
amplitudes in the Green's functions (see Figure 4.2). The
inversions attempt to mare up for the smaller amplitude by
putting more energy into the source.

The difference in Poisson's ration between the two
models results in a difference in overshoot in the M'j,

spectra. Model HS115 with a high Poisgsson's ratio of .4%

results in an incrcase in source strength betwecen 4.9 and 40
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Hz. Model HS366 with a lower Poisson's ratio of .29 results

in a decrease in source strength between 4 and 40 Hz. This

phenomenon was predicted by the Mueller-Murphy source models f .
in Figure 3.2d.

The previous two inversions emphasize the influence that
test medium velocities have on inversion results. This is
even more clearly seen in the comparison of the time domain
peaks in table 11. Migpo(366) 4is 4 times larger than Miso(11s) -
Comparing the M'jy, M'22 and M'33 components of the HS366
inversion note that they are not equalized as they were for
HS115 inversi n. For the HS366 inversion the M'3iz component
is three times larger than the M'i;; and M'pp components. The
symmetry of the moment tensors has been changed by the
Green's functions. 1In particular the symmetry has been
changed by changing the velocity of the test medium. It is
worth noting that similar results were obtained in the
synthetic inversion, HS3€66BIC1X, in which Green's functions
with too fast a shear velocity were used.

The HS366 Green's functions also affect the relative
strength of the deviatoric moment rate relative to the
isotropic moment. While the isotropic moment rate is 88
times greater than the deviatoric for HS115, the isotropic is
only 3 times greater than the deviatoric for HS366. 1In
summary the inversion with the HS366 Green's functions
results in less spherical symmetry, and increase in M'3zj3

relative to M'y; and M'ys and an increase in LPL by a factor

of 5.4.
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2. lLayered Halfspace Inversions

This section describes the results of CART 1 source
inversions. Green's functions corresponding to LHS models F,
H, N and ¢ listed in table 7 are the path models. Peak
moment reztes are shown in table 11,

The first comparison is between inversion ClF and C1H.
As shown in table 7, models F and H are the sane mxoucl with
the exception of the shear velocity in the most shallow
layer. Model F has a P, of 120 m/s and model H has a B; of 80
m/s. The Green's funct.icns for both models were calculated
by specifying a source depth of 3 meters-—~ just below the
interface between layer one and layer two. Comparison of
these two inversions allows an isolation of the effect that
overhburden shear velocity has on the moments. Faster shear
velocity results in smaller time domain peaks. This was
illustrated by the Green's functions in Figure 4.2. When the
time domain peak is smaller, the inversion compensates by
increasing the source peak. 1In table 11 the inversion using
faster shear velocity (F) has larger time domain amplitude
than the inversion using the slower shear velocity {(H).
Miso(r) = 4.155 x 101€ dyne-cm/s and Migoy) = 1.705 X 10 16
dyne-cm/s. Here the difference in shear velocity is 40 m/s
and the isotropic components differ by a factor of 2.5,

Another difference between the two inversions can he

observed in the separation of the deviatoric and isotropic

components.
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-1.0 -.24 -.84
Dijiry = 0.93 X 10" .80 .46 | dyne-cm/s

Dijmy — 0.68 X 10'° .20 -1.1 | dyne-cm/s

While the isotropic moment rate of inversion ClF is 3
times larger than that of C1lH, the deviatoric moment rate is
only 1.4 times larger. The relative strength of the
deviatoric source components is larger when model H is used
than when model F is used to account for the patuL.
Decre.uing the shear velocity in the upper layer of model H
is respounsikble for this difference.

The scurce time functions and amplitude zpectra of
inversion C1F and ClH are shown in Figure 4,14 and Figu =
4.15. The M'j;) estimates in ClF are 5 times larger than the
variance between 4 and 40 Hz. Similarly, the M'j;; estimates
in C1H are 5 times larger than the variance between 4 and 40
Hz. An estimate of the LPL of C1F is 3.0 X 103 dyne-cm
compared to 1.2 X 10!° dyne-cm for ClH. These values are
rather subjective because the source spectra are not flat
between 4 - 40 Hz. These were taken from the spectral peaks.

Inversions CIN and C10 address the problem of source
coupling differences. This is possible because the velocity
and attenuation parameters in models N and O are identical.

The only difference in computation of the Green's functions

is the placement of the source. Modeil N places the source a:
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Figure 4.14. Observational inversion C1F using CART 1 input
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Figure 4.15. Observational inversion C1H using CART 1 input
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3 meters- just below the first interface. The velocities at
source depth are 670 m/s and 230 m/s for P and S velocities
respectively with Poisson's ratio equal to .43. Model O
places the source at 3 meters- this time Jjust above the
interface. The velocities at source depth are 270 m/s and
120 m/s with a Poisson's ratio of .38.

The isotropic moment rate peak for inversion CI1N is
2.769 X 1016 dyne-cm/s and for C10 it is .8019 1016 dyne-cm/s.
There is over a factor of 3 decrease in isotropic moment when
the velocity at source depth is decreased. The deviatoric
components of C1N are larger than those of Cl0O relative to
their isotropic components. Increasing Poisson's ratio at
shot depth increases the contribution of deviatoric relative
to isotropilc scurce components,

Figures 4.16 and 4.17 compare the source time functions and
spectra for the CIN and Cl0O inversions. LPL measured from
the M'y; spectrum is 2 X 10!% dyne-cm with the N path model
and .6 X 1015 dyne-cm for model O. Model N, with the faster
velocity at source depth results in LPL of moment that is 3.3
times greater than that cf model O. The above two
comparisons show how changes in the Green's functions relate
to large differences in the resulting moment tensor

estimates.

3. Condition Numbers

Condition number as a function of frequency for 4 of thc

observational inversions are plotted in Figure 4.18. The
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condition numbers for inversions ClF, C1H, C1N, C10 and all
have average values of 10. Only C1lN is plotted in Figure
4.18. All but 115C1 are have similar shape and values of
around 10 beyond 10 Hz,

ClALPHA has a peak of 300 at 40 Hz corresponding to a
spectral hole in the Green's functions. A similar peak
occurred in the synthetic inversion, ALPHAN1l, when the same
Green's functions were used and the input velocities were
limited to one range.,

The condition numbers associated with inversion 115C1
are largcr than all others with the exception of the peak in
CIALPHA, hs was discussed in Section 4.C,5, the inversions
with the siowest shear velocities produce the largest

condition numpbers,

4. Time Domain Fits

Correlation coefficients for the 9 CART 1 observational
data inverciong arc listed in table 12. The input
seismograme arc compared to the calculated seismograms in
Figurcs 4.19 - 4,20, Comparisons are made at the three
ranges representative of the CART 1 data set: 13.5, 27.0 and
40.¢ merters. In cach pair, the top trace is the input
velocity record and the bottom trace is the velocity record
calculated from the input Green's functions and the inverted
megnent rate LenoLor,

-

Figare 4.1% shows the time domain fits to the CART 1

dats usLing the 21ow path model, H511%.  Figure 4.20 shows the
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TABLE 12
CORRELATION COEFFICIENTE FOR
CART I OBSERVATIONAL SOURCE INVERSIONS
RANGE (m) 13.5 13.5 13.5 27.0 27.0 40.6 40.6
AZIMUTH 90 270 0 180 35 215 325
TRIAL NAME
115C1 .8399  .8742  .9365  .7130  .6064  .6889 .7355 (K
.1720  .3665  .2727 -.0388  .4888  .5647 .2253 (T)
.2189  .7611  .6304  .2027 0591  .6573 .7717 (2)
366C1 .9112  .9118  .7123  .8855  .7330  .9104 .8410 (R)
.4666 -.1501  .5584 -.0897 -.2005  .5791 .4078 (T)
6928  .5851  .6205  .8615  .7260  .8113 .7602 (2)
ClF .9550  .9657  .8729  .9408  .7780  .8974 .9162 (R)
.3111 .4154  .6921  .2074  .2636  .6850 .1269 (T)
.5852  .6993  .6688  .6827  .6066  .6636 .4747 (2)
ClH .9263  .9489  .8740  .8089  .8599  .6700 .6427 (R)
.4333  -.1449  .5746  .2112 .0696  .2491  .1180 (T) ‘
3729  .5396  .4495  .4961  .1807  .1745 .1622 (2)
CIN .9584  .9501  .7800  .6364  .5430  .8132 .8418 (R)
5016  .6531 =-.1258  .0644  .7026 -.1943 -.0248 (T)
.4801 .5897  .5689  .0639 -.0403  .4550 .4195 (2)
cio .9715  .9726  .7788  .8014  .7574  .6196 .6510 (R)
.5577  .6457  .0817  .3276  .6716 -.0894 .1748 (T)
.4294 5201  .4345 -.0109 -.1275  .2404 .3998 (2)
C1GAMMA L9581 .9647  .6508  .8525  .7379 (R)
5849 .6773 -.1847  .1932  .7040 (T)
.4449  .5629  .4818  .1983  .2239 (2)
C1ALPHA 6920  .9924  .9967 (R)
8630  .9396  .798] (T)
L9684 9801  .9567 (%)
C1CMEGHA 1.9000 1.0000 (k)
1.0000  1.0000 1)
1.0000  1.0000 (2
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Figure 4.19, Observational inversion 115Cl. Comparisons are
made at three ranges for radial (R), transverse (T) and
vertical components. In each pair, the top trace in the
input velocity record and the bottom trace is the calculated
velocity record.
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Figure 4.20. Observational inversion 366Cl. Comparicons arc
made at three ranges for radial (R), transverse (T) and
vertical components. 1In each pair, the top trace in the
input velocity record and the bottom trace is the calculated
velocity record.,
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fits when the fast HS model, HS366 is used. The peak

amplitudes of the input seismograms are matched better by the
HS366 inversion than the HS115 inversions. The HS366
inversion also does a better job of matching the surface
waves.

As a representative of the LHS fits, inversion CI1N
velocities are plotted in Figure 4.21. At 13.5 meters the
radial peak is matched but the vertical peak is

underestimated. At 27.0 and 40.6 meters the radial peaks are

underestimated while the vertical peaks are better matched.




CHAPTER 5

SUMMARY AND CONCLUSIONS

The CART/ART tests have been useful in demonstrating a
method of experimental seismology to constrain source
characteristics for small explosions, One advantage to this
approach is that physical parameters, such as velocities of
the source medium, can be measured in the field to enhance
modeling procedures. Trade-offs in the source and path
effects are unavoidable even on the small scale. This study
has attempted to quantify these trade-offs as they relate to
uncertainties in the McCormick Ranch site model. Conclusions
from this study fall into three main categories: increased
knowledge of the parh effects, increased knowledge of the

source physics and recommendations for future testcg.

A, McCormick Rapnch Geological Modcl

Low velocities, low Q-values, and high Poisson's ratio
of the McCormick Ranch test site are factors that contribute
to some unique problems in the source models., The best moedel
for the site was given in Table 3. P-velocities are believed
to be reliable as are depths to interfaces, Upper layer Q
values are very low (5-10).

The hardest parameter to define is shear velocity.

Because there was in .ufficlent data to resolve the shear
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velocities, a range of shear values was carried into Chapter
3 on forward modeling and Chapter 4 on inverse modeling.
Uncertainty in shear velocity strongly affects the relative
amplitudes of the path functions and thus influences the
symmet.ry ancd strength of the source functions. As an
example, inversions ClF and C1lH illustrate the importance of
overburden shear velocity. Decreasing the top layer shear
velocity from 80 to 120 m/s had the effect ¢f decreasing the

source strength from 3 X 10}* dyne-gm to 1.2 X 1015 dyne-cm.

c. p .

Hiaoawcracive process of refining the proportionality
constants in the 1971 Mueller-Murphy forward models produced
a range of possible CART source interpretaions. These
constants can be used as a starting point for future studies
in which dry alluvium is the source medium,

The bLest forward model (BASIC) was obtained by using the
following conctants: a compaction factor (ky in equation
3.7) of 0.4, an elastic radius factor (kz in eguation 3.8) of
417, & cavity radius fuaztor (k3 , Eguaticer 7.9) of 28.5 and
decay constant factor (kg, Eguation 3.10) of 1.5. Errors in
cavity radius were shown to be of particular importance
bacause of the relation between cavity radius and the long-
period-level of the moment rate sSpectrum which is interpreted
directly as source strength.

Errorg in the Green's tunction can lead to changes in i

the symmetry of the source, 1ne inverted sovice fullCllols
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wcrs predominantly spherical when the slow HS Green's
functions were used. When fast HS Green's functions were
used, the deviatoric source components increased in size
relative to the isotropic source. In particular synthetic
tests with the wrong Green's functions resulted in diagonal
components of iLhe moment tensor with the M3z increased in
amplitude by a factor of almost 3. There was also a factor
of 4 error in source strength.

This study serves as an investigation into methods of
determining yield scaled source models for small sources.
Although ai*solute measurements of source strength are
dependent on accurate velocity models, a site-specific
scaling model is obtainable using the experimental method
outlined in this study. The next step would be to repeat the
study in the same source medium at similar scaled ranges but
with incrementally larger yieldes. 1In this way a yield-
scaling would be developed for alluvium. The same series of

tests would then be conducted in other rock types.

E. Recommendations

Site parameterization should be done before explosion
tests. Because o. their importance in determining the long-
period-level of the isotropic source, it is essential to
constrain velocities of the source medium. 1In addition,

preliminary site characterization could help avoid placing

the source near an interface.,
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Forward modeling can be done after the site is
characterized and before the explosions.

When alluvium is the source medium, Poisson's ratio can
be high. The result is that the Green's functions have very
large amplitudes with respect to the shear components. The
method may not be so sensitive to shear velocities errors
when a medium with lower Poisson's ratio is used.

Slightly larger sources should be used so the burial
depth for containment is deeper. This should reduce the
problems of the near-surface inhomogeneities.

CART 1 design is recommended because it has the best
range coverage and azimuthal coverage. Designs can be tested
through inversion of synthetic data. The condition numbers
indicate whether the design is particularly sensitive to
noise in the data.

To compare contained and uncontained shots, stations
should pe placed in the same relative locations so the same
Green's functions can be used for the two different sets of
inversions. This will improve bias of comparisons. Even if
the Green's functions are noL known with nore certainty at
least the error will be systematic allowing direct comparison
of source functions.

Finally, the develcpment of two additional field
techniques would be useful: an improved method of obtaining
shear velocities and empirical measurements of the final

cavity radius. Both of these measurements could help

determine the source strength in an absolute sense.
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APPENDIX A
DATA CORRECTIONS
Data corrections refer to those steps taken to convert
the observed accelerograms to velocity and displacement
records. The processing steps (PS) are listed, discussed and
illustrated below. In order to maintain continuity in
illustrating the processing steps, some figures are presented

that are not referred to in the text.

1.0 Deglitch
2.0 Rescale
3.0 Integrate to velocity
3.1 Remove slopes
3.2 Hi-pass filter
4.0 Integrate to displacement

5.0 Window

PS 1.0 Deglitch. Instrument glitches were removed using
a maximum threshold amplitude with all values in the series
above the maximum replaced by an arithmetic mean of
surrounding data points. Six channels out of sixty were
weglitched.

PS 2.0 Rescale. Each point in the acceleration time
series was multiplied by a scale factor to convert digital

counts to cm/s?. The peak accelerations for each channel of

data are listed in Appendixz C.
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PS 3.0 Integrate. Observed accelerations were
integrated in the time domain using the trapezoid rule,
Integration had the effect of boosting the long-period end of
the spectrum., Because slopes and long-period noise made the
signal look noncausal, corrections were necessary tO return
the records to realistic wvelocity records. Long-period noise
estimates are not available at the time of this writing.

PS 3.1 Remove slopes. Slopes were subtracted using
cursors on a graphics terminal with an interactive plotting
routice, Slope removal was the most time consuming of the
processing step . because several attempts were made on each
channel of data before the proficierncy was acquired to do
this step in a consistent wanner.

The obscrved slopes are grouped into the six ditterent
types listed in table 13. Also given in the table are the
percentages of occurrence of each type. Discussion of each
type foilows.

Type 1 1s just a constant slope in velocity. An ezample
2s given in Figure A.lb ( file 2D3). A constant DC cffset in
as~e.eration causes this type of slope. To illustrate this
roint the L. offset (l.Zz cm/s?) in acceleration was removed
before integration. The resulting uncorrected velocitey
(Figure L .1le) aid not exhibit the ramg as in Figure A.1lD.
The Spectra in Figurecs L.1L, 1c and le show groat similarity

Leswaeen 3 oand 706 Hz,  Below 3 Hz the effect of tne ramp is

Zesen as a rise in long-period energy.




151

Although removing a DC term in acceleration or removing
a ramp in velocity are equivalent processing steps, several
tests such as the one described above lead to the conclusion
that it is preferable to remove the slope after integration,
The reasoning behind the preference is that in calculating
the DC offset, only the first 30 points are used whereas
slope removal in velocity uses more points for the average,

Type 2 was the most commonly observed slope. An example

is given in Figure A.2 ( file 2A3 ). The step was jdentified

1

and located by drawing one line through the pcints before the
onset: of the sic 1 and another line through tne points afrer
the signal ha sed., Location of the step is coincident
7ith the first peak of the signal in each case. The slopes
before and after the step are equal tor halif of the cnannels
with this slope typt suggesting that the step is superimpoced
cn the type 1 slope. In other words, if the DC offser weres
removed hefore integration, type 2 would not have a slope put
rather a step in uncorrected velocity. WNote that the step

occurs at the time for signal arrival ( types 2 and S5 ) in i€

{
—
(9%}

of 20 channels on the radial component ( see table

iz relared o a

}_J
T

One ezxplanaticn for the step is that

O]

hl

sanpling problem., If the recording system failed tveg

reproduce all the nigh fregquency componentcsz of the signal,
the error would be largest orn the first cyziae of tiw
atcelaercyran, Lor a Cilzpersive watre.  Ino oblbicr wutrds, Cier aroea
urder the curve for thne £lrst twe cycles L oot Lalances
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A test of this hypothesis was to reproduce a step in a
file that did not exhibit a ster in uncorrected velocity (..ee
Figure A.le ). A 4-pole low-pass Butterworth filter with the
corner at 50 Hz was applied to the DC-corrected acceler:ticu
data of file 2D3 ( Figure A.,l1la ). The file was then
integrated to yicld uncorrected velocity. The results were
marginal in reproducing a step.

Continuing the test, a similar filter with corner at 30
Hz was applied to acceleration. In addition, a filter at €0
Hz with a 12-pole roll-off was applied to the DC-corrected
acceleration. Steps in uncorrected velocity resulting from
these filter tests are negligible compared with those
cbserved for the type 2 slope.

The above tests failed to reproduce steps because the
l.igh frequencies were reduced throughout the signal time
window. In order to explain the location of the step at t.e
first arrival, the high freguency depletion should affect
only the first cycle.

In a different test to replicate the steps, the
amplitude of only the first positive peak was reduced. As
illustrated in Figures A.3a and A.3b, the first peak was
reduced frem 1509 cm/s2 to 1305 cm/b2 (13.3%) by editing the
acceleration file, As shown in Figure A.Zc, this procedure
has replicated the slope observed in Figure A.2h where the

step s 5 v ol Lhe nmaximun velocicy., Comparison of spectra
It

v

in Figurecs A.1b and A.3c shows similarity above 3 Hz,
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Now, comparing Figures A.3d and 1f, the slope-coriaction
process 1s wvalidsted. Figure A.l1t reprcsents the c¢:riginal
file which had no step in uncorrected velocity and in Figure
A.3d an artificial step has been successfully removed. The
same test was repeated with a 90 % reduction in peak
amplitude (see Figure A.4)., 2Again the correction process is
validated comparing Figure A.4c with Figure A.1lf. Note that
the spectra in Figures A.1lf, A.3d and A.4c are almost
identical below 40 Hz.

The conclusion is that loss of energy above the anti-
alias filter corner frequency (70 Hz) may have affected the
representation of the signal but that due to dispersion, this
effect is only important in the first cycle. While the slope
correction procedure cannot restore high frequencies, it does
improve the representation of the signal by increasing the
amplitude of the first arrival by an appropriate amount.

Slope types 3 and 4 are similar to the type 1 ramp in
uncorrected velocity with the addition of slope changes at
various times throughout the signal. An example of slope
type 3 is given in Figure A.5b (file 2G2). Note that the o
slopes in Figure A.3b could be redrawn with 3 instead of 2
slopes. That would have made file 2G2 an example of the type
4 slope with three ramps, one occurring at the arrival of the
signal.

Type 3 and 4 slopes may be related to tilt of the

accelerometer. If this is the case, the changss in slope

shiould occur on both horizontal components at the same Hoint
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in time. A comparison should be made with files 2G2 and 2G3
(Figures A.5b and A.5¢) for verification. Otherwise, if the
changes do not occur at the same time, then the tilt was with
respect to only one axis. The lesson learned by comparing
Figures A.5b (transverse component) and 5c (radial component)
is that a better interpretation is made when all three
components are corrected simultaneously.

Peak amplitudes in acceleration, velocity and
displacement are given in Appendix C. Peak acceleration
amplitude of the transverse component is an average of 25% of
the radial. One explanation for the apparent slope changes
on the transverse components is that tilt is more obvious due
to smaller transverse amplitudes. The instrument tilt
required to cause the change in slope in Figure A.5b is 0.06
mm. The calculation was made for an instrument bcx 18 inches
(460 mm) in length. Tilts of this magnitude could ke caused
by shifting of the instrument box in the dry alluvium after
the signal has passed.

Type 4 slope is similar to type 3 except that two
changes in slope occur. The first change is coincident with
signal arrival and the second change is after the signal has
passed. Half of the transverse components required the
removal of slope type 4.

Slope types 3 and 4 are difficult to remove consistently
because of the placement of the change in slope. In attempts

to repeat the corrections, it was noted that the placement of

the change in slope affects the appearance of the long-periocd
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noise in the slope-corrected velocity (Figure A, 5d).

However, the high-pass filter applied in the next processing
step (PS 3.2) does a good job of removing the long-period
oscillations before and during the signal (FigureA.b5e).

After repeating the entire processing sequence for a file
such as 3A2 the corrected velocity records look the same even
if the slope corrections were slightly different

Types 5 and 6 are combinations of types 1-4, Type 5
slope is a step followed by a ramp. Type 6 slopes are
similar to the others but with an extra change in slope. 1Iin
one case (file 1A2) the change in slope occurr-:d before
signal arrival. In another case (file 2Bl) the uncorrected
velocity was similar to type 5 except that the step at the
signal arrival was very large and there was an extra siope
change after passage of the signal. Both ¢of thece cha. ncls
are excluded from analysis because of thaeir unuzsual
characteristics.

PS 3.2 High-pass filter. 1In the discussion of slop:
type 3, the long-period noilse resuliting from the integration
and slope removal was p-ointed out. The best tilter desige.
was determined by finding the corner that would eliminaete

most of the long-paeriocd noisz and retain the broadest

o

frequency band possible., The optimal corner was found to Lo

3.5 Hz az iliustrated in Figure A.l.

1)

During early worr wilh the data differoarns 4-pole 1iiter s

were designed {or each file. Later, it wain detcrinined “hnat

ther 4-pole filter had too steep a :12li--10 =nd ncroduoes
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significant acausal arrivals. This effect is illustrated by
comparing Figures A.6 (4-pole) with Figqure A.2d (Z-pcle).

The final filter design is a 2-pole high-pass
Butterworth filter with corner at 3.5 Hz. Every channel of
data was pasced through this same filter after slope removal.
The non-zero phase characteristics of this filter are
compensated in the inversions.

PS 4.0 Integrate to displacement. The corrected

velocity records are inteqrated a second time: to yleld

O

displacement. Figures A.7a and A.7b illustrate the problems
with the long-pericd noice if the filter in FS 3.2 is not
applied before the zecond integration. When the filter is
applied before the =econd integration, no further corrections
are necessary.

P5 5.0 Window. 7The corrected velocity records ar
windowed from 600 r.5:2ts5 to 256 points with 25 points before

1.ne signal arrival and 231 points after the signal arrival.
-
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APPENDIX B

COMPLETE EXPLOSION DATA SET
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APPENDIX C
CART PEAK AMPLITUDES
File Range Range Peak Accel. Peak Vel. Peak Displ Slope
Name (m/ktl/3) ( m) (cm/sz) (cm/s) (cm) Type
1Al 1019.0 13.5 373 2.44 1.6 4
1A2 130 .52 .4 6
1A3 342 1.89 3.5 1
1B1 1019.0 13.5 598 2.22 1.9 1
1B2 113 .50 .8 4
1B3 441 2.01 3.1 5
1C1 1019.0 13.5 404 2.08 1.5 1
1C2 99 .25 .4 5
1C3 344 1.86 3.2 2
1Pl 2001.9 27.0 122 .58 .7 2
1D2 31 .11 .2 2
1p3 186 1.41 1.8 2
1E1 2001.0 27.0 115 .48 .6 S
1E2 46 .26 .4 4
1E3 184 1.33 1.7 2
1F1 2999.5 40.6 62 .26 .6 2
1F2 37 .15 .2 2
1F3 136 .13 1.0 1
1G1 2999.5 40.6 75 .38 .6 2
1G2 52 .18 .1 1
1G3 95 .47 .9 2
2A1 429.6 5.0 2156 10.46 9.3 5
2A2 273 .77 .4 4
223 1387 13.57 28.9 2
2B1 429.6 5.0 2342 £.71 10.4 €
2B2 144 1.2 1.8 4
2B3 1401 13.47 27.8 2
2C1 429.6 5.0 2950 13.15 10.5 4
2C2 366 2.24 3.6 2
2C3 965 9.88 21.6 z
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File Range Range Peak Accel., Peak Vel. Peak Displ Slope
Name (m/ktl/3) ( m) (cm/sz) (cm/s) (cm) Type
2D1 429.6 5.0 2479 9.87 10.5 1
2D2 271 2.94 3.6 5
2D3 1506 14.50 21.6 1
2E1 1019.0 13.5 390 1.52 10.5 2
2E2 38 .14 4.0 4
2E3 536 2.68 29.2 2
2F1 1019.0 13.5 494 2.28 1.8 1
2F2 153 .73 .4 4
2F3 562 4.15 4.4 2
2Gl1 1019.0 13.5 440 1.45 1.5 1
2G2 127 .32 .3 3
2G3 331 2.08 3.5 2
3A1 429.6 5.0 1875 9.54 8.2 5
3a2 263 1.88 2.6 4
3A3 1581 16.59 31.4 2
3B1 747.8 9.7 1209 4.18 2.2 5
3B2 153 .40 .3 4
3B3 596 3.70 5.6 2
3C1 1019.6 13.5 554 2.85 1.6 2
3C2 127 .50 .3 3
3C3 493 2.97 3.4 5
3D1  1511.9 20.3 138 .88 1.1 2
3D2 113 .41 .2 4
3D3 392 2.01 2.6 2
3E1  2001.9 27.0 189 .56 .8 2
3E2 63 .24 .2 4
3E3 219 1.61 1.5 1
3F1  2999.5 40.6 53 .24 6 5
3F2 43 .19 2 1
3F3 72 .45 9 2




File
Name

ART1

ART1

ART1

ART1

ART1

ART1

ART2

ART2

ART?2

ART2

APPENDIX D

ART PEAK AMPLITUDES

Azimuth. Range Range

Degrees

0

60

120

180

240

300

90

144

180

( m)

10.0

10.0

10.0

10.0

10.0

10.0

20.0

20.0

20.0

(m/ktl/3)

742 .26

1476.4

Peak Accel Peak Vel.
(cm/s)

(cm/sz)

637
105
745

563
96
632

831
148
764

9€0
96
515

752
113
594

642
113
506

221
67
191

204
59
402

225
ga
228

131
20
221

2.
.46
.28

7

94

.33
.51
.39

.99
.37
.38

.81
.66
.78

.70
.37
.08

.27
.37
.66

.14
.29
.72

.03
.18
.52

.15
.39
.56

.93
.16
.05
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Peak Displ

{cm)

2.5
.6
11.12
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File Azimuth. Range Range Peak Accel Peak Vel. Peak Displ
Name Degrees ( m) (m/ktl/3) (em/s?) (cn/s) (cm)
ART 216 20.0 167 .81 1.1
71 .28 .2
315 1.36 2.0
ART2 288 20.0 127 .71 1.1
43 .29 .2
280 2.18 2.4
ART3 0 30.0 2212.2 116 .46 .5
77 .25 .1
149 .98 1.2
ART3 60 30.0 55 .45 .6
34 .13 .1
122 1.00 1.5
ART3 120 30.0 80 .47 .5
33 .15 .09
179 1.10 1.2
ART3 180 30.0 116 .52 .6
58 .19 .2
113 .69 1.4
ART3 240 30.0 109 .58 .
89 .40 .3
192 1.31 1.4
ART3 300 30.0 88 .55 .6
49 .19 .3
153 .89 1.2
ART LINE 10.0 742.3 510 2.70
199 1
575 5.31
ART LINE 15.0 1108.8 338 1.28
74 .39
462 2.90
ART LINE 20.C 1476.4 233 .96
65 .23
333 1.81
ART LINE 25.0 1844.2 141 .66
50 .21
309 1.66
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File Azimuth. Range 3caled Peak Accel Peak Vel. Peak Disp

Name Degrees ( m) Range (cm/sz) (ca/s) (cm)
ART LINE 30.0 2212.2 88 .36
77 .24
136 1.04
ART LINE 35.0 2580.4 65 .33
76 .25
64 .64
ART LIME 40.0 2948.6 64 .21
61 .19
102 .60
ART LINE 45,0 331¢.8 61 .18
39 .12
104 .42
ART LINE 50.0 3685.1 46 .24
43 .13
66 .43
ART LINE 55.0 4053.2 29 .21
29 .10
45 .32
ART LINE 60.0 4421.6 25 .20
37 .10

64 .36
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AN EXPERIMENTAL EVALUATION OF STOCHASTIC GEOLOGTG EFFRCTS OM HEAR-
10.15 FILLD GWOUNDL MOTION
. REINVE, R.P AUD FFULIFE . 4. A.r Foire Ueabonn Lahoratory.
Kicrland AFR 10 B71.° - 6LOB. STUMP. B W., Denr ol fiers,r.cal
Stienseg, Saurhern Metnhodiel university, ua T

LG -WAYE ATTENUATION AND STTE LEERCTS OF TA[WA' ARFA
Tzay-Chyn Shkin, (entral Weather Bureau. Taiper, Taiwan,

k.u C. A high erplosive expe (ment was designed €2 quantilv the effecrs of
randon geolokic InBom geneities ugnt. the small-scale vatianitiey in
' Digitai  seigroqrars of 55 earthaguakes rmcosded Ly Central groun: motion and Ly aetermine the (elative @portance ol ihe
Weafher buradau Selgilc hetworktCWBSh ) are used Lo Study the delerrinistIC AU BLOCnANTic cOmponents of the grormd worion vase
characteriatics of [9-wave in Laiwan arna. A}l earthquakes firld  The experiment involved the detenatior of small (100 lus
are unifornly alstributed an threse main tegtonr regionn of expleaise charges upon 4 fest Led where the subturiare geolapy ~adl
Taiwan. Neverthelres, the averaged aroup velocity 3.2-3.5 Leen chararca-i2e4 16 2 higa resolution mannet Tre expinvive iy
mssen anty TubsOlrusUY wave  trainyg shirw that the tnduced ground mor tons were recorded by acceleronerers plared a0 aax
. propagation  of Lg-wave 18 nol apparently affected bv  the azimutha a1 ¢a gey ot 10O, 20, apd )0 @eteca. Thr subsurface syre
i stiuctural  variat on, trom spectral  anatysis. Ly-waue Chdracterizatioe Allare 1nzladad high regolurion sriveit survey: and
| Attenuation 18 of the form of 106f 1 Lhe fpedquency range Clnsrl. spaced cone penecrumrcer teets an wrll 4% dradling and
| of 0.7 16 6 Hz.  cunpating to Lhe Coda=0 ol eined from the sampling The site <hara-tec12a0100 proress was Arsignrd Lo vield
wan»  area, 1 0z Lyg-% e cnmparible o 1 #z  Coda-f%, but A g nd sratis . 1cal chacacterazarion of the geolaviial variabilicy
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; The  residaal, rati,  of obsrrved fspectag Arplatus L, vill be morporated ‘nte scochastic modeit of Zhe onserved groune
theotetizal valus. 1w found to be indepandent uf egrcentisl rotlon [1el«.
distanecs  amd  azirutn. Thess rejults  ymply  thar T hes
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This shows Lhai Qc s independent of the data setc and
the data reduct:ion procedure used. The Qc value for the
present data set has a sirong frequency ﬂependtnce; Qe
increases wiilh (requency Proportional to f , where n was
found to be 0.95. This n value 15 nearly the same as
that estimated for the active conlinents and s probdadly
represeniative of the active 1sland arcs.

9:45
CHARACTERISTICS OF SCATTERING AND A1TENUATION STHUCIURE 1IN
NORTHEASTEHN JAPaN

MATSUMOTO, S. and HASEGA®A, A.

Observation Center for Predictivn of Farthquakes snd
-Volicanic Eruptions, Faculty of Science, Tohuku University,
Senda,, Japan
Based on the single scatlering modey, back scattiering
coefficient (£) and coda-Q value (QC) are estimated foi
several frequency bands from ihe amplitude ratio vf coda-
to S-wave and from the time decay of the 1atio. The
estimated g-value al esch station ranges from 10°' to jo°?
Al 4-24Hz. The Qc value shows a regional variation ang
frequency dependence of the form Q¢ o {*, whers n  1s
found to be 0.7-1.0
A method tc cstimate tvo dimenuennsl Qc  structure 1§
developed to see the regional varislion of the OQr. The
Qc  vailue at each grid puint gspatially distributerd was
estimated by averagzing the Qc values nf many event-staty.n
pairs with adequate weighting factug . The weripntling
factor at each Zrid point was cslculated hy using the
distance from each grid tn the statiun and the aourens.
The obtained twn dimensional Q¢ siructure shuws ts
relation to S-wave veloCity structurs; the inw-Qc rermion
corresponds to the low velucity tegi1on, and the high=-Qc
regron to tne hipzy veiocitly region.

10:00

VARIATION CF COLA C DUKFING AM EAPTHQUAKE SEQUENZE
WANG,  H TENI, T.L.., ana MA, K.F.. Irc-:itute of
Eartn 5ciences. Acacemia Sinica, P.O. Box 2:-59,
Teiper, Taiwan, 10764, P.C.C.

The May 7, 139: Hual!i«n eartrijuaxe sequence ¢coourreg .f.
Lhe nportneastecn Tarwan. The Me=5.5% main snote was
i{cilowes £y a large numrher of srallisw  anco
ciosely-clusteres tne largest beang a
He5 5 ovent. S formed two clusters centered
Al Lelpelllidel,, 2 1% wR depli. e

of tne Ta:w~ar
the riddie of

wt
eluered Seicmic Nerwork 1s L iTates i
L lwd C.i3Lers and Gives «oxcellent
= of the entire eartnquaxe sequence.
Trere 1ec fangs p.us "n.3im of £oreshocks occurred 1A
Lhe same sourcC? area G:I€0 4 UNLQua OPpPOrLuNLL/ ih the
Stuly Of spat.al ang terporay variaticn of coga L oin a
req:sn of antive gubduct:iorn. From tecord:ngs of a pear
respsnse barg centersd apsyt 5 Hz, we nave found tnat:
1 The dmpient ccGa 4 near an act;ve subduniinn region
can be a: iow ax 100. 2. There 1s a significant drop ot
£oda Goimmediatcly af-er the mair shocor This drorn
lawrea apnurn =t > ’:d',’.'. (1 reLurning ©o tne aru.ent
JX. DR 3. Ther 45 8 noticcaovle Silference of ~2odu §
for £urTes Or.9iMAT I0G from tne twe aiffaranr
atreranony o luscess, Moo sagnificant dacrease in
€13 L 13 tound petsre T°2 main shock.

S ah Ll THD

10:15

LG-wAYE ATTENGATION AND SITE EFFECTS NF TAIWAS AKEA
Tzay=CThyn Shin,  Central wedt, 4r Burcay, Taipe
R.,O.C.

Talwan.

Digital sejsmograms of $% ecarthaquakes recorded by Centc-al
Weather Burnau Seismic Network (CWBSN) are used to study the
characteristics of Lg-wave i1n taiwan areq. All earthquakes
are unifornly distributed in three main tectounic regions of
Taiwan., Nevertheless, the averaged qroup velocity 3,2-3.5

km: pec and CuNspiItuUnUsS  wave trains show that the
Propagetion uf Lyg-wave 18 not spparently affecte by the
structural wvariation. from spectral analveis. Lyg-wave

attenudaticn 18 of the forn of 100f in the {roquency range
of 0.7 to b Hz. Comparing to the Coda-y ohtained fiom the
fame  area. 1 Hz Ly-0 18 compatible to 1 Hz Cuda-u, but
€oda-wave sttenuates fast al high frequency.

The regidud’ . rati.. «f observed spectral amplituyde Lo
theoreticel varue, 1s found to be independent of epreeplral

distance and  azaimuth. These results ampl;  that thoe
variation  of  spectral amplitude 18 nol caused by  the
variation of  gealoqical strusture  and  the aifferect
excitatron of mgaree, Thus, Latron aite amplf st pon
arcount s for the 1esiduasl. By rapratiuy reursysjon
analyuls, results fron the band 0.7 te b By indicate thyt

Thee sate amplif,car jun depends BLiongly on nite go- 1oy and
fregquancy. The anpiilication of sletions at sediment  site
18 Jarge by a factor of 2 to 3 relative fta the  averp e
Bration, Twe gites  at faulr tone erxhabit decreaying
Arplyfication with (espect to anereasing  frogoene 1, whyje
Lhe hard rocr sites behave reversely.

10:30

SCATTERING AND INTRINSIC ABSORPTION IN THE LITHQSPHERE
BENEATH NORTHERN AUSTRALIA
KORN, M., Rewearch School of Earth Sciences, Awmtrahas Natonal
Universaty, Canberra, ACT 2601, Austraha.

I have studied the P coda of Indonenian earthquakes recorded at the
Warramungd Arny (WRA) 1n centrai Australia for 3 broad range of source
depths.  An increase of coda energy relative to the direct arnvals o obterved
when  source depth  decreases. Coher=ncy measurements by means ot
setnblance -enhanced stacks exhibit that the coda of deep~focus events
mostly ncoherent across the array, while the coda of shaliower even:-
conding 3 certain amount of cohereny energy The coherent arryvals are
produced by reflections from piane layering and possibly by lmrger-scate
heterogeneities in the deeper lithosphere. Small-scale heterogeneitms close (o
TIC I0EvOls, RuMerti, AC ibuisiug twe ing glavietian wf tie  umsherent
part of he coda  To further study the small-scale Nuctvatioas of Use seismic

s [ have puted the time Jecay of the power spectral demuity of
the P coda of deep-focus events. Af energy-flux model whxh assumes
multiple scatiering and allows for the independent determination of tninsic Q
and scauering Q hxs been fitted to the data. The results show am almost
linear ncrease of intnnsic Q@ with {requency. Q 1 about 300 a1 § Hi. The
frequency dependence of s2atrering Q i3 somewhat less pronounced with 3
value of about 340 3t | Hz and an exponent of 085 A comparcos of this
frequency dependence with resufls (rom singls scattering theory imcly a
corceiation length of about 5.5 km and a rms velocity Nucteatwa of $% (or
the scatering medium.

10:45
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':-LAR SURFACT CEOLOGIC SITE CHARACTERIZATION - SEPARATION OF UETERMINIS-
TIC AND STOCHASTIC EFFECTS

STUHP, B.W., BOGAARDS. M.A., Depirtoeat ui Srulovical Seiences.

Southern Methodlst Ualversicyv, Da.law, Tezas 13275 REINKE, R.E.,

AFWL/MTESG, Kirtland AFB, \XM 8711 7-0N08
Geoluglc scfuctures can be diviged into si{nchastic and determinlsils
components. From the potnt of view of ag¢lsmic wave propagation the
determinigtlc Componenl otten iavolves 3 moacl in wnlch velocities
change in the vertical direztaion. Thr .tuctiasflc dodel 18 classified
A8 A disiTibyiion of 1pbumogeneiClcs and ts chLATacterized 1o Cerms uf
inhomogenerity size and velocaty cont-ast. The separation of these
fe0logic droperries have i1mplivialions on proand motion predi tivn ar !
the utilization ot setlsmic 1aformalivn. &\ se¢ o1 S1te ¢naricterzatiun
procedures were designed and ‘mplemented tur the resalugion of suu™
properties. The field technique invelves the tetrieval of full wave
seldmogramy at <luseiv 32aced sites alonk vignC racials emanatine lrom
a central source. The xoal of this pirticrulur experic- T was the

CHATACLETI2ALIUN UE LNE TOp Juf ' (ne »LLC WHICH (€3 ..eu an 7 ow
spreads at Im iacrements. Treating Che e12ht Observations af eacn
range 4s an ensemble. !fequency domatin mean and variance estimales were
aade. The meun nornmillzes variance. coefficent of vaciacton (CV,, 1s
then used as a measure Of laceral vartatiur 1n waveforms. At low
frequencies (<30 Hz) the CV values are small ¢ .4) reflecting lie2le
spattal variatioon In the wavefield As (requency of range INCreasss.
the CV exponenti1ally approaches | indicaiive nt strang lataeal varia-
t1ons in che savefield. This taroraation 1s atlitzed 16 consttlinlns
the stoctastir si1te mode]. tn atduer ta tucus of the separation ot
wive Lypew and <ONSLTain velousifics cath ofr dimMenslonai 4t® ol the
arrav is uszg ih frequend s-wavenumber F-b g rstimates. A fialte oumber
of ¥ values gre assumed ledading o g mod il Ior the B Spertra.
These esLimates ate USEQ 10 CONALTAENINy Che determinislic aode; .

AN EXPERIMENTAL EVALUATUION OF STOCHASTIC CEDLOGIC CFFEGCTS ON NEAR-
FIELD L ROUND MOTION

REINYE, R E. AND FELIZF. € 4 , Air Force Yiapons Latoratory,

¥irtlang AFR Nt 8/112.-5008 3 W, Drpt ot Grolorical

ket U Unavr wily, Daiias ¥4 I5I7Y

A high explostive Prprrinent was dest ‘rd "5 guant i tv Che efliests of
tandar. gealopgiC 1nhamoRenc1? 1¢s upsn  ne small-scale variabiia’r 2 in
ground morion and to detecrmine the e s pmeortancs of the

Siten-en, Suuthe

decermicigtic and $t6chastie compounents of the pround mofion wave
firld. The expetiment tavolved t! detnnacinn of small 1100 (L
explosive Churges upon &« tes? bed wheee the subsutider geology haa
been characterized 1n 2 high recnluting sanrer The e-plosiort
thduced Rround mations werc recnrded Ly accrlerameters placed ar s,x
azimucths 30 rangee of 1O 20, and 3O mecers The subsurtare sile
characterizacion effars included high regslut.on $eiamic survee. and
closaly spaced ~aone penecromerar tegrs as usell a3 drilling and
sampling The site chazacterrization vroese was designed to vield

A 4961 statistizal chararferizazion of the zealorical .aristilicy
presers 1n thr test bed subvurface This statistical coaracterizition
<11l br 1ncorporated 10to ttnchastic models of the obyerved groued

H-ncrmn firta

11:15

Il STRESS 2TTEHUATION NEASUREMSHTS AuD Wash FOP: ROLELLIN.
AMDEPSOM, ¥ ¥ an #PHINYE. B 2, Ajr force Weapons Laboraz v.
Firelans AR UM F11HLE7-500v

A linea: nararlactr | cantrant ) madel vas used o model explo-ively
induced hies “frEst weOun MATIANRY 16 Aljuvinm Ds*a sett trom u
hegl expl-$ive *#57 1 cunductal at separate s1tes wrre madeled asing
thah tefhnig,e Tur te:t cyngasted of g J0-¢on suherical nitromet g
rhatse decangted 1 allysya- ar 1 4 hoof 27 mer~rs, the othe:, diss
conducred an alluviem. was 5 I3 0h TH] qpnere Jefonetad 8t 2 Aepth ot
S merars Tre sma.ler tent Sravknced as oa € ubed At vield scaleq
AeTNLIOL AL Phe Gargec . imcet nPAr fnucre JrerlPcgt A LRCLTTIT e
(] nerer am ZRh Ut ) e merern Lrem (0 ocounsd oaete cged an v c

funrlione or the catslarr 5 LeAEARat Lo n

qaabitarue

LT DT 3 4 TALhED tofweer thr guathe’.C and GnerIven Gasrluims

SsIng rhuy recbntae Tne £, s requited (D obLain A wood malch tur Cfe
4 4
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EFFECYS OF SOUKCE DEPTH ON NEAR-SOURCE SEISMOGRAMS

Elizabeth C. Flynn and Bris:n W, Stump

Depxrtment of Geological Sciences, Southern Methodist University
Dallas, Texas

Abstract. Sources depth effects are examined for
Tive 115-kg trinitrotoluene (TNT) explosions
buried at depths ranging from the optimum crater-
ing depth of 1.8 m to the fully contained depth
of 11.5 m. Data were recovered at near source
ranges from 17 to 228 m. The waveforms are
dominated by P and SV-~Rayleigh energy. Deptn
effects are evident in tne 1increase of P to SV-
Rayleigh ampi.tude ratios and in the twofold
increase of hign-frequen~y energy lor thae deeper
sources, Tneoretical propigation depth effects
are modeled by Sreen's functions ~2aiculate? for a
velority gradient «4hica appraximates the veloecity
structure of the cxp2arimenta. site, Tre effects
of depth on the explosion s2urce funchion are
predicted using the scaling Jaws of Mueller and
Murony (1271). Tnese models di11 nol reproduce
the obsarvael twofold 1increas=s 2f h.gn-frequency
ensrgy. Tne discreganty between the model anid
observalinns 15 att~iouted U 1ngr-—ased coupling
of nign frequency P wave enz=rgy for fully con-
tained sources. Energy calnulations canfirm that
the snhallowest event coupied UD2% and the (ully
contitned evest 83% of tne total seism:e enurgy
into the P wWave, Sodrce coupling efficiencias
ranged from 5.7-1.0% for tne near surfar source
1o 1,5-2.9% for tne fUily contained explosion,

introduztion

Tne obLject of tnais study is 3 quantitative and
theo~eLical IMVesLIgition of the pruysinal
procssses which ast as a fun2tion of source depth
in producing near-sourcs expios1on davelorms.  An
ungerstanding of tnese processes is essential Lo
the problern of caazratterizing tae deptn of tne
se.3m1C  event, Tne ability uo determine source:
deptn 1s important o discramination and yield
stiding, Whare est1mates OF Y1019 d4re dependsnt
0 the bu-ixl dept:n of tne Source (Mueller and
Muarony, 1971,

Tne prouien of cnaracterizing the depth of a
seismi12 event i< one which involves twe broad
aspect.: propagatinn effects wiien ant a3 4
function Sf depth, and cnanges 1n tne nature of
Loz source fun2bion as itvs Lurial depth cnanges.
b ospnerically symmetrac wxplogine is a  good
S7arce 0l Compress.onal  Wave  energy,
cylind~inally symaetric explosion, one thi3' 18
close Lo tner aree surface and oniy partially
contained, 14 a richer gource of SV and Rayleign
wave encrgy, Tous taere (S oa relatinnsnap Lotdoecn
the Poand Kagie,gn wave energy f an e4plosion

Wi oA
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thas is dictated to some extent by the burial
deprn of the event,

The free surface contributes the mosit
important propagation effects to the source depth
problem, Rayleigh wave excitation is directly
attributed to the presence of the free surface
boundary., The source's proximity to this boundary
affects its ability to execite surface wave
energyv. Tne dependence of Rayleigh amplitudes on
earthquake sour2e depths has been observed Dy
many autnors, (Eissier and Kanamori, 19375)
estimated source deptns of Hawalian earthquaves
from the ratins of body to surface wave anmpli-
tudes, On a smaller scale, [Doorin et al., 1951)
quantified tne decay of Rayleign amplitudes for
explosions buried from 20 to 300 ft. The Rayieigh
decay 13 pr=dominantly a funciion of tne change
in propagation path witnh depth, bul for very
snallnw Sources an 1nereas? in Source coupling
serves to increase tne Rayleign amplitude wWitn
deptn.

Tne 1nterference of pF and otner free su-face
reflections with the direct P a~rival {s another
phenomenon dependent on the depth of tne source,
The free surtace reflection created interiiron?e

phenomena  that  present  Jifficultises  in the
frequency domiain whnere spectral tecnaiques are
used to estimate vari1ous  source parameters

{Langston, 1978].

With botn source and propagation elfects
contributing a depth dependence to the P and tne
surface wave, tne relationship belween these Lwo
arrivals can be a complicated function of source
deptn.  Tms study i35 intended to quantitatively
assess the effects of the deptn of the source on
P and Kayleigh arriviis, and to distinguish tne
effects of deptn on the source function and the
propagation terms,

This 5tudy 14 unique to those mentioned above
for WG reasons. First, this investigatiun
focusezs On nhear-scurce observalions for whicn Lne
scale 1s mush smaller, althougn the pnysical
phenomena are the same. The near-source observa-
tions are dominated Dby upgoing rather tnan
dewngaing energy and are tnus strongiy influenced
by the free surface and near-surface structure.
Secon?, the experimental configuration 15 well
controlled; the source deplns and recording
distances are anccurately  known, as  is  tne
velocity structure of tne experimental site.  The
datAa  set  provades nol  only depltn-depentent
observations, but also range~dependent obseovas
tinns whicn allow tne cnaracterizatinn of spatia.,
progpagaticon effects.

Tne  separation of  sour e anl  propagatinn
el fagcts is attempted bty mat-ning observed deptn
ef'ecte witn LheorsLica) deptn eftect,. Propaga-

tion effects are modeled by theoeetacal Green's
Lource effecty fom v fal y contained

LCAL g

foanet o,

evenls  dgre caicdarated (rom tnie depth
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OBSERVATIONAL DATA
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Fig. 1. Schemiw.ic of the experimental configura-
ti10n. Sources were puried at 1.84, 3,16, 3.96,

5.64, and 11,5 m. Data were recorded at ranges of
17.4, 37.5, 3.2, and 228.6 m,

proposed by [Muelier and Murphy, 1371). The
increase in source coupling with 1ncreased con-
tainment s quantified by the calauiztisn of
totzl seismic energy as a funation of burial
deptn.

Opservational Data

Range bkffects

The data set was generated by five 115 kg
chenical explosions fired in drey alluvium and
huricd from 1,8 to 11,5 m pelow tne free surface.
Tne explosions ranged from partially contained,
1.8 m being tne optimum cratering depth, to a
fully contained event at a depth of 11.5 m.
Radial {to the source) and vertical acceleration
was recorded at t7, 37, 73, and 228 m from each
of the five events. The data were sampled at
2000 samples’/s. The recording ranges and source
deptns are summarized 1n Figure 1. The velocity
waveforms for one range (73 m) are shown in
Figure 2, which displays tne radial and vertical
comporients for each explosion. The complete data
get is displayed in the work by [Flynn, 1986].

The waveforms are dominated by a P phase and
an SV-Rayleign phase, Tne SV and Rayleigh
arrivals are treated as one because at the
closest ranges their arrival times are separated
by only 3 few hundredths of a second, while the
SV-Rayleign pulsn widitn is of the order of 0.2 s,

In Figure 2 the 3SV-Kayleigh pulse is distin-
guisned by a large amplitude and a snift to
longer periods relatijve to the P arrival.

Propagatinn effects at the farthest range (228 m)
have geparated the P and SYV-Rayleigh phases by
some  intermediate mulcipatned arrivals, but as
close aa 37 and 735 m the waveforms consist almnst
entireiy of the P and tne SV-Rayleign pnasss
(Figure 4x), At the closest range (17 m), even
the P and Sv-kayleign phases are not complietely
separated.

Tne dominance of P oand SV-Kayleignh motion is
ver1fied by pa~ticle mstinn diagrams,  In Fagure

Effects of Source Depth on Seismograms 4821

3 the 228-m radial and vertical componerts are
plotted with particle motions for the indicated P
and SV-Rayleigh windows. Particle motion in the
P wWindow is rectilinear, with the radial and
vertical motions roughly equal, In the indicatea
SV-Rayleigh window, the radial and vertical
components have fallen out of phase and particle
motion has become retrograde, representing
surface wave motion.

The effect of range in separating the body and
surface wave phases is illustrated in Figure 4 by
the particle mottions of a single event. At 17 m
the P wave motion is not strongly linear, nor is
it sharply distinguished from the onset of the
SV-Rayleigh wave, The separation of body and
surface waves becgmes more distinct with the
evolution of strongly linear and retrograde
motions observed at more distant ranges.

The effect of prorpagation distance ls evident
in the decay of P and SV-Rayleigh amplitudes. In
Figure 5, decay rates Of the phases are estimated
by a linear least squares fit to the log of the
amplitude versus the log of the range. The P anad
SV-Rayleigh waves display faster decay rates than
are expected for spherical and cylindrical wave

fronts, respectively. Radial P decays
as r-'"*%, vertical P as r-'"?, radial Rayleigh
as r-'"%, and vertical Rayleigh as r-°'?. These

decay rates include the effects of geometrical
spreading, complex atructural interactions,
scattering, and intrinsic attenuatiosn,

VELOCITY WAVEFORMS

observed at 73 meters
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PARTICLE VELOCITY at 228m
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PARTICLE VELOCITY

for 5.64m event

RADIAL and VERTICAL VELOCITY
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Fig. 4. Velccity waveforms and corresponz.ng ? and S5V-Rayleigh particie motions for
the 5.6 m event at four recording ranges. ‘a: ®adial (so2li1d line) and vertical (dashed
linel vzlozity waveforms, Bars ind.cate P 3r- SV-Rayleign time windows. (b) Particle
m>%icng for the P and SV-Rayleigh windows.

in corner fr:g. nzy hetween the radial and verti- i0-Hz band as the SV-Rayleign contribution
cai compans L at L same range or the difference _Flynn, 19858), The increase of 10- to L0-Hz
vetween two *.fferent ranges is comparable tc the spectral amplitudes that accompanies arn infrease
z- to 3-ka var;at. »n, corner frequency of source depth agrees with the time domain P
va~lation. for thic data set are small, of trs amplitudes in suggesting a jlarger contribution of
order of Z0% a mu3t. NO appreciable increase Cr P wave energy for the deeper events., Tne low-
decrease 1 tre long p.~iod level of the specira frequency band of 410 Hz lacks a consistent
QUCUrs W.Lh Changlng source depth. increase or decrease of spectral amplitudes with
A coumparisoun in T.igure 9 of the svestra of the deptn, suggesting that for the events under shtidy
dJdeepedt and tne 50 1owesl events illustrates the tne amount of SV-Raylelgh energy produced is not
change 1n spectra. snhape that coincides witn an a surong funciion of source deptn,
increass ¢ source bwurial deptn. Tae higher
c.rner freyaency »7 the deqper event is reflected
in  tne  1ncreass  of high-frequency spectral Modeling of Source and Propagation Effects
am; .tudes, At tnhe iong periods the two 3pectra
con-srge for t.e desthe and ranges studied. The depth effects that have been outlined in
Sprctral ratics of tne deepest Lo the shallow- the time and Tfrequency domains c¢ontain botn
est sources were .« lgulated in the [requency source and  propagation depth  effents. The:
domain and smoothed Gy 3 f.ve-point running mear Dbs-_-rvati.ons can be expressed In general terms as
(Figure 10). The incre:se  in  high-frequency a convolution of the source function witn
spectral amplitudge o tr deeper event is repre- propagation patn effects, or in the freguency
sentes by a sjectre  ~&-.3w greater tnan 1. At low domain as

freguen~ . ¢s (<10 H: the 8pectral ratios dre not
consistently Smaliser (- greater tnan 1, bul at

high fregauncies "1J.« Hz) the deepest event has Uifs = GLL S0 ()
a fartar of 2 agreas: in spectral amplitude,

Time: domain win.ow3 of the P and SV-Rayleign where U are the observations, S tae Ssource
waveform  and Fourler ona yous identifies the 10- function, an1 G tne Green's function o impdise
to Uh-Hz tar ' ac the P ocor‘~ibution and tie U- to response of tne medium,

"
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RADIAL AMPLITUDE
vs RANGE
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VERTICAL AMPLITUDE
vs RANGE
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Spatiai decay of P and SV-Rayleigh velocity amplitudes. Amplitude decay is
eacr plot.

(a) Hadial P and SV-Rayleigh

amplivudes, (o) Vartical P and SV-Rayieign amplitudes.

Source Effects

In an attempt to create a reference against
whilcon Tne @ata can be judged, the (Mueller and
Murphy, 1971] source mode] was used to predict
sourze effects for scu ze depths between 1.8 and
1.5 m. This model is for fully contained
sources and acts as a slandard against whicn the
cratering exploslons can be compared, Snown in
Figure 11 are tne predicted effects of source
depth on the far-field source potential, From
1.8- to 11.,5%-m source depth, the corner frequency
of the source {3 predicted to 1necrease by
approximately a facvor of 2, a much larger
in2rease tran observed in tne data. Tne long
perind level of the spectra drop by a fastor of 2
from tne 1.8~ to !'1.5-m source, The observations
show n% consistent decrease 1n the long pericod
levei (Taple 1), The spectral ratio of the 1,8-
to Y1.5-m sources has a tWofold increase 1n high-
frequenzy amplitades {(Figure 12) and is compar-
anle to tne observed amplitude ratios (Figure
10y, Tne obsgervations appear Lo demon3trate some
of tne predictel source deptn eflecte, bLut chey
T4cv Gther of  the predintes sourcee efflucts,

amely, tne drop in dong peraod level,

Propagation Effects

The contribution of propagation effects to the
depth-dependent observations can be tested with
synthetic waveforms generated by idealized propa-
gation models. The velocity model whicn best it
the test site [Stump and Reinke, 1982] consistes

of compressjonal velocity, shear velocity, and
density which {ncreased smoothly from surface
values of 375 m/s, 244 m/s, and 1.67 g/cm’,

respectively to values of 1128 m/s, 610 m/s, ani
2.1 g/em® in the half~-space at 25-m deptn (Figure
13;. Tne depths and P velocities &t the silte are
well constrained, while the shear velocities are
not  as well xnown, The P and S Qs in tnis
initial model were assumed to be 100 and 44,
respentively.

Green's functions were calculated by a modi-
fied reflectivity method and convclved with the
theoretical source function for the 11.5-m deptn,
This convolution was completed so that direct
comparisons wWith the band-limited observationa:
data could be made. The resulting waveforms are
given 1n Figure 14, Tne P amplitude can Le soen

to inoreane wWitn source depth relative to tne S§V-
The mode)l produces a fatior

Hayieign amplitude,
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of 1.7-U4.9 1nz2rease in P oamyltade wilh Source and  tnre effects of Lne shallow  low-veloelity
depth, whi?n 1S COomparatlie Lo tac Lnerease  of layers ars reduted.  ALLLOURR LhT Synblhclicc more
ovserved P oamplitudes (2-6), Tne SV-Rayleign ¢ciosely repiitcate the observel spatial decay than
amp. itude decreasss by a factur of 3.5, whinn ;3 a simp e elastic half-space, the observatiornal
more pronounced tnan tne 20-40% decrease Lhal w~a3 dat4 1n mOsL cases decay faster than tne syn-
observed. thetics. Tnis observation indicates that effecis
Ccomparisnnu of tre spatial decay of the Green's sachi a3 intrinsic  attenuation and scattering
functions cas be made witn tne data,  For ine could be underestimated in this model,
1.84-m egyntnetinc sSourge the vertical P owave In tne frequency doma‘n the corner frequency
decays as r ''? and the Rayleign wave dec3ys as decreases by approximately 2 Hz, which is unlire
r %%  Tne ouserved decay vaiues for this source tne snift Lo higher {requencies observed an tne
) depth  (Figure 5b; are r ‘7 ang  rte9, data. Tne long per1od level displays a slignt
resprotively. Tne radial syntnetics for  yhe 1nereass Wilh source deptn.
1.8U-m snurce give P and zjie.gn decay rates of In summary, the Green's functlions can account
r Y and r %" compared Jatn ouserved values of for an 1ncreased Powave amplituds witn depth, Lu
pTtef ana 1T (Fagure ba,. For the 1.4-m tney canndt ascount for an inereasing ¢orner [ro-
source tne ve-tical syathetios (Poand Rayleign) quncy or a nondecaying long period level, and
decay a5 r YV ans o 9% compared Wiln Onuerved they produne  an SV-Rayleign wave that s Lo
- - - ' - v ot - 1} . - -
values of r 1'% and r %%, The radial Syntnetic surongly deptn dependent.
vaiues for tne deenor souroe ars f_"“" and f_'-o" Lomnined Sourse/bropagation Ef fest
compared J4itn observed valas. of ¢ 7 ang ro ¢ 7, - -
Botn Lo Synbactoon and Lo oLservatllons sl Predrated gouarce depth effe2hs woere comhined
redoced gecay rates a . the sogrcee deptn increanes Wilno tneorelical  propagsteon deptn eflects Ly
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P:R RATIO vs SOURCE DEPTH
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furition of source depth, for botn the radial angd
vergical components,

convolving the Green's funetions  with the
appropriate Mueller-Murphy source function
derived for each source depthn, The Mualler-

Murphy predictlons are striotiy for fully con-
tained sources, The spectral ratios resulting
rom ToMTined  30urce  and propdgation
effects are given 1in Figure 15, The shift of
source  energy to nign-frequencies 15 roughly
balanced by the decrease in nign-frequency energy
for tne dee; r propagatinn path. At long periods
the 3spectral rabtio is sligntly greater tnan 1
particularly at tne 228-m range.

Comparing the observed (Figure 10) and calcu-
.ated (Figure 15) speotral ratios, it is evident
tnat  the observatjons contain depth effents
beysnd those that can be accountetr for by the
Mueller-Murpny source model and the layered
Green's functions, Tne deptn effect tnat 1S not
satlsfaztorily modeled is tne twd Lo one spectral
ratico at hign frequencies (10-47 iy,

Tne physiz2al deptn effect that 18 addressed by
neit.ner  the Green's functlons nor tne Muzller-
Murpiy source scaling laws is tne effect of
moving from & partially contained Lo a fully
contained burial deptn, Based upon the modsling
eLrelse, 1t 135 QOnC1uded that the  fully
cuntalned source generates more hgn-{requency

tnecn

'

Effects of Source Deptn on Seigsmograms

energy as a result of an increase in coupling
over the near-surface source, In order to
experimentally quantify the 1ncreased coupling
efticjency with increased burial depth, the total
sei1smic energy 1in the observed waveforms |is
calculated as a function of source depth.

DISPLACEMENT SPECTRA
OBSERVED at 73m
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ACCELERATION AND NOISE SPECTRA TABLE 1b. Levels of Observed
flanqn 73 m Displacement Spectra, x10°
316 —
Source Depth, m
0} Verliral w0 Nawial
s / h“\ Range, m 1.81 3,16 3.96 5,64 11.5
:Z hRA )'\,' !’” ? /\“f i
o e 0 / i Radial
< vy ) \y‘ * : 17 3.20 3.20 3.00 6.00
3 ' o AT 37 1.00 1.00 0.70  0.80
' 0 '© _ 73 0.70 0.70 0.50 0.40 1.20
" s — e e 223 0.22 0.40 0.28 0.31 0. 40
10 10 10
top Mranguency {Hr) Vertical
17 1.10 0.90 0,80 t.20
Fig. 8b. Acceleration and noise 3spectra for a ?; 8'32 8'23 3‘23 8'32 0.72
typical event, illustrat.ng tne effective 228 0.28 0.37 0. 30 0. 35 0. 40

pandwidih of 2-20 Hz,

Energy Calcuiatinns
of mennhanism3 such as scattering, intrinsic
Attenuation and attenuation, and wave propagation phenomena as
- illustrated in the synthetic calculations.
Apparent attenuation is estimated from tn>

Energy as a function of depth :s best quanti- seismis energies which are calculated frox
fied after spatial dependencies nave Leen removed observatinnal velocity records.
from tne data. The dala set lends itself to an Calculation of seismic energy begins with the
enmpirical determination of range-dependent propa- energy flux ‘Wu, 1966; Perret, 1973]:

gation effects whien are represented as tne

spatial decay of P and SV-Rayleign energy. The P
Y yiei8n eners F=opc [ Ivit))? at

and SV-Rayleign energy <1splays a range depen- 3
dence wnich . greater than simple genmetrjnzl

spreading. Since tne goal of tnis part of Uune wnere [ is energy fiux in ergs per square ceav;-
investigation was tne gquantification of c¢oupled meter, p is density (g/em’), c 1is propagation
energy in tne wave f.eld, an emparicai spat:al veiocity f(em/s), and v(i) s recorged parlic.e
decay was determined, Tne total decay couid then veiocity (em/s).

be ustd Lo quantify tne erergy 1n the wave field The energy fiux, F, was caiculated for botn P
at any ovservational range. The apparent and SV-Rayleigh arrivals. Th- P arrival corre-

attlenuation can be represented a5 a decay.ng

¢ . of sponds  to  the time duaration over whicn the
unztion range

particle mntinn  was linear; the 3V-Rayleigh
arrcival was mar<ed by tne onsel of retrograde
motion (Figures 3 and 4).

Using Parseval's tneorem, tne energy [lux was
calculated in the frequency domain

A - Ry expia T, (2)

where a i3 tné apparent attenuistion and » 13 tne
rang=. Tneé apparenl atlenuation 13 a combination

[ ivierss ar = 17¢en) [ V(@)1 dw (u.

TABLE la. Jorner trequincies of )
Ovuserved Displacement Speoira wiere V(w) ts the Fourier transform of v(vL}.
The advantage of calculating thne en2rgy [lux
in the frequensy domain 1Is that tLhe apparen®

Source Deptn, m spatial attenuation can be derived for eaca of

tne twp frequency bands considered, a P band ang

Range, m 1.84 3.6 3.96 5.6H 1.5 the SV-Rayleign band, where the apparent attenu.-

] tinn i3 assumed to be frequency independent
Racial W“1tnin eazh of tnese bands.

7 10,0 10,5 11.0 10.Y The P and SV-Rayleigh time w~indows were

37 10.0 1.0 [ 1.0 tapered and transformed, padding to 250 points

' 73 160.0 10.% 10.5 L r2.s for the F window and 512 points for the 3Y-

224 10.0 10.0 10,5 0.5 1.5 Hayleign window, The function [V(w)j 15 plottel

in Figure 16 for the P and SV-Rayleigh windows,

Yertical Tne P wave energy 1S peaxed in the 10- to HO-Hz

17 12.0 12.4 15.0 15,0 band and the SV-Kayleigh energy 18 1n the 4- 195

31 1.0 1.0 4.0 5.0 10-Hz band., Tne amplitude of tne P wave speti-ur

73 10.0 15,5 1.0 Va0 12.h nas failen off by neoriy a fartor of 14 at 40 iz,

223 9.9 9.5 9.5 V0.9 Tilo winich means that V(.Lij? nas farsen olf Ly 4o

—_— - factor of 100, Tne F Wave energy was taxen Lo be
-— ¥
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DISPLACEMENT EPECTRA

observed at 17 and 37 meters
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DISPLACEMENT SPECTRA

obaerved at 73 and 225 meters
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Compar.scn of 4d1aplacement specira of the deepest and shallow=st events, The
shailowast event (s2114 line) is the 1,8-m event.

The deepesti eveni (dashed line) re-

corded at 17 and 37 m 1s the %.5-m eventi; tne deepest event recorded at 753- and 228-m

18 tie 11.5-m event. (a) Displacement spectra for the 17- and 37-m ranges. (b; Dis-
placement. speatrsy far the 73- and 228-m range:

the sum of tne energiles contrinuted by fregu«n-
c1¢3 between 8 and 40 Hz, The SV-Ra,leignh energy
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EFFECTS OF DEPTH ON
MUELLER-MURPHY SOURCE POTENTIAL
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Fig. 11, Predicted effects of depth on the far-

field source potential of {Mueller and Murphy,
19715. Theoretical source spectra are shown for
the 1.8-, 5,6-, and 11.5-m source depths,

wnere E 13 energy
centimeters, For
energy becomes

in ergs and R
cylindricatl

is range in
waves tne total

L = 2nRnF (5)

where n 1s depth of cylindrical wave froat and is
derived for hfaylelgh waves in the appendix.

The total spherical (P) and c¢ylindrical (Sv-
Rayleigh) energy as determined from the observa-
tional data is plotted in Figure 17. The decay
of wenergy witn range 1s ca.led the apparent
attenuation, The lir ar slope of the log energy
plot is tne decay corstint, a, in (2) and
represents the combination of all remaining
mechanisms of Spat.al attenuatiosn, The energy
values reprasent a variety of freguancles. Jince
these measurements were ut.lized .n tne attenu-
ation delerminations, tne decay coefficent a 1s
estimated in Lhe 8- Lo 40-Hz band for the P wave
and the Y- to 12-Hz band for the S5SV-Rayleign
Wwive. Base1 upon tN1s akalysis tecnnlque, 1t 1s
difficuvlt to constrain any frequency dependence
‘n a. Table 2 lists tne least squares values of
the energy decay rates and their correlation
coefficents. Interpreting tne gpatial attenualion
in terms of Q, o%ne must assume 4a freqguenzy
dependence. Values in tne literature for regional
data range from £°°% to f'"'Priestley  and
Chavez, 1¥87; Butler et al.,, 1937]), For simplic-
ity, Q 15 assumed linear in frequency:

A = A exp (-ar) = A, eap (rwr/2eQ) (7)
9= w/Zca (8,
The Q values calculated from tne P oand Hv-

Rayleign attenuation rates are given 1o Tabie
3. For tne radial component, % ranged from 5 (%
Hz) to 2% (40 hz) for P and 10 (4 Hzy vo 30 (12
Hz) for SV-Rayle.gh. For tne vertic4! component,
G ranges [ 15 (% Hz, v Yy “us Hao tor oo
18 (U Hzy to Yu (12 dey fer SV-layloign.  Thoese

Effects of Source Depth on Seismograms ug2g

differences 1in raacial and vertical decay rates
may be pa~tially attributed to the different
propagation path etfects that were synthetically
modeled earlier,

Energy as a Function of Depth

The a values are used to correct for the final
range dependence in the energy calcujiations. The
range-corrected P and SV-Rayleigh energies are
plotted as a furction of scurce denth in Figure
18. The range corrections are pa°ticularly
effective for the radial component where thx
energies calculated at each range for a given
depth differ at most by a factor of 3, The
vertical P wave energies still ccntain some
scaiter for the different ranges, with energies
differing by nearly a factor of 10 at a given
dept.h. Some 1mprovement in these estimates may
be obtained by allowing a in the decay estimates
to become frequency dependent.

Normalizing the P and $V-Rayleigh enargies to
the sum total of P plus 3SV-Rayleigh energy, it
can be seen fron Figure 12 that the shift in
energy distribution from the shallowest to the
deepest source is a shift from SV-Rayleigh to P
energy. The average recording of the snailowest
event contains 430% P wave and 60% SV-Ray.eig:n

enerev. The average recording of the 3.9- and
1.~ ints contained 72% and 83% P wave
ener . :spectively. The percentage P wave
energy; .ncreases rapidiy from 1.8- to %.9-m

soyrce derth, and more siowly to the final deptn
of 11,5 m.

The increase in P wave energy from 40% to 83%
of the total seismic energy confirms that the
fully contained source 15 a more efficent
generator of P wave energy than the near-surface
source, The absolute energy 1acreases from an
average of B x 10'? ergs for the shallowest event
t2 an average of 22 x '0'? ergs for the fully
contained event, Since al]l events were of the
same Slze, witn a yield of 10'* ergs [Meyer,
1981], tne 1increase in total seismic energy

MUELLER-MURPHY SOQURCE RATIO

SPECTRAL RAT!O
o

o b T ~T 1
i 107 i1
LOG FREQUENCY (Hz)
Fig. e,

Specteal ratiao of  tne deeptst Lo

gnallowest Maeller-Marpny sources.
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GRADIENT SPECTRAL RATIOS

73m RANGE l

RADLAL VERTICAL

el

=

— —
= ‘

o

<

oo

= 228m RANGE

ié-J

v

e e e Svee-
i
!
1% - e e T T b [ B : PR N
" g 194 107 10 10°

LG FRZZUENCY (hz)

Fig. ¥ . 3Speztral ratios of gradient gpecira with source elfects included.

the help of tneorwi.izzl LounCe anc propagatisn rates, The source depths spanned the range fron
models.  The data 34U he Wnfor *nlx analysis was partially to fully contalned, correLpnonding L0
avplied {8 wunique far (w2 reas ns: the small source symmetries wnich vary from cylindrical to
s—ale of the experiment -, cunt:guration and tne spherical. The dominance of P and surface wave
control of source deptne and recd ding ranges. mations is therefore important tn this
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ENERGY vs DEPTH
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Fig. 18. P and SV-Rayleign energy as a function of source depth for the radial and
vertical components,

gnunce dentn, The combined source and propaga- increase in high-frequency energy is attributen
tion effects thus gave no  inerease in hign ts the differc:ce between the shalloaw partialiy
frequency energy unlike the observational data, contained cylindrical source and the deeper fully
The increase of the 10- Lo U0-Hz P wave energy contalned spherical contained source, These
from 40% to 829% of the total seismic energy conclusions could only be made after accounting
quantifies the observed shift to higner fre- for propagation effects at the test site. Tne
quencies and adentifies the snift as one from source coupling efficency increased trom 0.7~1.0%
surface wave energy o P wave energy as source for the near-gurface explosion to 1.,9-2.9% for
deptn ingreases., Based upon tne modeiing, this the fully contained.

Tnis investigation has quantified the deptn
dependence of P and SV-kayleigh arrivals from
smail explosions at near-3ource diatances. Sucn
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w >
c(;j R quakes, quarry  blasts). In addition, 1local
¥ = . - ooz EamAnS structural variations may mask the acurce effects
vl S — 5N CBLER VAT.ON [Suteau-Henson et al., 1947,;. The apparent
Tz S .o T2 RENGE sensitivity of R, o source depth may Dbe thne
=" . 2 : .
“Z e reglonal equivalent of tne SV-hayleigh ovuserva-
o
TABLE 4, Total Se1smie hnergy 21012
[y
€2
L Rang:-, m
Ci ) - ) . )
G i RN benin, o 11 31 HE I
—i - . —_ - -
oo Phe e 1.E 1.53 0.749 007 TET
=7 i 1,20 1,10 0.9 Voo
" ee— r———— ——— e ety - . . H H
P g 12 - .5 0.4 O G55
SERTH ‘M, ' LN L) VB Tl
) 1,0, i
Fig. Vg, bPopoesvage v oont L Magiseagn o encryy ol

. - : iy~
L Loba. Seumna elergy, Cobal il ey e gy 3y VU e




4834 Flynn and Stump:

tions made in this study [Kafka, 1987]. As tnis
small-scale study 1llustrates, such conclusions
cannot be made quantitatively until both the
source and propagation depth effecte are
carefully i{solated.

Appendix

Rayleigh amplitude A. 1is assumed to be a
decaying function of depth, Z:

A, = A exp (iksz)
where 8 = (C3/p? -1)°.%, K 18 the wave
number, 2n/X,and A is a constant. Wavelength X =
cT, where c is phase velocity and T is period.

The Rayleigh wave front 1s approximated by a
cylinder of height h. For a particular observa-
tion of SV-Rayleigh amplitude, A,

f: A, dz = An

where h {s some depth given by

foAr dz = joA exp (iksz) dz
= A/iks exp (iksz) IZ
= -~-A/iks
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| STOCHASTIC GEOLOGIC EFFECTS OGN NEAR-FIELD GROUND
MOTIONS IN ALLUVIUM

By RoBERT E. REINKE aND Brian W, Stump

ABSTRACT

Analysis of accelerograms recorded at the 20 m range from a buvied 5-Ib
detonation in alluvium revealed wide (as large as 20 dB in the amplifuce mod-
vius of the Fourier transform) variations in response for frequencies above
35 Hz. Additional experiments were performed which ruled out source asym-
metry or instrumental irregularity as the cause of these variations. The ob-
servations suggest that scattering by geologic inhomojeneity is responsible
for the frequency-dependent spatial variability in ground mation. A thorough
understanding of the physical processes responsible for this variaoility re-
quires that & quantitative relationship be established between the subsurface
material property information and the observed ground motion characteris-
tics. An attempt was made to do this using available standard penetration
test data from the test bed where the initial experiment was detonated. Au-
toccrrelations of the blow count data from the standard penetration test were
computed and compared with theoretical exponential and Gaussian distri-
butions. The exponential distribution with a scale length between 2.0 and 3.0
m best matches the data. Assuming the Born approximation, a scale length
of 2.0 to 3.0 m implies that significant scattering shouid occur above 10 Hz.
The recorded ground motions are, however, coherent out to about 35 Hz, sug-
gesting a scale length on the order of 0.5 to 1.0 m, which is beyond the res-
olution of the standard penetration test technique. This scale length is, how-
ever, not unreasonable in light of the general geologic characteristics of the
test area.

INTRODUCTION

Several recent studies have found a surprising lack of coherence between
ground motion waveforms recorded at stations separated by only a few tens of
meters. McLaughlin et al. (1983) discuss the station-to-station waveform coher-
ence for near-field explosion accelerograms recorded on a nine-station array at
Pahute Mesa, Nevada Test Site. For this array, at a range of 6 km from a 5.6
M; underground explosion with an interstation spacing of 100 m, strong incoh-
erent signals were found above 5 Hz on all components. This incoherence was
attributed to scattering. Vernon et al. (1985 discuss earthquake seismogram
coherence for a nine-station array with an interstation spacing of 50 m. This
temporary array was located near the Pison Flat observatory in California. Sev-
eral events with magnitudes between 3.0 and 4.2 and hypocentral distances re-
ing from 10 to 50 km were analyzed. For this data set, P waves were founc
be coherent up to the 25 to 30 Hz region, with S waves up to about 16 Hz. This
variability in ground motion over such shurt distances raises questions about the
appropriateness of using single-station point measurements of the grounc motion
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field for the inversion of source functions as well as the use of the peak ground
acceleration statistic based on single-point measurements,

Smith et al. (1982) analyzed the near-field motions from the 1979 Imperial
Valley earthiquake. This data set was obtained from a closely spaced array of five
stations. This study confirmed that incoherence of higher frequency ground mo-
tions could, because of averaging effects, reduce the high-frequency input to build-
ings with foundations of large areal extent. Analysis of this particular data set
suggested that base-averaging reduction factors of 10 to 30 per cent would have
occurred for foundations 50 m in diameter for frequencies above 20 Hz. No sig-
nificant reduction would have occurred for frequencies below 5 Hz.

This frequency-dependent spatial variability in ground motion has also been
observed on some small-scale, high-explosive tests conducted in dry alluvium.
An array of six triaxial accelerometers spaced at six azimuths at the 20 m range
from a buried 5-1b detonation ,ielded waveforms which were incoherent above
30 to 35 Hz. In an effort to determine whether these variations were induced by
instrumentation, source asymmetry, or scattering due to geologic variability, a
series of small-scale, high-explosive experiments were performed. This paper de-
scribes the results of these experiments and the physical interpretation of the
data.

THE INITIAL EXPERIMENT—THE ART 2 TEST

The Array Test Series (ARTS) was a series of single and multiple 5-1b expiosive
tests conducted in dry alluvium. The ARTS was formulated, designed, and im-
plemented to investigate the guantitative effects of finite explosive sources upon
observed motion fields. The single-burst tests in the series were intended to thor-
oughly characterize the single-burst ground motion environment (Stump and
Reinke, 1987). One of these tests, ART 2 (Table 1), was intended to determine
the degree of azimuthal variation in ground motion levels resulting from a single-
charge event. The experimental layout for this test is shown in Figure 1. Six
triaxial servoaccelerometers were placed at the 20 m range at six different azi-
muths. These accelerometers were recorded by three-channel digital event re-
corders at a rate of 200 samplers/sec, with a 5-pole low-pass Butterworth filter
at 70 Hz. The original accelerograms, along with low-pass (30 Hz corner) and
high-pass (40 Hz corner) filtered versions, are shown in Figures 2 and 3. Fourier
acceleration specira fur the waveforms are shown in Figure 4. Examination of
the acceleration traces and the spectra in these figures reveals considerable simi-
larity in the various waveforms below 30 Hz, while large azimuthal amplitude
variations are observed for frequencies above 30 to 35 Hz. The accelerograms
show that the high-frequency energy arrives after the initial coherent low-ire-
quency responst with a great variahility in wave shape as well as amplitude.
The vertical and radial spectral shapes (Figure 4) are similar between 5 and 35
Hz, while variations up to 15 1o 20 dB occur above 35 He.

ExrerIMENTAL DESIGN

Three pussible source for the observed azimuthal variations in waveforms have
heen identified: (10 ne.un ‘ormity in instrumentation response; (2) asymmetry
in the explosive source; i t(3) geologic inhomogeneity. In order to experimen-
tally investigate the first poss ality—instrumental irregularity—the ART 19
test (Tahle 1y, also called the hadd!  test, was performed. In this test, all 7
three-component accelerometers wer . aced in a closely spaced group at the 20
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TABLE 1
DESCRIPTION OF EXPERIMENTS

Expeniment

Description

ART 2 Single 5-1b charge buried at 1 m.
Recording array showed 6 triaxial
accelerometers at different azimuths at
the 20 m range.

ART 19 “Huddle test.” Single 5-1b charge buried
at 1 m recorded by 6 triaxial
accelerometers in a closely spaced
group at the 20 m range.

ART Il The "pit shots.” Series of five 5:1b buried
charges all fired at the same ground
zero and recorded by 6 triaxial
accelerometers spaced at equal
azimuths at the 20 m range. The
nitial charge was detonated tn silu;
subsequent charges were fired in a
sand-filled pit.

ART 1112 Single 5-1b buried charge recorded by 6
accelerometers at the 10 m range and
6 accelerometers at the 30 m range
Accelerometers were spaced at equal
azimuths.

Y

IOm

= 90" o

source

sond

122m 14 4°

5% charve jli] | - xew v

® source A receiver
Fi. 1 Experimental layoul for the ART 2 test event

m range (Figure 5) from a 5-1b charge detonated at a depth of 1 m. Individual
vertical and radial spectra from this test are compared in Figure 6. The resulting
spectral scatter, as observed in these figures, is at most 2 to 4 dB over the band
from 5 to 70 Hz, much less than that observed for the azimuthal data. In fact.
the higher frequency scatter (40 to 70 Hz regiony shown in these figures may not
reflect true instrumental irregularity, since, as seen by examination of Figures
5 and 6, the accelerometers which are physically closest in the field do possess
the greatest degree of similarity in spectral shape.




1040 ROBERT E. REINKE AND BRIAN W. STUMP
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Fic. 2. Filtered verucal acceleration records from ART 2. Record length 1s 0.5 sec.

An additional set of experiments, the ART 1l series (Table i), was designed to
determine whether azimuthal irregularities in ground motion result primarily
from propagation path variations and scattering by geologic inhomogeneity or
explosive source asymmetry. The test bed layout foi the ART 1I tests is shown
in Figure 7. Ground motions were recorded by triaxial servoaccelerometers and
three-channel digital event recorders at six equally spaced azimuths at a range
of 20 m. The ART I series of tests consisted of . ve separate 5-1b detonations—
all fired at the same test bed with the accelerometers remaining in the rame
pusition from shot to shot. The initial detonation was fired st a depth of 1 m n
sitie. The resulting crater was then excavated and a new 5-1b charge emplaced
mn the resulting pit with uniform sand rained around the charge Tins process
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was repeated a total of four times. Thus, the ART II series of tests consisted of
five shots, one in situ and four pit shots—all using the same test bed and an
identical recording array.

The goal of the ART II tests was to determine whether source asymmetry or
geolngic factors were the dominant cause of the observed scatter. By repeating
the experiment five times at the same location, five sets of triaxial accelerograms
and spectra were oblained for each azimuth. If the observed data scatter were
produced by geologic inhomogeneity, then one would expect very similar accel-
eration waveforms, as well as amplitude spectra, to be observed from shot to shot
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Fi 7. Test-bed lavout for the ART II tests.

at the same recording station. The detonation of a 5-1b charge is, of course, not
strictly a repeatable phenomenon, since the initial in situ detonation destroys a
portion of the test bed by formation of the crater. Excavation of the severely
disturbed material comprising the crater and subsequent emplacement of the
charge within the pit was intended to make the experiment as repeatable as
possible. The transition from the ir situ test to the pit sequence was the most
severe. The in situ shot produced a crater roughly 2.2 m in diameter. The crater
was excavated, producing a pit about 3 m in diameter and 1.3 m deep. The di-
mensions of brth crater and pit increased slightly with each shot. The final pit
was about 3.5 m in diameter and the final crater about the same diameter.

While the ART 2 and the ART Phase I (the pit shots) experiments investigated
azimuthal ground motion variations at the 20 m range, the ART 11I-1 experiment
{Table 1» was designed to investigate the influence of range upon the observed
azimuthal variations. If scattering by geologic inhomogeneity 1s the dominant
fuctor producing the azimuthal vanation, then one might expect the degree of
vaniation ta incerease with range of the receiver arrayv. The ART 111-1 test consisted
of 4 H-lb eylindrical charge detonated in situ at a depth of 1 m. The ground motions
were recorded at a total of 12 locations using triaxial servoaccelerometers and
three-channel digital event recorders. Six recording stations were placed at equal
aruouths at the 10 mrange, and the remaining =i were placed at equal azimuths
at the 30 m range.

Stovta~iic Diersiastie Crassiii atios Toonis anb Data ANal vsis

One approach te gquannify the observed vanation in the data sets 1= 1o compute
the coherencs between station parrs in s manner analogous to that empdoyed tn
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McLaughlin et al. 11983). The coherency is defined by

by (w) |

((‘j)u(m) : d)_‘,_‘(m))‘ :

Yo fw) =

where &,.(w) is the Cross-power spectrum. by fw), d)_\_\(uﬂ are the power spectra of
the two time series, and w is the circular frequency. As is well known, smoothing
must be applied to the spectra prior to estimation of the coherency in order 1o
minimize variances at each frequency. For the coherency estimates computed
here, a 4-point lag window was applied to the spectra prior io estimation of the
coherency factors.

Coherencies were computed between the 0° data and each of the other recording
stations. The time windows used were 128 samples or 0.64 sec in length. This
length window encompasses all of the wave train. At this relatively short range,
it is effectively impossible to separate the various components of the waveform.

The computed coherencies for the station pairs are shown in Figure 8. The
coherence factors for the vertical and radial components arc higher than might
be intuitively expected after examination of the spectral plots in Figure 4. How-
ever, as Smith ef a/. (1982) point out, the coherency will be unity whnen the signals
at two stations are related by any linear transfer function, so the coherence
function is not a direct estimator of the variation of amplitude across an array.

Based upon the results of the coherency analysis, an alternate approach for
analysis of the data was taken. The set of amplitude spectra of the azimuthal
observations was treated as a statistical ensemble. An example of this technique
applied to the ART 2 data is shown in Tigure O The mean and variance of the
spectral ensemble were calculated as shown assuming a log—normal distribution.
These figures illustrate p the mean) and p = o (the mean = 1 s.do for the
vertical, radial. and transverse data from ART 2. The vertical and radial data
show small standard deviations between 5 and 30 Hz. Beyond 35 Hz, the wadth
of the deviation band increaces until at 40 Hz the expected scatter in the Fourier
modulus is 8 dB or greater. The transverse motions, on the other hand, show at
least 8 dB scavter throughout the entire frequency band; although the overall
mean amphtude 15 reduced abeut 10 dB from the radial and vertical ampiitude
levels.

The lack of coherence below 5 Hz on all compunents has several pussible sources,
This effect was first thought to be due to signal-induced tilis 1 the accelero-
meters. Integration of the acceleration traces and subsequent attempts to correct
the resulting veloeny and displaceinent records did not significantly change the
ectimates Jtis kely that aliasing and or noise is the canse of this Jow-frequency
inioherence. The amphtude level in this region s very low relative to the igheor
frequencies Even a smo Y amount of ahased energy would significantly affert
the apparent colierence this reghon which < well below the corner frequency
of the 5.1 <ource At higher frequencies. the hased energy level s insigmficant
relative to the amphiude of the direct source energy

Another measure of the duta scatter in the freguency domaan o the cocthicient
of vartaunn OVt Bethea ef al, 19855 The CV . the ratio of the standare de.

{ . * (I - . . vy
viation 1o the mean (k Vo - ) CVe for the ART 2 spectra are ginvenm bigure
v

10 For ART 2 the OV oon the radial and vertical component~ merease: with

frequency <OV 05 from 5 to 39 Hyothe transverse component CV e
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Fic. 8. Computed coherencies for ART 2.

approximately constant at a relatively high level (>0.5) across all frequencies,
suggesting that the transverse component is uncorrelated at all frequencies. By
way of contrast, Figure 11 shows the very low values of the CV between 5 and
60 Hz for the radial and vertical components of the Huddle (ART 19 test. The
advantage of the CV as an estimator of the data scatter across the array is that
all stations in the array may be used in the single estimate as opposed to only
a pair of stations in the coherence estimate.

Amplitude spectra of the vertical acceleration waveforms recorded at the 0
azimuth for all five of the ART 1I pit shots are compared in Figure 12. The sets
of spectra recorded at the other azimuths and the other components are similar
in character to the 0" vertical test. The four pit shot spectra are quite similar in
shape and amplitude, while the in situ shot spectrum exhibits a shape which is
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q

similar to that of the pit shot spectra, but higher in amplitude for almost all
frequencies. Two of the pit shots are almost identical in the frequency domain:
pit shots 3 and 4 also group closely together over most of the frequency hand.
The greatest change in amplitude from shot to shot occurs in the 30 to 35 Hz
region. This area of the spectrum is fairly flat for the in situ shot; however, a
spectral hole develops for the pit shots which deepens with each successive pit {
shot. Even though the shape of the source spectrum may change from shot to
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shot, which is to be expected since introduction of the backfilled cavity results
in more energy lost in cratering, greater attenuation and a larger cavity, the CV
should change very little if the source remains cylindrically symmetric for all
shots. Figure 10 shows the azimuthal CV plotted as a function of frequency o1
the vertical, radial, and transverse components, respectively, for all five shots.
The normalized standard deviation curves are very similar for all five shots out
to the system antialias filter at 70 Hz. The CV curves from ART 2, which was
conducted near the pit shot site but on a different test bed, are also plotted in
this figure. The change in the CV curves between the two sites is much larger
than the variation from shot to shot for the pit shot sequence. The relatively
small scatter in the CV curves for the five events of the it shot sequence (the
in situ shot plus the four pit shots) suggests that source asymi...try plays an
unimportant role in the development of the azimuthal variation in ground mi.tior
response.

The ART III-2 (Table 1) shot was designed to determine the degree to which
azimuthal variation increases with range from the source. In this test, ground
motions were recorded by circular arrays at both the 10 and 30 m ranges. CV
plots for the vertical, rudie), and transverse spectra for both the 10 and 30 m
ranges are given in Figure 13. These results support the contention that the CV
increases with range.

ReLATION OF OBSERVED AZIMUTHAL VARIABILITY TO TEST SITE GEOLOGY

The tests discussed in this paper were conducted at the same test site in the
Rio Grande Valley south of Albuguerque, New Mexico. The subsurface geology
consists of dry alluvium down to the water table at a depth of approximately 75
m. The site lies in a small shallow basin which in earlier times contained a playa.
In general, the site is underlain by unconsolidated eolian sands, alluvium, and
lacustrine deposits 15 to 30 m thick. Beneath this material are the tertiary Santa
Fe and Galisteo formations, 180 to 300 m thick (Bedsun, 1983). A typical near-
surface P-wave velocity section is shown in Figure 14 (Stump and Reinke, 1982).

425 m/s INTERMITTENT 05075 m
- - 808-610 m/s CALICHE
2.0 m?
25-3Am 425 m/s
DISCONTINUOUS
PRSPPI NP R (PSRRI Fom m D m P o o e m e o e o e i et e o e
554 m/s ?
10-13 m 632 m/s
875 m/s

Fi. 14. Generalized geologic cross-section of McCormick Ranch.
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Near-surface deposits are fairly variable with intermittent caliche beds
present. Trenching at other test sites in the area has revealed discontinuous
subsurface caliche beds typically on the order of 0.5 to 1.0 m in thickness (Stump
and Reinke, 1982). In an effort to quantify the nature of the subsurface variability
at the ART 2 test site, 18 boreholes were drilled withiii the confines of the test
bed (as shown i:: Figure 15). Each borehole was drilled to depth of 6.1 m. Standard
penctration tests were performed in each hole. The standard penetration test
involves determining the number of hammer blows required to drive a sampling
tube a unit distance. This blow count is related to the in situ density and com-
pressive strength of the subsurface material (Terzaghi and Peck, 1367). Figure
16 displays the blow counts per meter for each borehole down to the 6 m depth.
Figure 15 contains isopach maps showing the lateral distribution of the areas of
similar blow counts as a function of depth.

A thorough understanding of the physical processes responsible for the ob-
served azimuthal variability in the ART 2 test requires that a quantitative re-
lationship be established between the subsurface material property information
and the observed ground motion characteristics. Aki and Richards (1980) present
such a relationship. Following Chernov (19601, thev characterize the statistical
nature of geologic media by the autocorrelation of the veloeity fluctuatien.

PENETRATICN TEST —~ ARTS

0.9 m

21m /
4
9 b
. = ~
7
/ 7
, A
i4m
E 230 blows/meter extremely dense
EZ 165~230 blows/meter very dense k r
ES  130-165 blows/meter dense - '
— 1
LJ 130 blows/meter sparse L
I
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Fi. 15. Layvout of boreholes within the ART 2 test bed and isopach map of blow counts
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Fic. 16. Plots of blow counts versus depth (data points from all 18 boreholes are included.)

For u = —3C:Cyo, where C, = velocity, the normalized autocorrelation function

is defined by
Nr) = (uir') - plr + r)iu?)

where r denotes position.

Two statistical distributions are considered
1. the exponential distribution: N(r) = e~ "¢
2. the Caussian distribution: N(r) = ¢~ "%

The quantity a is the measure of scale length of the medium inhomogeneity called
the correlation distance.

Once a medium is described statistically in terms of N(r), then the Born scat-
tering approximation may be used to determine the strength of the scattering
as a function of frequency for the medium. The Born approximation assumes that
the primary waves are unchanged by propagation through a scattering medium
so that energy conservation is violated. Only single scattering is considered. Fol-
lowing Aki and Richards (1980), the ratio of scattered energy to total energy is
given as follows

il
&1

8(u? - k*-a*-L for ka <1, and
2p% k4 a-L for ka>1

N
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where 8/:] is the ratio of scattered energy to the total energy carried by the wave,
(n?) is the average of the square of the velocity pertubation, & is the wavenumber,
a is the scale length or correlation distance of the medium, and L is the length
of the travel path.

Making the assumption that there is a linear correlation between the blow
count value at a particular point and the P-wave velocity at the same point, we
shall attempt to relate the observed azimuthal variability in the ART 2 data with
the blow count data using the scattering theory discussed previously. The mean
was computed for the set of blow count data for all of the holes. This yields a
mean value of 50 blows/0.30 m. This value was treated as C; in the scattering
equations. The autocorrelation function was then computed of the following ratio:
(BC, — BCuBC, where BC, is the individual blow count value, and BC is the
mean value of all blow counts. The autocorrelation functions were computed
separately for each hole.

Values of the autocorrelation functions of the biow count data for all of the
holes are plotted in Figure 17. Also plotted in Figure 17 are several theoretical
autocorrelation functions for different values of the correlation length a, for both
the Gaussian and exponential distributions. Based on examination of these plots,
the theoretical distribution function which best fits the data is apparently an
exponential function with a scale length between 2.0 and 3.0 m. This scale length
applies, of course, only to the vertical distribution of inhomogeneities. The hor-
izontal inhomogeneity scale length could well be different in character. The hor-
izontal spacing of the boreholes (=6.7 m} is much too wide to allow any sort of
reasonable estimate of the horizontal scale length. (This spacing vields a Nyquist
wavelength of 13.4 m.

Using the Born equations, the ratio of scattered energy to total energy (3.1,
was cumipuied {ur the ART 2 test bed using several values of the inhomogeneity
scale length as shown in the plots in Figure 18. The ka < 1 case is appropriate
for most of the frequency-scale length combinations under consideration here.
The ka 3 1 case is appropriate for scale lengths greater than 2 m in the higher
frequency region (>20 Hz). Both curves indicate that, for scale lengths of 2.0 to
3.0 m, significant (5] '] > 0.10) scattering begins near 10 Hz. Significant scattering
in the ART z test data vecurs ahave 30 te 25 Hy (Figure 4). There are several
possibilities for this apparent poor correlation: (1) the Born approximation is valid
onlv for small values of scattered energy: (2) the autocorrelation function which
was derived pertains only to the vertical distribution of inhomogeneity and thus
the scale length which is appropriate for the overall propagation medium could
be considerably different from 2.0 to 3.C m; (3) a finer spatial sampling of the
near surface blow count values might well yield a smaller scale length; and (4)
the assumed correlation between blow count data and P-wave velocity may be
incorrect.

To determine the effect of varying the scale length upon the theoretical scat-
tered energy, &I/ as a function of frequency was computed for correlation lengths
0f 1.0, 0.5, and 0.25 m (Figure 18). For these scale lengths, the frequency at which
scattering becomes significant is in the 25 to 30 Hz region. This result, partic-
ularly the 0.5 curve, correlates much better with the observed threshold of am-
plitude fluctuation in the ART 2 test. A correlation scale length in the neigh-
borhood of 0.5 to 1.0 m is also not unreasonable in light of the results of the
“"Huddle" test tART 19) in which all of the instrumentation was placed in a group
approximately 1 m in width (Figure 5). Examina*i-m of the spectra from this test
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in Figure 6 reveals that the spectra of the endmost instruments separated by a
distance of approximatelv 1 m begin to diverge, whereas the spectra from in-
struments spaced more closely correlate very well. Shallew trenching in the gen-
eral test site area suggests that a typical caliche bed thickness is on the order
of 0.5 to 1.0 m, although a typical lateral exient may be slightly greater (Stump
and Reinke, 1982).

This simple forward model indicates that the azimuthal variability in the ART
2 data can be explained with a scattering model based upon the Born approxi-
mation. The implication is that the particular standard penetration test array
did not properly characterize the appropriate scale length due to inadequate hor-
izontal or vertical spatial sampling, since blow count values were obtained by
counting the number of blows required to drive the sampling tube a distance of
0.6 m. This sample interval yields a Nyquist wavelength of 1.2 m.

Discussion AND CONCLUSIONS

The results of the ART experiments have shown, at least for this particular
alluvial test site, that the predominant cause of azimuthal variation in ground
motion response is inhomogeneity in near-surface geologic material rather than
very near-source asymmetry. Considering that this particular site in general is
thought to have a fairly uniform near-surface geologic composition, the degree
of azimuthal variation observed from these small tests is fairly remarkable. Ex-
periment. .f this type should be performed at several sites to further constrain
the relationship beiween the speciral OV and the variation in the geologic struc-
ture. Such surveys will aid greatly in the interpretation and understanding of
ground motion data from small-scale field tests. It is clear that, for a small-scale
test performed at the ART 2 site, deterministic interpretations of the data cannot
be made above the 30 to 35 Hz region. CV surveys could also place limitations
upon the interpretation of near-source, regional, and teleseismic measurements
of earthquakes and explosions made at a single point. These surveys may be
useful in explaining the lack of coherence between individual station pairs in
small seismic arrays, such as the Pinon Flat array (Vernon et al., 1985).

In this study, an initial attempt was made at relating the available subsurface
informaticn at the ART 2 site with the observed waveform variation in the test.
This attempt was not very successful, probably due to insufficient spatial reso-
lution of the subsurface sampling performed. Forward modeling argues that the
scale lengths which are present in the ART 2 test hed are perhaps on the order
of 0.5 to 1.0 m rather than 2.0 to 3.0 m, as determined from the autocorrelation
of the standard penetration test blow count data. Use of other sampling tech-
niques, such as the seismic cone penetrometer test (in which the force necessary
to drive a rod into the ground is measured and a geophone in the rod tip is used
to perform a velocity sur-ey), could enable much finer spatial resolution to be
obtained both horizontally and vertically, allowing a greatly improved charac-
terization of the random properties of the medium.
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EXPEIIMENTAL CONFIRMATION OF SUPERPOSITION FROM '
SMALL-SCALE EXPLOSIONS
By Brian W. StuMmp aND RoBERT E. REINKE
ABSTRACT

An in situ experimental program in slluvium is implemented and anaiyzed
to test linear superposition. After separating stochastic and deterministic
1 propagation path efiects, direct superposition is experimentally validated at
20 m for two 5-lb charges spaced as close 85 2 m in alluvium. The charges
are separated by the scaled range of 147 m/kt'? and observed at the scaled
range of 1470 m/kt' 2. Finite-spatial source effects are ohserved and simulated
in the plane passing through two charges separated by 2 to 10 m. The de- ®
terministic single-burst waveforms are used to model the multipie-burst data.

The effects observed and simulated include direct superposition below the

corner frequency, shift to lower corner frequency with increasing charge sep-

aration, and spectral scalioping. For charges closely spaced (up to 4 m, ob-

served at 20 and 24 m), the primary effec! on the waveform is replicated by

a constant delay time between two identical waveforms. For charges spaced ®
by 10 m (observed ai 20 and 30 m), the effects of propagation path differences

must be included. These effects result in smoothed specira.

INTRODUCTION

The effect of finite sources on radiated wave fields has received considerable
attention from the earthquake source community. Such work has increased the L
understanding of source phenomenology while improving the ability to estir -ate
ground motions from broad classes of earthquake sources. Finite-explosive ar -ay
effects have received far less attention within the seismological literature.

The primary focus of this study is the investigation of finite-spatial sout -
effects from chemical explosions. In particular, the interaction of determinist -
and stuchastic wave propagations with the source characterization problem wij ®
be discussed. Evidence supporting linear superposition will be shown. The as-
sumption of linear superposition leads to a predictive capability.

Spatial arrays of chemical explosions ar¢ used in a number of different fields.
The mining industry uses arrays of explosives in both open-pit and subsurface
excavation. The spatial distribution of charges and timing ¢f their detonation
are used to control the extent of material excavated, the size of the rubble, and o
the far-field ground motion levels (Bergman et o!., 1974; Hagan and Just, 1974:
Winzer, 1978). The majority of work in this area has dealt with laboratory and
field data, resulting in the development of practical relationships for explosive
array design (Winzer and Ritter, 1980; Winzer et al., 1981; Anderson et al., 1982).
Little theoretical work or numerical modeling of these effects has been completed.
This type of investigation has not beer necessary, since the properly scaled ex- o
periments in the materials of interest can be conducted.

The second area where arrays of explosives are employed is 1n the simulation
of ground motions from earthquakes (Bleisweis, 1973; Higgins et al., 1978). Al-
though data from natural events are available, the recurrence interval of great
earthquakes has retarded the development of adequate natural data sets. Where
site-specific data are required and the historical data base is absent, explusive 0
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simulation of earthquake environments may help refine loads on engineering
structures.

Since the onset of the above ground test ban treaty, the utilization of high
explosive arrays in simulating ground motion environments from nuclear ex-
plosions has been the only way to exercise engineering structures (Cooper, 1970).
These studies have focused upon regions where the stress-strain relations are
apparently nonlinear. The spatial and temporal dimensions of the source are
adjusted to produce motion environments with prescribed amplitudes and pulse
widths.

In each of the three previous applications of explosive arrays, the focus has
been upon the near-source wave field. The radiated energy from these explosive
arrays in the far-field is of interest to the community responsible for discrimi-
nating earthquakes from explosions. In the advent of a comprehensive test ban
treaty, one would have to be able to discriminate between a mining blast which
might be as large as several hundred thousand pounds of explosives and a low-
yield nuclear explosion. Quantification of the effects of arrays of chemical ex-
plosions may aid in this discrimination. Preliminary work in this area has been
completed by Greenhalgh (1980). A complete understanding of the problem relies
upon relating the near-source models and data to the far-field environment.

The investigation of superposition from in situ experiments is of interest as it
relates to the intermediate stress level response of the media. The distance at
which the transition from linear to nonlinear response occurs has been questioned
by a number of investigators (Trulio, 1978; Larson, 1982; Minster and Day, 1986..
Larson (1982) reports that linear superposition holds in the plane of symmetry
from two smalii charges in salt in the laboratory irange of 168 m-kt® “).

The approach to finite-explosive arrays reported here relies on a characteri-
zation of the single-burst ground motion. The specific quantification used is from
Reinke and Stump 11987), referred to as Paper 1. In that work, the single burst
is experimentally quantified, with consideration given to source symmetry, prop-
agation path, and scattering. The wave field is experimentally divided into a
deterministic and stochastic component, with the deterministic component uti-
lized in predictions. Practically, the single-burst quantification is completed in
both the time and frequency domains, yielding mean and variance estimates.

The single-burst source quantification is used to test for linear superposition
with multipie-burst experimental data. This model is used to explore finite-spa-
tial source effects in the observational data base.

ExPERIMENTAL DESIGN AND IMPLEMENTATION

The experiments are summarized in Figure 1. The 5-1b charges were placed in
1.22 m holes with a diameter of 0.15 m. Charges were placed at the bottem of
the hole. The holes were then backfilled with sand.

Force-balance accelerometers were used as sensors. The three components
thoused in a single case: were oriented in the radial (positive away), transverse
(positive clockwise), and vertical (positive up) directions with respect to the
source. The case was buried in the alluvium so that its top was flush with the
free surface. Paper I reports the good coherence between 1 and 70 Hz observed
when all instruments were placed side-by-side in a Huddle test. The accelero-
meter outputs were passed through a 12-bit analog to digital converter in the
field and recorded on cassette tape with a sample rate of 200 samples-sec. A five-
pole antialias filter was placed at 70 Hz.




EXPERIMENTAL CONFIRMATION OF SMALL-SCALE EXPLOSIONS 1061

EXPERIMENTAL LAYOUT
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Fie,. 1. Gauge layout for ARTS 2. 3. 4. and 7 The solid lines indicate crater diameters tIn ARTS
3.the two craters averlapped. leaving only a single, elongated crater.1 Charge placementisillustrated
in the lower left -hand corner.

The test site was chosen for its apparent homogeneity and consisted of dry
alluvium. Further discussion of its properties are given in Paper 1.

As reporied in Paper I, a number of single-burst experiments were conducted
to characterize the source and media with offscts between 10 and 30 m. The finite-
source data focused upon the two explosion cases, since this data can be used to
constrain the basic characteristics of source interaction. As Figure 1 illustrates,
charge separation was varied between 2 and 10 m at 2 m increments. The prox-
imity of the charges to the free surface (1.22 m) resulted in significant venting
to the free surface at detonation and the formation of craters. Ground motion
from the airblast arrival was not perceptible in the data due to the 1.22 m source
burial depth. Crater diameters are given as the solid lines bounding the charge
locations in Figure 1 and were typically near 2 m. ARTS 3 produced a single,
clongated crater since the lateral charge separation was only 2 m.

Gauge arrays for the two explosion tests can be separated into two categories.
The first set of gauges (primary or center) were placed at right angles to the
plane passing through the charges. These gauge lines intersected either the mid-
point between the two charges (center) or one of the charges (primary) and were
emplaced to check direct superposition. The second set of gauges (secondary 1 were
placed in the plane of the charges, and thus the effects of source finiteness were
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maximized by the travel path and time differences between the two sources
{Figure 1),

SuMMARY OF SINGLE-BURST CHARACTERIZATION

Ir. order to check linear superposition and quantify the effects of spatial fi-
niteness, the single explosion source and wave propagation to a variety of dis-
tances must be quantified. ARTS 2 in Figure 1 is one such test designed to quan-
tify the single source and propagation. A complete discussion of the single source
is given in Paper 1. The time-domain records from ARTS 2 are given in Figure
2. When the records are low-pass filtered at 30 Hz, they appear identical to one
another. The high-pass filtered records show significant variation above 40 Hz.
A variety of tests were conducted and reported in Paper I to quantify the cause
of these high-frequency amplitude variations. Strong evidence supported scat-
tering within the geological media as the cause of this variation.

This realization led to the calculation of mean and variance estimates for the
waveforms from a single explosion. Figure 3 is the mean = 1 s.d. spectra for the
20 m range from the single burst. Figure 4 is a similar representation, kbut in
the time domain.

ARTS 2 VERTICAL (ACC)

UNFILTERED 4-POLE LOW PASS 4-POLE HIGH PASS
. 3om 40n:
[}
e . -0
4 ll ) .
— ’,f-\“/_\/__ — \ /r.\_/\_,‘__ —J"' R 90
W ' fl
S T {259 144°
- 180"

0 Hsec

Fic.. 2. The vertical acceleration records from ARTS 2. All gauges are at 20 m. and azimuths range
from 0 to 288 Unfiltered. low-pass filtered (30 Hz), and hygh-pass filtered (40 Hz) acceleroprams
are given
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The ensemble estimates for the spectr. show small variances between 3 and
35 Hz for the 20 m range. Beyond this “coherent frequency,” the scatter with
azimuth in the data becomes large as exemplified in the bandpass seismograms
of Figure 2. The 20 m data exhibit 8 dB scatter at 40 Hz.

As reported in Paper I, a series of tests were conducted to separate the effects
of gauges, gauge placement, source asymmetry, and propagation path on the
high-frequency data. The variation in the data was attributed to the geological
media. Therefore, the deterministic part of the wave field is defined as the azi-
muthally symmetric data below 35 Hz.

SUPLRPOSITION

The single-burst ensemble spectral estimates are used to check the applicability
of linear superposition by direct comparison to the mulitiple-burst data from ARTS
3 and 7 (Figure 1). The first quantification of these effects considers the case
where each source is equidistant from the charge; thus, time di:lays between the
two sources are nonexistent. The primary and center gauge lines are used to
check for superposition. Comparisons between the ensemble ettimates and the
data will be reported only for the 20 m 1ange. Sitmitar conclusions follow from
the analysis of data at the 30 m range.

Based upon the 3 to 35 Hz coherent bandwidth from the 20 m ensemble esti-
mates, this frequency band is chosen to check superposition. For completeness,
all frequencies between 1 and 100 Hz are displayed in the plots. The criterion
chosen to test for superposition is that the multiple-burst data fall within =1
s.d. of the ensemble estimate of the multiple-burst environment. Since the sto-
chastic component of the wave field leads to large variances beyond 35 Hz, the
criterion is not robust beyond this frequency. Within the coherent bandwidth,
the =1 sd. bounds are 3 to 4 dB for the Z component and 4 to 5 dB for the R
component. The variability in the geological structure limits checks oa super-
position to within these bounds when in situ measurements are made.

The 20 m ensemble estirate of the superposed spectra with variances is com-
pared to the primary and center gauges for ARTS 3 and 7 in Figure 5. The vertical
observational data compare well with the superposed spectra between 3 to 35
Hz. Comparison of the predicted spectra with the observations from ARTS 4
{Figure 1) led to similar conclusions. Each test bed was displaced approximately
30 m from the previous test so that between ARTS 2 (used to make single-source
ensemble estimates) and ARTS 7, the test bed was displaced by 150 m. Subtle
changes in the geology over these scale lengths may explain the systematic
changes in the multiple-burst spectra.

The conclusion to be drawn from this analysis is that, within the variance of
the multiple-source estimate, superposition holds for 5-1b charges 20 m from the
receiver over the frequency band of 3 to 35 Hz. This includes two charges spaced
as close as 2 m where individual craters overlap. Larson (1982) reports super-
position in laboratory salt validated for two charges separated by 168 m/kt'*
from the observer. In these in situ results, superposition is validated within the
data scatter (3 to 35 Hz) for two charges separated by 147 m/kt! ¥ at an vbservation
range of 1470 m:kt'?.

These results can be compared qualitatively wiu: uie reducea displacement
potential predicted from the Mueller-Murphy (1971) scaling relation. Figure 6
gives the reduced displacement potential for 5- and 10-1b explosions, respectively.

.....’
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Fi. 5 rar Predicted and observed accelerauion spectra for ARTS 3. with 5-1b charges separated
by 2 m tb Predicted and observed acceleration spectra for ARTS 7, with 5-1b charges separated by
10 m.

The source corner frequency is between 6 and 9 Hz, remarkably close to what
one would estimate from the acceleration spectra (Figures 3 and 4). The model
predicts that below the corner that a single charge of 10 1b will nearly match
twice the 5-lb result. Above the corner frequency, the single 10-1b charge will
not reach twice the 5-1b result. The critical region in the data for testing super-
position falls between 10 and 35 Hz at the 20 m range. The exact location of this
band is subject 1o some error, since the Mueller-Murphy (1971} scaling relations
were developed for nuclear sources of much greater yields. The critical point is
that the principle region of interest for checking superposition is beyond the
source corner. The experimental results in Figure 5 support strict superposition
well beyond the source corner.
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Fic. 6. The displacement spectra from a Mueller-Murphy source model for 5 and 10 1b of explosives.

RESOLUTION OF SpPATIAL FINITENESS

In an attempt to characterize the finite-spatial effects of the multi-burst en-
vironment, syntheties are compared to data recerded in the plane of the linear
array of sources {Figure 1. secondary lines). The predictions are made using mean
seismograms constructed from data such as that generated in the ARTS 2 ex-
periment (Figure 4).

These mean seismograms are computed ty time aligning the direct P wave
from each observation and then computing a mean. The 20 m seismogram from
the ARTS 2 experiment along with its =1 s.d. bound is given in Figure 4. The
mean radial and vertical accelerograms show little scatter, while the transverse
component has standard deviations comparable to the mean. This observation is
in agreement with the coherent nature of the radial and vertical motions between
3 and 35 Hz, and the large scatter for all frequencies of the transverse motion.
Since the deterministic component of the wave field is of primary interest in the
superposition study, the transverse motion will not be considered.

When two sources are displaced from a receiver at different distances, the
following effects occur: (1) a change in arrival time of the radiated energy for
one source relative to the other; and (2) a change in the waveform shape, since
one contribution has traveled a greater distance than the otlier. If the receiver
to charge separation is large relative to the spacing of the two charges, one may
neglect the change in wave shape for the two charges. This case is investigated
first by superposing the mean seismograms from Figure 4, with an appropriate
delay time for charge separation. The delay time becomes

Tp = Xy2lv

where X, is the difference 1n length of the two propagation paths, and v is the
velocity of the media. The material at the test site has typical near-surface ve-
locities ranging from 244 to 366 m/sec. These values, coupled with charge sep-
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aration of 2 to 10 m, led to consideration of time delays of 5 to 40 msec. The time-
domain results of this delay and sum procedure are given in Figure 7. Qualitative
analysis of these results show constructive interference for the direct-arriving
body waves for short delay times (5 msec), with destructive interference leading
to complex waveforms for delays between 15 and 30 msec. For delay times greater
than 30 msec, one can observe the individual body waves from the two sources.
The surface waves (which arrive at 200 msec) show a gradual decay in amplitude
over all delay times. The 40 msec delay yields a peak amplitude which is 60 per
cent of the 5 msec delay. When the delay times between the two sources are small
compared to the single-burst pulse width, constructive interference occurs while
complex waveforms with reduced amplitudes are predicted for delay times com-
parable to the pulse width from the single source. Amplitude changes as a func-
tion of delay time for these synthetics are summarized in Figure 8.

The frequency-domain representation of the superposed waveforms more ex-
plicitly exhibits the constructive-destructive interference. The superposed accel-
eration spectra are compared against the single-burst mean observation in Figure
9. As quantified by Pilant and Knopoff (1964), spectral modulation is given by

cos(wTp/2)

where o is the angular frequency of interest.
Four qualitative observations of the multi-burst spectra are made: (1) the low-

SUPERPOSITION
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e

Fi.. 7 Vertical accelerations from two explosions using the time-domain mean seismog:am from
ARTS 2 and summing with an 1dentical record delayed in time between 5 and 40 msec.
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1070 BRIAN W. STUMP AND ROBERT E. REINKE

frequency level of all spectra are identical, reflecting constructive superposition;
{2} the point that the spectra diverge from the long-period level occurs at lower
frequencies with increasing time delays; (3) large spectral holes are observed as
predicted with the frequency-domain spacing decreasing with increasing time
delay between sources; and (4) return to constructive interference occurs between
holes.

These results assume no change in Green's functions or propagation path effects
as the charge separation increases. The validity of this assumption can be checked
against the multi-burst observational data (Figure 1). The secondary gauge lines
in the plane of the charge array yield the necessary data.

The secondary gauge data for ARTS 4 and prediction utilizing the 20 m mean
data (15 msec delay) is given in Figure 10. The prediction closely replicates the
observationa! data, inciuding the large spectral hole at 32 Hz. Although the
observation and the superposition diverge above 35 Hz (the coherent bandwidth),
the variation is small. Since the variation discussed in Paper I was attributed to
intermittent caliche lenses, one might hypothesize that these lenses were not as
prevalent near the ARTS 4 site. The 15 msec delay time represents a propagation
velocity of 266 m/sec between the two closely spaced charges. This velocity is
near the surface wave velocity, suggesting the surface wave contribution is dom-
inant. Qver these close ranges, Green's functions change slowly, and the primary
effect on the superposed waveforms is a time delay.

For event 7, the 20 m secondary observation is 20 and 30 m from the two
charges. The change in propagation path effects for the 20 and 30 m ranges were
dramatic enough that successful prediction required the use of mean seismograms
from single bursts observed at 20 and 30 m, respectively. The 30 m mean seis-
mogram was calculated in the same manner as that for the 20 mn given in Figure
4. Figure 11 displays the prediction and observation for event 7. The spectral
nulls are more closely spaced than in the ARTS 4 data, representative of the 25
msec arrival time difference. Due to the change in propagation path between tire
two sources, the spectral nulls are not as pronounced as those observed when two
identical waveforms are superposed.
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Fi. 10 The predicted superposition spectra for two charges at 20 and 24 m (ARTS 4—secondary:
compared to the dauta and superposition with no delay time (mean.
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Fic. 11. The predicted superposition spectra for two charges at 20 and 30 m (ARTS 7—secondary:
compared to da‘a and superposition with no delay time or propagation differences (mean.

There are three propagation effects which lead to the necessity of including
mean seismograms from each of the two sources in ARTS 7: (1) a change in ¢, -
t, time; (21 geometrical spreading effects; and (3) attenuation. A simple analysis
of these eflects can explain the success of the ARTS 4 superposition using the 20
m mean seismograms and the failure of ARTS 7 utilizing only the 20 m wave-
forms. Taking the near-surface velocities as V, = 366 m.sec, V, = 244 msec
(Stump and Reinke, 19821 the ¢, — ¢, time differences are 0.005 sec for ARTS 4
and 0.614 sec for ARTS 7. The 0.005 sec change is one sample interval in the
observational data and corresponds to a 31° phase shift at 17 Hz and a 63° phase
shift at 35 Hz. For ARTS 7, the phase shift is 86° at 17 Hz and 176° at 35 Hz.
The phase shifts for ARTS 7 are dramatic enough to jeopardize the single wave-
form superposition procedure. At higher frequencies, the ARTS 4 results should
also deteriorate.

Geometrical spreading will lead to amplitude differences from the two sources
which are not accounted for in the single seismegram superposition. Experi-
mental determination of geometrical decay rates for this test site give r =1 for
the body waves and r~°® for the surface waves (Stump, 1983). For ARTS 4, w:th
charges at 20 and 24 m, the ratio of body wave amplitudes from the two ranges
is predicted to be 0.75, while the ratio for the surface wave amplitudes is 0.93.
Similar calculations for ARTS 7 give the body wave ratio as 0.54 and the surface-
wave ratio as 0.82. These calculations indicate that, at least for the body waves,
the single range superposition procedure for ARTS 7 is inadequate.

Finally, the effect of attenuation (@) must be quantified. The range of @ values
for the drv alluvium environment can be bounded between 10 and 40 (Flynn,
1986). The simple exponential @ model e~ *"f*¥ where f is the frequency and ¢
is the shear arrival time, was developed to quantify these effects for the 3 10 35
Hz band. The 24 to 20 m ratios show only moderate @ effects even at the highest
trequencies and smallest @. The 30 to 20 m ratios give a value of 0.63 for @ =
10 and f = 35 Hz. Although @ efiects are less dramatic thau the phase shifts
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and geometrical spreading terms, they may become significant for ARTS 7, if the
@ value of 10 is tal.en.

CONCLUSIONS

The series of small-scale explosive experiments tested the applicability of linear
superposition in the near-field. The study has shown that one must separate
stochastic and deterministic propagation path effects from the single-burst wave
field prior to testing for superposition. Once this process has been completed
(Paper 1), then superposition is verified as the two burst wave fields fall within
= 1 s.d. of the ensemble estimate (3 to 35 Hz). Thus, saperposition is supported
for two, 5-1b charges spaced as close as 2 m (147 m’kt!®), Comparison with the
Mueller-Murphy source function for 5 and 10 lb shows that superposition must
be checked above the corner frequency.

Finite-spatial source effects are experimentally quantified by recording data
in the plane of the two charges. These finite effects in the near-field include: (1)
a rise in long-perind spectral values that match direct superpositon; (2) lowering
of corner frequency with increased source separation; and (3) spectral scalloping
at high frequencies. Comparison of superposed ensemble spectra (time delayed)
show that, when travel-time differences between the two sources are the primary
effects in the observed wavefield, then the cbserved data are replicated, which
include large interference holes in the spectra. As propagation path differences
between the two charges result in waveform changes, the superpesition procedure
can be applied using separate ensemble estimates for each range. The resulting
waveforins again match the observations. Inte:ference holes that were so prev-
alent when only source delay time was present : \RTS 4) are not as well defined
when wave shape changes due to propagation : e present in the superposition
{(ARTS 7). These propagation effects were quantified with the change in t, — ¢,
from the two charges leading to large phase shifts for ARTS 7. Differences in
geometrical spreading and @ for the two charges in ARTS 7 were important,
although not as strong.

Utilizing the principles of superposition as applied to the deterministic portion
of the wave field, a procedure has been developed which can be used to predict
waveforms from arrays of explosives. This procedure assumes that the single-
burst environment has been characterized and may require the environment to
be quantified at a number of ranges when arrival time differences. geometrical
spreading differences, and attenuation differences are important. The effect of
arrival time and attenuation differences increases with frequency.
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