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ABSTRACTS

S. Cambanis: PROBLDIS IN S'FATISTCAL YM4NICATION THEO3RY AND THE

ANALYSTS OF STOCHASTIC SIGNALS AND SYSTIS.

Research completed includes consistent estimation of (nonrandom)

signals from nonlinear transfoirations of noisy samples; approximations

of non-bandlimited signals using a finite nttibcr of sanles and their rate

of convergence; (infinite) sampling approximations for non-bandlimited

signals, and sampling representations for bounded linear operations on

handlimited signals and for generalized bandlinited signals; the evalu-

ation of linear estimates and regression estimates in stable processes,

including regression and linear filtering of signals in noise; and certain

probability and expectation inequalities.

R.J. Carroll: ROBUST ESTIMMTION AND SEQUENIAL ANALYSIS

" Research completed includes work in the following areas: triiming

least squares estimators in the linear model by using a preliminary

-estimator; tests for heteroscedasticity in the linear model; estimation of

regression coefficients in a heteroscedastic linear model; almost sure

properties of robust regression estimates with applications to sequential

clinical trials; robust methods in factorial experiments; studying seq-

uential procedures for estimating the largest of three normal means; non-

parametric estimation of regression functions.
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S. Camb:nis: PROBLUS IN S'IAIISTi(L cW.MINICA'IMON H'IEORY AND 'D11 ANAYSIS
OF STOCIIASTIC SIGNALS AND SYSTEMS

The work briefly described here was developed in connection with problems

arising from and related to the statistical theory of coTmiunications and

signal processing. Item I (cscribes continuing joint work with Dr. F. Masry

of the University of California at San Diego. Item 2 is a discussion of

recent wrk on nonlinear systems with Gaussian inputs, leading to several open

problems. Item 4 is the Ph.D. dissertation of Dr. M.K. Habib written under

my direction, and Item 3 is the first of a series of papers which will be

written from this work. Item S represents further joint work with Dr. G.

Miller of the U.S. Army Material Systems Analysis Activity at Aberdeen Proving

Grounds, and is includled in an extensive expansion of earlier work. Item

6 describes joint work with my colleague, [Pr. G. Simons, (about half of this

work was completed during the previous funding year and reported in the

last report). Finally, my student,Mr. N. Gerr, has been working in the area

of Delta modulation of random signals and the complete work will be reported

in the next annual report.

1. Consistent Estimation of Continuous-Time Signals from Nonlinear

Transformations of Noisy Samples [i].

In general, a signal cannot be rcconstructed from its sign, i.e., from

its hardlimited version. However, by deliberately adding noise to samples

of the signal prior to hardlimiting, it is shown that the signal can be

estimated consistently from its lardli-mited noisy samples as the sampling

rate tends to infinity. In fact, such estimates are shown to converge with

probability one to the signal and also, to be asymptotically normal. The

estimates, which are generally nonlinear, can be made linear by a proper

choice of the noise distribution. These rather unexpected results hold
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for all bounded and uniformly continuous signals. In addition to the

hardlimiter, such results are also established for certain monotonic and

non-monotonic nonlinearities.

2. Nonlinear Systems with Gaussian Inputs: Representation, Identification

and Inverse Problems [2].

Certain recent results leading to several open problems arc discussed

for the following questions for nonlinear systems with input Gaussian pro-

cesses. How can the system be represented? How can the system be identified

from the input and output processes? Does knowledge of the way the system

responds to a certain Gaussian input determine the way it will respond to

another Gaussian input or to a deterministic input? Does knowledge of the

system and the statistics of the output determine the statistics of the

input?

3. Finite Sampling Approxinations for Non-Bandlimited Signals [31.

Finite sampling approximations, and their rate of convergence, are

derived for certain deterministic and random signals which are not band-

limited. The merit of these results lies in the fact that in many practical

.situations, the signals nider consideration are not bandlimited and only a

finite number of samples are available.

4. Sampling Represcntations aid Approximations for Certain Functions and

Stochastic Processes [4]

Sampling representations and approximations oE deterministic and random

signals are important in communication and information theory. Finite and

infinite sampling approximations are derived for certain fimctions and

processes which are not baidlimited, as well as bounds on the approximation

errors. Also derived are samupling representations for bounded linear
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operators acting on certain classes of bandlimited functions and processes;

these representations enable one to reconstruct the image of a function

(or a process) under a bounded linear operator using the samples of the

function (or the process) rather than the samples of the image. Finally,

sampling representations for distributions and random distributions are

obtained.

5. Regression and Linear Estimation in Stable Processes [5].

Regression estimates and linear estimates, along with the estimation

error, are evaluated for certain classes; of stable processes. Included

are evaluations of regression and linear filtering of signal in noise, and

also noncausal linear prediction and filtering of harmonizable stable

processes.

6. Probability and Fxp\]ectation Inequalities [6].

A mathcmatical framnework is introduced within which a wide variety of

known and new inequalities can be viewed from a conmmon perspective. Probab-

ility and expectation inequalities of the following types are considered:

(a) P(ZcA) z P(Z'cA) for some class of sets A, (b) Ek(Z) Ek(Z') for some

class of pairs of functions Z and k. It is shown, sometimes using explicit

constructions of Z and Z', that, in several cases, (a) <=> (b) <=> (c);

inicluded here are cases of normal and elliptically contoured distribution.

A case where (a) -> (b) <:--> (c) is studied and is expressed in terms of

"n-monotone" functions for (some of) which integral representations are

obtained. lso, necessary aid sufficient conditions for (c) are given.
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R. J. Carroll: ROWSTI V.51.1 L\TlN AND SEQULN'V AL, AN'ALYSIS

Tile work described here was developed in connection ith problems

arisin., in robust estimation and sequential nnalyIsis. The gzoal of robust

estimation is to develop estiim.atcs which arc insensitive to realistic

(lcparturcs from model zissuerptions (Such as oultI LIcrSJ; many Of thc corinnonly

used procedures do not possess this property. Our special focus this year

has been on tile linear riodel. We have considered a theoretical description

of the applied statistician's corimoon practice of fitting an equation and

then elimiinating points which could bc outliers, and ie have shot~l that

such a practice can only rarely be recomucnded. We have also provided

strong thceoretical results which cnable robust I-stimators to be applied

in mail), scquenL-ial situations, including clinical trials and fixed width

confidence intervals. We have also obtained results in testing for and

estimations in tile hecteroscedastic linear miodcl; for the Late we have

obtained a practical thtlodology which is essentially as good as optimial

(but unikno%.nble) weighted least squares. F~inally, we have obtained results

tor noilparanietric reir cszsion curve fitti;ng, and thle sequential selection of

the larg~est mean.

1. Pobust Estimation in tile Linear Model.

a) Triining thle least scquarcs estimaitor in tihe linear model by

uiwa eii a vestimator [l I

Let he an estimaite of B in the linear model, Y. \' + e

Decfine tile residuals Y. ! 0  let 0 < C% < Ii, aInd let b e the least
i .. L-

squares estimate of C,~ calCu.lated after removing tile observations wi th

the [coij smallest wind Irn] largest residul.s. Thbis is a commaon practice

o- applied statisticians worried about possible outliers. By use of an

asyi1ptoti iC Npa"lls 101, tlel'it-lit distriiltion nf C,1 is Coind under- c(.i-<.rin



regularity conditions. IIis distribution depends heavily upon the choice

of B. Ue discuss several choiccs of - ,ith special attention to the

contaminated normal model. If E is the median regression or least squares

estimator then , is rather inefficient at the normal model. If F is

sNinetric, then a particularly convenient, robust choice is to let -

equal tile average of the a-th aid (1-a)-th regression quantiles (Koenker

and Bassett, Econoinctrica (1978)). Tlen -t has a limit distribution

analogous to the trimmed mean in the location model, and the covariance

matrix of :1L is easily cstimated.

b) Almost suire properties of robust rr es;ion estimates [3]

ble consider Huber's Proposal 2 for robust regression estimates in

the general linear model. The estimates are first shown to be strongly

consistent. We then develop an almost sure expansion of these estimates,

approximating them (to order o(na)) by a weighted sun of bounded random

variables. The approximation is sufficiently strong to permit coiistruction

of sequential fixed-width confidence regions for the regression paramcter,

as well as for tLse in sequential clinical trials with repeated significance

tests.

c) On the ;ls%.,ptotic nol:ial ity of ro ust re.Lrssioii estimates [5)

Ikibcr's 1973, Annls of Statistics proof or asy)nptotic nonimality

of robust regression estiamatcs is modified to include Lit. cstinuites used

in practice, which have urnkmown scale xid only pieccwise smooth defining

functions i.

d) Robust methods for factorial experiments with outliers [7)

Two factorial exp)eriments with possible outliers (Joln (1978),

Applied Statistics) are rcainalvzcd by means of robust regression techniques

using NI-cstiiatcs (Iliher (1973), ,\nnnls w' StatWistics') We Find that
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M-estimates 1providc an casv aid Officicnit nethlodoloPy for experivient;

with possible outliers.

2. Robust Estimiation in the lcterosccdastic Lincar Model.

a) Onl Bickel 's tests for hecteroscedasticity [2]

Ilic. asTmptotic distrihut ion theory of B~ickel's (1978) tests for

heteroscedasticity is extended to a wider class of test statistics and

distribut ions, when the nullbcr of regrcssion paraincters is fixed.

b) Onl robust tests for heteroscedasticity [4)

We extend Bickel's (1978) tests For heteroscedasticity to include

wider classes of tests statistics and fitting methods. The test statistics

include those baSed onl Huber's futnction, while thc fitting techniiques

include Htuber's Proposal 2 (1977) for robust regrcssion.

c) '!-estimates for the lictcroscedastic lincar model [6]

We treat the linear model Y. J + 7where C. is a known vector,

is anl unknownT parameter, and Var Zis a function of T2B wh~ich is known,

except For a arawcter C. For simultancous M1-cstimates, 6 and 0 , we show

that (-) 0 (N-) and find the limit distribution of (-g. For the

special case of least squares estimation, this limit diStribution is the

sane as the limit distribiiion of the wreighted leas-t squares using the

1--iloweights, %w. = (Var 2. i and in general the di stribution is thato.

1 11

of the limit distribution can be consistently estimated, so large s.-vj)e

confidence ellipsoids and tests of hypothuses concerniing B are feasible.
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3. Noniiaira.etric Rcgre.ssion (Vritten by (. Johliston under the direction

of R.J. Carroll.)

a) Nonparanctric esti,,ation of a regrcssion fimction bi means c.F

concomitants of order statistics [8j

11.'e study the properties of nonparametric estimates of a regression

function based on concomitants of order statistics (Yang (1977), unpublished

and use results of .Jolnston's thesis to obtain uniform confidence bounds

for her estiJiates.

b) Smooth nonparametric re ression amalvsis [91

Ve consider nonparrinctric estimation of the regression function

E[YIX=\]. For the Watson estimators (1964, Sarikh , Series A) we obtain

nonparametric confidence boimds, and apply themi to simulated data.

4. A Study of Sequential Procedures for Istimatinp the Largest oC Three

Nonnal 'leans [10]

We study the problem of estimating the largest mean from three poptla-

tions when data are normally distributed. A knte-Carlo study is performed

to compare two sequential procedures, one of which eliminates populations

during the ex)erjient, while the other does not. The elimination procedure

is shoiNn to be preferable.
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Other Activities

The Department was fortunate to have Drs. Keener and Lee visiting

during the academic year 1979-80 and making substantial research contri-

butions in the areas of U-statistics and sequential design of experiments

and renewal theory.

Dr. Robert W. Keener is a Visiting Assistant Professor and received

his Ph.D. degree in 1979 from the Massachusetts Institute of Technology

under the direction of H. Chcrnoff. Dr. Alan J. Lee of the University of

Auckland, New Zealand is a Visiting Associate Professor, and received his

Ph.D. degree in 1973 from the University of North Carolina at Chapel Hill

uider the direction of S. Cambanis. Following are brief sumnaries of

mnuscripts completed by Drs. Keener and Lee while in Chapel Hill.

DI. Robert W. Keener

1. Renewal Theory and the Sequential Design of Experimcnts with Two States

of Nature [1].

In the sequential design of experiments an experimenter is sequentially

performing experiments to help him make an inference about the true state of

nature. Using results from renewal theory, we derive approximations i r the

operating characteristics and average sample ntnbers for this problem ,.en

there are two states of nature. A critical problem in the sequential d ign

of experiments is finding a good procedure. We investigate a Payesian fo'mu-

lation of this problem and use our approxiniat ions to approximate the Bayes

risk. Minimization of this approximate Bayes risk over procedures is discus ,

as a method of finding a good procedure, but difficulties are encountered due

to the discrete time character of the sequential process. To avoid these

difficulties, we consider minimization of an approximation related to a

diffusion process. This leads to a simple nle for the sequential selection

of ex-pcr ijcnts.
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2. Renewal Iieor- for ,.Iarkov Chains on the Real Line [2].

Standard theory is concerned with expectations related to sums of

positive i.i.d, variables, S i =Zi. We generalize this theory to the

case where {Si} is a Markov chain on the real line with stationary transition

probabilities satisfying a drift condition. The expectations wc are concernec

with satisfy generalized renewal equations, and in our main theorems, we show

that these expectations are the unique solutions of the equations they

satisfy.

3. Maximum Likelihood Regression of Rank-Censored Data [3].

Linear regression is a conmon method for analyzing cardinal data, but

is inapprolpriate when the dependent variable is an ordinal ranking. The

model we propose for analyzing these data sets is the general linear model

u* = XB + c where the rank of the dependent variable u* is observed

instead of its value. We describe a nmierical algoritln for evaluating the

likelihood function which is efficient enough to permit maximtn likelihood

estimation of normalized regression coefficients. This algorithm can be

modified to evaluate the cumulative distribution function of any multivariate

Iknormal random vector with nonsingular tri-diagonal covariance matrix.

References

1. Renewal theors,> and the sequential design of experilnents with two states
of nature, Coninunications in Statistics, to appear.

2. Renewal theory for ,aIrkov chains on the real line, submitted to A-Uials
of Probability.

3. Maximum likelihood regression of rank-censored data, submitted to J.
Amer. Statist. Assoc.
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Dr. Alan J. Loce

1. A Note on the Campbell Sampling Theorem [1].

Campbell's 1968 smnpling theorem is cxmuiined and a more explicit

formula for the trucation error is given. [he result is sholn to apply

to random processes bandlimited in a general sense.

2. On the As)inptotic Distribution of U-Statistics [2].

The asymptotic distribution of a U-statistic is found in the case when

the corresponding Von Mises functional is stationary of order 1. Practical

methods for the tabulation of the limit distributions are discussedl, and

the results extended to certain incomplete U-statistics.

3. On the Asymptotic Distribution of Certain Incomplete U-Statistics [3].

Incomplete U-statistics based on the arithmetic mean of m quantities gi

i'here g is the kernel of the complete U-statistic evaluated at a randomly

chosen subswmple of a smnple of size n, are considcred. The asymptotic

distribution of the incomplete U-statistic is obtained in terms of that of

the complete statistic, and the asymptotic relative efficiency of the

incomplete statistic discussed. Comparisons are made with other incomplete

U-statistics.

4. On Incomplete U-statistics having MinimnLD Variance [43

Let U be an inconplete U-statistic of order k, that is to say, an

arithmetic mean of in quantities g(X,... ,Xi ) wher X X is a random

sanple from some distribution, g is a function symmetric in its k argu-
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ments, and the sum is taken over m k-subsets (i. 1 ,... Pik) of (1,...,n}.

The problem of how to choose the m subsets to make the variance of U a

minimum is discussed. Some results on the asyinptotic properties of U

are given.

References

1. A note on the Caiipbell sampling theorem, Institute of Statistics
Mimeo Series U1256, [INC Chapel Hill, September 1979.

2. On the asyrmptotic distribution of U-statistics, Institute of Statistics
Mimeo Series #1255, UNC Chapel Hill, September 1979.

3. On the asymptotic distribution of certain incomplete U-statististics,
Institute of Statistics Mimeo Series !11259, December 1979.
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S. Cambanis, Nonlinear systems with Gaussian inputs.: 'Zcprescntation,
identification and inverse problems, Proceedings 18th IEEE
Confcrcnce on Dccision and Control (1979), 1035-1037.

S. Cambanis and E. Masry, On the reconstruction of stationary Gaussian
processes obsel-ved through zero-memory nonlincaritics - Part II,
IEEE Trans. Information Theory, to appear.

S. Cambanis and G. Miller, Linear problems in p-th order and stable
processes, SIAM J. Appi. Math., to appear.

R.J. Carroll, Estimating variances of robust estimators when the errors
are asynmetric, J. Amcr. Statist. Assoc. 74 (1979), 674-679.

R.J. Carroll, On sequential elimination procedures, Sankhya, Series A
to appear.

R.J. Carroll, Robust transfornation to achieve approximate normality,
J. Royal Statist. Society, Series B, to appear.

R.J. Carroll and D. Ruppert, Trimming the least squares estimator in the
linear model by using a preliminary estimator, J. Amer. Statist.
Assoc., to appear.

R.J. Carroll and D. Rtqipert, On robust tests for heteroscedasticity,
Ann. Statist. , to appear.

R.J. Carroll, Robust methods for factorial designs with outliers, Applied
Stat stics, to appear.

S.T. Huang and S. Cambanis, Spherically invariant processes: Their non-
linear structure, discrimination, and estimation, J. MAlivariate
Anal., 9 (1979), 59-83.

S.T. Huang and S. Cambanis, On the representation of nonlinear systems with
Gaussian inputs, Stochastics, 2 (1979), i73-189.

E. Masry aod S. Canbanis, Signal identification after noisy nonlinear trans-
formations, IEEE Trans. Information Theory IT-26 (1980), 50-58.

E. asry and S. Cambnhiis, Consistent estimation of continuous-time signals
from samples of noisy nonlinear transformations, IEEE Trans.
Information Theory, to appear.

R.W. Keener, Renewal theory and the sequential design of experiments with two
states of nature, Co, .unications in Statistics, to appear.
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1240 R.J. Carroll and 1). Ruppert, Almost sure properties of robust
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contoured distributions, August 1979.

1249 G. Jolmston, Nonparmietric estimation of a regression function by
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1253 G. Johnston, Smooth nonparametric regression analysis, September 1979.
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I NI'IRACI IONS

S. Cambanis organized a session onl Stochastic Processes, chaired another

session, and gave an invited talk on "Inverse problems for nonlinear

transformations of Gaussian processes," at the meeting of the Institute

of Mathematical Statistics in East Lansing, Michigan, June 18-20, 1979.

S. Cambanis attended the International Symposiun on Information Theory,

Grigniano, Italy, June 25-29, 1979; chaired a session; and presented

the following two talks: "p-th order and stable processes: Linear

structure and path properties" (joint work with G. Miller), and

"Signal identification after noisy nonlinear transformations," (joint

work with E. asry).

S. Cambanis gave an invited talk on "Consistent estimation of continuous-

time signals from quantized noisy samples" (joint work with E. Masry)

at the International Conference on Information Sciences and Systems, in

Patras, Greece, July 9-13, 1979.

S. Cambanis gave an invited talk on "Nonlinear systems with Gaussian inputs:

Representation, identification and inverse problems," at the 18th IEEE

Conference on Decision and Control, in Fort Lauderdale, Florida,

December 12-14, 1979.

R.J. Carroll presented the paper '"M-estimates for the heteroscedastic linear

model" to

(i) Institute of Statistics Special Topics Meeting, Octobcr 1979;

(ii) National Institutes of lealth, November 1979;

(iii) General Motors Research Labs, December 1979;

(iv) University of Maryland, January 1980.
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C. Schoenfelder presented the paper "Random designs for estimating

integrals of stochastic processes" at the annual meeting of the

Institute of Mathematical Statistics in Washington, DC, August

13-16, 1979.
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C RIJLArIVE LIST OF INIBLI(CATIONS CRIDITIII) TO T"IS GRANT

(A) JOURNAL PUBLICATIONS

1976

S. Cambanis, The relationship between the detection of sure and stochastic
signals in noise, SIAM J. Appl. Math 31 (1976), 558-568.

S. Cambanis, G. Simons and W. Stout, Inequalities for Ek(X,Y) when the
marginals are fixed, Z. Wahrscheinlichkeitstheorie verw. Gebiete,
36 (1976), 285-294.

B. [iscnberg, B.K. Ghosh and G. Sinons, Properties of generalized sequenti
probability ratio tcts, Ann. Statist. 4 (1976), 237-251.

S.T. luang and S. Caunbanis, On the representation of nonlinear systems
with Gaussian inputs, Proceedings Fourteenth Annual Allerton Conferenc
on Circuit and System Theory (1976), 451-459.

G. Simons, An improved statement of optimality for sequential probability
ratio tests, Ann. Statistics, 4 (1976), 1240-1243.

G. Siinons, An interesting application of Fatou's lemma, The American
Statistician, August 1976, 146.

1977

S. Cambanis, Some properties and generalizations of multivariate Ey-raud-
Gumbel-Morgenstern distributions, J. Multivariate Anal. 7 (1977),
551-559.

R.J. Carroll, On the uniformity of sequential procedures, Ann. Statist. S
(1977), 1039-1046.

R.J. Carroll and E.J. Wegman, A Monte-Carlo study of robust estimators of
location, Comm. Statist. 6 (1977), 795-812.

R.J. Carroll, A comparison of two approaches to fixed width confidence
interval estimation, J. Amer. Statist. Assoc. 72 (1977), 901-907.

S.T. Itiang and S. Cunhanis, Estimation and prediction of nonlinear func-
tionals of Gaussian processes, Proceedings Eleventh Anual Conference
on Information Sciences and Systems (1977), 140-144.

H.M. I.eung and S. Cambanis, On the rate distortion function of a memoryle.-
G;;itssian vector source whose components have fixed variances, Informa-
tion and Control 34 (1977), 198-209.

G. Simons, An unexpected expectation, Ann. Probability 5 (1977), 157-158.
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S. Cambanis and E. M.1asry, The reconstruction of the covariance of a
stationary Gaussian process observed through a zero-memory non-
linearity, IEEE Trans. Information Teory, IT-24 (1978), 485-494.

S. Canbanis and E. Masry, Some inverse problems in nonlinear systems:
the Gaussian signal case, Proceedings AFOSR Workshop in Conrunicatiun
Theory and Applications, 1978, lEE Library no: IMt0 139-6, pp. 12-15.

R.J. Carroll, Sequential confidence intervals for the mean of a subpopu-
lation of a finite population, J. Amer. Statist. Assoc. 73 (1978),
408-413.

R.J. Carroll, On the asymptotic distribution of multivariate M-estimates,
J. Mult. Analysis, 8 (1978), 361-371.

R.J. Carroll, On almost sure expansions for M-estimates, Ann. Statist.,
6 (1978), 314-318.

R.J. Carroll, Distributions of stopping times for sequential elimination
ranking procedures, S. Afr. Statist. J., 12 (1978), 33-46.

R.J. Carroll, On sequential estimation of the largest normal mean when
the variance is lnu7i, Sankhya, Series A 40 (1978), 294-302.

S.T. iluang aid S. CQunbanis, Stochastic ind multiple Wiener integrals,
,An. Probability 6 (1978), 585-614.

S.T. Htu ng and S. Cthii,,is, Gaussian processes: Nonlinear analysis and
stochastic calculus, in Measure Theory Applications to Stochastic
nalysis, Oberwolfach 1977, Eds. G. Kallianpur and 1). kOzow,

Lecture Notes in Mathematics, vol. 695, Springer, New York, 1978.

H.M. Leung and S. Cambanis, On the rate distortion functions of spheri-
cally invariant vectors and sequences, IEEE Trans. Information
Theory, IT-24 (1978), 367-373.

G. %Iiller, Properties of certain srinetric stable distributions, J.
Multivariate Anal. 8 (1978), 346-360.

G. Sinons and W. Stout, A weak invariance principle with applications to

domains of attraction, Ann. Probability 6 (1978), 294-315.

1979

S. C;uibanis, Nonlinear sytems with Gaussiui inputs: Representation,
identification and inverse problems, ProcecJings 18th IEFE Confer-
ence on Decision and Control (1979), 1035-1037.

R.J. Carroll, Lstimating variances of robust estimators when the errors
are asyNmietric, J. Ainer. Statist. Assoc. 74 (1979), 674-679.
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(1979)

S.T. luang and S. Cambanis, Spherically invariant processes: Thcir nonlinear
structure, discrimiination, and estimation, J. Mfultivariate Anal. 9
(1979), 59-63.

S.T. Hluang and S. Caubanis, OCn the representation of nonlinear systems with
Gaussian inputs, Stochastics, 2 (1979), 173-189.

E. Masry and S. Cambanis, Consistent estimation of continuous-time signals
from quantized noisy samtples, Proceedings 13th Annual Conference on
Information and Systems (1979), 238-240.

1980

E. 1asry and S. Cambanis, Signal identification after noisy nonlinear trans-
formations, IEEE Trans. Information Theory IT-26 (1980), SO-58.

Accepted for Publication

S. Cambanis and II.M. LCLug, On the rate distortion functions of memoryless
sources tunder a magnitude error criterion, Information and Control.

S. Canbanis and E. MIasrv, On the reconstruction of stationary Gaussian proc-
esses observed through zero-memory nonlinearities - Part II, IMEE Trans.
Information Theory.

S. Cambanis and C. Miller, Some path properties of p-th order and s'iimuetric
stable processes, Annals of Probability.

S. Cambanis and G. Mller, Linar problems in p-th order and stable processes,

SIAM J. Appl. Math.

R.J. Carroll, On sequential elimination procedures, Sankhya, Series A.

R.J. Carroll, Robust transfonmation to achieve approximate normality, J. Roya
Statist. Society, Series B.

R.J. Carroll, Robust methods for factorial designs with outliers, Applied Sta

R.J. Carroll and D. Ruppert, Trinvning the least squares estimator in the line

model by using a preliminary estimator. .. Aner. Statist. Assoc.

R.J. Carroll and D. Ruppert, On robust tests for heterosccdasticity, Ann. Sta

R.W. Keener, Renewal theory and the sequential design of experiments : ith two
st.tes of nature, Co innunicaitions in Statistics.

E. Masry and S. Cmnbanis, Consistent estimation of continuous-time signals
fro11 saInples of noisy nonlinear transformations, IEEE Trans. Infonnation
Theory.

D. Ruppcrt and R.J. Carroll, Trinned least squares estimation in the linear
model, ,J. ,\mcr. Statist. Assoc.
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(B) INST11hTE OF STATISriCS miNulO SLRIIS TIiINICAL REPORTS

(Excluding those reports which have been published in journals or
accepted for publication, and including Ph.D. dissertations, M.S.
essays, nd recent reports which have been submitted for publica-
tion.)

1975

1028 S.T. thiang, Nonlinear analysis of spherically invariant
processes toid its ramifications (Ph.D. dissertation under
the direction of S. Cainbanis), September 1975.

1976

1057 II.M. Leung, Bounds and the evaluation of rate distortion func-
tions (Ph.D. dissertation under the direction of S. Cambanis),
Febnriry 1976.

1060 C. Segami, Power series distributions, a dual class and some
extensions (Ph.D. dissertation under the direction of N.L.
Johnson and G. Simons), April 1976.

1079 W.L. Lane, A survey of sequential approaches to the problem of
selecting the best of k populations (M.S. essay under the
direction of R.J. Carroll), July 1976.

108o K. .iu, Distribution functions on partially ordered spaces
(Ph.D. &sertation under the direction of G. Simons),
August 176.

1977

1121 G.. Miller, Some results on sy~runetric stable distributions and
processes (Ph.D. dissertation under the direction of S. Cambanis,
bNL1y 1977.

1123 R. Fondren, A study of power transfonns (M.S. essay under the

direction of R.J. Carroll), May 1977.

1978

1161 R.J. Carroll, On the distribution of quantiles of residuals in a
linear model, February 1978.

1172 R.J. Carroll, An investigation into the effects of as)nemctry on
estimates of regression, August 1978.

1189 R.J. Carroll, A study of sequential procedures for estimating the
largest mean, August 1978.

1191 R.J. Carroll, 'n sequential confidence intervals for the largest
normal mean, August 1978.
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(1978)

1192 R.J. Carroll, Convergence results for sequential estimation of
the largest mean, August 1978.

1201 C. Schoenfeldcr, Random designs for estimating integrals of
stochastic processes (Ph.D. dissertation under the direction
of S. Cambanis), November 1978.

1979

1214 S.T. Huang, Characterizations of the exponential distribution by
conditional moments, March 1979.

1224 D. Ruppert and R.J. Carroll, On Bickel's test for hetcroscedasticii
April 1979.

1240 R.J. Carroll and D. Ruppert, Almost sure properties oE robust
regression estimates, July 1979.

1242 R.J. Carroll and D. Ruppert, On the asymptotic normality of robust
regression estimates, July 1979.

1243 D. Ruppert and R.J. Carroll, M-estimates for the heteroscedastic
linear model, July 1979.

1246 S. Cambanis, S. Iuang and G. Simons, On the theory of elliptically
contoured distributions, August 1979.

1249 G. Johnston, Nonparamctric estimation of a regression Rinction
by means of concomitants of order statistics, September 1979.

1253 G. Johnston, Smooth nonparametric regression analysis (Ph.D.
dissertation tnder the direction of R.J. Carroll and M.R.
Lcadbtter), Septenber 1979.

1254 R.J. Carroll and R.A. Smith, A study of sequential procedures
for estimating the largest of three normal means, September 1979

1255 A.J. Lee, On the asymptotic distribution of U-statistics,

September 1979.

1256 A.J. Lee, A note on the Campbell sanpling theorem, September 1979.

1259 A.J. Lee, On the asyq)totic distribution of certain incomplete
U-statistics, lecember 1979.

1980

1260 M.K. Habib, Sampling representations and approximations for certai:
functions and stochastic processes (Ph.D. dissertation undcr the
direction of S. Cmbanis), January 1980.

0



(1980)

1203 S. Canbanis and G. Simons, Probability and expectation inequalities,
January 1980.

1264 R.J. Carroll and I). Ruppert, On prediction and the power tralsfor-
ination family, Fehruary 1980.

1271 G. Johnston, Probabilities of maximal deviations for nonparametric
regression ftuiction estimates, August 1979.

1272 S. G.'mbanis and G. Miller, Linear problcns in p-th order and
stable processes, March 1980.

(C) MANUSCRIPTS SUI'LMIT""D FOR tIBLICATION

S. Canbanis and MA. labib, Finite sampling ., pprox imat ions for non-bandlimited

signals.

R.W. Keener, Renewal theory for Mlarkov chains on the real line.

R.W. Keener, Maximtun likelihood regression of rank-censored data.

C. Schoenfelder and S. Cambanis, Randon desigms for estimating integrals of
stochastic processes.
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