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ABSTRACTS

S. Cambanis: PROBLEMS IN STATISTICAL COMMUNICATION THEORY AND THE
ANALYSTS OF STOCHASTIC SIGNALS AND SYSTRMS.
Research complected includes consistent estimation of (nonrandom)
signals from nonlinear transtormations of noisy samples; approximations
of non-bandlimited signals using a finitc muber of samples and their rate
of convergence; (infinite) sampling approximations for non-bandlimited
signals, and sampling representations for bounded linear operations on
bandlimited sighals and for generalized bandlumited signals; the evalu-
ation of linear estimates and regression estimates in stable processes,
including regression and linear filtering of signals in noise; and certain
probability and expectation inequalities./>

—

R.J. Carvoll: RQBUST ESTIMATION AND SEQUENTIAL ANALYSIS

AN

B Research completed includes work in the following areas: trimming

least squares estimators in the linear model by using a preliminary
estimator; tests for heteroscedasticity in the linear model; estimation of
regression coefficients in a heteroscedastic linear model; almost sure
properties of robust regression éstimates with applications to sequential
clinical trials; robust methods in factorial experiments; studying seq-
uential procedurcs for estimating the largest of three normal means; non-

parametric estimation of regression functions.

AN

™~
~




S. Cambinis: DPROBLIMS IN STATISTICAL COMMINICATION THEORY AND T ANALYSIS
OF STOCHASTIC SIGNALS AND SYSTEMS

The work briefly described here was developed in connection with problems
arising from and rclated to the statistical theory of communications and
signal processing. Itom 1 describes continuing joint work with Dr. E. Masry
of the University of California at San Dicgo. Item 2 is a discussion of
recent work on nonlinear systems with Gaussian inputs, leading to several open
problems. Item 4 is the Ph.D. dissertation of Dr. M.K. Habib written under
my direction, and Item 3 is the first of a series of papers which will be
written {rom this work. ltem § represents further joint work with Dr. G.
Miller of the U.S. Army Material Systems Analysis Activity at Aberdeen Proving
Grounds, and is inclikled in an extensive expansion of earlier work., Item
6 describes joint work with my colleague, Dr. G. Simons, (about half of this
work was completed during the previous funding ycar and reported in the
last report). Finally, my student,Mr. N. Gerr, has bcen working in the area
of Delta modulation of random signals and the complete work will be reported

in the next annual rcport.

1. Consistent Estimation of Continuous-Time Signals from Nonlinear

Transformations of Noisy Sanples [1].

In general, a signal cannof be rcconstructed from its sign, i.e., from
its hardlimited version. llowever, by deliberately adding noise to samples
of the signal prior to hardlimiting, it is shown that the signal can be
estimated consistently from its hardlimited noisy samples as the sampling
rate tends to infinity. In fact, such cstimates are shown to converge with
probability onc to the signal and also, to be asymptotically normal. The
estimates, which are generally nonlinear, can be made linear hy a proper

choice of the noise distvibution. These rather unexpected results hold




—

for all bounded and uniformly continuous signals. In addition to the
hardlimiter, such results arc also established for certain monotonic and

non-monotonic nonlinearities.

2. Nonlinear Systems with Gaussian Inputs: Representation, Identification

and Inverse Problems [2].

Certain recent results leading to sévcral open problems arc discussed
for the following questions for nonlinear systems with input Gaussian pro-
cesses. How can the system be represented? How can the system be identified
from the input and output processes? Does knowledge of the way the system
responds to a certain Gaussian input determine the way it will respond to
another Gaussian input or to a deterministic input? Does knowledge of the
system and the statistics of the output determine the statistics of the

input?

3. Finite Sampling Approximations for Non-Bandlimited Signals [3].

Finite sampling approximations, and their ratc of convergence, are
derived for certain detemministic and random signals which are not band-
limited. The merit of these results lies in the fact that in many practical
situations, the signals under consideration are not bandlimited and only a

finite number of samples arc available.

4. Sampling Represcntations and Approximations for Certain Functions and

Stochastic Processes [4]

Sampling representations and approximations of deterministic and random
signals are important in commmication and information theory. Finite and
infinite sampling approximations are derived for certain functions and
processcs which are not bundlimited, as well as bounds on the approximation

errors. Also derived arc sampling representations for bounded linear




operators acting on certain classes of bandlimited functions and processes;
these representations enable one to rcconstruct the image of a function

(or a process) under a bounded linear operator using the samples of the
function (or the process) rather than the samples of the image. Finally,

sampling representations for distributions and random distributions are

obtained.

5. Regression and Linear Estimation in Stable Processes [5].

Regression estimates and linear estimates, along with the estimation
error, arc cvaluated for certain classes of stable processes. Included
are evaluations of regression and linear filtering of signal in noise, and
also noncausal linear prediction and filtering of harmonizable stable

processcs.

6. Probability and Expectation Incqualitics ([0].

A mathcmatical framework is introduced within which a wide variety of
known and new incqualities can be viewed from a common perspective. Probab-
ility and cxpectation incqualities of the following types are considered:
(a) P(ZeA) = P(Z'cA) for some class of scts A, (b) Ek(Z) 2 Ek(Z') for some
class of pairs of functions £ and k. It is shown, sometimes using explicit
constructions of Z and Z',Ithat, in several cascs, (a8) <=> (b) <=> (c);
included here arc cases of nommal and elliptically contourced distribution.

A case where (a) => (b) <=> (c) is studied and is expressed in terms of

"n-monotone'’ functions for (some of) which integral representations are

obtained. Also, necessary and sufficient conditions for (c) arc given.
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R.J. Carroll: ROBUST ESTIMATION AND SEQUENTIAL ANALYSIS

The work described here was developed in connection with problems
arising in robust cstimation and sequential analysis. The goal of robust
estimation is to develop cstimates which are inscnsitive to realistic
departures from model assunptions (such as outlicrs); many of the cownonl&
used procedures do not possess this property. Our special focus this year
has becn on the lincar model. We have considered a theoretical description
of the applied statistician's common practice of fitting an equation and
then eliminating points which could be outliers, and we have shown that
such a practice can only rarely be rccommended. We have also provided
strong theoretical results which cnable robust M-cstimators to he applied
in many scquencial situations, including clinical trials and fixed width
confidence intervals. We have also obtained results in testing for and
estimations in the heteroscedastic lincar model; for the latter we have
obtained a practical methodology which is essentiaolly as pood as optimal
(but unknowablc) weighted least squares.  PFinally, we have obtained results
ror nonparametric reyicssion curve fitting and the sequential sclection of

the largest mean.

1. Robust Estimation in the Linear Model.

a) Trimning the lcast squarcs cstimator in the linear model by

using a preliminary estimator [17.

Lot EO he an estimite of B in the lincar model, Y, = X1 + ¢;.

Define the residuals Yi - ;;@0, let 0 < a <%, and let éL be the lcast
squares cstimate of £ calculated after removing the observations with
the [on] smallest and {an] largest residuals. This 1s a common practice
of applicd statisticians worried about possible outliers. By use of an

asympteric expansion, the Hinit distribution of Gl is fornd under certiain




regularity conditions. 1his distribution depends heavily upon the choice
of §0. he discuss several choices of EO’ with special attention to the
contaminated normal model. If EO is the median rcgression or least squares
estimator then §; is rathcer inefficient at the normal model. If F is
o
20
equal the average of the a-th and (1-a)-th regression quantiles (Koenker

symmetric, then a particularly convenient, robust choice is to lct
and Bassctt, Lconomectrica (1978)). Then Q{ has a limit distribution
analogous to the trimmed mcan in the location model, and the covariance

matrix of §L is casily cstimated.

b) Almost surc propertics of robust recicssion cstimates (3]

We consider lluber's Proposal 2 {or robust regression estimates in
the gencral lincar model. The estimates arc first shown to be strongly
consistent. e then develop an almost sure cxpansion of thesce estimates,
approximating them (to order o(n'%)) by a weighted sum of bounded random
variables. The approximation is sufficicntlv strong to permit construction
of sequential fixed-width confidence regions for the regression parumcter,
as well as for use in scquential clinical trials with repcated significance

tests.

c) On the asyuntotic normality of robust regression estimates [5)

Tuber's 1973, Annals of Statistics proof of asymptotic nomality

of robust regression estimates is modified to inciwde thie cstinutes used
in practice, which have unknown scale and only piccewise smooth defining

functions v.

d) Robust methods for factorial cxperiments with outliers [7]

Two factorial cxperiments with possible outliers (Jolm (1978),

Applicd Statistics) are reanalyzed by means ol robust regression techniques

using M-ostimates (luber (1973), Awals of Statisties), We find thar




M-estimates provide an casy and cf{icient methodology for experiments

with possible outliers.

2. Robust Fstimation in the lleteroscedastic Linear Model.

a) On Bickel's tests (or heteroscedasticity [2]

The asvmptotic distribution theory of Bickel's (1978) tests for
heteroscedasticity 1s extended to a wider class of test statistics and

distributions, when the number of regression paramcters is fixed.

b) On robust tests for heteroscedasticity [4]

We extend Bickel's (1978) tests for heteroscedasticity to include
wider classes of tests statistics and fitting methods. The test statistics
include those based on luber's function, while the fitting techniques

include Huber's Proposal 2 (1977) for robust regression.

¢) I-estimates for the heteroscedastic lincar model [6]

We treat the linear model Y.l = CTQ + Zi where Ei is a known vector,

=i

8 1s an unknown paramcter, and Var Zi is a function of |g§§] which is known,
except for a paramcter €. TFor simultancous i-cstimates, E_and é , we show
that (2-9) = OP(N-B), and {ind the 1imit distribution of NS(E-E). For the
special case of least squares estimation, this limit distribution is the
same as the limit distrvibution of the weipghted lcast squares using the
weights, W= (Var Zi)'l, and in general the distribution is that of a
"weighted M-estimate' using these weights. Gtloreover, the covariance matrix
of the limit distribution can be consistently estimated, so large sample

confidence ellipsoids and tests of hypotheses concerning B are feasible.




3. Nomparametric Repression (kritten by (. Johnston under the direction

of R.J. Carroll.)

a) Nonparametric cstirmation of a regression fimction by means ¢f

concomitants of order statistics (8]

e study the properties of nonparametric estimates of a regression
function based on concomitants of order statistics (Yang (1977), unpublished
and usc results of Jolnston's thesis to obtain uniform confidence bounds

for her costimates.

b) Smooth nonpararectric regression analyvsis [9]

e consider nonparamctric estimation of the regression function
E[Y|X=x]. Tor the Watson cstimators (1964, Sankhyw, Series A) we obtain

nonparametric confidence bounds, and apply them to simulated data.

4. A Study of Scquential Procedurces {or Vstimating the Larcest of Three
Nomnal ilcans [10]

We study the problem of estimating the largest mean from three popula-
tions when data are nomnally distributed. A Monte-Carlo study is performed
to comparce two scquential procedures, onc of which eliminates populations
during the experiment, while the other does not. The elimination procedure

is shown to be preferable.
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Other Activities

The Department was fortunatc to have Drs. Keener and Lee visiting
during the academic year 1979-80 and making substantial research contri-
butions in the areas of U-statistics and sequential design of experiments
and renewal thecory.

Dr. Robert W. Keener is a Visiting Assistant Professor and received
his Ph.D. degree in 1979 from the Massachusetts Institute of Technology
under the direction of H. Chernoff. Dr. Alan J. Lee of the University of
Auckland, New Zealand is a Visiting Associate Professor, and received his
Ph.D. degree in 1973 from the University of North Carolina at Chapel Hill
under the direction of S. Cambanis. Following are brief summaries of

manuscripts completed by Drs. Keener and Lee while in Chapel Hill.

Dr. Robert W. Kecener

1. Rencwal Theorv and the Sequential Design of Experiments with Two States
of Nature [1].

In the sequential design of experiments an experimenter is secquentially
perfonning experiments to help him make an inference about the true state of
nature. Using results {rom rcnewal theory, we derive approximations ior the
operating characteristics and average sample mumbers for this problem w'.en
there are two states of naturé. A critical problem in the scquential de .ign
of experiments is finding a good procedurc. We investigate a Rayesian formu-
lation of this problem and usc our approximations to approximate the Bayes
risk. Minimization of this approximate Bayes risk over procedures 1s discuss
as a method of finding a pood procedure, but difficulties are encountered due
to the discretc time character of the sequential process. To avoid these
difficultics, we consider minimization of an approximation related to a
diffusion process. This leads to a simple rule for the sequential selection

of cxperiments.




2. Renewal Theory for Markov Chains on thc Rcal Line [2].

Standard theory is concerned with expectations related to sums of
positive i.i.d. variables, Sn = 22=121. We generalize this theory to the
case where {Si} is a Markov chain on the rcal line with stationary transition
probabilitics satisf{ying a drift condition. The cxpectations we idre concernec
with satisfy generalized rencwal equations, and in our main thcorems, we show
that these expectations are the unique solutions of the equations they

satisfy.

3. Maximum Likelihood Regression of Rank-Censored Data [3f.

Lincar regression is a common mcthod for analyzing cardinal data, but
is inappropriate when the dependent variable is an ordinal ranking. The
model we propose for analyzing these data sets is the general lincar model
u* = Xg + ¢ wherc the runk of the dependent variable u* is observed
instead of its valuc. We describe a numerical algorithm for evaluating the
1ikelihood functioﬁ which is cfficient cnough to permit maximun likelihood
estimation of normalized regression coefficients. This algorithm can be
modified to evaluate the cumulative distribution function of any multivariate

normal random vector with nonsingular tri-diagonal covariance matrix.

References

1. Renewal theory and the scquential design of experiments with two states
of nature, Communications in Statistics, to appear.

2. Rencwal theory for Markov chains on the real line, submitted to Annals
of Probability.
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Dr. Alan J. lce

1. A Note on the Campbell Sampling Theorem [17].

Campbell's 1908 sampling thecorem is cxamined and a more explicit
formula for the truncation crror is given. The result is shown to apply

to random processes bandlimited in a general sense.

2. On the Asymptotic Distribution of U-Statistics [2].

The asymptotic distribution of a U-statistic is found in the case when
the corresponding Von Mises functional is stationary of order 1. DPractical
methods for the tabulation of the limit distributions are discussed, and

the results extended to certain incomplete U-statistics.

3. On the Asymptotic Distribution of Certain Incomplete U-Statistics [3].

Incomplete U-statistics based on the arithmetic mean of m quantities g;
vhere g is the kernel of the complete U-statistic evaluated at a randomly
chosen subsample of a sample of size n, arc considered. The asymptotic
distribution of the incomplete U-statistic is obtained in terms of that of
the complete statistic, and the asymptotic relative efficiency of the
incomplete statistic discusscd. Comparisoﬁs are made with other incomplete

U-statistics.

4. On Incomplete U-statistics having Minimum Variance [4]

Let U be an incomplete U-statistic of order k, that is to say, an

arithmetic mean of m quantitics ;3,()(.1 ,...,X.l } where X
1 k
sample from some distribution, g is a function symmetric in its k argu-

1....,Xn is a random




ments, and the sum is taken over m k-subsets (11,...,ik) of {1,...,n}.
The pfoblcm of how to choose the m subsets to make the variance of U a

minimum is discussed. Some results on the asymptotic properties of U

are given.
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LIST OF PROFFLSSIONAL  PLRSONNLL ASSOCIATED WITH THE RESEARCI EFFORT:

1. Faculty Investigators: S. Cambanis

R.J. Carroll

2. Dr. A.J. Lee of the University of Auckland (puartially supported while

spending the academic ycar 1979-80 as Visiting Associate Professor).

Dr. Robert Keener (partially supportced whilc spending the academic

year as a Visiting Assistant Professor).

3. Graduate Students: R.
P.
N.
M.

DEGREES AWARDED:

Frimmel
Gallo
Gerr
Habib

Ph.D.: G. Johnston, September 1979, Thesis title: Smooth Nonparametric

Regression Analysis, Thesis advisor: R.J. Carroll.

Ph.D.: M.K. liabib, December 1979, Thesis title: Sampling Represen-

tations and Approximations for Certain Functions and Stochastic

Processes, Thesis advisor: S. Cambanis.




INTERACTIONS

S. Cambanis organized a session on Stochastic Processes, chaired another
session, and gave an invited talk on "Inverse problems for nonlinear
transformations of Gaussian processes,' at the meeting of the Institute

of Mathcmatical Statistics in East Lansing, Michigan, Junc 18-20, 1979.

S. Cambanis attended the International Symposium on Information Theory,
Grigniano, Italy, Junc 25-29, 1979; chaired a session; and presented
the following two talks: ''p-th order and stable processes: Lincar
structure and path properties" (joint work with G. Miller), and
"Signal identification after noisy nonlinear transformations,'" (joint

work with E. Masry).

S. Cambanis gave an invited talk on ''Consistent estimation of continuous-
time signals from quantized noisy samples' (joint work with E. Masry)
at the International Conference on Information Sciences and Systems, in

Patras, Greece, July 9-13, 1979.

S. Cambanis gave an invited talk on "Nonlincar systems with Gaussian inputs:
Represcntation, identification and inverse problems,' at thc 18th IEEE
Conference on Decision and Control, in Fort Lauderdale, Florida,

December 12-14, 1979.

R.J. Carroll presented the paper 'M-estimates for the heteroscedastic linear
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