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1. INTRODUCTION

This project has been an experimental study of the concept of acoustic
remote sensing of ocean surface and volume movements. [t may lead to the
development of acoustic remote sensing systems that will provide the capability to
observe the movement of the ocean surface and volume for a wide variety of
experimental applications, such as the observation of the interaction between wind,
waves, and the water mass, and the study of currents, eddies, and internal wave
motion both in the open ocean and under ice caps.

The two main problems in such a study are detection and motion estimation.
A design study! was completed in 1986 in which it was found that, using naturally
occurring scatterers that are passive riders such as bubbles and plankton, it should
be possible to obtain detectable acoustic echoes from the water volume and thus
track water volume movements. The water surface, under rough surface
conditions, is a strong acoustic scatterer that can be detected acoustically without
much difficulty. The motion of surface and bottom scatterers is illustrated in
Fig. 1.1. Thus, the acoustic detection of surface and volume scatterers was judged
to be quite feasible.

The next problem is the determination of the three-dimensional motion of the
ocean surface and volume from the acoustic backscattered signal. Detection and
measurement of the velocity component in the radial direction by Doppler and
correlation methods have been successfully demonstrated in several related
applications.2-5 The measurement of motion in the remaining two principal
directions, however, has only been demonstrated in a few instances®-9 and
requires further research.

Our approach is to initially divide the fielu of view into resolvable cells, and
then track the three-dimensional motion of the cloud of scatterers from each cell, by
the range and angle displacement of its acoustic backscatter signature, as
illustrated in Fig. 1.2. In the next section, the immediate objectives are formally
described. To minimize costs, the experimental demonstration was limited to the
remote sensing of two-dimensional motion. In Section 3, the computer simulation
model used to generate test signals is described. In Section 4, the signal
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processing and motion estimation algorithms are formulated. Three motion
processing algorithms were developed, each differing in the degree of wavefront
coherence assumed. In Section 5, the results obtained using the three motion
processing algorithms with the computer simulated data are described. In
Section 6, these results are analyzed. It was found that the third method, which
assumed no wavefront coherence, had the best performance for transiational
motion. For rotational motion, however, all three methods performed poorly. In
Section 7, the laboratory and field experiments and their results are described.
Finally, in Section 8, conclusions are drawn and plans for future work are put
forward, including possible approaches to combining translational and rotational
motion, and the computer simulation of full scale three-dimensional remote sensing
systems.




2. OBJECTIVES

The objective is to experimentally demonstrate the feasibility of particle
motion tracking by crosscorrelation of the acoustic backscatter, in a
multidimensional space including time delay, range, and angle. In order to
minimize costs, it was decided to limit the demonstration to two-dimensional motion
only, which meant that a line array could be used instead of a planar array. The
plan called for the construction of a small acoustic line array to observe and record
the acoustic backscatter produced by a variety of water surface and volume
movements within a field of view defined by a 3° by 12° projector beam. The field
of view was divided into a number of resolution cells of approximately 0.15 m by
0.15m (6in. by 6 in.). Experiments were performed both in a laboratory tank and
in the field. The data were then processed by computer to produce estimates of
two-dimensional particle motion. Agreement between the experimental results and
ground truth would constitute a demonstration of feasibility.




3. COMPUTER SIMULATION OF ACOUSTIC BACKSCATTER

In order to allow algorithm development to progress in parallel with
hardware development, a computer program was written to simulate the acoustic
backscatter from volume scatterers to provide test data for development and
controlled testing of the signal processing software.

The simulation model generates a set of Q point scatterers within an initial
volume that encompasses the field of view. A general point scatterer q is initially
given a random position zq,0 and a random complex scattering cross section o(q).
Between successive pings, the position is changed by a transformation operator T.
Thus, its position zq k at the kth ping is given by zq,0TkK. Several types of
transformation operators were written, including linear transiation, rotation, and
continuous and discontinuous shear deformation. The number of scatterers used
are typically between 5000 and 20,000. The sonar is modeled with one projector
and a hydrophone array, all at rest. The scatterers are assumed to be in the farfield
of the projector and the hydrophone atray elements. The signal pulse is modeled
as a carrier tone at frequency we modulated by an arbitrary pulse p(t). Although p(t)
may be arbitrarily chosen, a cw pulse is normally used. The backscattered
acoustic signal s(t,i,k) at time t, from the ith receiver and on the kth ping, is
constructed by superposition, assuming single scatter only, giving

(q) p(t-tq i k) Dp (zq.k b zp) Di (zq,k - zi) ej(% (t-"tq’i

Q o .k)
(k) = ) Z_ -zl -z : (3.1)
Q=1 gk p'qk i

where z; and zp are the positions of the hydrophone and projector, respectively,
Di(.....) and Dp (.....) are their directivity functions, and 1q,ik is the two-way
propagation delay between the scatterer and the sonar. The geometry is illustrated
in Fig. 3.1. For simplicity, the directivity functions are assumed to be frequency
independent within the operating frequency band of the system.

Finally, the signals s(t,i,k) from the array of M; hydrophones are sampled at a
sampling interval 1o, giving a sampled data series s(nyto.i,k) containing N samples

per ping for each hydrophone. The sampling interval is chosen to satisfy the
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Nyquist conditions. The data series is then passed to the signal processing block.
Data from a real sonar array are also presented in the same format to allow the
results from real and simulated data to be directly compared.




4. SIGNAL PROCESSING

The field of view is considered to be segmented, by angle and range in a
polar coordinate system, into a number of arbitrary and overlapping cells.
Algorithms are required to process the acoustic backscatter from each cell and ping
and produce estimates of the water movement between adjacent cells as a function
of time. The signal, as received at the hydrophone array, must first be
preprocessed to give the acoustic backscatter signature from each cell. Then, the
motion estimation algorithm may be applied to obtain estimates of the particle
movements. Three methods or algorithms are described, referred to as Methods A,
B, and C. These methods differ in the degree of wavefront coherence that the
backscatter signature may be assumed to possess. Finally, the results are
displayed. Many types of displays are possible and it is not clear if there is a best
one for all situations. We have chosen to use a moving velocity vector map
because it allows the performance of the motion estimation algorithms to be
checked directly. The processing scheme is shown in Fig. 4.1.

4.1 PREPROCESS

Before processing, the signals are beamformed and grouped into subsets
according to a predetermined system of resolution cells. Let the field of view be
divided into an arbitrary number of cells by beam and slant range. Let the slant
range be divided into N, overlapping intervals, n; sampies apart, each interval
containing a block of np samples. The number of samples np should be large
enough to allow a sufficient time-bandwidth product for a recognizable acoustic
signature in accordance with the analysis contained in the design study.! Each
cell is uniquely addressed by its ping number k, beam number m, and range
interval number r. The signal samples b(n,r,m,k) from each celi are addressed by
the sample number n, where n has a value between 1 and ny,

The signal samples in each cell are obtained by grouping the signal
samples from the hydrophone array into corresponding blocks in range and then
beamforming each block to give an arbitrary number of beams M. The angular
coordinates 6(m) of the mth beam will, in a three-dimensional remote sensing
problem, include both the azimuth and elevation angles; in this study, by limiting

11
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ourselves to a two-dimensional problem, 8(m) is simply the azimuth angle. Thus,
the nth signal sample from the rth range interval, mth beam, and kth ping b(n,r,m k)
is given by

M.
b(n,r,m,k) = Z s(ntt‘J -t r“,i,k); n = (r-1)n 41, ... (r—1)na+nb , (4.1)

=1

where tjrm is the time delay of the rth range interval from the ith element for the mth
beam. Time delaying is accomplished by applying linear phase shifts to the
Fourier transform of the input samples s(nite,i,k) from each range interval.
Beamforming each range interval separately allows stepwise focusing for improved
nearfield performance. The series of complex signal samples s(nyto,i,k) could
come either directly from the simulator or from a real hydrophone array via a Hilbert
transform.

The signal set B(r,m,k), from a cell in the kth ping, mth beam, and rth range
interval is defined as

B(r.mk) = {b(1,r,mk), b(2,rmk), ... b(nb,r,m,k)} . (4.2)

Our approach is to estimate motion from the movement of the
crosscorrelation function of the signals B(r,m,k) through a multidimensional space
of time delay (ping), range, and angle. Three different algorithms were developed
based on this approach. The first, which will be called Method A, is the direct
approach in which the backscattered signatures from each beam/range cell of a
ping are crosscorrelated with those of another ping. Coherent wavefronts are
implicitly assumed.

The second and third algorithms, called Methods B and C, were designed
for partiaily coherent wavefronts. They require several sets of beams with spatially
separated acoustic centers. Each set of beams is formed from a subarray of M,
elements out of the total array of M; elements. The coordinates of the acoustic
center v(j) of the jth subarray is a point on the array. In a three-dimensional remote
sensing problem, v(j) would be a two-dimensional coordinate on a planar array. In

13




this study, it is a point on a line array. The beamed signal samples b(n,r,m,j,k) from
the jth subarray are given by

M1
b(n,r,m,j.k)=zs(ntt°-t“m'.,i,k); nt=(r-1)na+1, (r-1)na+nb , (4.3)

i
where 1;; mj are the time delays of the jth subarray.

For Methods B and C, the signal set B(r,m,j k), from a cell in the kth ping, jth
subarray, mth beam, and rth range interval, is defined as

B(r,m,j,k) = {b(1,r,m,j,k), b(2,r,m,jkK), ... b(nb,r,m,j,k)} . (4.4)

4.2 MOTION ESTIMATION ALGORITHMS

The three methods or algorithms referred to as Methods A, B, and C will now
be described. These methods differ in the degree of wavefront coherence that may
be assumed. Method A assumes complete coherence, while Methods B and C
assume limited coherence and no coherence, respectively.

4.2.1. Method A: Crosscorrelation and Beam Interpolation

In this method, we use the direct approach of searching for
crosscorrelation peaks to determine the movement of scatterers between cells. Let
us assume that the acoustic backscatter signature from the cloud of scatterers
within a cell, as detected by the whole hydrophone array in a ping k1, is unique and
recognizable at a later ping ka. It is implicitly assumed that the backscatter
signature is coherent over the whole hydrophone array, as illustrated in Fig. 4.2.

The signals are organized in sets according to Eq. (4.2). The cross-
correlation function C(ne,ry,r2, mq, mz, kq, k2), as a function of the sample difference
n; between a cell at range ry, beam m,, from ping k¢, and a cell at beam m3, range
rz, from ping k2 is computed as a sum of crossproducts thus,

14
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Cin, r,r,m,m,k,k)
= B(rz-n/nb, m,, kz) o B'(r1, m,, k1)

n.-1
= 2 b(r,n,+n+n,, m,, k2) b*(r,ng+n, m,, k J (4.5)
n=0

where * denotes complex conjugation.

For a given reference cell (r1, m1) in ping k¢, the search space (ny,ro,mz)

in ping k2 is searched for the largest magnitude of the crosscorrelation function.
Let the crosscorrelation function have a peak at a point (ntp,r2p,m2p) in the search

space. Let the movement of the water particles initially in the cell (r1, my), from ping
k1 to ping k2, be modeled in terms of radial pg and angular 64 displacements, as
illustrated in Fig. 4.2. The radial component of displacement pq is given by

Py = (Nt (1 - 1) NI T2 (4.6)

where ¢ is the speed of sound in water.

The angular displacement 04 is simply given by the ditference
between the angular coordinates,

8,=6(m, ) -6(m) . (4.7)

In practice, the angular difference between preformed beams may be too coarse.
Either an interpolation or a monopulse process may be used to improve the
angular sensitivity. Both processes are likely to have comparable performance.
Only the interpolation process will be described. Thus,

0,= sz -6(m,) (4.8)

where B2p is the estimated direction of the scatterer cloud in ping k2. As an
interpolation problem, 825 may be formulated as a weighted mean of the angular
coordinates of the beams adjacent to mzp.

16




20" szex(:)xax ’ @
where ax is a weighting function, and X« denotes a summation over all values of
the beam number x representing beams in the vicinity of mgp. From a probabilistic
approach, the weighting function is an estimate of the likelihood of a particular
angle. Therefore, it should be equated to the square of the magnitude of the
associated crosscorrelation function,

2
Clngg, 1y, T My K, K, K) (4.10)

a =
4.2.2 Method B: Beam Interpolation with Multi-Subarrays

In Method A, it is implicitly assumed that the backscatter signature is
cohereni over the whole hydrophone array. In practice, this may not be the case.
Therefore, in Method B, the backscatter signature is taken from only a subset of the
hydrophones in the array, implicitly assuming that the signal is coherent over the
subarray, as illustrated in Fig. 4.3. Any azimuthal movement or rotation of the
scatterer cloud will produce changes in both the arrival angle and the position on
the hydrophone array of the signature.

The input signals are organized according to Eq. (4.4). The cross-
correlation function C(nq,re,r2, j1, j2. My, mz, k¢, k2), as a function of the lag in
sample periods nt, between a cell at range ry, subarray ji, beam my, from ping ki1,
and a cell at range r2, subarray j2, beam mg, from ping kz is computed as a sum of
cross products thus,

17
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B(rz'n/nbv m2l jzt kz) b B*(r1r m1l j1' k1)

n -1
2 b(r2na+n+n,, m,, j2, k2) b‘(r1na+n, m,, j1, k1) . (4.11)

n=0

For a given reference cell (ry, my) of subarray j¢ in ping k1, the search
space (ngr2,Ma2,j2) in ping k2 is searched for the largest magnitude of the
crosscorrelation function. Let the crosscorrelation function have a peak at a point
(Ntp.r2p.M2p.j2p)-

The movement of the cloud of scatterers initially in the cell (r1,m1), from
ping k1 to ping k2, is modeled in terms of radial and angular displacements, as in
Method A, plus a lateral component, shown in Fig. 4.4. The angular 84 and lateral
Aq displacements of the acoustic signature are the result of azimuthal translation xq
and rotation 6,. Applying geometrical ray theory and assuming small angles, the
displacement tensor (xq, 24, 8r) is obtained in terms of the measurables (84, Ad. pd)-
Thus, this method not only gives an estimate of the translational components of
motion (x4, Zg), but also a rotational component 6.

The radial and angular displacements are estimated according to
Egs. (4.6) through (4.10) as under Method A, except that a subarray is used
instead of the whole array.

The lateral displacement of the acoustic signature along the array Ag is
given by

Ay =v(,)-vi,) - (4.12)

An interpolation algorithm may also be used to improve the sensitivity of
the Ag estimator, in a similar way to that of the angular displa~ement component.

Thus, following the same steps as in Egs. (4.7) through (4.10),
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Xd=vj2-V(j1) ' (413)
where
Z v(x)b_
ij = T (4.1 4)
and
) 2
by = |Gl yr T My My ok K k)| (4.15)

4.2.3 Method C: Zero Rotation Assumption

in Method B, the backscatter signature is assumed to be coherent over
the hydrophone subarray used for beamforming. In the event that even this limited
degree of spatial coherence is absent, then any form of processing that relies on a
coherent wavefront, such as direction finding by beam interpolation, would be
inapplicable. Without the beam interpolation, the remaining components of
Method B could still be used if the rotation of the scatterer cloud is known. Where
the flow is mainly translational, and free of shear or rotational motion, it is possible
to apply the remainder of Method B. This variation will be referred to as Method C.

The movement of the cloud of scatterers initially in a cell (ry, my), from
ping ky to ping ka, is modeled in terms of lateral, radial, and angular displacements,
but assuming zero rotation, as shown in Fig. 4.5. It can be seen that the azimuthal
displacement is approximately half the lateral displacement.

4.2.4 Discrimination of Discrete and Distributed Scatterers
The multi-subarray approach in Methods B and C can distinguish
between the backscatter from discrete scatterers and a cloud of scatterers. A

discrete scatterer, in this case, is defined as a dominant but compact scatterer such
that the hydrophone is in its farfield. The discrete scatterer produces a backscatter
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with a coherent wavefront and produces identical signals at all subarrays. The
cloud of distributed scatterers, as will be demonstrated in Section 6.2, does not
produce coherent wavefronts and therefore the backscatter at each subarray is

uncorrelated. Thus, unlike the distributed cloud of scatterers, the discrete scatterer
may be distinguished by the property that the crosscorrelation function of its
backscatter does not have a maximum in the jth dimension of the search space.
This property may be used to distinguish discrete scatterers, such as individual fish
and other unwanted objects, from the volume backscatter of the passive riders,

such as bubbles and plankton.

4.3 SURFACE MOTION

A smooth surface is impossible to map from one point since the only returns
would be the specular reflections. In order to successfully map the surface profile,
it is necessary to have a sufiicient degree of roughness to reduce the specular
reflections and generate detectable backscatter over a large range of grazing
angles. Therefore, a minimum sea state number is required for successful surface
mapping. Given that a sufficient degree of roughness is present, the above
algorithms should be able to determine the motion of both volume and surface
elements. In practice, with surfaces and interfaces one is often more interested in
the profile than the velocity. A simple acoustic profiler would be more appropriate.
Therefore, a profiler was also programmed into the processing software which
simply detected signal peaks and plotted their positions according to their

propagation delay and beamed direction.
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5. COMPUTER SIMULATION RESULTS

The simulations were made for a geometry that closely matched that of the
experimental sonar system for the purposes of making comparisons with the
experimental results at a later stage. A Cartesian coordinate system is adopted in
which the sonar is at the origin and the broadside direction coincides with the
z axis. Thus, the sonar was modeled as a single projector and a hydrophone line
array of six elements, with physical dimensions identical to those of the
experimental sonar. The line array is coincident with the x axis. The dimensions
are shown in 7ig. 5.1. Since only a line array is used, the system was limited to
sensing two-dimensional motion coplanar with the line array, that is, in the x-z
plane. The field of view is centered at a point approximately 6 m in front of the
sonar, coordinates (0,0,6). In each case, all three methods were tried. The
simulated ping repetition rate was set at one ping per second for convenience.

Computer simulated signals were generated for a number of representative
types of volume motion to be used as test cases, including linear translation,
rotation, and shear. The simulations are listed in Table 5.1.

The results obtained are described below. In each case, a diagram
illustrating the scatterer motion is shown. A second diagram compares the ideal
result with the results obtained by the three methods in the form of a motion tensor
display.

The motion of the scatterers is illustrated in Fig. 5.2. The results obtained by
the three methods are compared with the ideal result in Fig. 5.3. The ideal result is
labeled by the letter "I". The results obtained by the three methods are labeled A,
B, and C, accordingly. The translational displacement over a specified period of
the scatterer cloud in each cell is represented by an arrow. In this case, it should
point in the z direction, which is straight up. The length of the arrow indicates the
magnitude of the velocity according to the velocity scale provided.
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TABLE 5.1
COMPUTER SIMULATED TEST CASES OF VOLUME MOTION

D inti
Translational motion in the axial direction, at an initial velocity of
3 cm/s and accelerating at 1 cm/s2.

Translational motion in the azimuthal (cross-range) direction, at an
initial velocity of 3 cm/s and accelerating at 1 cm/s2.

Constant velocity regions separated by a planar shear boundary at an
angle of 6° relative to the z direction in the x-z plane, with velocities
3 cm/s paraliel to the boundary.

Constant velocity regions separated by a planar sink boundary, at an
angle of 17° relative to the z direction in the x-z plane, with velocities
1 cm/s towards the boundary.

Constant rate of shear in the azimuth (cross-range) direction of
0.01 rad/s about the plane at z=5.3.

Rotation at an initial angular velocity of 0.003 rad/s and accelerating
at 0.0001 rad/s2, about a point initially at the center of the field of view
(0,0,6) and moving at a velocity of (0.1,0,1) cm/s.

Constant rate of shear in the axial direction of 0.003 rad/s about the
y-z plane.
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5.1 CASE 1: TRANSLATIONAL MOTION IN THE AXIAL DIRECTION

The distance between cells may be measured using the length scale
provided. The rotation of the box frame around each arrow vector represents the
rotational component of the displacement tensor; this is only applicable to the ideal
tensor and Method B. Method A is not abie to give rotation estimates and Method C
assumes that the rotation is zero. A small amount of acceleration was also
included in the simulation to test for sensitivity to acceleration.

It is seen in Fig. 5.3 that Methods A and B gave erroneous results. Method C
gave results that agree very well with the ideal reference.

5.2 CASE 2: TRANSLATIONAL MOTION IN THE AZIMUTHAL
DIRECTION

The motion of the scatterers is illustrated in Fig. 5.4. The results obtained by
the three methods are compared with the ideal result in Fig. 5.5. Again, it is seen
that Methods A and B were unable to correctly estimate the velocity. Method C was
able to estimate the velocity, although not without noticeable random errors in the
velocity magnitude.

5.3 CASE 3: PLANAR SHEAR BOUNDARY BETWEEN CONSTANT
VELOCITY REGIONS

The motion of the scatterers is illustrated in Fig. 5.6. The results obtained by
the three methods are compared with the ideal result in Fig. 5.7. It was found that
Method A was unable to obtain the minimum correlation peaks for processing. It is
seen that Method B produced results with gross errors in angular displacement.
Method C, however, appears to be able to track the flow velocities on both sides of
the shear boundary.
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5.4 CASE 4: PLANAR SINK BETWEEN CONSTANT VELOCITY
REGIONS

The motion of the scatterers is illustrated in Fig. 5.8. The results obtained by
the three methods are compared with the ideal result in Fig. 5.9. It was found that
Method A was unable to obtain the minimum correlation peaks for processing. It is
seen that Method B produced results with gross errors in angular displacement.
Method C, however, appears to be able to track the flow velocities on both sides of
the sink boundary, with the exception of a few errors in the immediate vicinity of the
boundary.

5.5 CASE 5: CONSTANT RATE OF SHEAR IN THE AZIMUTH
DIRECTION

The motion of the scatterers is illustrated in Fig. 5.10. The results obtained
by the three methods are compared with the ideal result in Fig. 5.11. It was found
that Method A was unable to obtain the minimum correlation peaks for processing.
It is seen that Method B produced results with gross errors in angular displacement.
Method C, however, appears to be able to track the flow velocities, although not
without noticeable random errors in the velocity magnitude.

5.6 CASE 6: CONSTANT ROTATION ABOUT THE CENTER OF THE
FIELD OF VIEW

The motion of the scatterers is illustrated in Fig. 5.12. The results obtained
by the three methods are compared with the ideal result in Fig. 5.13. It is seen that
Methods A and B produced results with gross errors in angular displacement.
Method C produced results with a gross consistent error caused by the zero
rotation assumption. This is because the algorithm in Method C cannot distinguish
between rotational effects and azimuthal translation. Thus, a clockwise rotation is
interpreted as an azimuthal movement from right to left as shown in the results.

At the stated ping repetition rate, a higher rate of shear caused the
correlation peaks to be lost entirely, due to the deflection of the signature pattern
from one ping, to a point completely outside the hydrophone array, on the next

ping.
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5.7 CASE 7: CONSTANT RATE OF SHEAR IN THE AXIAL
DIRECTION

The motion of the scatterers is illustrated in Fig. 5.14. The resuits obtained
by the three methods are compared with the ideal result in Fig. 5.15. [t was found
that Method A was unable to obtain the minimum correlation peaks for
displacement processing. It is seen that Method B produced results with gross
errors in angular displacement. Method C gave results that were also quite wrong,
indicating a right to left flow in addition to the shearing motion. The failure of
Method C in this case is again due to the zero rotation assumption. Axial shear has
the same effect on the lateral displacement of the backscatter signal as rotation.
Therefore, Method C is quite inappropriate for this case.

At the stated ping repetition rate, a higher rate of shear caused the
correlation peaks to be lost entirely, for the same reason as in the rotational case.
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