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Pz . INTRODUCTION
. ' Research Initiation Program - 1987

AFOSR has provided funding for follow-on research efforts for the
participants 1in the Summer Faculty Research Program. Initially this
program was conducted by AFOSR and popularly known as the Mini-Grant
Program. Since 1983 the program has been conducted by the Summer Faculty
Research Program (SFRP) contractor and {is now called the Research .
Initiation Program (RIP). Funding is provided to establish RIP awards to
about half the number of participants in the SFRP. :

Participants in the 1987 SFRP competed for funding under the .1987
RIP.  Participants submitted cost and technical proposals to the,
contractor by 1 November 1987, following their participation in the 1987
SFRP. .

Evaluation of these proposals was made by the contractor.
Evaluation criteria consisted of:

1. Technical Excellence of the proposal
2. Continuation of the SFRP effort

3. ‘Cost sharing by the University

The 1ist of proposals selected for award was forwarded to AFOSR for
approval of funding. Those approved by AFOSR were funded for research
efforts to be completed by 31 December 1988. :

The following summarizes the events for the evaluation of proposals
and award of funding under the RIP.

A. Rip proposals were submitted to the contractor by
- _ 1 November 1987. The proposals were limited to $20,000 plus
cost sharing by the universities. The unifversities were
encouraged to cost share since this s an effort to
establish a long term effort between the Afr Force and the
university.

8. Proposals were evaluated on the criteria listed above and
the final award approval was given by AFOSR after
consultation with the Air Force Laboratories.

c. Subcontracts were negotiated with the universities. The
period of performance of the subcontract was between
October 1987 and December 1988. '

|
Copies of the Final Reports are presented in Volumes 1 through 111
of the 1987 Research Initiation Program Report. There were a total of 83
&1P awards made under the 1987 program.
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INTRODUCTION
Research Initiation Program - 1987

AFOSR has provided funding for follow-on research efforts for the
participants in the Summer Faculty Research Program. Initially this
program was conducted by AFOSR and popularly known as the Mini-Grant
Program. Since 1983 the program has been conducted by the Summer Faculty
Research Program (SFRP) contractor and 1is now called the Research
Initiation Program (RIP). Funding is provided to establish RIP awards to
about half the number of participants in the SFRP.

Participants in the 1987 SFRP competed for funding under the 1987
RIP. Participants submitted cost and technical proposals to the
contractor by 1 November 1987, following their participation in the 1987
SFRP.

Evaluation of these proposals was made by the contractor.
Evaluation criteria consisted of:

1. Technical Excellence of the proposal
2. Continuation of the SFRP effort
3. Cost sharing by the University

The 1ist of proposals selected for award was forwarded to AFOSR for
approval of funding. Those approved by AFOSR were funded for research
efforts to be completed by 31 December 1988.

The following summarizes the events for the evaluation of proposals
and award of funding under the RIP.

A. Rip proposals were submitted to the contractor by
1 November 1987. The proposals were limited to $20,000 plus
cost sharing by the universities. The universities were
encouraged to cost share since this 1is an effort to
establish a long term effort between the Air Force and the
university.

B. Proposals were evaluated on the criteria listed above and
the final award approval was given by AFOSR after
consultation with the Air Force Laboratories.

C. Subcontracts were negotiated with the universities. The
period of performance of the subcontract was between
October 1987 and December 1988.

Copies of the Final Reports are presented in Volumes 1 through TII
of the 1987 Research Initiation Program Report. There were a total of 83
RIP awards made under the 1987 program.
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Total
Total
Total

Total

Total
Total

Total

Total

Total

SFRP Participants 159
RIP Proposals submitted by SFRP 117
RIP Proposals submitted by GSRP 7

RIP Proposals submitted 124

RIP's funded to SFRP 81

RIP's funded to GSRP 2
RIP's funded 83
RIP's Proposals submitted by HBCU's 1N
RIP's Proposals funded to HBCU's 7
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LIST OF UNIVERSITY THAT PARTICIPATED

Adelphi University

Alabama, University of
Alaska-Faj' _anks, Univ. of
Alfred University

Arizona State University
Arkansas State University
Arkansas, University of
Auburn University

Bishop College

Capital University

Catholic Univ. of America
Cedarville College

Central State University
Cincinnati, University of
Colorado, University of
pDayton, University of
Dillard University

Drury Colleage

Eastern I1linois University
Eastern Kentucky University
Eastern New Mexico University
Fairfield University
Florida A&M University
Florida, University of

Fort Lewis College

Gonzaga University
Grambling State University
Hampton University

Houston, University of
Howard University

Idaho, University of
111inois-Chicago, Univ. of
Indiana University

Indiana Univ. of Pennsylvania
Towa, University of

Jackson State University
Jarvis Christian College
Jesm Baromedical Res. Inst.
John Hopkins Evening College
Kansas State University
Kansas, University of
Kentucky, University of
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Meharry Medical College
Memphis State University
Metropolitan State College
Michigan State University
Mississippi State University
Mississippi, University of
Missouri-Kansas City, Univ.
Missouri-Rolla, Univ. of
Montana, University of
Montclair State College
Morehouse College

Nazareth College
Nebraska-{.incoln, Univ. of
New Mexico State University
New York State, Univ. of

N. Carolina #%7 State Univ.
N. Carolina -Greensboro, Univ
Northwestern University
Ohjo State University

Ohio University

Oklahoma State University
Oregon Institute of Tech.
Oregon State University
Ouachita Baptist University
Pace University
Pennsylvania State Univ.
Point Loma College

Puerto Rico-Mayaguez, Univ.
Purdue University

Rochester Inst. of Tech.
Rose -Hulman Inst. of Tech.
Saint Paul's College

San Francisco State Univ.
South Dakota State Univ.
South Florida, University of
Southeastern Mass. Univ,
Southern I1linois University
Southern Mississippi, Univ.
Southern University

St. Louis University

St. Mary's University
Talladega College

Continued
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LIST OF UNIVERSITY THAT PARTICIPATED

Continued

Lock Haven Univ. of Pennsyl.
Long IsTand University
Louisiana State University
Louisiana Tech. University
Lowell, University of

Texas Southern University
Texas Technical University
Texas-Austin, University of
Tuskegee University

Utah State University

Walla Walla College
Washington State University
West Florida, University of
Western Michigan University
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Taylor University

Temple University
Tennessee Technical Univ.
Tennessee, University of
Texas A&M University
Wichita State University
Wilberforce University
Wisconsin-Eau Claire Univ.
Wisconsin-Madison, Univ. of
Wisconsin-Whitewater, Univ.
Wittenberg University
Worchester Polytech. Inst.
Wright State University
Xavier University
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PARTICIPANTS LABORATORY ASSIGNMENT




PARTICIPANT LLABORATORY ASSIGNMENT (Page 1)

AERO PROPULSION LABORATORY
(Wright-Patterson Air Force Base)

Dr. Suresh K. Aggarwal
Univ. of Illinois at Chicago
Specialty: Aerospace Engineering

Or. 8ryan R. Becker
Rose-Hulman Institute
Specialty: Engineering Science

ARMAMENT LLABORATORY
(Eglin Air Force Base)

Dr. Charles Bell
Arkansas State University
Specialty: Mechanical Engineering

Dr. Robert W. Courter
lLouisiana State University
Specialty:Aerospace Engineering

Dr. Joseph J. Feeley
University of Idaho
Specialty:Electrical Engineering

Ms. Jennifer L. Davidson (1986), (GSRP)

University of Florida
Specialty: Mathematics

Dr. Mo Samimy (1986)
Ohio State University
Specialty: Mechanical Engineering

Dr. Richard Tankin
Northwestern University
Specialty: Mechanical Engineering

Dr. Cheng-Hsiao Wu
Univ. of Missouri
Specialty: Solid State Physics

Dr. Elmer C. Hansen
University of Florida
Specialty:Mechanical Engineering

Dr. James Hoffmaster
Gonzaga University

Specialty:Physics

Dr. James Nail
Mississippi State Univ.
Specialty:Electrical Engineering

Dr. Meckinley Scott (1986)
University of Alabama

Specialty: Statistics

Mr. Jim S. Sirkis (1986),(GSRP)
University of Florida
Specialty: Engineering Mechanics

HARRY G. ARMSTRONG AEROSPACE MEDICAL RESEARCH LABORATORY

(Wright-Patterson Air Force Base)

Dr. Praphulla K. Bajpai
University of Dayton

Specialty: Immunology

Dr. Gwendolyn Howze
Texas Southern University

Speciality: Physics

Dr. Thomas Nygren
Ohio State University

Specialty: Psychology

Or. Donald Robertson
Indiana University of PA

Specialty: Psychology




PARTICIPANT LABORATORY ASSIGNMENT (Page 2)

HARRY G. ARMSTRONG AERQSPACE MEDICAL RESEARCH LABORATORY

(Wright -Patterson Air Force Base)
(continued)

Dr. Noel Nussbaum
Wright State University

Specialty: Biology

Dr. Jacqueline Paver (1986)
Duke University

Specialty: Biomechanical Engineering

ARNOID ENGINEERING DEVELOPMENT CENTER

(Arnold Air Force Systems)

Dr. Suhrit K. Dey
tEastern Il1linois University
Specialty: Aerospace Engineering

Dr. William M. Grissom
Morehouse College
Specialty: Mechanical Engineering

ASTRONAUTICS [LLABORATORY
(Edwards Air Force Base)

Dr. Gurbux S. Alag
Western Michigan University
Specialty: Systems Engineering

Dr. John Kenney
Eastern New Mexico University
Specialty: Physical Chemistry

AVIONICS LABORATORY
(Wright -Patterson Air Force Base)

Dr. Vernon L. Bakke
University of Arkansas
Specialty: Mathematics

ix

Dr. John Westerkamp
University of Dayton
Specialty: Electrical Engineering

Dr. Surgounda Patil
Tennessee Technical University
Specialty: Math Statistics

Dr. Lawrence Schovanec
Texas Tech University
Specialty: Mathematics

Dr. Narayan C. Halder
University of South florida

Specialty: Physics




PARTICIPANT LABORATORY ASSIGNMENT (Page 3)

AVIONICS LABORATORY
{Wright-Patterson Air Force Base)
(continued)

Prof. William K. Cufry
Rose-Hulman Inst. of Technology
Specialty: Computer Science

Dr. Verlynda S. Dobbs
Wright State University
Specialty: Computer Science

Dr. George W. Zobrist (1986)
University of Missouri-Rolla
Specialty: Electrical Engineering

ENGINEERING AND SERVICES CENTER
(Tyndall Air Force Base)

Dr. William W. Bannister
University of Lowell
Specialty: Organic Chemistry

Dr. Witliam M. Bass
The University of Tennessee
Specialty: Physical Anthropology

Dr. Peter Jeffers
S.U.N.Y.

Specialty: Chemistry

Or. William T. Cooper (1986)
Florida State University
Specialty: Chemistry

FLIGHT DYNAMICS |.ABORATORY
(Wright-Patterson Air Force Base)

Mr. Thomas Enneking (GSRP)
University of Notre Dame
Specialty: Civil Engineering

Dr. Alasiair McAuiay
Wright State University

‘Specialty: Electrical Engineering

Or. John Y. Cheung (1986)
University of Oklahoma
Specialty: Electrical Engineering

Dr. William Schulz
fFastern Kentucky University

Specialty: Chemistry

Or. Joseph Tedesco
Auburn University

Specialty: Civil Engineering

Dr. Dennis Truax
Mississippi State Univeristy
Specialty: Civil €ngineering

Dr. Yong S. Kim (1986)
The Catholic Univ. of America
Specialty: Civil Engineering

Or. Gary Slater
University of Cincinnati
Specialty: Aerospace Engineering




PARTICIPANT LABORATORY ASSIGNMENT (Page 4)

FLIGHT DYNAMICS |ABORATORY
(Wright-Patterson Air Force Base)
(continued)

Dr. Oliver McGee
Ohio State University
Specialty: Engineering Mechanics

Dr. Shiva Singh
Univ. of Kentucky
Specialty: Mathematics

Br. George R. Doyle (1986)
University of Dayton
Specialty: Mechanical Engineering

Dr. Tsun-wai G. Yip (1986)
Ohio State University

Dr. Forrest Thomas
University of Montana

Specialty: Chemistry

Dr. William Wolfe
Ohio State University

Specialty: Engineering

Or. V. Dakshina Murty (1986)
University of Portland
Specialty: Engineering Mechanics

Specialty: Aeronautics-Astronautics Engineering

FRANK J. SEILER RESEARCH RESEARCH LABORATORY

(United State Air Force Academy)

Dr. Charles M. Bump
Hampton University
Specialty: Organic Chemistry

Dr. Stephen J. 5So0ld
South Dakota State University
Specialty: Electrical Engineering

Dr. Henry Kurtz
Memphis State Univ.

Specialty: Chemistry

GEOPHYSICS 1.ABORATORY
(Hanscom Ajr Force Base)

Dr. Lee A. Flippin
San Francisco State Univ.
Specialty: Organic Chemistry

xi

Dr. Howard Thompson
Purdue University
Specialty: Mechanical Engineering

Dr. Melvin Zandler
Wichita State Univ.
Specialty: Physical Chemistry

Dr. Gandikota Rao
St. Louis University
Specialty: Meteorology




PARTICIPANT LABORATORY ASSIGNMENT (Page 5)

GEQPHYSICS LABORATORY
(Hanscom Air Force Base)
(continued)

Dr. Mayer Humi
WPI
Specialty: Applied Mathematics

Dr. Steven Leon
Southeastern Massachusettes
Specialty: Mathematics

Dr. Henry Nebel
Alfred University

Specialty: Physics

HUMAN RESOURCES LABORATORY

Dr. Timothy Su
Southeastern Massachusetts Univ.
Specialty: Physical Chemistry

Ci. Keith Walker
Point Loma College

Specialty: Physics

(Brooks, Williams and Wright-Patterson Air Force Base)

Dr. Patricia A. Carlson
Rose-Hulman Inst. of Technology
Specialty: Literature/Language

Or. Ronna E€. Dillon
Southern I11inois University
Specialty: Educational Psychology

Or. Michael Matthews
Drury College

Specialty: Psychology

Dr. Stephen Loy (1986)
Jowa State University

Specialty: Management Information Sys.

Dr. Doris Walker-Dalhouse (1986)
Jackson State University
Specialty: Reading Education

Dr. John Uhlarik
Kansas State University

Specialty: Psychalogy

Dr. Charles Wells
University of Dayton
Specialty: Management Science

Dr. Charles Lance (1986)
University of Georgia

Specialty: Psychology

Dr. Jorge Mendoza
Texas A&M University

Specialty: Psychology

Dr. Billy Wooten (1986)
Brown University

Specialty: Philosophy, Psychology




PARTICIPANT LABORATORY ASSIGNMENT (Page 6)

LOGISTICS COMMAND
(Wright -Patterson Air Force Base)

Dr. Howard Weiss
Specialty: Industrial Engineering
Temple University

MATERTALS LABORATORY
(Wright -Patterson Air Force Base)

Or. Bruce A. DeVantier
S. I11inois University
Specialty: Civil Engineering

Dr. Ravinder Diwan
Southern University

Specialty: Metallurgy

Dr. Bruce A. Craver
University of Dayton

Specialty: Physics

Dr. Robert Patsiga (1986)
Indiana Univ. of Pennsylvania

Specialty: Organic Polymer Chemistry

Dr. Gopal M. Mehrotra (1986)
Wright State University

Specialty: Metallurgy

Dr. John W. Gilmer
Penn State University
Specialty: Physical Chemistry

Dr. Gordon Johnson
Walla Walla College
Specialty: Electrical Engineering

Mr. John Usher (GSRP)
Louisiana State University
Specialty: Chemical Engineering

Dr. Nisar Shaikh (1986)
University of Nebraska-Lincoln
Specialty: Applied Mathematics

OCCUPATIONAL AND ENVIRONMENT HEALTH LABORATORY

(Brooks Air Force Base)

Dr. Richard H. Brown
OQuachita Baptist University

Specialty: Physiology

Dr. Elvis £. Deal
University of Houston
Specialty: Industrial Engineering

Dr. Kiah Edwards
Texas Southern University
Specialty: Molecular Biology

Dr. Ralph J. Rascati (1986)
Kennesaw College
Specialty: Biochemistry




PARTICIPANT LLABORATORY ASSIGNMENT (Page 7)

ROME AIR DEVELOPMENT CENTER
(Griffis Air Force Base)

Prof. Beryl L. Barber
Oregon Institute of Technology
Specialty: Electrical Engineering

Dr. Kevin Bowyer
University of South Florida
Specialty: Computer Science

Dr. Ronald V. Canfield
Utah State University
Specialty: Statistics

Dr. Lionel R. Friedman
Worcester Polytechnic Inst.

Specialty: Physics

Dr. John M. Jobe (1986)
Miami University of Ohio
Specialty: Statistics

SCHOOL OF AEROSPACE MEDICINE
(Brooks Air Force Base)

Prof. Phillip A. Bishop
University of Alabama
Specialty: Exercise Physiology

Dr. Mohammed Maleque
Meharry Medical College
Specialty: Pharmacology

Dr. Kurt Oughstun
University of Wisconsin
Specialty: Optical Sciences

Dr. Hoffman H. Chen (1986)
Grambling State University
Specialty: Mechanical Engineering

Xiv

Or. Louis Johnson
Oklahoma State Univ.
Specialty: Electrical Engineering

Dr. Panapkkam Ramamoorthy
University of Cincinnati
Specialty: Electrical Engineering

Dr. David Sumberg
Rochester Institute of Tech.

Specialty: Physics

Dr. Donald Hanson (1986)
University of Mississippi
Specialty: Electrical Engineering

Dr. Stephen T. Welstead (1986)
University of Alabama in Hunts.
Specialty: Applied Mathematics

Or. Ralph Peters
Wichita State University

Specialty: 7oology

Dr. Stephen Pruett
Mississippi State University
Specialty: Immunology

Dr. Wesley Tanaka
University of Wisconsin
Specialty: Biochemistry

Dr. Vito DelVecchio (1986)
University of Scranton
Specialty: Biochemistry, Genetics




PARTICIPANT LABORATORY ASSIGNMENT (Page 8)

WEAPONS LABORATORY
(Kirtland Air Force Base)

Dr. Jerome Knopp
University of Missouri
Specialty: Electrical Engineering

Dr. Barry McConnell
Florida A&M University
Specialty: Computer Science

Dr. Martin A. Shadday, Jr. (1986)
University of South Carolina
Specialty: Mechanical Engineering

XV

Dr. Randall Peters
Texas Tech University

Specialty: Physics

Dr. William Wheless
New Mexico State University
Specialty: €lectrical Engineering
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MINI-GRANT RESEARCH REPQORTS

1987 RESEARCH INITIATION PROGRAM

Technical
Report
Number Title and Mini-Grant No. Professor
Volume I
Armament Laboratory
1 Report Not Available at this Time Dr. Charles Bell
160-TMG-025
(.l
Crted 5 2 » Effects of Bending Flexibility on Dr. Robert W. Courter
' the Aerodynamic Characteristics of
Slender Cylinders Determined from
Free-Flight Ballistic Data.
760-7M6-018
3 -» Image Complexity Measures and Edge Ms. Jennifer I.. Davidson
Detection, (1986 GSRP)
760-6MG-024
4 _Report Not Available at this Time Dr. Joesph J. Feeley
7 160-7MG-070
5 Advanced Gun Gas Diversion. Or. €Imer Hansen
760-7TMG~012 »
6 *» A Physical and Numerical Study of ODr. James Hoffmaster
Pressure Attenuation in Solids
760-7TMG-002
7 -+ Pyroelectric Sensing for Potential Dr. James Nail
Multi~Mode Use
760-7MG-026
8 iiGaseous Fuel Injection and Mixing in Dr. Mo Samimy (1986)
a Supersonic Combustor
760 -6MG-059 L
9 -¥Systems Effectiveness for Targets Dr. Meckinley Scott
with Repair or Replacement (1986)
Facilities of Damaged Components .
760-6MG-025 L
10 .. A Pattern Recognition Application Mr. Jim S. Sirkis
in Elastic-Plastic Botuindary Element, (1986 GSRP)
Hybrid Stress Analysis. -2aeo? 0 -
760 -6MG-142
xvii




Arnold Engineering Development Center
11 ~~® vectorized Perturbed Functional
Iterative Scheme (VPFIS): A large-

Scale Nonlinear System So]veg

760-7MG-037 -

12 -2 Liquid Film Cooling in Rocket
Engines,

760-7HG4022

13 C;%stimation of Autocorrelation and
Power Spectral Density for Randomly
Sampled Systems ;
760 -7TMG-085 . — ~

Astronautigd Laboratory

14 - Report Not Available at this Time
7160-TMG-042

15 Report Not Available at this Time
v 760-7MG-019

16 \‘9Fracture in Soild Propellant:
Damage Effects upon Crack

Propagation |,
760-7MG -065
17 > Novel Conversion of Organometallics to
Energetic Nitro Compunds .
760-6MG-130

-

Eng1neer1\g and Services Center
Correlations of Spontaneous
Ignition Temperatures with Molecular
Structures of fFlammable Compounds
760-7TMG-101 L

19 > The Estimation of Stature from

Fragments of the Femur: A
Revision of the Steele Method
760-7MG-014

20 > Effects of Water Solubility and
Functional Group Content on the
Interactions of Organic Solutes
with Soil Organic Matter
760 -6MG -08) )

21 Report Not Available at this Time
760-7MG-038

xviii

Dr. Suhrit K. Dey

Dr. William M. Grissom

Dr. Surgounda Patil

Or. Gurbux S. Alag

Dr. John Kenney

Dr. Lawrence Schovanec

Dr. Nicholas E.
(1986)

Takach

Dr. William W. Bannisliler

Or. William M. Bass

Dr. William T. Cooper
(1986)

Dr. Peter Jeffers




D

22 A Study of Semihardened Concrete
Arch Structure Response Under
Protective Layers ., av~4j)

7160-6MG-004 / )
23 Report Not Available at this Time
760-7TMG-079
24 P Stress %?ve Pirpagation in Layered
Media « { Lol | ..
760-7M6-884 ° T
25 Report Not Available at this Time
760-7MG-105
Volume 11
Frank J. Seiler Research Laboratory
26 Report Not Available at this Time
760-TMG-076
21 The Omnidirectional Torquer -
Experimental Prototype Model 1
760-7MG-123
28 Calculation of Nonlinear Optical
Properties
760-7MG-030
29 Report Not Available at this Time
760 -7MG-07
30 Report Not Available at this Time
760-7MG -092
Geophysics Laboratory
3 Report Not Available at this Time
760-7MG-056
32 Modelling and Prediction in a
Nonlocal Turbulence Model
760-7MG-028
33 Report Not Available at this Time
760-7MG-036
34 €0, (001) Vibrational Temper-

atures and Limb-View Infrared
Radiances Under Terminator Conditions
in the 60-100 Altitude Range

760-7MG -035

Or.

Or.

Or.

Dr.

Dr.

Dr.

Or.

Dr.

Dr.

Or.

Or.

Or.

Or.

Yong S. Kim (1986)

William Schulz

Joseph Tedesco

Dennis Truax

Charles M. Bump

Stephen J. Gold

Henry Kurt:z

Howard Thompson

Melvin Zandler

Lee A. Flippin

Mayer Humi

Steven ieon

Henry Nebel




35

36

37

Comparison of SSM/I Rainrates and
Surface Winds with the Corresponding
Conventional Data in the North West
Pacific Typhoons

760 -7TMG-072

Report Not Available at this Time
760-7MG-040

Development of a System far the
Measurement of Electron Excitation
Cross Sections of Atoms and Molecules
in the Near Infrared

160-7TMG-074

Rome Air Development Center

38

39

40

41

42

43

44

45

Superconductor Testing
760-7MG~103

A Form and Function Knowledge
Representation for Reasoning about
Classes and Instances of Objects
760-7MG-003

Development and Evaluation of a
Bayesian Test for System Testability
760-7TMG-032

Crystalline Silicon Electro-Optic
Waveguides
760 -7MG -040

Measurements of a Slot Antenna Fed
by Coplanar Waveguide and Solution
of an Infinite Phased Array of Slots
Fed by Coplanar Wavequide Over a
Dielectric Half-Space

760-6MG-092

A New Measure of Maintainability/
Reliability and Its Estimation
760-6MG-019

Report Not Available at this Time
760-7MG-050

Signed -Digit Number System for

Optical Adaptive Processing
760-7MG-015

XX
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Or.

Or.

Or.

Gandikota Rao

Timothy Su

Keith Walker

Prof. Beryl L. Barber

Dr.

Oor.

Or.

Dr.

Or.

Or.

Dr.

Kevin Bowyer

Ronald V. Canfield

Lionel R. Friedman

Donald Hanson (1986)

John M. Jobe (1986)

Louis Johnson

Panapkkam Ramamoorthy




46

47

Report Not Available at this Time
760-7MG-113

Implementation of Iterative Algo-
rithms for an Optical Signal
Processor

760-6MG-063

Weapons Laboratory

48

49

50

51

52

Volume II1I

Experimental Evaluation of Imaging
Correlography
760-7MG-109

Report Not Available at this Time
760-7MG-047

Interaction of Lasers with Super-
conductors
760-7MG-008

Three Dimensional Thermal Conduc-
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F,

Hll

Iz2

Kx

L/D

List of Symbols

Frontal area of projectile, expressed in square feet.
Amplitude of vibration, expressed in feet.

Diameter of projectile, expressed in feet.

Young's Modulus, expressed in pounds per square inch.
External force component in the x-body direction, expressed
in pounds.

External force component in the y-body direction, expressed
in pounds.

External force component in the z-body direction, expressed
in pounds.

Gravity constant, expressed in feet per second per second.
Elastic inertia term (see Nomenclature, Appendix B),
expressed in slugs-square feet.

Area moment of inertia, expressed in feet?.

Axial moment of inertia (see Nomenclature, Appendix B),
expressed in slugs-square feet.

Transverse moment of inertia (see Nomenclature, Appendix
B), expressed in slugs-square feet.

Transverse moment of inertia (see Nomenclature, Appendix
B), expressed in slugs-square feet.

Elastic inertia term (see Nomenclature, Appendix B),
expressed in slugs-square feet.

Elastic inertia term (see Nomenclature, Appendix B),
expressed in slugs-square feet.

Length over diameter ratio, dimensionless.
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External moment component acting about the x-body axis,
expressed in foot-pounds.

External moment component acting about the y-body axis,
expressed in foot-pounds.

External moment component acting about the z-body axis,
expressed in foot-pounds.

Mass of the projectile, expressed in pounds.

Roll rate of the projectile, expressed in radians per second.
Pitch rate of the projectile, expressed in radians per second.
Yaw rate of the projectile, expressed in radians per second.
Dynamic pressure, expressed in pounds per square inch.
Velocity component of the projectile in the x-body direction,
expressed in feet per second.

Velocity component of the projectile in the y-body direction,
expressed in feet per second.

Velocity component of the projectile in the z-body direction,
expressed in feet per second.

Total velocity of the projectile, expressed in feet per second.
Angle of attack of the projectile, expressed in radians.

Angle of sideslip of the projectile, expressed in radians.
Constant used in frequency equation.

Euler angle relating the roll-plane to the inertial coordinate
system, expressed in radians.

Euler angle relating the pitch-plane to the inertial coordinate
system, expressed in radians.

Euler angle relating the yaw-plane to the inertial coordinate

system, expressed in radians.
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p Density of projectile material, expressed in slugs per cubic

foot.
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Abstract

A mathematical model which describes the motion of a long,
slender free-flight projectile in single-plane bending is developed.
The model utilizes a free-free fundamental vibrational analysis to
determine the natural frequency and mode shape. A simulation
program employs the flexible body model as a parameter estimation
function. The effect of model bending on the aerodynamic
coefficients of the free-flight projectile is investigated. The approach
taken is to regress on the aerodynamic coefficients at various
amplitudes of deflection wusing a hybrid nonlinear parameter
estimation technique.

The results of the analysis show that the effects of model
bending are lower than the standard error of the aerodynamic
coefficients within the elastic range of deflection. Thus, it is
concluded that elastic bending has a negligible effect on the quality
of the aerodynamic coefficients determined from free-flight ballistic

tests.
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Chapter 1

Introduction

1.1 Aeroballistic Research Facility

Free-flight aerodynamic characteristics can be determined
from several forms of data acquisition. One of these methods, the
ballistic spark range, has proven to be an accurate means of
obtaining aerodynamic characteristics of a flight configuration.

The ballistic spark range is instrumented with shadowgraph
stations. These stations photograph the model in both the vertical
and horizontal planes, thereby allowing for the measurement of the
translational position and rotational orientation of the model. A
timing instrument is also utilized so that dynamic data can be
measured. Experimental resolution obtainable from a ballistic spark

range is on the order of (Ref. 1):

0.2 microseconds in time
0.1 degree in pitch and sideslip angle
1.0 degree in roll angle

0.001 foot in x,y,z coordinates

The U. S. Air Force carries out such aerodynamic research in
the Aeroballistic Research Facility (ARF) located at Eglin AFB, Florida.
The ARF is a 750-foot indoor range with fifty shadowgraph stations
(Ref. 2). Each station consists of two sets of sparks and cameras
located in orthogonal planes in the wall and floor (pit). The sparks
are triggered when infrared emitter-detectors are interrupted by the

passage of the projectile. The infrared devices are interfaced with a
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timing instrument to provide precise time histories of the linear and
angular displacements. This data gathering technique also provides a
bonus in that it makes key features of the flow field visible in the
photograph.

The range is continuously calibrated through the use of
catenary wires suspended in front of the wall and ceiling reflective
screens. Reference beads are positioned precisely along these wires,

with the postion of all of the beads known to 0.0001 foot.
1.2 Data rrelation

The data gathered in the range form a trajectory which is
matched with analytical predictions by appropriate estimations of
the aerodynamic coefficients of the model being tested. The quality
of the aerodynamic characteristics determined from such range data
reduction depends heavily upon the analytical model which is used
to fit the experimental model.

The experimental data reduction process consists of (Ref. 3):

1. "Reading” film exposed during the experimental
flight to determine precise positon and angular
orientation.

2. Using the film readings to construct the
experimental trajectory of the projectile.

3. Mathematically modeling the projectile's
theoretical equations of motion.

4. Matching the theoretical equations of motion to

the experimental trajectory.
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The last two tasks are broken down into a two-step process.
The first step is a linear approximation known as linear theory.
Stated briefly, the method uses a closed form approximate solution to
an exact set of differential equations of motion. A least squares
fitting technique is used to solve for the aerodynamic parameters
used in the linearized model (Refs. 4 and 5).

After linear theory is performed, a six-degree-of-freedom
analysis is performed using the results from linear theory as initial
approximations. In 1969, Chapman and Kirk of NASA Ames,
California (Ref. 6) documented a technique which allows the
nonlinear differential equations of motion to be used directly in the
data correlation process. The technique eliminates the requirement
for closed form approximations to the equations of motion. The
method 1is basically a differential correction process. The
aerodynamic coefficients used in the equations of motion are
adjusted until the theoretical trajectory matches the experimental
trajectory. Efficient coding of a computer program is of the utmost
importance if a satisfactory solution is to be obtained at a reasonable
cost.

The differential equations of motion currently incorporated
into the parameter estimation algorithms at the ARF are six-degree-
of-freedom rigid body equations with aerodynamic forcing functions
tailored to the particular configuration being studied. The ARF staff
has been successful in determining the aerodynamic characteristics

of a wide variety of configurations with these algorithms.
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1.3 Objectives of Present Research

Data from a recent test series involving high-fineness ratio
penetrators have suggested that model flexibility may influence the
results of free-flight range test programs. Figure 1 shows one of the
penetrator designs that was flown. This particular configuration has
a length over diameter ratio (L/D) of 50.

Two important factors become evident when dealing with an
aerodynamically flexing object. First is the fact that an elastically
flexing model will possess a time-dependent inertia distribution
which could lead to dynamic coupling. Secondly, a flexing model may
alter the flow field in which it flies to the extent that aerodynamic
loads are affected. Since the present algorithms in the ARF
parameter estimation programs do not account for either of these
effects, the accuracy of aerodynamic predictions may be
compromised in tests of slender, flexible configurations.

The present research effort is directed toward determining the
effect of model aeroelasticity on the aerodynamic coefficients which
are being fit to the range-acquired data sets. A methodology is
selected which will permit an evaluation of the limitations of rigid-
body theory in determining the model's aerodynamic coefficients.

The study is carried out in two phases outlined below.

Phase 1: Derive the equations of motion for a
flexible model in single-plane bending
(torsion, shear, and axial flexibility

neglected).
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Phase 2: Regress on the aerodynamic coefficients
using the flexible model as parameter

function.

4 TV f Previ earch and Experimental

The objective of a high-fineness ratio penetrator is to strike a
target in a manner in which the target can be defeated. Normal
design criteria are minimum time of flight, maximum velocity when
striking the target and minimum target pattern dispersion.  Short
time of flight improves hit probability, especially on a moving target.
High velocity delivers more kinetic energy to the target, and small
pattern dispersion allows a higher energy concentration. The amount
of dispersion depends on the entire weapons system, but the above
criteria dictate that the projectile must have low aerodynamic drag,
must be stable in flight and must have geometric and mass
properties which minimize target dispersion.

As a result of these criteria, modern penetrators are long and
slender in shape in order to deliver a given mass with a low
aerodynamic drag. This configuration requires fins for stabilization.
The main disadvantage of slender-body penetrators is the increased
flexibility of the projectile.

Other flight vehicles which are similar in configuration and
exhibit high flexibility effects are unguided multistage launch
vehicles. Although they are not free-flight projectiles, the designers
of these systems must take aeroelasticity into account due to high
L/D ratios and high dynamic pressures (Ref. 7). The LTV research

vehicle "Scout” is a typical example of such a multi-stage system.

ry
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50.00 (For L/D = 50)

46.54 (For L/D = 50)

2.752

ﬂ
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2.9113.52

Fin Height = 0.876

D=1.00

Cross Section

All dimensions are in body diameters.

FIGURE 1. High L/D Finned Projectile




There are several considerations that may be incorporated into
a missile design to minimize the severity of the aeroelastic problem.
However, these considerations will more than likely be subordinate
to other design criteria. The most obvious consideration is to
minimize the vehicle's length to diameter ratio. For a uniform beam,
the frequency of vibration varies directly as the square of L/D, and
the generalized flexibility varies directly as the square of the
frequency. Thus, it is seen that the flexibility effects increase very
rapidly as the vehicle becomes long and slender. For several vehicles
analyzed it has been found that L/D values in excess of ten produce
significant aeroelastic effects (Ref. 7).

No aeroelastic research has been performed on projectiles fired
in a ballistic range to date. However, the effects of model bending
have been observed in shadowgraphs of typical high L/D models.
Appendix A shows a sequence of shadowgraphs of a high L/D model.
The projectile model has a conical nose, a cylindrical body with
Nicolaides fins at its center and a truncated conical afterbody. The
model is made of aluminum. Apparently, resonance was achieved,

and the model failed at the stress concentration of the Nicolaides fins.




Chapter 11

Dynamics of an Elastic Body

2.1 Background

Aecroelasticity is the study of the effect of aerodynamic forces
on elastic bodies. A major problem is the flutter of aerodynamic
vehicles. Flutter is a self-excited oscillation of a vehicle surface or
component caused and maintained by the combination of
aerodynamic, elastic, and inertial forces of the system. At a given
Mach number, flight at dynamic pressures below the flutter
boundary will result in damped oscillations. At the flutter boundary
a transition occurs such that for higher dynamic pressures,
oscillations will be sustained at some limiting amplitude or will
diverge until a structural failure occurs. In addition to being
dependent on Mach number and aerodynamic pressure, the
occurrence of flutter is dependent on such factors as structural
stiffness, mass and mass distribution, stiffness changes due to steady
and transient thermal inputs, control surface actuation system
dynamics, misalignments, and free-play of control surfaces (Ref. 8).

The determination of the forced vibrational behavior of an
elastic body requires that the forces applied to the body or the
precise shape of the deflected body at maximum deflection be
known. In the present case, however, the loads cannot be explicitly
determined. In fact, the objective of ballistic testing is to determine
the loads on the projectile from free-flight trajectory analysis. The
shape of the projectile at maximum deflection cannot accurately be
determined from the shadowgraphs either. Indirect methods must

be used to solve for the deformation of the model (Ref. 9).
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The emphasis of the present research is to determine the
influence of aeroelastic vibration in the determination of
aerodynamic coefficients rather than on calculating the frequency of
vibration for known aerodynamics. The technique which is used is
that of free-free natural vibration. The frequency chosen for
analysis is the fundamental natural frequency. The fundamental
mode of vibration is the dominant vibration mode that has been
observed (See Appendix A).

The actual vibration of the model is a damped, forced vibration.
The damping is low and the forcing function frequency is certainly
close to the natural frequency of the model. This would put the
actual frequency of vibration below the natural frequency. How far
below the natural frequency would depend upon the relative
magnitude of the damping term. For the present case of vibration in
an atmospheric environment, the damping is low enough so that the
assumption of the model vibrating at its natural frequency is
reasonable.

The term free-free vibration pertains to the boundary
conditons of the vibrating system. In other words, the system is
unrestrained in that it has no external restraints or supports. The

system can also move as a rigid body.

2.2 Derivation of Equations

The dynamic equations of motion of an elastically flexing body
can be derived by considering a typical differential mass element
positioned at an arbitrary location relative to the center of mass of
the body. The body itself is translating and rotating relative to an

inertial axis system (Earth axis system). A typical flexible body




configuration is shown in Figure 2. The location of the mass element

with respect to the origin of the inertial axis system is the vector

—

sum of the radius of the center of mass, R,, the position of the rigid
body mass element from the center of mass, p, and the elastic

displacement of the mass element from the rigid body position, &.

The vector is written as:

R=Ro+p+& (2.1)

where l‘i.o= XEE+ YE)'_};+ Zp_l_c_é (2.2)
P = Pxio+ Pyib+ Prks (2.3)

and &= Exip+ Eyjo + Eako (2.4)

The definition of a vector rate in a rotating reference axis
system includes both the rate of change of the vector length and the
rate of change of the vector direction. Taking this into account, the

velocity and acceleration of the elastically displaced mass element

are:
ﬁ:ﬁ;+5+g+5x5+(ﬁxg (2.5)
ﬁ:ﬁ;+5+z+36.x§j6x§+6_‘x6x5 2.6)
+20OxE+ WxE+OXWOXE
where 5=pi§+qj;+rl_<; (2.7)




Xg

FIGURE 2. Flexible Body Configuration
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It is now possible to derive the equations of motion for the
system of mass elements. The internal forces and moments caused
by the elastic displacement of the mass elements equate to zero
when summed over the entire system. Therefore, the only forces
and moments applied to the body are external forces and moments.
The translational and rotational equations of motion become,

respectively,

fi“idmz Fex (2.8)

fii;x Rdm=Y Meq (2.9)

Equations (2.8) and (2.9) in conjunction with Equation (2.6) are
general. The full scalar expansions are given in Appendix B. In
order to simplify the analysis, assumptions can be made regarding
the flexure properties of a high L/D slender body. It will be assumed
that all terms involving the x-component of E are zero (no axial
deformations). Furthermore, it will be assumed that the other
components of E act independently and normal to the x-axis
(torsional flexibility is neglected). It should be noted that when the
elastic terms in the general equations of motion are set to zero, the

equations reduce to those for a rigid body.




ibili nal

The assumption of single-plane bending can be thought of as a
lateral vibration with no torsional effects. The choice of the direction
of vibration is arbitrary. In other words, the vibration can be in
either the y-plane of the model or the z-plane or a combination of
both of these. Obviously, the direction of lateral bending must be
chosen and adhered to throughout the rest of the developement of
the analysis. The direction of lateral bending is therefore assumed to
be in the z-plane of the model.

The high L/D penetrator is shown in Figure 1. The overall
length is 12.5 inches. It is basically a right circular cylinder with a
conical nose and four fins for stabilization. The material of
construction is steel for both the body (high strength steel; 100 kpsi
yield strength) and the fins (SAE 1040). The diameter of the body is
one-quarter of an inch and the thickness of the fins is ten-
thousandths of an inch. The fins are soldered into milled slots on the
body.

The vibration analysis can be simplified by assuming the
structure of the model is a circular cylinder. This means that the
stiffness effects of the fins are neglected. The conical nose is treated
as a cylinder with the same volume as the cone, making the length of
this cylindrical segment one-fourth of the length of the cone. The

effective length, L, of the structural cylinder is 11.84 inches.




The structure can now be considered continuous beam of
constant section modulus. The lateral free vibration can be described

by the following differential equation:

0%t JE,
—a't%—= -0252— (2.10)

where c= 1/ El
pA

The lateral displacement is &, taken along the axial position, x.
The modulus of elasticity and the area moment of inertia are E and I,
respectively. The unit density of the material is p, and the cross
sectional area is A. The solution to Equation (2.10) can be found by
using the method of separation of variables. By applying the

boundary conditions, the fundamental mode shape is

& (x)=cos El‘d—x+cosh B—i’£-0.9825 sin Ellji+sinh B—fi (2.11)

where Bl is a dimensionless constant determined from the frequency
equation and is 4.730 (Ref. 10).
The fundamental natural frequency of the beam structure is

calculated by

o1 = Bi? 4/ fAL = (BiLP, /E,EIL—“ (2.12)

where the natural frequency, ®;, is in radians per second. The
fundamental natural frequency is 2023 radians per second, or 322.0

cycles per second.




The flexibility of the penetrator can now be written in terms of

body position and time as

& (x,0= Ao (& (x)} sin ot (2.13)

During the initial phase of this research project, both the
natural frequency and mode shape were determined using a finite
element analysis with the model broken into twenty segments. The
approach of assuming the structure as a right cylinder was assumed
as before. The results from the finite element analysis match the
theoretical analysis in the determination of the natural frequency
precisely and mode shape in Equation (2.11) precisely. Figure 3

illustrates the normalized fundamental mode shape.
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Chapter III

Dynamic Simulation

1 Dynamic_Simulation of a Rigid Bod

The dynamic simulation of a rigid body for aeroballistic
research has been performed in several different ways, ranging from
simplified linear equations of motion to a full six-degree-of-freedom
simulation of nonsymmetric configurations (Ref. 1). It is this latter
simulation analysis which will be used as a baseline for flexible body
simulations. The reason behind this is that the analysis performed
by Hathaway and Whyte utilizes a body-fixed coordinate system to
describe the aerodynamic forces and moments rather than a fixed-
plane coordinate system. The body-fixed coordinate system is
advantageous in that asymmetries of the model (both mass and
aerodynamic) can be represented. The disadvantage of a body-fixed
analysis is that the number of computations required to solve for the
coefficients is up to 25 times greater than that for a fixed-plane
analysis. In addition, the accuracy of the coefficients regressed upon
by body-fixed analysis is inferior (Ref. 2). The two coordinate
systems are shown in Figure 4 and 5.

In fixed-plane simulations, the body's axis system does not roll
with the projectile. In other words, the model is allowed to spin in
the fixed-plane coordinate system. This is the reason why only
symmetrical or slightly asymmetrical bodies can be simulated using

fixed-plane analysis.




FIGURE 4. Fixed Plane Coordinate System
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FIGURE 5. Body Fixed Coordinate System
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nami imulation Flexibl

In the preceding chapter, the general equations for a dynamic
analysis of free-flight elastic bodies have been presented. The full
scalar expansions are listed in Appendix B. The case of single-plane
bending will be considered here. The equations of motion can be

written in matrix form as (Ref. 9):

a;) a2 a3 Ay )5 a6 |
a1 Qa2 A3 A4 a5 Ay
a31 a3 a33 Aa34 d35 A3
41 Q42 Q43 g4 45 A4
ds51 as53 Ads3 as54 as5 Asg
L 361 Q62 QA63 dea des e

(3.1a-f)

Mmoo 0w >

- 00 ¢ < c

where A= %+rv-qw

B

gn 8l

+pw-ru

C=22+qu-pv

D =L +p(q Kx -2L3) + qr(Hp + Iy - I,)
E=M-2q Ly - (p2 -19)Kx - pr(Hz + Lix - 1)
F=N+ Kx(qr+2p) - pq(Ix - Iyy)
ap=an=ay=l

ayu= I+ Hz

a46= -Kx

ass= Iyy+ Hz

ags= -Ky
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All of the other elements of the a-matrix which are not listed are
zero due to the single-plane bending assumption or due to symmetry
of the model in question. Specifically, ass, asq4, asg, and aqq are zero
because the cross products of inertia are zero (Iyy= I =I,;=0). I
is the axial moment of inertia and Iy, and Iz are the transverse

moments of inertia. The elastic inertia terms are defined as follows:

Ke= | xp& dm (3.2)

La=féz§zdm (3.3)

Hp= | &dm (3.4)

where the integration is performed over the entire mass of the body.

The external forces are resolved into three components, Fy, Fy,
and F, acting in the direction of the body-fixed coordinates
Xps Yb, and, z,. Similarly, the external moments that act about the
body-fixed axes are L, M, and N.

The terms u, v, and w are the velocity components in the
Xp, Yp» and, 2z, directions, respectively. The variables p, q, and r
relate to the angular velocity of the body-fixed coordinates
Xp, ¥p» and, z,. Together, the time derivatives of u, v, w, p, q, and r
make up the body-fixed state variable derivative vector. This vector
is solved using Equation (3.1) and the vector is integrated to obtain

the body-fixed state variables.




The equations of motion have been derived in the body-fixed
coordinate system for the purpose of conveniently relating the
external forces and moments to the dynamics of the projectile. The
integration of these equations results in the determination of the

translational and rotational rates of motion of the body-fixed

coordinates. The data acquired from the ballistic spark range is
defined as motion relative to the earth. Therefore, in order to relate
the body-fixed state variables to the earth state variables
X,Y,Z,0,0,y) , a set of transformation differential equations is

used. They are written as

Xg =ucos 0cos y+ v (sin 6 sin¢ cos y - cos ¢ siny)

+w (sin O cos ¢ cos y+sind siny) (3-3)
Ye =u cos O siny + v ( sin O sin¢ siny + cos ¢ cos y )
. . . (3.6)
+ w (sin O cos ¢ siny+sin¢ cos y)
Zg = -usin O+ v cos Osind + w cos O cos § (3.7)
(f)=p+tan9(qsin¢+rcos¢) (3.8)
é=qcos¢-rsin¢ (3.9)
y=(qsind+rcosd) /cos® (3.10)

The transformation equations contain the earth state variables
(which will now be called as just the state variables) in derivative
form. These equations are integrated with respect to time in order to

obtain the state variables.
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It should be noted here that all integration is performed using
a fourth-order Runge-Kutta method. The body-fixed differential
equations and the transformation differential equations are
integrated simultaneously since the method of integration is self
starting and the two sets of differential equations use the same intial

condtions.

Aerodvnamic Forces d men

The aerodynamic forces and moments acting on a
nonsymmetric body can be defined as a series expansion of
perturbations to the steady-state flight conditon. The basic
definitions of the aerodynamics are based upon References 11 and
12. The forces and momerts could be linear or nonlinear functions of
the angle of attack, &, and angle of sideslip, . The aerodynamic
angles @, o, and [ are defined in Figure 6. The Mach number
change in a ballistic range is relatively small. Therefore, Mach
number effects are neglected, except along the axial axis where the
variation of drag with Mach number may be significant. The
nonlinearities with flow angle are modeled as polynomial functions
of the sine of the angle of attack or angle of sideslip.

The primary forces and moments acting on a body in free flight
are shown in Figure 6. Aerodynamic moments which act about the
projectile's center of gravity are a result of aerodynamic forces acting
at the center of pressure, which is not necessarily coincident with the
center of gravity. A detailed description of the primary force and

moment terms is as follows (Ref. 1):
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Axial force coefficient; acts along the x-body axis
opposite to the u velocity vector

Normal force coefficient; acts in the a-pitch plane
perpendicular to the body axis

Normal force coefficient; acts in the PB-sideslip
plane perpendicular to the body axis

Magnus force coefficient; acts perpendicular to
the B-sideslip plane

Magnus force coefficient; acts perpendicular to
the a-pitch plane

Roll moment coefficient; acts about the x-body
axis

Pitching moment coefficient; acts about the y-
body axis

Yawing moment coefficient; acts about the z-body
axis

Magnus moment coefficient; acts about the y-
body axis

Magnus moment coefficient; acts about the z-

body axis

The magnus forces and moments are associated with flow
phenomena about a spinning body. Therefore, they are dependent
upon the nondimensional spin parameter, pd/2V, where p is the spin
rate, d is the diameter of the model, and V is the total velocity.
primary forces and moments are modeled as coefficient derivative
functions of the sine of the angle of attack and angle of sideslip. The
forces and moment coefficients are expanded in a Taylor series and
the

terms that have been proven by past experience
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FIGURE 6. Body Fixed Coordinate System
with Basic Force and Moment
Definition
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adequately represent a projectile such as the one studied here are
retained. The sines of these angles are defined in terms of the body-

fixed velocity components as

(3.11)

(3.12)

Using Equations (3.11) and (3.12), the aerodynamic force and

moment coefficients can be written in expanded form as:

Cx= Cyo+ C@{ (!V\;)% (%)2}+ Cam (M-Mp) (3.13a)
C:= Cua )+ Caas (%3 (3.13b)
Cy= Cy (_;’7)+ cym(%)?' (3.13¢)
Ca= Cap[EJ(Y) (3.13d)
Cpo= c,,pa( )(l) (3.13¢)
Ci=d {c,s+c.p( )} (3.13f)
Cm=d { Cma (¥)+ Cmas (¥ | (3.13g)

=d [Cup(¥)+ Cops (%)3} (3.13h)
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Cmp=d {Cmpg(gé)(!\%j} (3.13i)

Cnp=d

Croe 5512} 6.13)

The damping moment acts to damp out oscillations, just as the
roll damping term damps out the spin rate. The damping moments
are defined as acting perpendicular to the x-body axis but
independent of the angle of attack or angle of sideslip planes. The
moments are dependent upon the pitch and yaw angular velocities,

q, and r, respectively. The damping coefficients are defined as:

Cmq=d (g%) {cmq+ C.nqz(-‘{’/-)z} (3.14a)
Cu=d (5%) {c.,,+ cm(-v\;f} (3.14b)

The directions in which these coefficients act are shown in Figure 7.
The bars on top of the damping moment coefficients denote that the
coefficients are a summation of both the plain damping moment
coefficient and the nonlinear damping term.

Asymmetrical aerodynamic forces and moments are brought
about by misalignment, cant, or body and lift surface asymmetries.
The asymmetrical forces and moments, also referred to as trims,
cause the free-flight angular motion of the body to oscillate about an
axis which is not coincident with the x-body axis. The trim forces
will be defined as Cyo and C,. The trim moments are Cp, and Cy,.
These trim coefficients are depicted in Figure 7. The trim forces act
at the center of pressure causing the trim moments about the center

of gravity. It should be noted that the trims along and about the x-




> e, y
Q_) C o
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Czo Cmq
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p

FIGURE 7. Damping Moment and Trim
Force/Moment Definitions
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body axis are absorbed in the axial force coefficient [Equation
(3.13a)] and roll moment coefficient [Equation (3.13f)].
The external forces and moments can now be defined using

Equations (3.13) and (3.14) with the addition of the gravity vector:

Fx=- GAC,+mgsin 0 (3.15)
Fy= QA (Cyo+ Cy+ Cy )-mgcos 8 sing (3.16)
F,= QA (Cz+ C,+ Cg)-mgcos 8 cos ¢ (3.17)
L= gAG (3.18)
M= GA(Cmo+Cm+ Cmp+ Cug) (3.19)
N= A (Cpo+Cpn+ Cop+ Crr ) (3.20)

The negative sign in front of the drag force term is there so that the

drag coefficient turns out to be positive.
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Chapter 1V

Parameter Estimation

4.1 Introduction

The aerodynamic coefficients which are described in Chapter
IIl are parameters which must be estimated. The technique of the
estimation process is to minimize the error between the calculated
trajectory and experimental data. Most algorithms which are used
for nonlinear parameter estimation employ either the Taylor series
method or the gradient method. In the Taylor series method, the
model is expanded as a Taylor series and corrections to the several
parameter estimations are calculated at each iteration on the
assumption of local linearity. The gradient method (or method of
steepest-descent) simply steps off from the current trial value in the
direction of the negative gradient.

Both methods can have problems of not converging to a
proper solution. The Taylor series method may diverge due to the
fact that the linear correction approximation may not be valid, and
the gradient method has difficulty because of agonizingly slow
convergence after the first few iterations.

In the present work, the aerodynamic coefficients are
estimated by a modified version of the Marquardt algorithm (Ref.
13). This algorithm performs an optimum interpolation between the
Taylor seies method and the gradient method, the interpolation being
based upon the maximum neighborhood in which the truncated
Taylor series gives an adequate representation of the nonlinear

mathematical model.




4 ta nt_of the Problem

The model that is to be fitted to experimental data is written as
a function of the aerodynamic coefficients, C,, where n is the number

of coefficients to estimate:

Si=f(Cw.k=1,n (4.1)
In this equation, §, is the calculated state variable vector where the
observed state variables, S;,are Xg,Ye,Ze,0$,0,and Y. Letting m
be the number of points at which the state variables are measured, a
set of 6 by m weighted residuals is determined by subtracting the
model predictions from the experimentally observed value of the
state variable and dividing by the standard deviation for the

observation as

Ri= —‘———ls'(;_s' (4.2)

The problem is to solve for the estimates in a way to minimize the

sum of the square of the residuals:
6m
o= R? (4.3)
i=1

When f is a linear function of the parameters, C, the contours
of constant @ are ellipsoids, while if f is nonlinear, the contours are
distorted, according to the severity of the nonlinearity (Ref. 13).
Even with the case of nonlinear models, however, the contours are

nearly elliptical in the immediate region of minimum &. The contour

2-36




»—r

surface of @ is typically greatly attenuated in some directions and
elongated in others so that the minimum lies at the bottom of a long,

curving trough.

4 lor ies Meth

The method based upon expanding the model, f, in a Taylor
series is known as the Taylor series method, also referred to as the
Gauss method, the Gauss-Newton method, or the least-squares
differential correction method (LSDC). The truncated Taylor series is

written as:

i (sc),
aC)(&C)J (4.4)

Si)= F(C+AC)=£(C) + ¥
1 i

or

Si)=rfo +[J](5C) (4.42)

The vector 8C is a small correction to C. The brackets { ) are used to
designate that it is a predicted set of state variables based upon the

linearized model. Thus, the predicted value of @ is
6m
@)=3 R)? (4.5)
i=]

The J-matrix 1is known as the sensitivity matrix, the state
transformation matrix, or the state Jacobian. The vector 6C appears
linearly in Equation (4.4). Substituting Equation (4.4) into Equation
(4.3), 6C can be solved for by the standard least-squares method of
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setting the partial derivative of the predicted sum of squares with

respect to the estimation parameters equal to zero.

4o 4.6
3. (4.6)

for all j. The result of Equation 4.6 can be written as
[T]T[1]8C=-[J]TR (4.7)

The differential correction vector is solved for and a numerically
converged solution is obtained when the size of the predicted sum of
squares, (<D), reaches some limiting value. Of course, another
convergence criterion would be to compare the successive values of
® and determine when it is minimized to the accuracy required.
From a statistical standpoint, the size of the differential
correction vector should not be used as the convergence check. The
reason behind this is that the parameters with a large predicted
change will invariably have a large probable error associated with
them. Defining a precise optimum value on these parameters is a
futile exercise. Conversely, parameters with a low probable error
would require extremely tight tolerances on the correction step size
in order to obtain a meaningful estimate. Tying the convergence
criteria to a predicted change in the residual sum of squares
overcomes these difficulties. The test for convergence involves a

comparison of the successive values of (®).

((p>(k)_ o® < 107 (4.8)




The superscripts in Equation (4.8) refer to the the iteration interval.
44 radien hod

The method of gradients, by contrast, simply takes a step in the
direction of the negative gradient of ®. The differential correction

vector is written as:

5Cg:'[’a%’%""’% (4.9)
where the subscript g on the correction vector denotes that it is
determined by the gradient method. Various modified steepest-
descent methods have been developed to compensate for the poor
conditioning of the & surface which leads to very slow convergence
of the gradient method (Ref. 13). The Marquardt algorithm uses a

scaled gradient for minimization defined as:

~ 6m T

}E R. ]E:It aRq :E:Ih oR;
dCn
8Cg=‘ 1""_——— (4-9)

5(%) Z(—) > (&f

The convergence test in Equation (4.8) is also applicable to the

gradient method.
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45 Th rquar lgorith

The Marquardt algorithm strikes a balance between the
weighted gradient and the Gauss-Newton vector by multiplying the
diagonal elements of [J ]T[J] by (1+A) , where A determines how
much of the gradient method is used for the determination of the
differential correction. As A approaches zero, the Gauss-Newton
correction dominates. Conversely, as A approaches large values,
small steps are made in the direction of the weighted negative
gradient.

A typical initial starting value of A is 0.01. If, upon iteration,
the weighted sum of squares is reduced, then A is decreased by
dividing by v (v=10 gives good results). If the weighted sum of
squares is not reduced, A is multiplied by v to decrease the amount
of Gauss-Newton parameter correction and to turn the correction

more towards the weighted negative gradient.

4.6 The Modified Marquardt Algorithm

A variation of the Marquardt algorithm is useful when
parameters are locally highly correlated. In the general nonlinear
case, parameters may be highly correlated (correlation coefficient >
0.99) at one point and not as highly correlated in other regions. The
variation of the Marquardt algorithm presented here will take into
account the high local correlation of the parameters.

The correlation coefficients are calculated using the inverse of
[J]T[J]. The nondiagonals give the covariances of the estimates. By

letting Q represent the elements of the inverse of [J]T[J ], the
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correlation function, r, of two estimation parameters is

r(CiCj)= % (4.10)
iNjj

The A multiplier concept is extended to apply to individual
elements of [J ]T{J] . In other words there is a A; associated with
each diagonal element. The correlation coefficients of all the
estimation parcmeters are calculated every iteration. If a pair of
parameters is h'ghly correlated, one of these paramters can be held
essentially constint during a given iteration by increasing its A;
multiplier to a sui:ably high value. The value of A; for one of the two
highly correlated parameters is set to 10%° times the the other A;'s
associated with the other parameters. The choice of which parameter
to freeze during the iteration is arbitrarily chosen to be the second
one. The size of the remainder of the A multipliers is determined as
before.

The technique of freezing a parameter is particularly effective
when a pair of parameters are highly correlated at a point. It
permits a wider range of correction to parameters that are not highly
correlated, whereas the unmodified Marquardt algorithm
unnecesarily restricts all of the parameter corrections in order to
overcome high correlations. In the particular problem at hand, there
are a large number of local correlations that are greater than 0.97.
The modified Marquardt algorithm speeds up the convergence
process. The results of the Marquardt algorithm and the modified

version are the same once a converged solution is obtained.
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The algorithm is listed below with the convergence test
included. The set of A multipliers is written as A, , where n is the

number of estimation parameters.

1. Denote A®V as Ay of the previous iteration.
Initially, let A{%=0.01. Setv=10.

2. Calculate ¢ (kn(k)) , D (l(k'l)) , ® (ln(k'l)/v).
i1 @ (L) < & (), ter A= 28T
i. 1f ® (A0) 2 @ (AKD) | 1er Ak = vak!,

3. Calculate the correlation coefficients for all of the
parameters . If |r(CiC;)| 20.97, set A" to 10254,

4. Calcualate the corrections 8C using Equation (4.7)
and add them to the current estimates.

5. If (((D’k)- <D(k))/¢(k)510'3 , the solution is

converged. If not, repeat the process.

It should be noted that part ii in Step 2 is repeated as many
times as necessary. The test for correlation is performed each
iteration. If the parameters become less correlated, the the condition

of Step 3 is not true and the algorithm continues to Step 4.
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Chapter V
Computer Program Description
and

Verification

.1 Program Description

The computer program which simulates a free-flight trajectory
and estimates the aerodynamic coefficients from experimental data
is written in FORTRAN. The program, listed in Appendix C, is written
entirely in double precision. The reason behind this is that all of the
partial derivatives that make up the state Jacobian are calculated
numerically wusing a forward difference approximation with a
differential step size of 10%. A differential step size this small could
not be handled with single precision numbers. A central difference
technique was tried using single precision numbers with a step size
of 104, but the time to calculate the partial derivatives takes twice as
long. The state Jacobian has to be calculated at every iteration, so
double precision was chosen on the basis of speed. The small
differential step sizes are necessary because the solution to least
squares problems requires that the partial derivatives be as accurate
as possible.

Integration of the differential equations decribed in Chapter 1II
is done using a fourth order Runge-Kutta technique. To calculate a
flexible body simulation, the derivative vector in Equation (3.1) is
determined and integrated simultaneously with Equations (3.5)
through (3.10). In order to start the integration, the initial position
and angular orientation as well as the initial velocity and spin rate

are read into the program from an input file.
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The program can be configured to perform a simulation or a
coefficient regression using either rigid body or flexible body
equations of motion simply by setting the proper flags (see Figure 8).
A branch which estimates the aerodynamic coefficients using a rigid
body trajectory as experimental data is also included for testing of
the regression algorithm. If the program is used to determine the
aerodynamic coefficients, the intial conditions are also estimated

from the experimental data.

5.2 Program Verification

The first phase of testing the program involves performing a
rigid-body simulation using aerodynamic coefficients and initial
conditions that were determined using the Air Force's ARFDAS
(Aeroballistic Research Facility Data Analysis System) program and
comparing the trajectories of both programs. The resulting
trajectories match, and a table of the state variables as a function of
time is shown in Table 3 of Appendix D. The experimental data that
the ARFDAS program used to generate the aerodynamic coefficients
and initial conditions are shown in Table 4 of Appendix D. Next, the
flexible-body equations are used for simulation with the amplitude
of vibration set to zero. This is done to check the procedure for
calculating the body-fixed state variable rate vector in Equation
(3.1). As expected, the trajectory matches the rigid-body trajectory.

The second phase of testing is to perform a coefficient
regression. The test regression involves using the trajectory in Table
3 as experimental data. The initial estimate of the aerodynamic
coefficients and initial conditions are the same as those that

generated the trajectory. The results were determined in one
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iteration and are identical to the initial estimates, which is expected

since the data contain no noise.
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INPUT:

Initial conditions for state variables (position, orientation and rates)
Initial estimates of aerodynamic coefficients

Physical parameters (dimensions, mass, inertias, elastic properties)
Flags tc control program flow

YE,%‘A\NO NO

\/ YES l

TRANSFORM Earth fixed rates TRANSFORM Earth fixed rates
to body fixed rates to body fixed rates
INTEGRATE body fixed equations INTEGRATE body fixed equations
using flexible body EOM using rigid body EOM
Bxpr \ NO 1 |
1 '
OPTIMIZE aerodynamic coefficients
YES using flexible body and
rigid body EOM
YES
=1 —1
NO

OPTIMIZE aerodynamic coefficients
using Tunnel XYZ data and
flexible body EOM

OPTIMIZE aerodynamic coefficients
using Tunnei XYZ data and
rigid body EOM

[

y S A |
DETERMINE TRAJECTORY by integration
of the Equations of Motion

FIGURE 8. Flow Chart for Extraction Program
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Chapter VI

Results

1 llistic_Tests of High L/D Models

The model which is chosen for studying elastic effects is
characteristic of the L/D = 50 models that have been tested to date;
that is, the angular motion is on thes order of one degree in both pitch
and yaw. The ARF designates their experiments by a “"shot number”,
and the model being studied herein is shot number BS87070976.
This is the same case that is used to test the trajectory simulations in
Chapter V. The ARF fires a series of shots out of a light gas gun at
different Mach numbers so that the Mach number effects on the
aerodynamics can be studied. The Mach number of BS87070976 is
approximately 2. The shots fired at Mach 3 have poor roll data
associated with them or none at all. The very nature of using a
body-fixed aerodynamic analysis is to include the roll effect of an
asymmetric projectile. Therefore, no shots at Mach 3 have been
tested for elastic effects. The ARF is currently involved with another
series of high L/D ballistic tests in order to gather more data on these
projectiles.

The results from the film reading process provide the position
and angular orientation of the projectile. In the film reading process,
no bending of the model has been taken into account. Not all of the
high L/D models exhibit flexibility of a magnitude which is noticeable
from the shadowgraphs. It is believed that the minimum noticeable
deflection is on the order of one degree. In terms of amplitude, this
is 0.22 inches for an L/D of 50 (L = 12.5 inches). It is questionable

whether elastic deflections can be measured in a ballistic range




unless divergence is achieved as in the shadowgraph sequence of
Appendix A. In order to have success in measuring small elastic
deflections, the model would have to be photographed at its
maximum (or near maximum) deflection at one of the shadowgraph
stations. As stated before, no attempt has been made to date to

measure the elastic deflection.
2 Aerodvnamic_ Coefficient Regression

The aerodynamic coefficients of shot BS87070976 are
regressed upon using rigid and flexible body equations of motion.
Specifically, the amplitude of vibration used in the flexible body
analysis is varied to study the elastic effects over a range of
deflections. The amplitudes chosen for analysis are 0.25 and 0.5
inches.  These represent dimensionless amplitudes of 0.0127 and
0.0254, respectively.

Since the data measured in a ballistic range have different
accuracies associated with them (the angular motion has less
accuracy than the translational motion), the data are weighted with
the standard deviation as shown in Equation (4.2). The standard

deviations of the state variables are shown below:

0.00851 feet in Xg
0.00631 feet in Yg
0.00631 feet in Zg
0.278 degrees in 6
0.278 degrees in V¥
8.65 degrees in 0
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The coefficients that were determined from the ARFDAS
program are shown in the first column of Table 1. Note that the
probable errors of the damping moment coefficients, Cpq and Cqr are
quite high. This is due mainly to the low angular motion of the
projectile in flight. Without significant oscillations, the proportion of
the measurement noise to the actual data increases. The nonlinear
drag term, C,g , is not fit very accurately for the same reason.

The second column of Table 1 shows the results of a rigid body
fit of the program which is listed in Appendix C. The damping
moment terms of this case vary significantly from those determined
by ARFDAS. The probable error is high on these coefficients just as
before, but note that C,, is shown to be positive. The only reasoning
behind this is the angular motion is so small that the moment
damping effects have litile effect on the motion of the projectile.

Tablel: A Comparison of Aerodynamic Coefficients
Determined by ARFDAS and Rigid-Body

Regressions
Coeff. ARFDAS Rigid-Body
Cma 2387+ 11.5 -229.7 + 15.4
Cnp 193.3 £ 7.65 2414 + 14.0
Cmq -31020. * 5160. -142600. + 38400.
Cur -1366. + 4150. 104200. + 33700.
Cxo 0.7619 * 0.0277 0.7388 + 0.0351
Cxa2 413.8 + 107. 414.6 £ 112,
Cyp -18.01 + 4.18 -6.056 £ 2.01
Cza -23.00 * 5.88 4511 + 2.02
Cp -116.7 £ 16.1 -11€.5 £ 0.9500
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Since the projectile is symmetric, one would expect to find
symmetry in the aerodynamic coefficients as well. This is case for
Cma and Cpp as well as for Cyg and C,, for both program regressions.
However, the damping moment coefficients, Cmq and Cg, do not
exhibit any symmetry in the ARFDAS regression. These coefficients
have relatively the same magnitude in the rigid-body branch, but
the sign of Cp is opposite of what is normally expected. Note that
the magnitudes of C,g and C,, vary between the two programs. This
can be attributed in most part to the large variation of the damping
moment coefficients. Regressions were performed holding the
damping moment coefficients constant to the values obtained by
ARFDAS and similar results to the ARFDAS values for Cyg and C,q
were obtained.

Before a set of regressions can be made, the elastic inertia
terms must be calculated using Equations (3.2) through (3.4). The
mode shape defined by Equation (2.13) is used to calculate the
integrals (See Appendix E). This procedure is performed in the main
program if the FLEX flag is set (see Figure 8). The calculated elastic
inertia terms are normalized to unity. They are multiplied by the
amplitude of deflection, which is read into the program. The scalar

value of the normalized elastic inertia coefficients are shown below:

L., =0.000110
H,. =0.000110

The term K, is zero due to the symmetrical bending about the center
of mass. The units on these elastic inertia terms are slugs-square

feet.
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Table 2 shows the results of the set of flexible body
regressions. The elastic effects are negligible compared with the
probable error of the aerodynamic coefficients. The elastic cases had
a slightly better fit than the rigid body case. The deviations are
within the standard error incurred in ballistics tests of this nature.

The trajectories are shown in Tables 5 and 6 in Appendix D.

Table 2: A Comparison of Aerodynamic Coefficients
Determined using a Flexible Body Model

Coeff. 1/4" deflection 1/2" deflection
Cma -230.1 + 15.12 -230.1 + 14.7
Cnp 241.7+13.8 241.5% 135
Cmq -144200. £ 37700. -145100. * 36600.
Cur 105600. + 33200 106200. + 32400.
Cxo 0.7393 £ 0.0348 0.7402 + 0.0292
Cxa2 410.0 £ 111. 402.2 + 108.
Cyp -5.866 % 1.90 -5.594 + 1.76
Czo -4.379 £ 1.90 4215% 1.75
Cp -116.6 £ 0.910 -119.1 + 0.954

The results shown in Tables 1 and 2 point out that the effects
of single-plane bending are negligible in comparison with the
probable errors of the aerodynamic coefficients.  Plots of the
trajectories for the rigid-body regression and the two flexible-body

regressions are identical (See Figures 9-15 and in Appendix D).

2-51




Chapter VII

Conclusion and Recommendations

7.1 Conclusion

The results of this study show that the flexing model has little
effect on the aerodynamic coefficients that are determined from
free-flight ballistic tests. Taking into consideration the size of the
probable errors that these coefficients have, it is safe to say that the
rigid-body motion assumption is valid. This does noct say that the
body 1is rigid, 1t just says that the aerodynamic coefficients
determined from rigid-body theory are adequate.

The present research study is Dbasically a kinematic
superposition of a flexing model vibrating at its fundamental natural
frequency onto the six-degree-of-freedom dynamics. Without
changing the aerodynamic model that is presently in use by ARFDAS,
this is all that can be done to study elastic motion. Certainly, the
vibratory nature of the model itself can be modified to include more
degrees of freedom (torsional and axial effects). Even higher mode
shapes can easily be handled by the program that has been
developed, but it is felt that even these elastic motions will show no
significant effects on the coefficient regression scheme.

It is unwise to make a sweeping statement on these elastic
effects based on only one set of experimental data. The ARF staff is
currently performing additional tests to broaden the aerodynamic
data base for high L/D projectiles. It is expected that the methods of
the present study will be applied to those shots wkich demonstrate

measureable flexibility.
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In addition, the methods may be applied to data from other
laboratories. = Continued applications of this type will serve to

establish a confidence level of the methodology.

/.2 Recommendations

The methods of analysis described herein do not involve
changing the type of data which are acquired in free-flight ballistics
tests. Instead, the equations of motion have been altered to include
flexibility-induced dynamic terms. An alternate approach would be
to use the rigid-body dynamic equations of motion together with an
aerodynamic model which includes terms which account for body
flexibility. Thus, present ballistic tests can be modified to include
measuring an experimental deflection curve at each shadowgraph
station. This experimental deflection curve would be determined by
measuring the deflection at several locations along the model. The
kinematic vibration of the model could be included in the dynamics
as before. The difference would lie in the fact that the mode and/or
frequency of vibration would now be regression parameters. Then,
an aeroelastic coefficient could be included in the aerodynamic model
which would be a function of this experimental deflection curve. A
regression could then be made on the coefficients in hopes of
iterating on a better solution (lower probable errors or a reduction in
the sum of squares of the residuals). Still another approach would
involve including such flexibility coefficients together with the
flexible-body equations of motion.

Both of these suggested modifications could be accomplished

with the computer program developed in the present study.
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However, in light of the present test results, it is not recommended

that the additional effort be expended until the present technique
has been thoroughly tested.
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ABSTRACT

Edge detection is one of the first steps often used for segmentation purposes in image
processing. The main goal of the research performed under this contract was to determine if
image measures would aid in the selection of an optimum edge detector algorithm for a given
image. A classification scheme of a family of edge detectors developed during the Graduate
Student Summer Support Program, 1986, was expanded and modified, and several image
measures investigated. The image algebra was used as the mathematical environment in
which to develop these concepts. No correlation between edge detectors and optimality on a
given image was found. However, a recent report, acquired too late for use in this research,
is very applicable to this area and needs to be investigated. The report presents a back-

ground, research completed during the contract, and suggestions for further research.
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1. Introduction. Solutions of the problem of automatic target recognition (ATR) is of
obvious importance in a variety of military applications. A general approach in modeling the
ATR system is to first segment the image into regions, attach previously defined labels to the
regions, determine a list of relations between the regions, and deduce from that list the tar-

get or object of interest. Figure 1 gives a flowchart of this approach.

REGIONAL RELATIONAL OUTPUT
IMAGE -»|SEGMENTATION - DESCRIPTION | | DESCRIPTION | ~| TARGETS

Figure 1.

Segmentation is an important first step. The information extracted here is passed on to
successive steps in the processing sequence, and how much or how little gets passed on is
determined by the segmentation algorithm. Many types of segmentation techniques exist,
one of which is edge-based segmentation. There exist a vast variety of algorithms which
detect boundaries of objects in an image. After a collection of boundary or edge points are
chosen, a thinning algorithm can be applied to narrow the edge width as desired, usually to
one or two pixels. Then a linking technique which links disconnected edges together is often
applied. These linked edges are the output of the edge segmentation scheme. Since this is
the ....tial stage of the processing, it is crucial that the boundaries output from the segmenta-
tion algorithm be as close as possible to the true boundaries that exist in the image, so the
maximum amount of exact information is passed onto successive steps in the processing.

Thus an accurate edge segmentation algorithm is an essential block of the processing scheme.

There are of course other edge segmentation techniques than the one just described [1}.
There are also methods, sometimes called figure of merit ratings, which evaluate the perfor-

mance of edge detectors on synthetic data smeared with various levels of white noise (for
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example see [1] ). Obviously, figure of merit ratings of edge detectors is not a satisfactory
classification of edge detectors and their performances, as much research and discussion con-

tinues on this subject up to the present day (2,3,4].

A good edge detector reduces the need for complicated thinning and linking algorithms,
so there is strong motivation to use the "best” edge detector for the job. Thus, the concept
of an edge and edge detector must be made precise, and the classification of edge detectors

based on the definition. The classification scheme is discussed in Section 4(II).

2. Research Objectives. In order to achieve our goal, we proposed to concentrate efforts

on the following specific objectives:

1. Extend the classification scheme of edge detectors developed this past summer to encom-

pass as many 2ge detector algorithms as possible.

2. Examine an upcoming ERIM (Environmental Research Institute of Michigan) report on
the consolidation of several DARPA-supported contracts on image metrics; continue to sur-

vey the literature.

3. Investigate in depth surface complexity measures of differential geometry and algebraic

topology and examine their applicability to digital image intensity variations.

4. Compose a list of statistical measures and explore potential interrelations between the

results of 3. and the statistical measures.

5. Investigate the properties of the edge detectors as developed in the classification scheme
combined with results from 4. in creating decision rules which will optimize the eflect of an

edge detector application to an image.




The image algebra and the Image Algebra Preprocessor were used to facilitate the algo-
rithm development and implementation of these objectives. The image algebra is a
mathematically rigorous, efficient algebraic structure that is specifically designed for image
manipulation. The University of Florida was awarded a DARPA contract to develop a com-
plete, unified algebraic structure that provides a common mathematical environment for
image algorithm development, optimization, comparison, coding and performance evaluation.
This structure is known as the standard AFATL image algebra. This algebra has been
implemented in software in form of a preprocessor which translates image algebra expres-
sions into Fortran 77. See [5] for more detailed information on the structure of image alge-

bra.

3. Details of the Completed Research

A. The Classification of Edge Detectors. In order to define an edge detector, an edge
must first be defined. Although there does not exist a standard definition of an “edge” in :the
literature, the basic concept of an edge which is used in design of edge detectors is fairly uni-
form. The purpose of an edge detector is to detect and characterize intensity variations of a
significant nature in a neighborhood of a pixel p, and the discrete nature of the surface in a
neighborhood of p allows such models as the step function or ramp function to be used with

equivalent results.

There are different ways to characterize variations in magnitude of a collection of pixels
in a neighborhood of p, which depend both on the masks used and the mathematical function
of the masks and the image. We constructed a definition for a class of edge detectors, cover-

ing most of the ones used in applications.

€
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Methods of edge detection can be divided into two main categories: the edge-fitting

method; and the enhancement method. Edge detection methods of the second type were the
only ones investigated during the 10-week summer research, and continued to be the sole

interest of this research.

Before discussing the classification scheme, we list the edge detectors that were investi-

gated:

Sobe]

Prewitt

Roberts’

Kirsch

Gradient

V2@, the Laplacian of an image convolved with the Gaussian

2
-—5—, the second directional derivative in the direction of the gradient
6n® &

Logarithmic edge detector
Geometric edge detector

The techniques were translated into the image algebra in order to facilitate investiga-
tion into the properties of each technique. We omit discussion of the image algebra operands

and operations and refer the reader to [6] for more details.

To facilitate the discussion of the edge detectors, we give a brief image algebra formula-

tion of each.

1.  Sobel. The image algebra expression

(2 ® t,)? +(a ® t,)4'7,
where
-1 1 -1]-21-1
-1 1 11211

represents the Sobel edge enhanced image.
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2. Prewitt. The image algebra expression

(a®t)+(ad® t2)2]1/‘2’
where
-1 1 1f-1(-1
=11F 3 _ a
t, = -1 ) 1 t, = [ )
-1 1 1{1]1

represents the Prewitt edge enhanced image.

3.  Roberts’. The image algebra expression

(a® ¢, +(a ® t)7'?,
where
-1 -1
tl = b 1 t2 = ) <
N o

represents the Roberts’ edge enhanced image.

4.  Kirsch. The image algebra expression representing Kirsch algorithm is given by

3
1V(,vll a®t)),
jom
where 1 denotes the unit image and t¢; is defined as follows. For i = 1,2, ..., 8 define the

parameterized template t; by

ty = {(x,ti’,(x)):ti".(x)=5 if X=X; , Xj4;, X402, by (X) =3 f x=X,53, ..., X;47 , else t;,(x) =0},

where the subcripts are modulo 8, and where the xj’s denote the elements of the

configuration §(t;,) as shown:

s(ti,y)= Xz | Y xl




5.

Gradient. Edge detection is accomplished by convolving the image with the following

six 3x3 edge masks with each mask having a direction associated with it.

1 1 1 11011
Y
ofo]o 1fo
A\ 1 W 1
17-11-1 110 1
m, 180° m, 90°
711 1 1 1 7
-8fo] s gfo0]-8
y
-11-1]-7 =7}1-11}-1
mz; 150° m, 210°
71811 1| .81{-7
afo]1 1 {o0]-1
N .
-1)-81.7 71-81-1
mg 120° mg 240°

Define f: R — R? by f(r) = dxl, 180X ((r)), where X is the characteristic function. Let
a; be the two-valued image a; = (0, 6, + f(a © m,) ), i=l,...,6, where m; are masks as
shown above, and 4, are the respective degrees associated with each m;. Then the gra-

dient edge detector, expressed in the multi-valued image algebra, is

.\?1 3
]

The Laplacian of an image convolved with the Gaussian, V2G, has the image algebra

expression

adbg

where g is a translation invariant template from Z? to Z? defined by

tafi) = gz e | G- (i + ()

3-7




2
7.  The second directional derivative in the direction of the gradient, %—2-, has the image
n

algebra expression

(a®u)*(a®t) +2(aPu)(a®w)aDz) +(aPw)(aDs)

(a®u)? + (a®w)?
Here, the masks are as follows:
1 -1
t=|1/[-2]1 u=|-1[ 11 s=[-2 w=[
V. N L
1 1
-1 1
v
z =
-
1 -1

8.  Logarithmic edge detector. The image algebra expressior is

In(a) — [(5 In(a) ® ¢]

where
1
te=[1[ 11
1
9.  Geometric edge detector. The image algebra expression is
(@ t—a@s’+(a® u—a® w3,
where
2 1
t=[21]2 s={1[2]1 u={1] w=[2]
. N 2
2 1
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Definition 1. Let F be a vector space over a field K. A linear smage operator is a

function f: FX—FY such that
1. f(ka) =ki(a),
2. f(a +b)=f(a) +1(b), where a, b EFX, and k EK.
Definition 2. A semi-linear image operator is a function f: FX—FY such that
1. f(ka) =kf(a), where a € FX and k €K.

Definition 3. A semi-linear edge operator is a function E: FXx [(FXX|P—FY, for

some fixed integer p, such that

1. E(kt,, ...,t,) =0, for k a constant image

2. E(kat,, ...,t,)) =kE(at;, ... ,t,), k>0

3. E(k +at,,...,t,)=E(at,,...,t) kaconstant image.

Thus, for example, the function E : RXx (RX)X —+RX defined by E(at) = a @ ¢,
where t is either one of the Sobel templates [1], is a semi-linear edge operator, as well as the

Sobel operator itself. Figure 2 lists the edge operators and their respective types.
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Name of Edge Detector Type
Semi-Linear | Other
1.  Sobel X
2.  Prewitt X
3. Roberts’ X
4. Kirsch X
5. Gradient X
6. VG X
.l X
8. Logarithmic edge detector X
9. Geometric edge detector X

Figure 2. Edge Classification Scheme.

Proofs: Here we prove that the edge detectors satisfy the semi-linear edge properties, or
not, as in the case of the logarithmic edge detector. We shall use the following proposition
heavily:

Proposition 1. Let t € (RX)X be an invariant template such that the sum of the weights
over the template configuration is 0, and let a € RX. Then E(a,t) defined by

E(at) =a®t

is a semi-linear edge operator.

Proof: Since { (RX)X, RX; @, +, o } is isomorphic to the linear algebra [7], we know that
a®t corresponds to the linear algebra operation M, v,, where M, corresponds to the
template t, v, corresponds to the image a, and the matrix-vector product M, v,
corresponds to the image algebra product a®t. Thus, even if t is a variant tem-

plate, the function E(a,t) is linear. Property 2 of the definition immediately follows,

3-10




and Property 3 follows from linearity and Property 1. For Property 1, the gray

value of a®t at y € X is ¢(y)

)= 20 = ki) =k Ju 4
Thus, in order for a®t to have value 0 at location y, the sum of the weights over

the template configuration must be 0. But this is true by hypothesis.

QED.

2
Thus, for all templates t of the Sobel, Kirsch, Prewitt, Roberts’, gradient, and 756—?
n

operators, E(a,t) as defined in Proposition 1 is a semi-linear edge operator.
Now we proceed with the proofs that the edge operators themselves are semi-linear

edge operators.

Proposition 2. Let E: RXX [[RX)X)>»RX be defined by
Eatyty) = (2 © t,)* +(a & £,
where t;, i=1,2 are the Sobel templates, the Prewitt templates, or the Roberts’ templates.

Then E is a semi-linear edge operator.

Proof: To show that Property 1 holds, we note that

E(k,ty.t) = [(k © t,)? + (k ® t;)71?
has gray value, at location y € X, of

([ 2 *orn, (0 +[ 2o klx)e2 ()P}

x€5(t1,) €5(t2,)
= 2 2/ = =
k{[’eszm’)tly(x)] + [‘Ega)tg(x)] W2 =k*0 =0

as the sum of the weights of each template over its respective configuration is 0. Thus we

have E(k,tl,t2) = 0.




To show that Property 2 holds, we see that at y € X E(ka,t,,t,) has gray value ¢(y),

where

cy) ={[ X kalxpL@?+] X ka(x)p2,(x)]?}"2 =

x€5(t1,) x€5(t2,)
{[ GSE(tl,)a(x)tly( )]2 ' Ez-(‘z,)a(x)tzy(x)lz}lﬂ

which is the same gray value at y € X as kE(a,t,,t,).

Property 3 can be shown as follows: at location y € X, E(k + a,t,t,) has gray value

<(y), where

= {1, %, (k20,2 (k +ax) )2, (x) 7)1 =

x€S(t1,)

(I 22 (4,00) + 2 (sbOLEDF+[k 2 (62,6)+ o (ale)2,(x)) 2} =
{{o+ E (361,())? + [0+ 23 (26x)e2,()) P12
which is the same gray value aty € X as E(a.,tl,t2).
QED.

The proof for the Kirsch operator is very similar to Proposition 2, and we omit it for

that reason.

For the Gradient operator, we note that since it results in a 2-valued image, we cannot
apply Proposition 2 directly to it. However, if we consider the magnitude image a and direc-
tion image d as two separate images, then we can consider the edge operator to be only the

magnitude part, and Properties 1-3 follow.

The remaining edge operators, V2G, and the geometric edge detector, are shown

6
én Ik
in a similar way to be semi-linear edge detectors. For example, in the geometric edge opera-

tor, the fact that k > 0 in Property 2 allows us to pull the k outside the maximum sign in
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the gray level value for E(ka,t,, t,, ta,t,):

(L V(- abe)e, ) —k-a@e2, 0 +{ V. (k- afxt3,(x) k- a(x)ed () )2

x€S(eL,) x€ §(¢3.)
= ([ Y, (301, ) ez ) + | Y (s, ()~ ) 2
(Here we also use the fact that §{t1,) = 5(t2,) and §t3,) = S(t4,).)

We remark that since the problem of finding the derivative of an image is an ill-defined
one in the sense of Hadamard (though it can be regularized), that not all edge operators need
satisfy the semi-linear properties. For example, the logarithmic edge detector is not semi-

linear, as it does not satisfy properties 2 and 3.

B. Image Complexity Measures. A literature search during the summer of 1986, per-
formed while supported on the GSSSP disclosed a total lack of articles in the area of sensor
independent automated edge detector selection. The purpose of investigating image com-
plexity measures is to use a set of these measures in conjunction with the properties satisfied
by an edge detector to arrive at a method of determining how “optimal” an edge detector is.
This information, in turn, could be used to construct an automated rule-based algorithm
which would select an optimal edge detector based on the degree of optimality obtained by
the set of image measures. The initial literature search revealed that this approach had not

been investigated.

We investigated measures from the following areas: algebraic topology (fractals),
differential geometry (the gaussian average operator), and a few statistical measures. We dis-

cuss the purpose of each measure and the research performed on each.

I. Fractals. A method for caiculating a unique measurement for an image was investi-
gated. The method involves an application of the theory of fractals and Hausdorfl dimen-

sion. We modify an iterative algorithm already existent in the literature [8]. The algorithm
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results in a one-dimensional discrete function which uniquely identifies the image to which it

was applied.

Measuring the area of a gray level surface is based on a method suggested by Mandel-
brot [9] for curve length measurements. Consider all points with distance to the gray level
surface of no more than €. These points form a "blanket” of thickness 2¢, and the suggested
surface area A(€) of the gray level surface is the volume of the blanket divided by 2¢. Here

we have A(€) increasing as ¢ decreases.

To begin the computation of the surface area for € =1,2,..., an upper surface U, and a

lower surface B, are defined iteratively in the following manner:

Let a be the input image. Let

u,=a, b,=a
Then define u, and b, for € =1,2,..., by
u=u,_; @t
b,=b,_ @t
where
0
Y
t,=10 \1 ) 0
0

Then the volume v(¢) of the "blanket” between the upper and lower surfaces is calcu-

lated for each ¢ by computing

pl(C) = ue®s» q,(é) = b¢®(—3)

for

0.670.33
D.330.67




Let vy(€) = X[py(€) + qy(e)]-

Since this adds in values from the top and right edge pixels, which overestimates the

volume, we correct for it by applying a variant template effective only on those edge pixels:

Let w = be defined by:

w, = 0.33)0.67

X

if x is a top edge pixel and not the top right corner pixel,

w, = .33
if x is the top right corner pixel,
0.67
W, =
* P33

if x is a right edge pixel but not the top right corner pixel, and w, =0, if x is otherwise.

Then to correct for the extra volume added in on these edge pixels, we calculate

Pi) = w(IB(—w), o) = b(dOw
and let volerr(€) = X [py(€) + q4{€)]. The correct volume v(e) is

v(€) = v,(€) + volerr(e)

The approximated surface area is
V!C'
€] =
area(€) 2¢

The rate of change of log(area{¢)) with respect to log(¢) contains important information
about the image. The slope s(¢) of area(e) versus ¢ is computed on a log-log scale for each ¢

by finding the best fitting straight line through the three points

(log(e—1), log(area(e~1))), (log(e), leg{area(e))), (log(e+1), log(area(e+1)))




The graph of s(¢€) versus ¢ is called the signature of the image.

This algorithm was run on the images accompanying this report. For each image, we
show the input image, ug, u,q, bs, byg, and the graph of the upper and lower signatures.

Here, ¢ ranged from 1 to 50.

As € increases, the computation of the images b, shrinks in size those regions of pixels
that initially had the highest gray values. However, as € increases, the images u, shrink the
background regions. This asymmetry can, in theory, be taken advantage of. This
corresponds roughly to: the graph of S(€) for the {b,} represent the shape of objects with high
gray values, and the graph of S(¢) for the {u,} represent the shape of objects with low gray

values. Since our images are infrared, we are mainly interested in the S(¢) for the b,.

The magnitude of the curve S{¢) is related to the information lost on objects with
details less than € in size. The more gray level variation at distance ¢, the higher the values
for S(¢). Thus, if at small € S(¢).is large, then there is "high-frequency” gray level variations,
and if at large € S(¢) is large, then we have "low-frequency” gray level variations. The curve

S(¢) thus gives us information about the rate of change of variations in the gray level surface.

After running the program on a dozen images, we have concluded that this algorithm is
too sensitive to the great variance in outdoor scenery. For example, in Image 1, we have a
background of trees only, no targets, while in Image 2 we have 2 distinct targets and no trees
as background. Yet they both have similar graphs for the lower signatures. The lower sig-
nature represents more of the shape of the hot objects in the image, but in one we have 2
distinct hot objects (Image 2) and in the other (Image 1), none. Also, in Image 3, we have a
target with a road and a field as background, and in Image 4 we have the same, yet the
graphs for the upper signatures for these images have a very distinct difference. The upper

signatures should represent similar backgrounds, but we cannot draw that conclusion from
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this data. The examples given in [8] are of a very regular texture and in a controlled

environment.

It was hoped that these graphs would give a measure of gray level variation within an
image, so that images with more variation would benefit from using more sensitive masks,
such as the gradient masks. But this use of the algorithm did not produce data that leads to

this conclusion.

II. The gaussian average operator. This operator has been utilized [10] to perform edge
segmentation. This particular algorithm uses Gaussian filtering at different "scales™ (different

o0’s). Recall the Gaussian function

slxy) = 27

102 exp [-_2—1--(x2 + y2)/02]

Convolution with a Gaussian kernel function acts as an averaging filter, and using different
values for o gives different "resolutions” of details in the image. The image is convolved with
the Gaussian kernel, and then an edge detector applied, one of a gradient type. This is done
for decreasing values of 0. At each value of o, that is, at each level, varying amounts of
detail appear, with smooth, broad edges at higher values of o down to disjoint short seg-
ments at smaller values of 0. The main thrust of this idea is to try to overcome the conflict

of eliminating noise and insignificant edges while at the same time preserving the basic edges

present in the image.

Each template that the image is convolved with represents a digital approximation of
the Gaussian average operator. The Gaussian is chosen as it has been shown theoretically to
regularize the ill-posedness of the derivative problem, (see [4], for example), and also because

it is computationally inexpensive.




Convolution with a Gaussian blurs the image, and the degree of blurring is dependent
on the size of the operator. An approximation of the Gaussian is used as convolution with
the Gaussian itself is computationally too intensive. Let X be a rectangular coordinate set,
that is, X = {(i,j) : 0 <1< 1, 0<j<m} The Gaussian average operator acts on an
image a € 2% and produces a blurred image b in the following manner:

b=a®g
where g ERX)X and

8o i) = o e | S (0?4 ())/e?

The parameter o is called the resolution parameter. The smaller ¢ is, the more detail
the Gaussian convolution will pick up. Thus, larger values of o give broadly curving edges,

and as o decreases, the resolution becomes finer, that is, more detail is shown.

First, the initial image in convolved with o large, say 0 = 4.2. Then a gradient type
edge detector is applied to this image. "To this image is applied a weak thresholding, and a
"coarse-level” edge image is produced. Then, o is reduced by 0.5 to 3.7, and the thresholded
image is convolved. Then the gradient edge detector is applied to this blurred image. There
is no more thresholding done after the first one. This process is repeated until ¢ < 1. How-
ever, the edge detector algorithm has some decision rules about which pixels to keep for edge
points, and when the new edge points are found, the old ones are thrown away. Since only a
weak threshold is done, edge points at finer levels of resolution (= smaller o) are kept. These
edges are often collections of small, disjoint segments, "fuzzy" looking. Since at coarser levels
the edges are usually strong and broad in comparison, this gives us a method for classifying
different types of edges: the small, fuzzy edge segments often are texture borders or borders

of shadows, and the strong "continuous” segments locate where the image can be modeled
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closely to a step edge.

This algorithm was dependent on a specific edge detector algorithm, namely that of
Canny’s in an MIT Technical Report, which unfortunately was not made available in time
for us to implement it. It appears that this approach to locating edge points is more useful
than most. First, it distinguishes between the two main types of edges, those of textures and
those created by a step edge model. Second, it can be made automated by implementation
of an automated thresholding on the initial image, as the rest of the procedure is totally self-

standing.

The value o at which there is a distinct break between resolutions, if indeed there exists
such a break, could be used for distinguishing between edges in texture and discrete step
edges. This in turn could be utilized to decide which type of processing on the image was
needed next, depending on the type of target sought, texture targets or otherwise. Also, if
there was much noise in the image, there might be a value for o at which the step or con-
tinuous edges broke:up into "fuzzy"" pieces, and the edge algorithm could then be stopped.

This might then be declared as the “optimal” edge segmentation for this image.

II. Statistical Operators. During the course of this project, investigation of two well-
known statistical transforms, the Karhunen-Loeve transform and the statistical differencing
image enhancement method was performed. The Karhunen-Loeve transform is applicable to
a series or sequence of images (multispectral images). It is a computationally intensive algo-
rithm used for data compression, for example, and ’possibly not as "good” as simpler methods

(11). We decided not to research this transform any further, in the interest of time.

The statistical differencing method is used as an image enhancer (1], and we present a
example of the generalized statistical differencing operator here. The mathematical compu-

tation, pointwise, is




+ amy + (1 —a)alij)]

b(i,j) = [a{i.j) —alij)}: [W

where a is the input image, b the output image, ofi,j) is the mean value of the image at
point (i,j) (the averaged image), m, and o, represent desired mean and standard deviation
factors, gf is a gain factor that prevents overly large output values when ofi,j) is small, and o
is a proportionality factor controlling the ratio of edge to background composition of the
enhanced image. We present an example of this algorithm implemented on the image alge-

bra Preprocessor on the following page.
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6. Conclusion. A search of the few pieces of available ATRWG literature revealed
no useful image "metrics.” A partial report on image metrics, the one by ERIM, was made
available too near the end of the project to investigate. This report should be researched to
see if there is any useful information applicable to edge detection. While global image meas-
ures described in the literature have already been tried, most do not give useful measures for
ATR problems. One novel method we investigated, the fractal measure, also proved not too
useful. Since there was a lack of positive results, it may be that this approach to solving the
edge segmentation problem is not a valid one. Though there does not seem to be one "best”
edge detector for any given image, Pratt [1} has shown in an edge performance comparison
that the Sobel is one of the better performing ones on an image with synthetically produced
edges. This does not mean, however, that it will work the best on a given specific image.
Thus, until more useful measures are found, any approach that utilizes global measures of an
image will not be a fruitful one, and so the approach to edge detection that we have taken
cannot be investigated any further. Perhaps our lack of positive results shows that this is
not a worthwhile approach to use in the edge segmentation portion of image processing.
Since there are rarely exact step edges in real image data, edge detector algorithms that are
based on locating. single step edges will not be the most useful, as texture edges will not be
correctl); represented. Methods using a sequence of edge detectors in conjunction with a
smoothing operator, such as edge focusing methods, may be more useful in locating both

sharp edges and texture edges.
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INTRODUCTION

Definition of Problems

Advanced aircraft cannons produce large amounts of gun gas
which can cause significant problems to the aircraft. When the gas is
ingested by the engine it quickly fouls the engine and causes
performance deterioration. The A-10 aircraft is a good example of
this. The gun gas can also produce secondary flash which temporarily
plinds the pilot and produces extra energy release near the airplane
skin. Because the new generation of fighter aircraft will have cannons
placed within the wing or fuselage, it is essential to understand the

physics of diverting and controlling the gun gas.
Literature Review

A substantial body of information was found concerning
secondary flash and various methods control it mechanically and
chemically (Ref. 1-6). However, literature was not found which gave
guantitative effects of various geometries on muzzle flow fields. This

lack of design information required the following experimental work.

Objectives

1. Test various symmetrical and asymmetrical diverters using
compressed nitrogen to determine diversion efficiency over a range of
supply pressures.

2. Write and test a computer program to estimate the
pressures, flows and average diversion efficiencies during the
blowdown process.

3. Determine methods which might be able to reduce secondary
flash.

4. Design and test diverters on high speed guns to test their
effectiveness of gas diversion and of secondary flash suppression.
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STEADY STATE DIVERSION

Experimental Apparatus

Because of the difficulty in measuring the flow out the muzzle
of a gun, a simpler steady flow compressed gas apparatus was built to
measure diversion efficiencies. The diversion efficiency was defined as
the ratio of the mass diverted to the mass that continues along the
muzzle axis downstream of the muzzle.

The apparatus consisted of a sonic nozzle run at an
underexpanded condition. Various diversion devices were placed
downstream of the nozzle. Three pressure transducers were used to
measure the needed data. The apparatus is shown in Figure 1. The flow
was from left to right. The pressure transducer upstream of the sonic
nozzle measured the stagnation pressure of the gas.

The pressure transducer on the right measured the stagnation
pressure of the flow which was continuing along the nozzle axis. Note
that there must always be a hole along this axis to allow for travel
of the projectile. The third transducer shown on the top measured the
stagnation pressure of the diverted flow. The dimensioned shop drawing
of the device is shown in Figure 2.

The hole downstream of the nozzle was 20% larger in
diameter than the nozzle to allow for yaw of the projectile in an
actual gun. The nozzle and the downstream hole run under choked
conditions. Data were not used at pressures below choking. Diversion

efficiency was obtained using the following equations.




Figure 1 Photograph of the steady state gas flow apparatus used
measure diversion efficiency.
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Figure 2 Drawing of the steady state gas flow apparatus used to

measure diversion efficiencies.
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The amount of underexpansion of the nozzle was given by the
ratio of the static pressure at nozzle to the stagnation pressure of
the diverted flow. The diversion efficiency was considered to be
dependent upon the underexpansion pressure ratio, the geometry of

the diverter, and the specific heat ratio of the gas.

Single Plate Geometries

The simplest geometry to use for a diverter was a flat plate
with one hole in it directly downstream of the sonic nozzle. This type
of geometry 1is also the building block for multiple baffle diverters.
The diversion efficiency for this type diverter is shown in Figure 3.
The gas used in this test was nitrogen.

Efficiencies of 90% to 97% were attainable 'at L/D = 7. At the
close spacing of L/D = 1, the efficiency may be as low as 67% to 70%.

Figure 3 would suggest that L/D from 4 to 7 would be the best type of
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3ingle plate diverter. Note that at low pressure ratios the swmall L/D
geometries have better efficiencies than the larger L/D geometries.
This phenomena will show itself again in double plate geometries.

The effect of the specific heat ratio was determined next.
Nitrogen has a specific heat ratio of 1.4 and carbon dioxide has a
specific.heat ratio of 1.3. The approximate specific heat ratio of gun
gas is 1.25. Figure 4 shows the diversion efficiency of a single plate
diverter using carbon dioxide. For the most part the results are quite
similar to the nitrogen case of Figure 3. Large pressure ratios were
not obtained because of a limitation on the pressure of the carbon
dioxide in the tank.

Nitrogen was used in all the tests except for the tests shown
in Figure 4 which used carbon dioxide. Because the results shown in
Figures 3 and 4 were so close it was assumed that nitrogen would be an
acceptable gas to model gun gas for the following geometries. Two
additional advantages of nitrogen are that it is easier to work with
and that the bottles come at a pressure 2.5 times that of carbon

dioxide.

Double Plate Geometries
Next two plates were used as the diverter geometry. The first
plate was placed at L/D = 3.5 downstream of the sonic nozzle. The plate

was L/D = 0.4 thick. The second plate was placed L/D = 3.5 downstream
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of the back of the first plate. A second two plate diverter with plate
to plate distances of L/D = 2 was also tested. The resulting
efficiencies are shown in Figure 5. At high pressure ratios the two
plate diverters do not have as high an efficiency as the single plate
L/D = 7 diverter. However, the two plate diverters do have the feature
that at low pressuré ratios they retain a diversion efficiency higher
than the single plate diverter,.

The effect of the position of the first plate on efficiency
was determined and shown in Figure 6. Each of the three diverters
shown in Figure 6 has an overall length of L/D = 7. The distance of
the first plate to the nozzle was L/D = 2 or 3.5 or 5. The results
show very little diffence at high pressure ratios. At medium pressure
ratios (20) the plate farther from the nozzle has an advantage of over
4% as compared to the closest plate. At pressure ratios below 7 the

closest plate has the advantage over the other geometries.

Asymmetrical Geometries

Three asymmetric geometries were studied next as possible
diverters. The wide and narrow v's with an L/D = 7 are shown in Figure
7. The pipe with three holes is shown in Figure 8. The efficiencies of
these geometries are shown in Figure 9. The v's have quite high
efficiencies which extend to very low pressure ratios. The wide v
efficiency was 94% to 99% at pressure ratios above 10. The narrow v
had an efficiency from 90% to 97% over the same pressure ratio range.
The pipe with holes only had an efficiency in the upper 70's. This is

probably due to the lack of exit flow area.
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Figure 7 Wide v (upper) and narrow v (lower) used in the steady state
test apparatus to measure diversion efficiency. L/D = 7.
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Figure 8 Pipe with holes geometry (L/D = 8) used in the steady flow
apparatus to measure diversion efficiency.
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Interpretation of Data

A cross-plot of the data in Figure 3 1s shown in Figure 10 and
reveals two phenomena which are divided at a pressure ratio of about
10. Above 10 the efficiency increases with length. Below 10 the
efficiency peaks and then drops off. The physical reason for this is
not yet understood. However, the practical use of this knowledge is
quite evident. When diverter pressures are high (causing low pressure
ratios), closely spaced multiple plate geometries are required to

produce high overall diversion efficiencies.

UNSTEADY DIVERSION

Quasi-steady Equations of Motion

Using the previously measured efficiencies and a model for the
flow out the throat of the diverter, a computer program was written to
determine the pressure time history in the diverter and the average
efficiency during the blowdown of the ballistic cycle. It was assumed
that the flow out of the diverter was choked as long as the pressure

was above 28 psia. The equations used to model the flow are given as

follows.
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This computer program (Appendix B) was used to model a
rectangular diverter (details of which will be discussed later) during
an advanced gun blowdown. The results are shown in Figure 11. Several
volumes were used to show the effect of volume on the blowdown
process. The computer model assumes that the volume is filled with gas
at the stagnation density. This is not quite true. The average density
will probably be significantly less than the stagnation value. To
account for this in the computer program the diverter volume can be

reduced.

Generic Diverter Design
The computer program (Appendix C) was then run for 575
combinations of volume and outlet area for two kind of diverters. The

first diverter was a single plate diverter with L/D = 7. The result
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AVERAGE CYCLE DIVERSION EFFICIENCY %

2 28 28 27 27 27 27 27 27 26 26 25 25 25 25 25 25 25 25 25 25 25 25 25
4 39 38 37 35 35 34 33 33 33 33 33 32 32 32 32 32 23 32 33 33 33 34 35
6 56 54 52 49 47 44 43 42 44 42 41 41 40 40 39 39 39 33 39 39 39 39 39
8 62 63 60 58 59 57 56 57 55 53 55 53 51 53 51 50 51 50 49 50 45 48 49
10 72\68 69 66 67 64 65 63 64 62 60 61 59 60 59 59 58 59 58 59 58 57 57
12 76 76 73 74 71 72\69 _70_70 68 69 66 67 65 66 64 65 63 64 64 63 64 62

14 78 7q 19 76 77 74 75775 73 74 71 72 73 10 71 72 63 TUKE €9 65 68 68 4,5
16 81 52\76 19 170 77 77 18 76 76 76 75 75 75 73 74 74 73 73 74 72 72
18 72 84 84 B4 51 81 529 _80 80 80 77 76 16 76 77 75 76

86 86 86 86 83 84 64 84 82 82 ei\&g_§®45f33\79 79 79 80 18 18 19 40

79)88 88 88 88 85 86 86 86 83 82 €3 83 €1 81 81 82 80 OV
0/89 90 90 90 87 87 87 88 88§ es es ae ee 84 84 B84 84 85 82 82 63
26 83 83 91 91 91 91 89 89 89 89 87 87 87 87 88 85 86 86 86 84 84
28 84 84 84)92 92 92 92 92\90 90 9Q 90 90 88 88 88 89 89 87 87 87 87 87
30 87 87 8793 93 93 93 94 94 91 91 91 92 92 89 89\90 90 90 30 88 88 88

32 88 88 86094 94 95 95 95 95 92 92 92 93 93 93 90 91 91 91 91 IT\&Y 89 4,9

34 89 89 89 89 95 95 96 96 95 96 93 93 94 94 94 94 92 92 92 $2 °2 92 Gz U«
36 92 92 92 92 96 97 97 97 97 97 97 94 95 95 95 95 95 G2 S3 $3 S3 93 3
38 93 93 $3 93 97 97 97 97 $7 87 97 95 95 95 95 96 96 96 93 ©3 ©3 G4 94
40 94 94 94 94 94 97 97 97 97 97 97 97 96 96 96 97 97 87 $7 97 94 94 ©5
42 95 95 95 95 95 97 97 97 97 97 87 97 97 97 $7 $7 $7 ©7 97 97 97 95 95
44 95 95 95 95 95 95 97 97 97 97 97 97 97 97 97 87 97 97 97 7 97 97 S6
46 96 96 96 96 96 96 97 97 97 97 ST 97 97 97 97 S7 97 S7 7 97 ST 97 §7
48 97 97 97 $7 97 97 97 $7 97 97 97 97 97 97 S7 $7 $7 97 §7 97 $7 $7 S7
50 97 97 97 97 97 97 97 97 97 97 97 $7 97 97 S7 97 §7 97 $7 97 $7 $7 S7

200 400 600 800 1000

Volume of diverter (cubic inches)

Figure 12 Variation of diversion efficiency for 575 generic diverter
designs. Outlet area increases down the page from 2 to 50
square inches. Volumes increase from 120 cubic inches at
the left to 1000 cubic inches on the right. The diverter
simulated has one downstream perforated plate L/D = 7.
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(Figure 12) shows that a 90% efficient diverter will result if the
throat area is greater than 34 square inches. The volume can range
from 120 to 1000 cubic inches. The efficiencies of a double plate
diverter with L/D = 7 are shown in Figﬁre 13. Again diverters with
throat areas over 34 équare inches will produce an average diversion
efficiency of 90%. The double plate diverter produced a diversion

efficiency of 85% at an throat areas as low as 18 square inches.

By using the experimental data to obtain diversion efficiencies,
gun gas diverters can be designed to use minimum volume and minimum
throat area. The operation of these diverters can be predicted using
the computer program found in Appendix B. The rectangular diverter
that will be described in the following section is a example of a

diverter that was successfully designed based using these principles.

SECONDARY FLASH REDUCTION MECHANISMS

Secondary Flash
Although diverters can be designed to turn gun gas using
minimium volumes and minimum flow areas, the problem of secondary

flash is not eliminated. Secondary flash in a minimum volume and area




AVERAGE CYCLE DIVERSION EFFICIENCY %
Area
sg.in.

2 32 31 30 30 30 30 30 29 29 29 27 25 25 25 25 25 25 25 25 25 25 25 25
4 51 51 50 46 45 45 43 43 43 41 41 41 41 41 41 42 43 44 45 47 51 59 66
6 78 76 74 72 Y0 _68 66 64 67 K6 64 63 61 60 59 58 58 57 57 61 61 62 62 202
g8 82 82 81 81 \81 R1 80 81 81 8C 81 80 70 8p 78 78 RO 79 78 79 T8 78 79 ¢
10 84 83 84 83 83 83 83 82 83 82 B2 82 82 82 82 82 82 82 82 82 62 82 82 807
12 86 86 85 85 84 84 84 84 84 84 84 83 84 83 83 83 83 83 83 83 83 83 83
14 87 87 87 86 86 85 86 86 85 85 85 85 85 84 85 85 84 8BS 84 84 84 84 B84
16 87 87 &7 87 87 .7 86 87 87 B6 86 86 86 86 86 85 86 86 85 85 86 85 85
18 85 88 88 88 87 87 87 87 87 87 87 87 87 87 87 87 87 86 86 86 87 86 86
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30 89 89 8° S1 S0 90 90 90 90188 &9 835 8S 895 8S 89 89 89S
32 89 8% 89 1 90 90 90 90 90 90\ 8990 90 90 SO 90\8S 89 907
34 89 _89 89 92 91 90 90 90 S50 81 91 90 90 90 S0 S0 S0 8O ¢

36 30 90 90 90 92 S2 92 92 92 92 92 91 91 91 91 921 ¢1 90 S0 90 90 90 90
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