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1. INTRODUCTTON

HO AFOIEC/LGIA sponsored the developuent and use of the F-15F Availability
Mudel. This mudel was developad because the existing F-15E Logustic Canposile
Model (LCOM) did not have the capability to address saveral key issues, break
rate and {ix rate which were regquired by HQ TAC. The purpose of the model is
to evaluate the F-15E aircraft in tams of yeliability, nailntainability and
availability. This docuneent doscribes the model use, capabilities, and
assumplions.

1.1, PURPOSE

The F-15L Availability Model is an analysis tool used in the operational
suitability evaluation of the I'-15E during combined Developmental Test and
Evaluation aind Operational Test and Evaluation (DI&E/OT&E) and the dedicated
Operational Test and Evaluatlion (OT&E) phases. The model is used to evaluate
the aveilability, mission reliability, and maintainability of a mature F-15E
squadron during various scenarios. Avallability is neasured by nission capable
(MC) rate and sortie generation rate (SGR). Mission reliability is measured by
break rate (BR). Maintainability is mwasured by {ix rate (FR), nean repair
time (MKT), and manpower spaces per aircratt (SPAj.

1.2, DEFINITIONS

Availability is the paramecter that translates the reliability,
maintainability, and logistics supportability characteristics of the system
into a measure of interest to the user (7:110). It is the probability an item
is in an operable and commuitable state at any random time. A sysiewn is MC when
it is capaple of perfomming at least one of its assigned peacetine or wartine
missions. MC rate is the percent of possessed tine a system is MC. A system
is fully mission capable (FMC) when it is capable of performing all of its
assigned missions. A system 1s partially mission capable (PMC) when it cannot
perform one or nore of its assigned missions, but is capable of performing at
least one of its assigned missions. MC rate is the sum of the ¥MC and PMC
rates. SGR is the average number of sorties produced per aircraft in a defined
operating day (9:1-3R-1-41).

Mission reliability is the probability a system perfoms its required
functicon{s) at a specificd mission tine or {or a mission of a stated duratvion;
given it was initially capable. BR is the percent of sorties flown during a
spacified period of tine that returmed with one or more previously working
critical systems/subsystems inoperable i9:1-38-I-41). BR renders the aircrait
not mission capable (NMC).

Maintainability is a measure of a systam’s abilily to be repaired or
restored to a specified condition under stated conditions. FR is the percent
of alrcratt retuming from a sortie with a critical failure(s) which are
repaired and returned to a MC status within a specified period of tine (9:1-
39-1-40), normally 2, 4, or 8 hours. The times used in FR includes the
corrective maintenance and any associated delay times, 1L is the length of
time the aircraft is down due tu the critical failure. MRYT is the total on-
equipnent. corrective maintenance tine accunulated during a specific period
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divided by the totsal number of on-equipment corrective maintenance actions
completed during the same period. MRI considers active maintenance time only,
it does not include delay times (7:155). SPA is the total manpower requirement
in spaces per systan Lo accanplish direct on- and of f-equijment maintenance
{9:1-40).

1.3, WHY USE A SIMULATICN MODEIL,

The HY TAC suitability requiranents are bhased upon a nature system operated
at @ generic TAC base. Table 1.1 sumarizes the differences between the test
enviroment and the operational enviromment. Ime to these differences, the
suitability results measured in the test enviroment would not be an accurate
assessnent of the suitability of a F-15E squadron in the operational
enviroment. However, certain paramcters measured during test can be used
toward the evaluation of the syutem in the operational enviromment. A special
analysis tool is needed to organize and —ombine data measured during test with
an outline of the intended operational environment of the system to cvaluate
how the system will perfoim in its intended environment.

TEST ENViIRONMENT OPERATIONAL ENVIRONMENT

i-4 Alrncraft

Test flying schedule

Test pilots

DITRE/OTLE scerties

Maintenance personnel
Contractor

Over 24 aircraft per location
Operational flying schedule
Operational pilots
Cperational sorties
Malntenance personnel

Alr Force personnel

Unconstrained
Contractor supply suppoit
Sparse support equipnent

Constrained
Alir Force supply support
Support equipment available

Edwairds AFB
Evolving system design

CONUS and overseas TALC bases
Mature system

Table 1.1. Environmental Differences

A computer simulation model is the special analysis tool used to
incorporate test data with the "real world” to obtain a fair evaluation of the
systar. The model "simulates” the operational environment (flight schedules,
scheduled and unscheduled maintenance, spares levels, available maintenance
personnel) and uses the test data (failure rates, task times, reliability
growth) as input to cvaluate the system.

1.4. CAPABILITIES

The model was built to describe the major aspects of the HQ TAC operal.ivnal
environpent.. Siwmilar {lying schedules, sortie length, mainten-nce priorities,
maintenance concepts, resource allocation per Air Force Speciaity Code (AFSC),
resource usage per AFSC, scheduled and unscheduled nmaintenance per four digit
work unit. code (WUC) ¢.7 included. Mean time between maintenance (MI'BM), and
maintenance task tine s are inputs to the model and can be modified to perform
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sensitivily analyses. Unknowns in the model such as what time items fail are
calculated in the nodel using MIBM data and probabilities.

kesources arc specified by AFSC and in suwe cases skill level. The F-15E
resource allocations and usage follow the intended maintenanrce concept (Rivet
Workforce). Quantities of maintenance personnel of a certain AFSC can be
decreased or increased to determine the effect on F-15E availability. Many
other items, such as support equipment. availability, spares levels, MIBM, and
task times, may be vavied to answer "what 1f" guestions.

The nndel operates by beginning the simulation at time = 0, and permitting
scheduled events to occur, such as scheduled maintenance and fiying sorties.
After each sortie, the failure clocks {for each WUC are checked to see if a
failure occurred on that sortie. 1f a failure did occur, the necessary
maintenance is performed, the thruflight maintenance pertformed, and the
aircraft is ready to fly again. Shop maintenarce is also begun if needed. The
simulation continues until the end of the simulation time is reached. The
model actually "simulates” what occurs at a TAC flying squadromn.

A random number generator is used to obtain random samples from a specific
statistical distribution: triangular, normal, exponential, or lognowmal. For
each simulation of a srenario, at least five different random nunber seeds are
used for the random m.ber generator. The five sinulation results are averaged
to obtain the "final" results.

1.5, LIMITATIONS

The model does not consider perturbations in the every day operation of a
TAC squadron, such as weather, deployments, working on the weekend auring
peacetime, and downdays. Rather, the model treats every day as an average day.

Maintenance is performed in parallel in the model. The model defines
parallel maintenance as several mai- "enance actions being performed
simultaneously. Currently the model does not perform serial maintenance -~
maintenance actions being performed one at a time, one after another. However,
once TAC specifies some actions must be performed before other actions, such as
maintenance on ifuel systens performed before maintenance on electrical systems,
Lthe model can be easily modified to include this capability.

The model includes carnibalizations, but does not consider the
deterioration of part reliability due to the additional maintenance actions.
The model also does not halt maintenance tasks if a more critical action
appears. Once a task is begun during a shift, it finishes the task or
marticular shift, whichever comes tirst.

Only major avionics intermediate test stations are modeled as support
equipment. Availability of other support or test equipment, such as air
conditioners, power carts, tools, ladders, jacks, eic., are assuned to be
infinite.

Since the model uses WUC data to the four digit WUC, spares are assigned to
corresponding four digit WUCs. The spares allocation levels are maintained
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such that the not mission capable due to supply ‘NMCS) rate is comparable to
the F-15C/D Multi-Staged Improvement Program (MS,;P) MMCS rate. However, spares
which need to be increased to maintain the "nommal" NMCS rate are documented
and briefed with model results.

The nodel does not consider battle damage or attrition. The criteria used
to evaluate the F-15F systcm does not include battle damage or attrition; this
is the main reason it was not considerved in the model. Howevel, once the
information is available it may be added to the model to answer more "what if"
questions.

2. BACKGROUND
2.1, SYSTEM DESCRIPTION

The F-15E is an advanced two-place, 81000 pound maximum gross weight,
aircraft designed for superiority over enemy surface and air threats. It is
tailored for survivable and effective first pass weapon delivery. The F-15E
also retains the basic P~15C MSIP capability for the air-to-air role; however,
air-to-air performance characteristics may be limited by the increased basic
aircraft weight compared to the F-15C. The aircraft shall be capable of
performing air-to-surface and air-to-air missions day or night, in and under
the weather. Major aircraft subsystears include low-altitude navigation and
targeting infrared for night (LANTIRN) and the APG-70 high resclution radar
(HRR). LANTIRN pods will provide manual and automatic terrain following,
forward locking infrared (FLIR) video, precision infrared {(IR) targeting, and
laser ranging/designation for precise weapons deliveries day and night. The
HRR will provide accurate target information for in-the-weat.<~r weapon
deliveries. The F-15E will be equipped with conformal fuel tanks and will have
a maneuvering capability of up to nine g’'s (4:1,3).

2.2. UPERATIONAL CONCEPT

The F-15E will be primarily amployed for day/night, all-weather surface
attack in air interdict.on, offensive counterair, nuclear, and limited defense
suppression roles. It will provide a day/night, all-weather capability to
navigate at low altitude using manual or automatic terrain following. The
target acquisition system should provide the capability to acquire, track, and
destroy mobile or fixed ground targets, employing guided or unguided weapons.

The F-15E will also be used to augment dedicated air defense fighters in a
defen: ive counter-air role.

The F-15E will have the capability to operate singly, in pairs, or in
nultiples. Specific tactics depend on theater, mission, targets, and threats
at the tiwe of employment (4:12-14).

2.3. MAINTENANCE CONCEET
The maintenance organization will consist of a three-level combat oriented

maintenance organization (COMO) concept (direct on-equipment, direct off-
equipment, and depot). Direct off-equipment maintenance will include complete
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end-to-end checks, repair of line-replaceable units (LRUs), servicing, and
calibration of F-15 conmon components. Repair beyond this scope will require
depot level maintenance (4:14).

3. SCENARIOS EVALUATED

HQ TAC has specified the suitability parameters to be evaluated during
certain scenarios. MC rate will be evaluated during a peacetime scenaric. SGR
will be evaluated during surge and sustained wartime scenarios. BR, TR, MRT
and SPA will be evaluated during both the peacetime and wartime scenarios.

3.1. SCENARIO PARAMETERS

The scenarios modeled represent a mature squadron of F-15Es. The
maintenance structure and operational flying schedule is representative of an
F-15 base.

The following parameters and assumptions made in the model are common to
the peacetime and wartime scenarios. There are 24 aircraft modeled. The F-
15E has four primary missions: air-to-air, air-to-ground, air-to-~ground
nuclear, and dual role (both air-to-air and air-to-ground). Failure times,
repairs and spares are aggregrated to no lower than the four digit WUC level.
The total time to cannibalize a part is assumed Lo be twice the remove and
replace (R&R) time of that part. Y1he aircraft will fly singly or in pairs. The
squadron has only F-15Es with typical manpower skiil level allocations.
Reliability growth techniques from MIL-HDBK-189 are applied to project the F-
15E unique WUC’s MIBM to maturity (approximately 55000 flight hours.) The
projected values are input to the model to estimate mature aircraft
performance.

3.2. PEACETIME SCENARIQO

The peacetime simulation period is one year; the desired SGR is 1.05.
Seventeen of the 24 aircraft are preflighted each day, including two aircraft
preflighted as spares. There are three 8-hour shifts, five days per week. The
first shift of the day is a servicing shift with a minimum of maintenance
personnel. The spares levels include the peacetime operating stock (POS) and
the wartime readiness spares kit (WRSK).

3.3. WARTIME SCENARIO

The wartime simulation period is 30 days divided into a 7 day surge period,
and a 23 day sustained period. The desired SGR is classified (3). All
aircraft are used each day, there are two 12-hour shifts, seven davs per week.
The spares levels include the POS, WRSK and base level self-sufficiency spares
(BLSS) .
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4. COMPUTER LANGUAGE

The F-15E Availability Model was developed using the Sinulation Language
for Alternative Modeling (SLAM). SLAM is an advanced FORTRAN based language
which allows the cambination of network, discrete event, and contirmous
modeling capabilities. Moaels using SLAM can be developed from a process-~
interaction, next-event, or activity-scanning perspective (8:ix).

The F-15E Simulation Model uses both the process-interaction and next-
event techniques. Due to the complexity of the model, the next-event (FORTRAN)
portion of the model is more extensive than the process-interaction (retwork)
portion.

The process-—interaction technigue uses statements which describe a sequence
of events. These statements are used to model the flow of entities through the
system. The network structure is made up of nodes and branches. These symbols
model elements such as queues, servers, and decision points. The entities of
the system, such as people or parts, flow through the network (8:68,69,73).

The network is used to represent the process the aircraft or LRU undergoes
to be maintained.

The event-interaction technique concentrates on the events that can change
the state of the system. Each event is executed according to a specific time-
ordered sequence, with simulated time being advanced from one event to another
(8:68-69). This technique uses FORTRAN Lo code the discrete event model.
FORTRAN subroutines control certain changes associated with each event, which
may include assigning attribute values, manipulating files, collecting
statistics, and printing status or output reports.

The events are used for determining shift schedules, initiating scheduled
maintenance, scheduling sorties, checking aircraft for failuwres after sorties,
determ ning what maintenance needs to be done, allocating and freeing resources
and spares, and calculating statistics,

5. NARRAT1VE DESCRLIPINON QF COMPUIBR CODE

This section provides a narrative description of data files, network, and
FORIRAN files used in the F-15E simulation model. It gives a basic overview of
the contents of the model. Pefer to the appendices for more detailed
information.

Appendix C: Computer Code - Input Files
Appendix D: Computer Code - Network
Appendix E: Computer Code - FORTRAN

5.1. DATA FILES

There are several different data files used in this model, F15EM.INP,
F15ET.INP, and FLSEDAT.FOR.




F15EM. INP contains WUC, mean time between maintenance total corrective
(MTBMIC), POS, WRSK, and BLSS spares levels, and failure probabilities for air-
to-air, air-to-ground, or dual role critical failures. During the OT&E test
phase, the MIBMIC and probability data for F-15E unigue WUCs change
periocdically. Apvroximately orice every three nonths a Joint Reliability and
Maintainability Evaluation Team (JRMET) is held at the test site. The JRMET
consists of representatives from the AFUTEC test team, F-15 System FProgram
Office (SPO), HQ AFOTEC, HQ TAC, AFFIC, AFAIC and the contractor. The JRMET's
responsibility is to ensure the maintenance data is correct, and to categorize
each failure in tems of type and severity. The approved JRMET data is used to
derive the P-15E unique mature MIBMIC and probability data used in this
simulation, therefore this file may change after each JRMET. Similar data for
the WUCs common to the F-15E and F-15C/D MSIP aircraft are obtained cfrom mature
F-15C/D MSIP operational data, ie., from the Maintenance Data Collection (MDC)
System at the 33 Tactical Fighter Wing (1FW) at Eglin AFB, Florida.

F15ET.INP contains WUC, maintenance task type, percent of time the
maintenance task type is performed, mean or mode, standard deviation, mininmum
and maximum maintenance times, type of statistical distribution to use on task
times, and resources and cuantity of those resources needed for each particular
WUC. This input file uses MDC data for the F-15E and F-15C/D common WUCs and
AFOTEC test team experienced judgment and JRMET data for F-15E unique WUCs.
This data file will change as needed as additioral information on the F-15E
ailrcraft is obtained.

F15EDAT.FOR contains type of aircraft, phase tines, resowce availability,
probability of breaks occurring, and ground abort times. It alsc includes
number of aircraft, sorties, and shifts, and scenario type. Also sortie
length, shift lengths, waxmup times, time betweon individual sorties and sortie
phases and desired SGR rate for warmup and regular portions of the simulation
are included. This input file changes for each type of scenario simulated.

5.2. NETWORKS

The SLAM network file, F15.DAT, contains the maintenance networks,
simulation run times and random nunber seeds. The simulation run times are
changed for each scenaric simulated, while the random number seeds are changed
with every simulation describing a certain scenario.

Each entity, represented by an aircraft, LRU, or dummy Jjob, is assigned
attribute values in FORTRAN subroutines to describe maintenance task type,
times, and resources needed. The entity then flows through the appropriate
network. If resources are available, the entity continues in the network, if
the resources are not available, the entivy is filed in the appropriate gueue
to await availability of the resource. The networks check to see if
maintenance needs to be continued through the next shift. If maintenance needs
to be continued, the entity continues through the network again, or continues
to the next applicable network or FORTRAN subroutine. After f{lowing through
the network, the entity is filed in a queue, or terminated as appropriate. An
entity would be terminated if it were a dummy job.




The networks describe different maintenance processes. There is a
different network for each of the following types of mo.intenance: praflight,
checking for failures, cn-esquiprent maintenance, renove arn: replace, off-
equipment maintenance, depot turnaround times, and cancikalization.

5.3. FORTRAN SUBROUTINES

Except for INTLC, the subroutines are listed alphabetically. Eech
subroutine description includes how the subroutine is called or scheduled, what
the subroutine does, and what subroutines it calls or schedules.

INTIC - Is called internally by SLAM at the beginning of each run or
simulation. It initializes manning and equipment allocations for each shift,
calls READAT, sets initial values for parameters, assigns values from F15.FOR,
calculates SPA, initializes spares levels, defines failure clocks for each “UC,
and creates the planes. 1t then schedules the following subroutines: SHIFY -
which calculates shift start and end times, FLYING - which schedules the
sorties, WARMUP - which updates parameters from the warmup scenaric to the main
scenario parameters, and DISPLAY - which prints the daily values of various
parameters. INTLC concludes by setting up the header on the output file
F15.RPT.

ALIOK - Is called by the SLAM networks when resources are needed. It
determines whether the people and equipment needed for each task are available.
If resources are not available, it will store the maintenance task time in
memory until the resources become available. It will terminate non-critical
parallel maintenance entitics if rosources are not available. Critical
maintenance entities are filed in the appropriate queue to wait for resources
to become available. ALILOK is written to allocate a maximam of five different
types of resources per task. The model can be expanded to handle more cthan
five types of resources with little difficulty. The model has an option of
permitting allocation of resources according to an availability probability.
Choosing this option will cause subroutine REAV to be scheduled.

ALSPAR - Is called by the SLAM networks when a spare is needed. It
determines whether the spare is available in supply. If the spare is
available, the entity returns to the network to continue maintenance. If the
spare is unavailable, the entity is filed into the NMCS queue, and subroutine
CANN is called to check if camnibalization will produce the desirable spare.

BPO - Is scheduled by FLYING to occur after the last sortie of the day has
launched. 1t checks the ready queues for aircraft that have flown that day
which require basic postflighi. (BPO). If an aircraft needs BPO, the entity is
sent to the network and then CHECK to determine the BPO task time.

CANN - Is scheduled by ALSPAR when a spare is needed. It compares the
needed spare on the naw NMMCS aircraft with what is available on an aircraft in
a NMCS status for more than one spare. I1f the needed spare is available,
aircraft. maintenance continues, and the other aircraft is filed in the NMCS
queue needing another spare. If the needed spare is not available on multiple
NMCS status aircraft, the spare is compared with what is available on an
aircraft in a NMCS status for only one spare. 1f the needed spare is
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available, aircraft maintenance continues, the other aircraft is {iled in the
NMCS queue now needing two spares, and the "hangar quean” timer begins to
ensure it does not stay a "hangar queen” for 21 days. AL approximately day 19,
subroutine INSPET is scheduled to check if maintenance on the hangar queen
should be initiatad. 1f the needed spare is not available, cannibalization is
not possible.

CHCKCD - Is called by CHECK when the simulation is being run for F-15C/D
MSIP aircraft, as for validation of the model. CHCKCD performs the same
function as CHCKE.

CHCKE - Is called by CHECK when the simulation is being run for F-15E
aircraft. CHCKE determines which file is appropriate for a MC aircraft after
maintenance. CHCKE2 is called to reorganize failure storage arrays. If a
sortie has just been flown, all WUCs will be checked to determine if a
failure(s) has occurred. The criticality of each failure is determined using
probabilities. After all WUCs have been checked, failures are totaled and the
status of the aircraft is determined for the BR analysis. Next, the types of
maintenance are determined. First pricrity is given to any dual role critical
failure. These failures render the aircraft NMC and must go to maintenance.
Second pricrity is given to a combination of air-to-air and air-to-ground
failures which render the aircraft NMC. The type of maintenance performed in
this case is determined by the previous status of the aircraft. For example,
if the aircraft was air-to--air PMC (had air-to-ground critical failures) then
maintenance will begin on the new air-to-air failures to produce an air-to-air
PMC aircraft again. The logic behind this decision is to perform the least
amount of maintenance to result in a PMC aircraft. Third priority is given to
the case where only one type of failure is present. The maintenance decision
again depends on the previous status of the aircraft. For example, if the
aircraft was air-to-air FMC, then naintenance will kegin if the new failures
are all air-to-air critical failures since the plane is NMC. However, if the
new failures are all air-to-ground type failures the aircraft is still air-to-
air PMC and can be filed into the ready queue after postflicht. Once the need
for maintenance has been determined, subroutine PARAP will be scheduled to
initiate the aircraft maintenance. The last priority is given to all non-
critical failures. In this case, no naintenance is done and the aircraft is
filed in the appropriate ready queue after postflight. This subroutine calls
CHECK? which determines the correct postflight to be done on the aircraft.

CHCKEZ2 - 1s called by CHCKE after any maintenance: is completed on the
aircraft. It organizes the failures stored in the PWUC and PMAINT arrays. If
an aircraft has 40 failures stored in its PWUC array (the maximum size of the
PWUC array), then PARALL is called and parallel maintenance is begun to reduce
the number of failures on that aircraft. HQ TAC stated an aircraft can have Aar
"unlimited" number of non-critical failures. For the purpose of this rodel,
that "unlimited" number is 40. A message is printed to notify the analyst if
the number of non-critical failures exceeds 40.

CHECK - 1s called from tne network after a sortie or maintenance is
completed. 1t checks {irst if the aircraft has just completed some type of
scheduled maintenance, turnaround, BPO or phase inspection. If this is true,
the aircraft is filed into the appropriate ready queue. 1f the aircraft is
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missing more than one spare, RELPLN is called to detemmine the correct queue in
which the aircraft should be filed. Statistics on MDT, FR, and mean down time
(MDI') are calculated. It then cleans up storage airays il parallel unscheduled
maintenance has just been completed. The subroutine then calls CHCKE or
CHCECD, depending on the type of simulation being run, to determine what
maintenance to do next.

CHECKZ2 - 1s called from either CHCKCD or CHCKE. Alter maintenance is
canpleted or a sortie has flown with no failures, this subroutine checks which
type of postflight is necessary for the aircraft. If the last scrtie of the
day has launched, BPO will begin. If not, thruflight will begin. This
subroutine sends the aircraft entities to the network to begin postflight and
also sends a durmmy entity to queue 16. This dummy entity remains in the file
16 for the duration of the thruflight. The average number of dummy entities in
the file become part of the MC rate calculation, since all aircraft in
postflight maintenance are considered MC.

CLEAN ~ Is called from FLYING after tne last sortie of the day hae
launched. It checks the ready queues for any aircraft with failures, and sends
those aircraft to maintenance via the PARALL subroutine. This subroutine gets
as many PMC aircraft to FMC or close to FMC status as possible without
affecting the SGR.

DISPLAY - Is called from INTLC at the end of the first day of simulation.
DISPLAY reschedules itself at the end of each day. It checks the values of
parameters, then calculates and prints out the current value of number of
sorties flown and missed, SGR, FMC, PMC, MC, NMCS, and not mission capable due
to resources (NMCR), breaks, and ground aborts.

EMPTYQ ~ Is called trom FREER whenever a resource is freed. EMPTYQ checks
if an aircraft is waiting in a queue for that resource. It checks aircraft
needing on-equipment maintenance before LRUs needing off-equipment maintenance.
1f there is a match, the aircraft or LRU enters the appropriate network node.
If there is no match, the aircraft or LRU is returned to the waiting queue,

EVENT - Is calied from the network and cther FORTRAN subroutines. A GOTO
statement is used to choose the correct event (subroutine) needed.

FLYING - Is calied from INTIC at the beyinning of the first day. It
reschedules. itself at the beginning of each subsequent day. It determines how
many sorties to schedule that day, how many of those sorties to schedule in the
morning shift, and how many in the afternoon shift. It detemines the primary
mission of the sortie and the quantity of aircraft to fly the sortie. This
subroutine schedules SORTIE - to allocate the aircraft for each sortie, BPO -
to initiate BPO maintenance after the sorties land, and CLEAN - to perform non-
essential maintenance after all sorties have launched.

FREER - Is called from the network after maintenance is completed. This
subroutine releases the resources used in the task. Maintenance man-hours
(MMH) are also collected. This subroutine schedules EMPTYQ to initiate
maintenance on entities needing the resources just released.
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FRSPAR - Is called from the network after off-equipment or shop maintenance
is completed or a spare arrives from depot. It increments the spare sapply
level. The subroutine checks planes in the NMCS queue to see if there is a
match between the released spare and a needed spare. Alrcraft needing only one
spare undergoing parallel maintenance have first priority, then those aircraft
not in parallel maintenance are checked. Aircraft needing more than ore spare
have next pricrity. 1f there is a match, the entity is sent to the appropriate
network to continue maintenance. If the NMCS aircraft does not match with an
available spare, it is retwmed to the appropriate NMCS queue.

GNDABL - Is scheduled from SURTIE after a sortie has just launched. A few
minutes after a sortie has "begun" GNDAB1 checks to see if there has been a
ground abort. If a ground abort has occurred, the last aircralt putl in the
sortie queue is ramoved and sent to CHECK via the network to determine the type
of maintenance to perform. If aircraft remain flying the sortie, GNDABL
schedules REMOVE to remove the flying aircraft from queue 4 after the sortie
duraticn has passed.

INSPET ~ Is scheduled from CANN after the creation of a "hangar queen". At
day 19, o FMC aircraft becomes the donor aircraft for the missing spares on the
"hangar cueen”. The old "hangar queen" is sent to STUFF to begin maintenance.
The donor aircraft becomes a new "hangar queen” and the hangar queen timer
starts all over.

LAST - Is called from SLAM subroutine OIPUT at the end of the sinulation.
This subroutine calculates BR, SPA, and FR. It tabulates the nunber of times a
resource or spare was requested, how many times it was available, how many
times il was unavailable and the number of times it went to depot. This
subroutine tabulates also the number of times a WUC failed, and its MDT and
MRT, and sunmarizes these parameters for the entire system. Maintenance man-
hours per flying hour (MMH/FH) is tabulated by WUC and sumarized for the
system. At the end of the output file, it lists those NMCS planes which lack
single or multiple spares. LAST provides the majority of output printed to
F15%,RPT,

MAINT - Is called from the network when task times for on-equipment
maintenance need to be calculated. It restarts the task time if resources were
not available last time and the task was halted. 1f there is no failure, the
appropriate schaduled maintenance time for turnavound, preflight, DPO or phasc
is calculated. 1If the first portion of a R&R action (remove) has been
campleted, the task time for the second portion (replace) is calculated. The
type of maintenance (can not duplicate (CND), R&R, repair in place (RIP), and
facilitate other maintenance (FOM)) is determined from the probabilities given
in F15E.INP data file, When there are new failures to be repaired, maintenance
times are calculated using the task times and statistical distribution data in
F15E.INP. Non-critical parallel maintenance is postponed if the maintenance
takes longer than the critical maintenance, or no spare is available for the
R&R action. When non-critical maintenance has been initiated by CLEAN,
entities whose task tines extend past the end of the shift are postponed. When
there are over 40 failures on an aircraft, entities whose task times extend
past the end of the week are postponed. Repair time for MRT is sumved in this
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subroutine. Iastly, the subroutine TSHIFT is called to divide the maintenance
time into the remaining shift and next shift tine.

NEED - Is scheduled during SHIFT at the beginning of each day t.o determine
aircraft preflight requirements. 1f preflight is necessavy, subroutine PRFLGT
is scheduled.

NMAINT -~ Is scheduled during SSHIFI' at the beginning of each shift. It
sends aircraft waiting for resources or next shift maintenance to the network
to begin such maintenance. On-equipment maintenance is sent to the network
before off-equipment maintenance. During peacetime when the servicing shift
exists, only preflight and BPO maintenance are initiated during the servicing
shift. During the two normal shifts, all maintenance is initiated by this
subroutine.

NONAV - Ts ralled by SSHTFT at the beginning of each normal shift. It
determines which resources are available to work each shift. 7The availability
of resources is determined by the availability parameter specified in F15.FOR.

OTPUT - Is autamatically executed by SLAM at the end of the simulation. It
calls DISPLY and LAST to print oul the results of the simulation.

PARALL - Is cAalled by CLEAN after the last sortie of the day has launched
and is called by CHCKE2 when an aircraft has 40 failures. It defines values of
attributes and other parameters before sending the entities to the network for
maintenance on all the failures stored in the failure array. Tf the task was
postponed earlier, the original maintenance task time is retrieved.

PARAP - Is called by CHCKE (or CHCKCD) when critical maintenance is needed.
It defines values of atrributes and other parametes before sending the
entities to the network for maintenance on selected failures stored in the
failure array. It initiates maintenance on existing non-critical failures, new
critical failures, and now non-critical failures. These entities reach the
subroutine MAINT in an important sejuence - the critical failures are first,
followed by the non-critical failures.

PHASE - Is called from SHIFT when phase is needed. It selects an aircraft
for phase and detemmines which type of phase is needed. 1lnspection parameters
are defined and the aircraft is sent to begin maintenance via the network.
When the phase to be performed is HPOl or HPO2, a dumy entity is filed in
queue 16 (MC file) so the HPOl and HPO2 phase times are included in the MC
rate.

PRFIGT - Is called from NEED when preflight is needed. 1t is also called
from the network when preflight is finished. PRFLGT assigns values to
attributes ana other parancters, determines the preflight task time and sends
the aircraft to the network to begin preflight. 1t also sends a dummy entity
to queue 16 to include the preflight time in the MC rate. After preflight is
finished, the network sends the entity back to PRFIGT and the aircraft is filed
into the appropriate ready queue and the dummy entity is removed from queue 16.
PRFLGT then calls TSHIFT to divide the task time into shift times.
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READAT - 1s called from INILC at the beginning of the simulation. 1t reads
the data from the two input Liles, FUSEM.INP and FLGET.IND, and files the
information in the appropriate arrays.

REAV - 1s called from ALLOK if a resource is nomally available, bul not
available at that. specific tiwe. 1L rawves planes {1om wait queues and
resubmits planes back into the maintenance network after one hour. The purpose
of this subrcutine is to model support equipment. down time. This subroutine
may be called only if V(2) and V(3) probabilities are less than 1.0,

RELPLN - 1s called from CHECK after a multiple status NMCS plane veceives
one spare. This subroutine files the plane into the appropriate NMCS queue,

REMOVE - 1Is scheduled from GNDAB] at the end of a sortie. It romoves
aircraft from the sortie gueue after the flight has ernded, assigns values for
attributes and parameters, increnents counters, and sends the aircraft to begin
maintenance via the network.

SHIFT - Is called from INTIC initially at the beginning of the sinmlation
and then schedules to execute itself at. the beginning of each subsequent day.
It determines whether it is a week day or weekend, and calls NEED to check if
preflicht is needed. Removes all aircraft from queue 2 (ready queue) and
places them in queue 1 (need to check for preflight queue). It defines the
time when shifts change, and determines if phase is needed. Sulnoutine PHASE
is scheduled if phase is needed. SHIFT schedules SSHIFI to be axecuted at the
beginning of each shift that day.

SHOP2 - 1s called from the network when off-equipment maintenance is
needed. It calculates the task times for all the shop maintenance events -
bench check okay (BCOK), repair this station (RTS), not repairable this station
(NRTS) and condemn (COND) the shop replaceable unit (SRU). If a task was
previously postponed due to lack of resources, the task time is restored.
TSHIFT is called to divide the task time into shift times, SHOP2 also
identifies broken parts which will eventually be sent to depot for repair.

SORTIE - Is called from FLYING after all sorties are scheduled. Depending
on the type of mission the sortie will fly, SORTIE checks the appropriate PMC
Jqueues for ready aircraft. 1f more aircraft are needed tor the sortie, the FMC
ready queue is cnecked for aircratt. If the number of aircraft needed ave
found to be available the sortie is initiated by filing the aircraft in the
sortie queue. GNDABL is scheduled to check for ground abcrts. It the number
of aircraft availaple is lacking, SORT1E schedules to call itself in 0.5 hour
to check for aircraft availability again. This occurs a total of three times
if aircraft. remain unavailable. At the start of the fourth time, the sortie
has been postponed for 2.0 hours. 1f aircraft are still not available, the
sortie is cancelled and counted as missed flight(s). If a smaller nunber of
ajircraft are available to fly, these aircraft will fly and the missing aircraft
will count toward missed sortie(s).

SSHIFT - Is called from SHIFI at the beginning of each shift. It
determines manpower levels for the servicing shift in peacetime. Subroutine
NONAV 1is called Lo detemine the availability of manpower at the beginning of
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each shift.. NMAINT is called to resulmit waiting aircraft back into the
maintenance networks.

SIUFE - 1s called from INSPEL when a "hangar queen® 1s 19 days old. 1t
assigns values of attributes and parameters, sends the receiving aircraft to
maintenance via the network and files the donor aircraft minus partls into the
"hangar queen" queue.

TSHIFT - 1s called from MAINT, PRFLGT and SHOP2. 1t detemines how much
time remains in the present. shift.. It assigns the remaining shift time or the
task time, whichever is swaller, as the {irst shift task time. The remaining
task time, if any, is reserved for the subsequent shift(s).

WARMUP - Is scheduled from INTIC at the end of the warmup period. It
allocates the number of sparcs available {or the new scenavio, taking into
account the spares presently in the maintenance system. It redefines scenario
paraneters, and reinitializes counters and failure clocks.

6. ASSUMPTIONSG
6.1. DATA ASSUMPTIONS

Data assumptions are normally quantitative assumptions and are generally
part of the input data file and can be easily changed. The Table 6.1 lists the
source of this information.

Many of these assunptions were initially crude asswuptions prior to
testing, but as experience was gained from testing, these assunptions became
observations. Again, as more experience or information becomes available, the
data may change. Since this data is quantitative, it is easy to changs and to
perform sensitivity analyses to determine what effect a change in certain
parameters have on the outcome.

Spares levels of critical WUCs are adjusted in the model input data file so
the NMCS rate is similar to the NMCS rates experienced by the 33rd TEW.

6.2. STRUCTURAL ASSUMPTIONS

Structural ass'mptions are developed from the intended operational and
naintenance concepts of the system. Since the model represents a
simplification of reality, major concepts are modeled but some details are
sinplified or generalized. These assunptions are part of the actual coding of
the model, and may not ! 2 easy to change. Figure 6.1 illustrates the basic
structural flow of the model.




Data Elanent

sortie length of 1.7 hours

spares delivaery time of 15 min

aircraft support equipment availability of 100%

LANTIRN support equipment availability of 100%

personnel allocation of 85%

19% of missions are air-to-air

59% of missions are air-to-ground

19% of missions arc dual role

3% of missions are air-to-ground nucleav

50% of aiv-to-alr, aiv-to-growuxd, and dual
role aissions are {lown single ship, 503
of these missions are {lown dual shap

100% of air-to-ground nuclear missions ave
flown single ship formation

peacetine thiuflight (BPO) is perfoimed after
96% of all peacetime missions

wartime ICT {keep aircraft in sane configuration)

is perfomed after 4% of all peacetine
missions and 50% of wartime missions

wartime ICT (change aircraft to diiferent
configuration) is perfoimmed after 50% of
wartime missions

mean and standard deviation task times for
PPO 1is 1.5 hr and 0.25 lu:

mean and standard devialion task times for
wartime ICT' (sane configuration) is (.42
hr and 0.10 hu:

nean and standard deviation task times feor
wartime ICT (different configuration) is
0.67 hr and 0.17

sSource

HY TAC FF-150 BCM

TAC standard
discussion with HQ TAC
discussion with HQ) TAC
discussion with HQ TAC
HQ TAC/NR

HQ TAC/DR

HQ 'I'AC/DR

1Y TAC/DR

HO TAC/DR

HQ TAC/DR

discussion with HQ TAC

discussion with HQ TAC

discussion with HQ TAC

TAC standard

F-15E SORD

F-15E SORD

Table 6.1. Data Assunptions
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In the peacetime scenario at the beginning of the servicing shift, BFO
maintenance actions are continued ard preflight inspections are begun on
aircraft due to fly that day if it had no BPO in the last 48 hours. No
unscheduled maintenance is performed during the scovicing shift. In wartime,
preflight is performed in the first shift of the day if required. At the
beginning of other shifts in any scenario, personnel are reinitialized, and
alrcraft are removed from waiting queues and sent to the network to continue
maintenance.

Maintenance is scheduled to te performed in "parallel", meaning if multiple
maintenance actions need to be completed, they are performed at the same time
if the resources are available. There are three cases when parallel
maintenance is initiated.
a) After a sortie with a critical failure lands. Critical failures nust
have maintenance perfomed before the aircraft can fly again. Maintenance on
non-critical failures will be performed in parallel if the task(s) can be ;
completed before the critical failure(s) is repaired. '
b) After the last sortie of the day has launched. The intent is to repair
PMC aircraft to FMC status without impacting sortie generation. Tasks must
have available resources and be conpleted by the end of the shift.
c) When the failure storage array becomes full. This is a very rare
occurrence. The array has space for 40 failures. When an aircraft has 40
failures, parellel maintenance is performed on all failures which have
availabla resources and can be completed by the weekend.

Series maintenance, when failures are fi:ed one at e time, one after
another, can easily be added to the model once TAC determines which tasks, by
WUC, should be done in series.

BPO is performed on all aircraft which flew that day, and is initiated
after the last sortie of the day has launched. BPOs and preflights are good
for 48 hours if the aircraft does not fly, otherwise the aircraft must be
preflighted to fly. Aircraft are considered mission capable during thruflight,
prefiight and BPO.

Cannibalizaticn of parts is considered when an aircraft needs a spare and
it 1s unavailable. The model attempts to find a donor aircraft in the NMCS
queue, looking at aircraft which are already missing more than one part. if no
donor is available then aircraft which are already missing only one part are
checked. According to HQ TAC, there is no such thing as a 21 day old "hangar
queen'. A "hangar queen” is an aircraft which does not fly for several days,
usually due to a shortage of parts. In the model, on day 19 of a "hangar
queen”, a FMC aircraft is selected as the donor aircraft and p.rits are
switched. Maintenance manhours are collected, the new hangar queen's timer is
begun, and the old hangar queen is made FMC.

Phase inspections in the operational field are scheduled so only a few
aircraft are in phase at the same time. This is done by scheduling aircraft to
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fly so the flying hours on each aircraft reach key quantities at the right
time. Table €.2.1 shows the important parameters of each phase inspection.
The informaticn was obtained from 1Q TAC/LG.

Phase Task Length Task Frequency
(in days) (in cumulative ajrcraft hours)
HPO 1 2 100,300,500,700,900,1100
HPO 2 3 200,1000
HPO 3 4 400,800
PE 1 6 600
PE 2 10 1200

Table 6.2.1. Operational Phase Inspection Parameters

The model does not schedule airxcraft to fly by tail number, therefore phase
inspections cannot be scheduled in the same way as in the field. However,
phase timing can be scheduled by cumulative squadron flying hours. The basis
for this schedule is an examination of the phase schedule of the 33 TFW at
Eglin AFB over a six month period. From a study of this data, the phase
inspections in the model are scheduled according to Table 6.2.2.

Phase Task Frequency (in total cumulative squadron FH)
HPO 1 6
HPO 2 66
HPO 1 156
HPO 3 216
HPO 1 336
PE 1 396
HPO 1 576

repeat cycle at 630 cumulative squadron flying hours
Table €.2,2. Model Phase Inspection Schedule

6.3. RESOURCE ASSUMPTIONS

The model considers only the major pieces of support equipment. It is
assunmed there are enough tools, ladders, power carts, air conditioners, etc, to
go around. Table 6.3.1 shows the support equipment rxxieled and their quantity.

The model assumes maintenance persomnel belong to three shops, the aircraft
generation squadron (AGS) which perform cn-line maintainance, the equipment

maintenance squadvon (EMS), and the camponent repair squadron (CRS) which
perfomm shop maintenance.
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Quantity Support Equipment

Displays Avionics Intermediate Station (AIS)
Microwave AIS

Integrated Antenna AIS

Mobile Electronics Test Set (METS)

Forward Firing Armament Test Set

Air to Ground Armament Test Set

LANTIRN Power Supply Test Station

LANTIRN ECU Test Station

LANTIRN Other LRU Test Station

TEWS Intermediate Support Station (TISS)

e b b b e b e

Table 6.3.1. Support Equipment Modeled

HQ TAC/XPM(M provided a list of manpower authorizations for the F-15E.
Tables 6.3.2 through 6.3.4 show the breakdown of personnel by shop, AFSC and
some by skill level. This data was then modified according to Rivet Workforce
rules supplied by AF/LEYM. This data represents the personnel authorized to
maintain a wing of aircraft. Since the model assumes only a squadron, the
personnel are divided by three and rounded to the nearest whole person before
being written into the model. The personnel allocations are also shown for the
33rd TFW at kglin AFB. This information was used during the validation portion
of the model development.
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F-15 C/D MSIP F-15E F-15E

(33 TFW) (from HQ TAC/XP) (Rivet Workforce)
AFSC/Description
423X0 Electrical 31 22
452X5 39

423X1 ECS 23 17
423X4 Pneudraulics 24 24
426X2 Propulsion 80 78 452X4 332
431X1 Crew Chief 57 230
427X5 Airframe Repair 25 24 458%2 24
452X1A Rdr/Nav, Fire No change

Cntl, LANTIRN

3-7 level 53 54
452X1B Flt Cntls/Instr

3-7 level 43 33
452X1C Com/Nav

3=7 level 35 39
45271, 7 level 0 30
462X0 Axmament, Fuel 197 242 No change

Table 6.3.2. AGS Personnel Mthorizations and Allocations
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F-15 C/D MSIP

(33 TTW)
AFSC/Description
423%5 AGE 87
426X2 Propulsion 8
427X0 Machinist 6
427X4 Metal Processing 8
427X2 NDI 15
427X3 Fabric and Para 6
427X1 Corrosion Control 13
427X5 Airframe Repair 14
431X1 Crew Chiet 66
462X0 Armmament, Fuels 40
461X0 Munitions Sys 95

Table 6.3.3.

2]

F-15E
(from HQ TAC/XP)

31

14

14

13

49

192

F-15E
(Rivet Workforce)

454X1

454X0A

458%0 14

458%1

458%3

458%2 27

EMS Personnel Autihcrizations and Allocations




F-15 C/D MSIP

(33 TFW)
AFSC/Description
423X0 Electrical 9
423X1 ECS 7
423X2 Egress 14
423X3 Fuel Systems 37
423X4 Pneudraulics 10
426X2 Propulsion 107

451¥4A Auto Test Station

3-7 level 51
451X4B Manual Test Station

3-7 level 60
45174, 7 level 0
455X0R Photo Systems 16
455X0A LANTIRN 0

22

F-15E
(from HQ TAC/XP)

16

9

33

44

10

98

30

46

16

15

43

F-15E

(Rivet Workforce)

452X%5 23

454X2

454X3

454X4

454X0

No change

No change

No change

Table 6.3.4. CRS Personnel Authorizations and Allocations




7. VERIFICATION AND VALIDATION

Veritfication is defined as the process of ensuring a model/simulation
executes as intended (8:10). 1t generally addresses the actual coding/syntax
of the model. Validation is defined as the process of establishing that a
desired accuracy or correspondence exists between the model/sinulation and the
real world (8:10). This addresses the data and structural assumptions made in
the formation and use of the nodel. Verification and validation are an
integral part of model develoment, and will increase the credibility of the
nodel /simulation.

The model underwent a detailed review by the HQ AFOTIEC/IG4 F-15E
Availability Model Comnmittee. Objectives of the Model Committee were to verify
and validate the F-15E Availability mcdel for use during F~15E OT&E and to
approve the model for release to other AF agencies. The committee consisted of
a chairperson, the model developer, and four other IG4 analysts.

7.1 VERIFICATION

The SLAM language has ECHO, MONTR, sumuary and trace, and FILE statements
which can be used to verify the code is executing correctly. The ECHO
statement. provides a summary of the simulation model as interpreted by the SLAM
processor. The MONTR statement can cause summnary reports to be printed, or
initiate a trace of entities flowing through the network. The FILE statement
can print the content of each file to ensure entities are not being
inadvertently created, destroyed, or changed.

The SLAM output listing will contain error statements when an error in the
input statements is found by the SLAM processor. The listing also contains
information on file lengths, wait times, and activity utilization. Print
statements were written at strategic locations in the FORTRAN code to cause
messages stating when significant activities occurred in the simulation, ie,
when sorties launched, when sorties were reschedi led or missed, when and what
failures or ground aborts occurred, which maintenance was initiated, if
resources and spares were unavailable, etc.

7.2 VALIDATION

There are two methods of validation - subjective and objective. Subjective
validation is an iterative process. It involves evaluation of the model by
pecple knowledgeable with the intended operational environment of the F-15E.
This evaluation was based on examination of logic flow charts, input parameters
and assumptions. The sensitivity of the model cutputs to changes in inputs
were examined to ensure the outputs changed in a logical manner.

Objective validation is more quantitative. It involves collecting data on
the system and statistically comparing this to model oultput. Since there is no
squadron of operational F-15ks at this time, a good substitute would be a
similar aircraft which is operated in a similar manner. The F-15C/D MSIP
aircraft was chosen due to its similarity to the F-15E. The data used in the
validation process was obtained from the 33rd TiW at Eglin AFB Florida. The
33rd 1FW was chesen since it was the only operational wing with mainly F-15C/D
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MS1P aircraft. The inputs used in the model consisted of Aug 87 through Jan 88
MDC data, the 33rd 1FW maintenance sunmiwries, the 33rd "W maintenance and
utilization plans, and expert judgment ifrom experienced mainten nce personnel
at the 33rd TFW and the F-15E OI&E test team at Edwards AFB California. The
data from this six month pericd were averaged to obtain the 33rd TFW average.
The model was run using a one month warmup period, the statistics were cleared,
and then a six month sinumlation was run. 7This sinulation was run seven times
with a different random number seed. The results of these seven runs were
averaged to obtain the model average. Table 7.1 lists the comparison.

33rd TFW Model
MC 89.3 88.3
BR 5.7 10.2
FR (8 hr) 82.3 90.9
MRT 1.8 1.9

Table 7.1. Mcdel validation using ¥-15C/D MSIP

-— 4l

Those rosulis, as well as the definitions, assuwptions, leogical flouw, and
input data requirements were briefed to the 33 TFW and HQ TAC representativas
for model familiarization and validation (2). HQ AFOTEC/LG4A received a
message from HQ TAC/DRF stating HQ TAC has validated and granted concurrence to
AFOTEC to implement the F-15E model. during OT&E (6).

8. OUTPUT

There are two output files, F15.0UT and F15.RPT. F15.0UT is the standard
SLAM cutput file and contains statistics on all the files and activities. It
could also contain mmerous statements which outline when every significant
activity happened. Most of the print statements responsible for these
statements are commented out in the FORTRAN program now, but they were used
extensively in the model development process and verification procedures.

The second output file, F15.RPT, is the primary output file. It tabulates
the critical information and results of the simulation. Appendix F contains a
a sample copy of the file. This file echoes back some of the inputs, to
identify the run, and contains the primary paraweters outlined in the purpose
of the model. It also includes additional information such as sorties flown,
sorties missed, total flying hours, NMCS rate, NMCR rate, number of breaks, and
nu.ber of ground aborts per flying day. Availability of resources and spares
are tabulated to determine at a glance which WUCs cause the most delays due to
nonavailability of resources or spares. MRT and MDUT are also tabulated by WUC
to determine which WUCs take the longest to repair. MVH/FH is also tabulated
by WUC to determine which WUCs contribute the most to MMH/FH.
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