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Preface

In 1987 the Office of Naval Research (ONR) asked the Committee on Hearing, Bioa-
coustics, and Biomechanics (CHABA) to review and evaluate the literature on complex
nonspeech sound processing by the human auditory system. CHABA established the Panel
on Classification of Complex Nonspeech Sounds to review the literature and make recom-
mendations for future research.

The primary focus of the panel's charge was a review and evaluation of the literature on
labeling of very brief or transient sounds-a literature that turns out to be very small. The
vast literature on detection, discrimination, and identification of sounds was not, however,
reviewed. Rather than produce a report evaluating only a small literature on the labeling
of brief sounds, the panel decided to include evaluation of related literatures it considered
to be important to understanding the literature on labeling of brief sounds. Thus, this
report includes a literature review of object perception (the term was chosen because it is
more neutral than streaming, figure/ground, or event perception) and limits; in the panel's
judgment these two areas contain important aspects of the overall task of labeling transient
sounds. The panel also decided to review some informative literatures on nontransient
sounds, such as music and speech, and to include some tasks other than labeling.

The report does not provide specific recommendations for future research. The panel
considers the field of focus-the labeling of transient sounds-to be in its infancy and
therefore believes that specific and highly structured research designs might unnecessarily
limit innovation at this time.

As a review of a large section of the literature on the perception of complex sounds and
an overview to aid funding in this area, the report should be of value to ONR and to others
who are interested in the subject matter. In preparing the report, the panel has assumed
that the reader is well acquainted with the area of hearing.

This report is the product of efforts by the entire panel. The summary of recommen-
dations and the overview of research were drafted by the panel chair, with the advice and
consultation of the panel members. The chapters that constitute the full review of the
literature were drafted, section by section, by individual panel members who are expert in
the particular fields; the depth of coverage in these sections therefore reflects their views
on the relative importance of the topics as they pertain to the classification of complex
sounds. Although the review of the literature contained in the report is not exhaustive,
panel members attempted to review the major studies in each field.

The report is organized into six chapters: Chapter 1 is a summary of the panel's

vii
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recommendations for research on the classification of complex sounds. Chapter 2 is an
overview and summary of the literature review, which is presented in greater detail in
Chapters 3 through 6. Chapter 3 is a review of the limited literature on the classification
of complex sounds itself. Chapter 4 is a review of research on auditory object perception.
Chapter 5 deals with research on the limits of the auditory processing of complex sounds.
Chapter 6 is a review of some of the research on speech perception.

In Chapter 3, the sections on the study of classification and multidimensional analysis
were drafted by Joseph Kruskal; the section on classification of nonspeech transient sounds
was drafted by Louis Braida; and the section on sonar detection by human observers was
drafted by Robert Sorkin. In Chapter 4, the section on object perception and identification
was drafted by William Hartmann; in the section oi, separating objects, the subsections on
spectral profiles and spatial separation were drafted by William Yost and the subsections on
temporal modulation and onset/offset characteristics were drafted by William Hartmann;
the section on perception of temporal patters was drafted by Richard Warren; and the
section on general principles of perceptual organization was drafted by William Yost. In
Chapter 5, the section on the role of memory was drafted by Louis Braida; the section on
uncertainty and attention was drafted by Gerald Kidd; and the section on limitations due
to internal noise was drafted by Robert Sorkin. In the section on learning, the introduction
and subsection on learning of complex nonspeech and nonmusic sounds were drafted by
Gerald Kidd; the subsections on psychophysical abilities, discrimination of tone sequences,
categorization of speech and music, second language acquisition, musical illusions, and
perceptual learning were drafted by Richard Pastore; and the subsection on Morse code
learning was drafted by Joseph Kruskal. Chapter 6, on speech perception, was drafted by
Richard Pastore.

Although the work of drafting specific sections was divided among panel members,
responsibility for the report is shared by all. I want to thank the members of the panel for
their time, their expert knowledge, and their cooperation in this effort.

William A. Yost, Chair
Panel on Classification
of Complex Nonspeech Sounds



1
Recommendations for Future Research

This report provides a review of the basic literature on perception and classification
of complex sounds and makes general recommendations for future research, especially
regarding issues of classification.

DEFINING CLASSIFICATION OF COMPLEX SOUNDS

Because the subject of this report is classification of sound in general, it does not cover in
depth classification of special sounds, such as those of speech and music. Although examples
from these two areas are abundant in the report, our general concern is with nonspeech and
nonmusical sounds in order to survey classification of all sound.

Considerations of human interaction with sound and a review of the existing literature
suggested to the panel that most meaningful sounds of every day life have the following
general properties:

(1) Spectral complexity: The sounds almost always consist of more than one frequency
component.

(2) Temporal complezity: The sounds are time-varying; therefore, the spectral and
temporal characteristics of the sound vary over the duration of the sound. Sometimes the
change in a sound marks the beginning or end of an important aspect of the sound.

(3) Brevity: The information-bearing elements of most sounds last less than a second.
Even in cases in which a sound is longer or is part of a sequence of sounds, the attribute of
the sound to be classified lasts for a brief period of time.

(4) Sound embedded in noise: The sound of interest is often embedded in an acoustic
background that contains the sounds of many sources.

These four criteria form the panel's definition of a complex sound. Although, in reviewing
the literature we attempted to focus on studies involving complex sounds (as defined above),
much of the literature on simple sounds was also reviewed because of its relevance to the
overall problem of the classification of complex sounds.

In describing the perception of sounds the terms detection, discrimination, identifica-
tion, recognition, categorization, and classification are used. It is not possible to provide
exact definitions of these terms that are adhered to uniformly throughout the literature
reviewed. The general definitions, used by the working group to formulate its recommen-
dations, refer to detection, discrimination, identification, and recognition as processes in
which listeners select particular sounds from a defined set of sounds (usually a small set of
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2 CLASSIFICATION OF COMPLEX NONSPEECH SOUNDS

candidate sounds) without the requirement that they label the sounds, while catergorization
and classification refer to labeling sounds directly (often from a large set of sounds). Label-
ing refers to placing the eounds into different categories or directly assign names to sounds.
These labels or categories can refer to a physical property of the sound (e.g., frequency), a
subjective attribute of the sound (e.g., timbre), the source of the sound (e.g., a hand clap),
a use or effect of the sound (e.g., unpleasant), or a special label (e.g., phoneme, musical
chord name). Obviously most sounds can be categorized or classified with a variety of such
labels.

With regard to reviewing the literature on the classification of complex sounds, the
panel defined its task as: to provide a review of the literature on the labeling of sounds
that meet most of the four criteria for the sounds of everyday experience (sounds that
are complex, brief, Cme-varying, and embedded in a complex acoustic background). If the
literature on music and speech is excluded, only a small body of literature remains that
concerns the classification of complex sounds.

In the absence of much literature on the classification of complex sounds, the panel
examined more closely the task confronting a human who attempts to classify (label) a
complex sound. This classification task requires that the listener perceives the sound to be
labeled as distinct from other sounds. The panel refers to the perception of a particular
aspect of a complex sound as auditory object perception. Many, if not most, sounds that
are to be classified form auditory objects. As an example, the noise from a busy street may
contain the sound of a braking car. The sound of the braking car may become perceptually
isolated as an auditory object. Although the auditory object may be labeled (e.g., as a high-
frequency squeal, or as a braking car, or as unpleasant, or as dangerous), the formation of
auditory objects does not require that listeners attach a label to the perceived sound.

A listener to speech or music is often called on to recognize a sound, that is, to state
which of a limited ensemble of possible sounds is represented by the perceived acoustic
message. There are many sounds in the natu-al environment, however, for which we would
like listeners to characterize some attribute not so easily specified by an ensemble of possible
messages. The response is more open and the listener may be asked to use adjectives of
his or her own choosing that may refer to physical attributes of the sound, identification
of a sound source, or description of some set of qualities of the sound. These processes are
what is meant by classification. Similar procedures have been used to describe the stimulus
space or subjective space of sounds in other modalities, like the dimensions of taste, smell,
pain, etc. Within a complex sound, most often when it is presented as part of a stream or
in competition with other background sounds, the listener is often asked to attend to or to
report on a particular sound, a set of sound features, or perhaps a recognitionresponse that
indicates what the sound sounds like. Such a task leads us to define an auditory object.

Auditory object perception in a complex sound field is a major component of complex
sound classification. There is a substantial literature, which the panel attempted to review,
on the topic of auditory object perception. Although some of that literature concerns studies
in which listeners label sounds, in many of the articles reviewed by the panel listeners were
not directly asked to label auditory objects.

The nervous system obviously imposes limits on the ability to perform any auditory
task. The sensitivity and the resolving capabilities of the auditory system describe the
limits of the system's processing power. Auditory processing is also limited by memory,
learning, uncertainty, attention, internal noise, etc. Knowledge of these limits is essential
for understanding the classification of complex sounds. Therefore, this report reviews the
literature concerning these limits and their application to complex sounds.

Although the panel did not set out to review the literature on speech perception, we
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found that all the issues discussed above have been covered in this literature. A review on
speech perception is included for at least two reasons: (1) it provides a review of the speech
literature that is germane to the issues described above and (2) the use of a particular sound
(speech) provides a means of illustrating many of the points made in the other sections of
the review.

In the absence of a large literature on understanding the entire process of classifying
complex sounds, the par -1 focused on auditory object perception as a major ingredient in
classifying sound. And we felt that understanding the process of classification of complex
sounds required an understanding of the limits imposed by the nervous system on auditory
processing.

RECOMMENDATIONS FOR FUTURE RESEARCH

The study of auditory processing of complex sounds, especially those encountered in the
real world, has become an increasingly significant area for auditory investigation. A great
deal of the previous work in hearing dealt with simple sounds (e.g. sinusoids, clicks, noise
bursts), most of which are not found in the everyday world. Classification of complex sounds
is an important aspect of this newer area of investigation. Understanding the formation
of auditory objects and the limits of processing complex sounds is crucial in studying the
classification of complex sounds. Experimental and theoretical studies of these topics will
not only provide valuablz insights about hearing, but they will also bring much of the
basic knowledge closer to practical application. As auditory science attempts to understand
the processing of real-world sounds, many contributions will be made that have a direct
practical impact on society. The panel therefore recommends that a significant effort be
made to support research on the topic of classification of complex sounds, as defined in this
report. The rest of this report highlights some topics that appear to be particularly crucial
for study at this time. The remaining chapters of this report should be consulted to clarify
terms and provide the background for these recommendations.

The recommendations given below provide general guidelines rather than lists of sug-
gested experiments. The panel feels that hearing science has just scratched the surface of
the issues of the classification of complex sounds. It is, we feel, premature to suggest specific
studies. General guidelines should serve as a vehicle for selecting particularly fertile research
projects. In addition to providing some general guidelines, this section poses some questions
that appear important to answer at this time, some justifications for supporting certain
topics, and some caution concerning investigation of some areas. This approach should
allow for the creative and unusual proposal to surface more readily. The field is ripe for
innovative and perhaps unorthodox projects. The panel hopes that the recommendations
point the direction toward fruitful questions to be investigated without unduly limiting
inquiry into how humans classify complex sounds.

Auditory Object Perception

As the literature review reveals, finding auditory objects in a complex sound is a major
aspect of hearing. Little is known about how the auditory system accomplishes this task.
Research into the role of intensity profiles, harmonic structure, onsets and offsets, temporal
patterns, and spatial separation, as variables which help parse a complex sound into its
probable sources, appears to promise significant advances in knowledge about each of these
suggested ways to form auditory objects. Research into understanding the interaction of
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these (and other) means of forming auditory objects is also required. For instance, are some
cues used to form auditory objects more salient than others?

One way to demonstrate that a particular manipulation generates a." auditory object is
to show that listeners can perceive the object under simulated conditions. For instance, can
a complex sound be presented over headphones so that various sound sources are spatially
separated and external to the listener, as they are when a person listens to the sound sources
in a real sound space?

The study of object perception appears particularly likely to yield practical applications.
A great deal of effort is being put forth on machine and human-machine recognition of
complex sounds. Devices, from speech recognizers to sonar detectors, are being developed
to mimic or perhaps improve the human ability to process sound. Humans are often much
better than machines at processing complex sounds. A major task for many of these devices
is to find a particular type of sound or sound source (e.g., a sonar echo representing a
ship) in a complex sound environment. Gaining a better understanding of how the auditory
system forms auditory objects may provide ways to improve existing devices or suggest new
ones.

Research on object perception at both the basic and applied levels can benefit from
knowledge gained from studies of music and speech perception. An approach sometimes
used in the study of speech and music perception may prove useful for other complex
sounds: in this approach, both the physical properties of the sounds and the responses
of the listeners are subjected to some form of multidimensional analysis. Combining the
analysis of the stimulus with that of the response can facilitate the discovery of orderly,
but complex, relationships between the stimulus and the response. Once these relationships
have been identified, the physical properties of the sounds can be altered along the lines
suggested by the physical analysis and the responses can be obtained again to test if the
predicted changes in the responses occur. This method may provide a framework to assist
in applying a relationship identified in one experimental context to those that may be
discovered in other contexts.

The study of temporal sequences, as one aspect of auditory object formation, has
generated a great deal of data. However, these data need to be integrated into some form
of a quantitative account or theory. For instance, is there a way to account for the large
range of durational limits for processing sequences and identifying temporal order, or can
the phenomena of restoration and streaming be integrated into one theory?

Limits of Auditory Processing

As a general recommendation for future research, more must be learned about how
memory, attention, uncertainty, learning, and internal noise limit auditory processing of
complex sounds. The first logical step is to build on past work involving simple stimuli
and on research conducted in other areas of science, such as vision. Some of this past
work shows that a prior knowledge on the part of the listener is an important variable
in classifying sounds. This suggests that both "top-down" and "bottom-up" modes of
processing are important in tasks involving complex sounds. Little is known about the
possible hierarchical approaches to processing complex sounds. Do variables such as the
range of stimuli that the listener must process, or the multidimensional complexity of the
stimuli, or the physical aspects of certain stimuli (e.g., those near the edges of the range)
determi , the nature of the limits imposed by memory or uncertainty? Answers to these
questions will provide valuable insights into the classification of complex sounds and might
also help unify theories of memory and uncertainty across the senses.
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As stimulus complexity increases, uncertainty concerning the dimensions of this com-
plexity has been shown to limit performance. But how does uncertainty limit auditory
processing and classification, to what degree is classification limited by uncertainty, and
in what way can these limits be overcome? For instance, how and to what degree can
specialized training overcome limits imposed by uncertainty?

The study of learning in tasks involving complex sounds could lead to a number of
payoffs. Such knowledge could improve our understanding of learning in general; it would
clarify the extent to which learning is a limit for classifying complex sounds; it would provide
a basis for training programs involving learning novel sounds; and it would help determine
the extent to which learning is a major component in speech and music perception. Support
of learning research should include studies of the effects of long-term learning or experience.
A listener may be able to obtain a certain performance level, but only after prolonged
practice. If a great deal of learning is required to master certain tasks, then under what
conditions does learning take place, and is there a way to shorten the learning time?

Methodologies and Theories

Many of the excellent methods and theories currently used in auditory science were
developed to describe or predict auditory processing of simple sounds, and therefore they
may have limited application for studying complex sounds. One current approach, the
detection-recognition theory and procedure, appears promising as a way to form a bridge
between studies of simple stimuli and those that might be conducted using complex sounds.

The multidimensional nature of complex sounds coupled with a large response repertory
demands either that the more established methods be expanded or that new methods be
developed. Among the new developments some are quite likely to stem from studies of
multidimensional scaling (MDS).

The development of new methods for studying complex sound processing may involve
adapting techniques from other areas. The scientific study of classification in other scholarly
fields (i.e., the development of classification schemes), procedures used in the study of visual
perception, and methods used in music and speech research are three areas cited in the
literature review that may provide valuable new insights for the study of the classification of
complex sound. Methods for evaluating performance in the classification of complex sounds
would provide a valuable research tool and might also be useful in practical situations
requiring evaluation of major human-machine systems.

Support for methodologies or theories per se is often difficult to obtain. However, in
the case of complex sounds, development of new methods, theories of data analysis or
interpretation, or measurement tools would provide a valuable contribution. Work in this
area should not be limited to theories of a particular phenomenon, although these too are
needed, especially in the areas of temporal sequences, memory, and object perception. For
instance: Are there classes or types of theories or accounts that have been applied in other
areas of science that can be applied to the study of complex sounds? Are there methods
for combining theories into one structure that would facilitate integration of accounts of
seemingly disparate phenomena?

Other Areas for Future Research

The literature review documented many studies indicating large individual differences
in the performance of some tasks involving complex sounds. The causes of individual
differences and the correlations among tasks will be important knowledge for understanding
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human classification of complex sounds. For practical situations, understanding the nature
of individual differences may assist in designing screening procedures to select individuals
with certain performance abilities or to determine those individuals who are deficient in
some ability.

Studies that directly investigate labeling complex sounds may provide valuable results.
However, the literature review indicates that some studies of a fixed set of sounds have
not led to results that can be generalized to other conditions. Direct investigation of the
labeling of specific complex sounds will prove most useful if they are guided by theory so
that the results can be applied to a wide set of conditions.
This report is focused on auditory perception; however, it is clear that more must also be
learned about the central auditory nervous system. The relationship between perception
and the structure and function of the nervous system will have to be clarified before any
complete theory of auditory classification is possible. The study of animal models will
most likely play an important role in linking our knowledge of perception to that of the
nervous system. As support is being supplied for understanding the microbiology of the
various parts of the auditory system, so should significant support be given for establishing
connections between perception and neural structure and function.



2
Overview and Summary of the Literature

In this chapter we highlight the major points made in the literature reviewed, which
is covered in detail in Chapters 3-6. This review forms the background for the panel's
recommendations for future research, described in Chapter 1.

The first section of this chapter (which corresponds to Chapter 3) covers the limited
literature on the classification of complex sounds. It begins with a review of work done on
the general topic of classification as used outside the fields of perception. Many scholars
study the topic of classification, which is often used in a different way than it was defined
in Chapter 1. The rest of the section focuses on some work involved with the classification
of nonspeech transient sounds and sonar detection. These topics represent the literature
that appeared most germane to the entire process of the classification of complex sounds as
described in Chapter 1.

The next section of this chapter (which corresponds to Chapter 4) covers the topic of
auditory object perception. A number of terms have been used almost synonymously with
object perception: entity perception, source perception, event perception, etc. In the context
of this report, auditory object perception refers to those processes that allow one sound to
be separated from other sounds. As such the terms streaming and stream segregation (see
Bregman, 1978a) are also seen as approximate synonyms for object perception.

The next section of this chapter (which corresponds to Chapter 5) covers the limits of
auditory processing. The particular limits that the panel feels are crucial for understanding
classification of complex sound include memory, uncertainty, attention, internal noise, and
learning.

The final section of this chapter (which corresponds to Chapter 6) summarizes a review
of some of the speech perception literature, specifically topics in the speech literature that
appeared most relevant to the general issue of complex sound classification as described in
Chapter 1.

CLASSIFICATION OF COMPLEX SOUNDS

Both the general study of classification (as used in fields other than perception) and
some work on the classification of complex sounds are reviewed. The work on classification
of complex sounds provides examples of some of the limited attempts that have been made
at studying complex sound classification. Other examples are reviewed in Chapters 4 and 5

7
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because these studies deal with auditory object perception or the limits of complex sound
processing.

The Study of Classification

In recent decades, the general topic of classification has received a great deal of system-
atic study in a number of different disciplines. This is evident in the many books on the
subject, the formation of approximately eight scientific societies for which classification is
the prime topic, the creation of the Journal of Classification, and the recent formation of
the International Federation of Classification Societies.

In these fields, the term classification refers to creating a classification, also commonly
referred to as a clustering or a taxonomy. It does not refer to the closely related task of
deciding to which class (in a preexisting classification) an entity belongs. The latter problem
is often referred to as classification in statistics or categorization in the study of speech,
while the word discrimination (which has a different meaning in the perceptual literature)
is preferred in the classification literature. In the classification literature, a classification
is taken to be either a simple classification, (i.e., a partition into mutually exclusive and
exhaustive classes) or a hierarchical classification (e.g., a biological taxonomy), although
numerous other variations have received attention.

Multidimensional Analysis

One technique sometimes used to study complex sound classification is multidimensional
scaling (see Carrol and Kruskal, 1978). Multidimensional analysis, in connection with the
kinds of data considered in auditory research, consists of two kinds of models and several
techniques for representing complex sounds. One kind of model is spatial: a low-dimensional
(often Euclidean) space serves as the model, and each sound is represented by a point in the
space, such that the distances between points correspond to perceptual similarities between
sounds. The other kind of model is set-theoretic: a set of abstract features serves as the
model, and each sound is represented by the set of features it possesses.

Although neither type of model is valid as a complete description of how people function,
both models are capable of providing useful insights into such function. There is also no
conflict between the two models. In some cases both can be used to good advantage on the
same data, and they often provide different sorts of information. Thus, the use of each type
of model should be based on its strengths and weaknesses as applied to each situation.

Classification of Nonspeech Transient Sounds

Howard and his associates (Howard and O'Hare, 1984) have undertaken studies focused
directly on the classification of nonspeech transient sounds. These studies are characteristic
of those that have directly investigated the classification of complex sounds. The sounds
studied ranged from actual sounds recorded underwater (as germane to submarine sonar
detection) to temporally and spectrally shaped noises that were intended to mimic the
sounds of actual sources.

Two sets of investigations are particularly relevant. In one series of studies, real-world
and synthetic sounds were analyzed (using a simple auditory model) to determine which
physical properties formed the basis of similarity judgments. In general, relatively simple
properties, as might be conveyed by low-order principal components of spectral shape
such as tilt and compactness, correlate with the more complex dimensions revealed by
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multidimensional scaling analysis of similarity ratings. Generally, listeners with musical
training were more influenced by temporal properties of the sounds (periodicity and pitch)
than by spectral shape properties, in contrast to listeners without such training.

The second series of studies focuses on the role of syntactic (structural) and semantic
(interpretive) factors indetermining the ability of listeners to distinguish specified sound
patterns from randomly constructed patterns. Typically, listeners appear to utilize the
syntactic structure provided by a simple finite-state grammar to improve the rate at which
they learn to discriminate sound sequences and/or to improve the final level of performance
they can achieve. The effect of semantic themes is more problematic. For some listeners,
instruction that provides thematic interpretation of sound patterns improves the discrim-
inability of grammatical sequences; for others, it merely facilitates the initial learning of
the discrimination task. The task of classifying sonar returns has received some attention
in the unclassified, nonmilitary literature (e.g., Howard and Silverman, 1976; Kobus et al.,
1986). A number of studies have attempted to define how the classification of these complex
nonspeech sounds depends on the physical properties of the signals and on the listener's
training, knowledge, and expectations. In general, these studies have not revealed any
fundamental new information that differs from that observed in experiments on auditory
perception of simple sounds and speech perception.

AUDITORY OBJECT PERCEPTION

The text by Moore (1982) provides a useful introduction to the topic of auditory
objects and patterns. Moore organizes the subject in terms of: (1) object perception and
identification, (2) separating objects, (3) perception of temporal patterns, and (4) general
principles of perceptual organization. The literature review in this report is organized in a
similar manner, but it includes research in addition to that considered by Moore. McAdams
(1984a) and Hartmann (1987) also provide useful reviews of the auditory object perception
literature.

Object Perception and Identification

For sounds consisting of a single frequency, three parameters are necessary for identi-
fication: frequency (pitch), intensity (loudness), and duration. Those humans who do not
have perfect (absolute) pitch can identify only 5-6 simple sounds out of a large set of tones
varying in frequency, intensity, or duration. As a sound's spectral complexity (number of
frequency components in the sound) increases, the number of possible classifications also
increases. For complex sounds, spectral complexity, sometimes associated with the percept
of timbre, is generally used to describe the sound. The spectrum, and thus the timbre, can
be static or dynamic over time. In time-varying patterns, such as the sounds of musical
instruments, onset characteristics are often crucial for identification. Temporal instabilities
in the steady-state portion of sounds may also aid in object formation, but this variable has
received little attention in the literature.

Separating Objects

In considering complex sounds, the sound field may consist of many sources. It is not
clear how the spectral and temporal properties associated with each source are represented
within the auditory system, since the entire sound field is presumably coded at an early
stage of auditory processing. A number of acoustic properties have been suggested as
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responsible for allowing the system to classify the various sound sources that may make
up a complex sound. Some of those properties are spectral profile, temporal modulation,
onset/offset disparities, and spatial separation.

Spectral Profile

The work of Green and his colleagues (see Green, 1988 for a review of this work) has
demonstrated the importance of the contour of amplitudes in the spectrum of a complex
sound for discriminating among different stimuli. Sounds with subtle changes in the ampli-
tude profile can be discriminated despite large random variations in the overall amplitude
of the sound.

The various models of complex, or virtual (Terhardt, Stoll, and Sweewann, 1982), pitch
are based on various forms of spectral pattern recognition (see de Boer, 1974, for a review).
The spacing of the components in a complex spectrum is a major determinant of the pitch
and, to some extent, the timbre of the sound.

This empirical and theoretical work indicates that small differences in the amplitudes
of spectral components and in the spacing of the components of a complex sound may be a
basis for forming auditory objects.

Temporal Modulation

Many sound sources have a slow amplitude and frequency modulation of the primary
vibration pattern. Consider the vocal cords: the pulse rate of the vibrating vocal cords
determines the fundamental frequency, or pitch, of the voice. However, the period of the
pulses is not perfectly constant, nor are the amplitudes of the pulses always the same. These
changes produced in the vocal cord pulses result in a frequency and amplitude modulation
of the fundamental frequency associated with the mean pulse rate of the cords. Most
sound sources have such temporal modulations, and it is possible that the pattern of these
modulations is unique to each sound source. A number of recent studies have shown that
these forms of temporal modulation, are used to help classify sounds into their probable
sources. For instance, different voices in a mixture of voices can be recognized as separate if
a unique pattern of frequency modulation (vibrato) is added to the waveform for each voice
(McAdams, 1984b).

If the auditory system is to process these slow temporal modulations, then it might
operate as a wide band detector. As such, there might be significant interactions among
frequency channels when the task involves temporal modulation processing. The work on
comodulation masking release (CMR, see Hall, 1987) is an example of such an interaction.
In CMR the detection of a masked signal in a narrow band of noise is improved if another
narrow band of noise with the same temporal structure as the masking band is presented
in a different frequency region than that of the masker. Yost and Sheft (1988) have shown
that the ability to detect amplitude modulation of one tone can be significantly interfered
with when another tone is also amplitude modulated.

Onsets and Offsets

The nature of the rising and falling parts of a sound can be the sole basis for their
eventual classification. The best examples of this cue for object perception are from music
synthesis. In synthesizing different instruments playing the same pitch, it is common to
vary mainly the transient characteristics of the sound to simulate the particular instrument.
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Auditory Space

Spatial separation of sound sources promotes the perceptual separation of auditory
objects, as shown in the cocktail-party effect experiments by Cherry (1953). Dichotic pitch
phenomena (and perhaps studies of the masking-level difference, Green and Yost, 1975)
may be regarded as the separation of a tone from a noise background, on the basis of
interaural differences as spatial cues (see Yost, Harder, and Dye, 1987, and Hartmann,
1987, for reviews). But spatial separation does not guarantee perceptual separation of the
objects. Studies of speech, music, and pitch perception indicate that in some cases binaural
disparities lead to a spatially fused percept, rather than to a perception of separation.

Perception of Temporal Patterns

There is an extensive literature on the temporal properties of sound that assist in the
formation of auditory objects. The experiments in this area tend to fall into three categories:
(1) stream segregation, (2) perception of sequential patterns, and (3) perceptual restoration
of sequential sounds. These three groups are not always mutually exclusive.

Stream Segregation

The concept of streaming concerns the tendency for certain sequences of sounds in a
complex sound field to appear as one object, as if this sequence were a stream isolated from
other sounds (Bregman, 1978a). Sound sequences with corresponding spectral, spatial,
intensive, and temporal characteristics often form such streams. Despite a number of
articles on this topic, the requisite characteristics are often difficult to quantify, and no
comprehensive theory has emerged for predicting when a sequence will form a stream.

Sequential Patterns

For sequences of sounds, listeners can be asked to discriminate among different arrange-
ments of the same sound or to identify the components in a sequence (the identification
task usually requires that the listeners also report the order of the items). A common goal
of discrimination and identification is to measure the minimum duration required for the
assigned task. This duration is then used to estimate the integration time of the auditory
system for processing sequential information. The reported estimates of integration times
range from a few milliseconds to several seconds, depending on the nature of the task, with
component identification requiring longer item durations than discriminations involving
oermuted orders. However, there is no generally accepted temporal theory that consoli-
dates these various estimates or relates them to other measures of the temporal integration
period for auditory processing (see Green, 1971; Hirsh, 1976; Moore, 1982; and Warren,
1982, for reviews).

Restoration In Sequential Sounds

Disruption of a signal by a louder extraneous sound can lead to auditory induction
(Warren, Obusek, and Ackroff, 1972) or pulsation thresholds (Houtgast, 1972). For these
conditions, a signal interrupted by a louder sound may appear to be continuous. It is
as if the auditory system restores the missing sound during the period when it is absent.
Warren (1984) has classified restoration into three types: (1) heterophonic continuity
(this category includes pulsation thresholds), which involves the illusory continuation of
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one sound when interrupted by a different (e.g., a different frequency), louder sound; (2)
homophonic continuity, which is the illusory continuity of a sound when interrupted by a
louder level of the same sound; and (3) contextual concatenation, which does not involve
illusory continuity of a steady-state signal (as do the other types of auditory inductions) but
consists of restoration of an item that differs from the preceding and following sounds. An
interesting variety of contextual concatenation is phonemic restoration, in which missing
speech segments are restored in keeping with the application of syntactic and semantic rules.
Again, no comprehensive theory has emerged for predicting when these forms of restoration
will occur. Nor is there an adequate understanding of the relationship between perceptual
restoration and other sequential phenomena, such as streaming.

General Principles of Perceptual Organization

The literature provides only a few hints of general principles for perceptual organization.
The Gibsonian view argues that perceptual classification is based on knowledge about the
sources that generate the sound as much as on the sound itself. The work of Bregman and
his colleagues on stream segregation is largely an attempt to describe properties of sound
that may form figure (foreground) and ground (background) in a complex sound field. Both
the ecological approach of the Gibsonians and the hypotheses concerning the formation of
auditory streams are founded in, or at least consistent with, Gestalt principals.

LIMITS OF THE AUDITORY PROCESSING OF COMPLEX SOUNDS

The auditory system is limited in its ability to process sounds by memory constraints,
by learning, by uncertainty concerning the possible stimulus and response sets, and by
various forms of internal noise. Although these limitations to auditory processing have
received considerable attention in the auditory (and visual) literature, the focus of the work
has been on simple sounds. Understanding the limits imposed on processing complex sound
has received less attention.

Memory
The task of identifying or recognizing particular sounds from a set of sounds when

the sounds are relatively simple (e.g., tones of different levels) has generated numerous
experiments and a few theories. Many of the theories have come from vision and areas of
verbal learning.

The performance of listeners in many sound identification tasks is determined to a large
extent by the range over which the stimuli vary and by the characteristics of the stimuli
at the edges of this range. Recent analytic models (e.g., Braida and Durlach, 1986) have
synthesized a great deal of the data based on simple stimuli. These models are phrased
in terms that can be extended to more complex stimulus conditions. For these complex
conditions an important variable appears to be the number of stimulus dimensions that
covary across the stimuli that are to be identified. The greater this covariance, the better
able listeners are at identifying the stimuli.

Uncertainty and Attention

In general, uncertainty about the spectral or temporal structure of a sound interferes
with the listener's ability to extract information from, or about, the sound and its source.



OVERVIEW AND SUMMARY OF THE LITERATURE 13

Early studies of uncertainty effects with simple sounds demonstrated small, but consistent,
reductions in performance when some aspect of the sound or its presentation was uncertain.

Much larger reductions in performance are found when the stimulus becomes more
complex. Watson and his colleagues (see Watson, 1987, for a review) have demonstrated
large changes in performance when uncertainty is systematically varied in tasks involving
10-tone sequential patterns. The listener's task is to determine if one of the 10 tones in a
comparison 10-tone pattern is different from that in a standard pattern. When the set from
which these patterns is chosen is large and the patterns and components subject to change
are randomly selected, then performance can be degraded by a large amount relative to
cases involving small sets. Similar, but less severe effects of uncertainty have been obtained
with the spectral profiles used in the studies by Green and his colleagues (see Green, 1988,
for a review). Directing the observer's attention to the crucial element of a complex sound
may reduce the effects of uncertainty (e.g., Watson, Kelly, and Wrotson, 1976; Howard et
al., 1984).

Internal Noise

Many of the decrements in performance measured in the tasks cited above can be
modeled by assuming that performance is degraded by the addition of an internal noise
in the sound processing. Models of internal noise for detection, and to some extent,
discrimination and identification of simple stimuli have been proposed for many years (for
a review see Gilkey and Robinson, 1986). A paradigm that is often used is the "frozen
noise" procedure, in which the same stimulus is presented on every trial. Variations in
performance are assumed to be due to internal noise because there is no variability in the
external stimulus. The internal noise can be introduced at the site of transduction, at the
site of stimulus processing, or at some decision stage. Although internal noise models have
been successful in accounting for data involving simple stimuli, less work has been done in
predicting data using complex sounds.

Learning

By far the most frequent reference to or use of the term learning in the literature on
nonspeech sound perception is in acquainting listeners with the requirements of a particular
experimental task or with internalizing the value of a stimulus along a particular perceptual
dimension to be used as a reference. In contrast, learning to attend to specific aspects of a
complex sound or sound sequence that varies along several dimensions simultaneously, and
attempting to assign the stimulus to a particular group, has not been studied extensively.

The issues involved in learning in audition are complex and diverse, extending across
multidisciplinary boundaries. Learning of special sounds, such as music, sonar returns,
speech, a second language, and Morse code, have been studied by a variety of different
scientists. An interesting theme emerging from some of these studies is the notion of
different processing strategies based on the temporal properties of the sound or sounds
to be identified. The identification of steady-state sounds may involve more bottom-up
processes because of the time available to extract critical stimulus features. Transient
sounds, by comparison, cannot be analyzed in that manner and may depend to a greater
degree on prior knowledge about the structure and the likely source of sound.

Recent research on learning nonspeech auditory patterns (Leek, and Watson, 1984) has
revealed some important constraints governing listeners' abilities to learn such patterns.
The amount of uncertainty in the stimulus and the way in which the various acoustic cues
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are packaged within the stimulus sets are crucial elements in determining how many items
a listener can learn.

LESSONS FROM SPEECH PERCEPTION

Speech is one class of acoustic stimulus for which classification (usually referred to as
categorization in the speech literature) has been studied extensively for many decades. The
relevance of the speech research literature to the study of categorizing nonspeech sounds
depends on assumptions concerning the nature of speech perception. One assumption is that
speech perception is based on some form of processes unique to human speech mechanisms.
If this view is valid, then the extensive speech perception literature may provide examples
only of strategies and techniques for the study of categorization. However, some researchers
assume that many of the apparent perceptual differences between speech and other acoustic
signals may be artifacts of the largely independent development of the research fields (e.g.,
Diehl, 1987; Pastore, 1981; Pisoni, 1987; Schouten, 1980). These researchers maintain
that speech perception may be based on higher-order stimulus processing, which is largely
learned and has developed, at least in part, to make use of unique properties of the human
auditory system. If this latter view is valid, then much if not all of the extensive literature
on speech perception may be directly relevant to the classification of complex sound.

Much of the human speech perception research has focused on the relationship of cate-
gories of perception to both the acoustic stimuli of speech and the structures of production
(or articulation) that normally produce the acoustic stimuli. This study of the relationship
among (a) the characteristics of the sound production source, (b) spectral and temporal
properties of sound, and (c) categorical properties of perception represents a type of working
structure for future studies of categorization of naturally produced acoustic stimuli (e.g.,
animal calls, engine noises, speech and speaker recognition), whereas the source properties
probably are not important for the categorization of artificially coded cues (e.g., types of
alarms, cues for the status of equipment, or even the recording of information by equipment
moxiit.oring aspects of the environment).

Even if the data obtained with speech stimuli are assumed to be of limited value for
studying other complex sounds, many of the procedures used to study speech perception
and some of the theories may provide valuable tools and insights. For instance, the research
procedures used to study categorical perception and the models that address the findings
from these procedures maybe applicable to the general issue of the classification of complex
sounds.



3
The Classification of Complex Sounds

THE STUDY OF CLASSIFICATION

In recent decades, the topic of classification has received a great deal of systematic study.
This is evident in the number of recent books on the topic, the formation of approximately
eight specialized scientific societies, the creation of the Journal of Classification in 1984,
and the recent formation of the International Federation of Classification Societies, which
held its first meeting in Aachen, Germany, in 1987.

In this field, the term classification normally refers to creating a classification, also
commonly referred to as a clustering or a taxonomy. It does not refer to the closely
related problem of deciding to which class (in a preexisting classification) an entity belongs.
Although the latter problem is sometimes referred to as classification in statistics and other
fields, the term discrimination is preferred in the classification literature.

Generally, a classification is taken to be either a simple classification (i.e., a partition
into mutually exclusive and exhaustive classes) or a hierarchical classification (e.g., a bi-
ological taxonomy), although numerous other variations have received attention. Often a
hierarchical classification is created as one step toward a simple classification. The most
common form of data used is a matrix of objects (individuals, entities, etc.) by variables
(characters, etc). The second most common form of data used is a square (usually symmet-
ric) matrix of proximities (similarities, dissimilarities, distances, etc.) among the objects.
Sometimes data of the former type is converted into data of the latter type by some mathe-
matical procedure as a preliminary operation and the latter used to create the classification.
However, numerous other types of data have been considered.

In the early literature on classification, the most common topic was new methods
for making classifications, and a great many methods were proposed in different fields. As
people discovered each other's work, it became important to compare these methods and see
how they related to each other. The purpose of making the classification was recognized as
important: some classifications are used for administrative convenience (e.g., classification
of city locations into police precincts), some are intended to improve performance (e.g.,
classification of red spotted diseases to improve treatment); some are intended to improve
understanding (e.g., the Linnean taxonomy); and so on. Some classifications (e.g., into
voting districts) may reasonably impose classes where they do not previously exist, while
others (e.g., into species) are intended to reflect an underlying reality.

Today, the topic that engages greatest attention is the determination of the properties
of methods and classifications. As an example, one question asked using data subsampling
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(e.g., split halves, jackknife, bootstrap) is how stable a classification may be. Another, using
mathematical analysis, is how the method would perform as the amount of available data
became indefinitely large.

Existing societies devoted to classification include the Classification Society of North
America, the Society for Numerical Taxonomy, the British Classification Society, Gesell-
schaft fuer Klassification, the Japan Classification Society, Societ6 Francophone de Classi-
fication, as well as organizations in Italy and Yugoslavia.

The earliest modern book on classification is Sokal and Sneath (1963), which played a
major role in stimulating the modern surge of interest in the subject. The 1970s yielded
Jardine and Sibson (1971); Blackith and Reyment (1971, although it is not directly on the
topic); Sneath and Sokal (1973, a revision of the 1963 book); Anderberg (1973); Bock (1974,
in German); and van Ryzin (1977, the proceedings of a conference).

MULTIDIMENSIONAL ANALYSIS

Multidimensional analysis, in connection with the kinds of data considered in this
report, consists of two kinds of models and several techniques for representing complex
sounds. One kind of model is spatial: a low-dimensional Euclidean space serves as the
model, and each sound is represented by a point in the space. The other kind of model is
set-theoretic: a set of abstract features serves as the model, and each sound is represented
by the set of features that it possesses.

The spatial models are based primarily on measurements of proximity between stimuli,
such as a direct judgment of how similar or dissimilar a pair of sounds is, the probability
of one sound's being mistaken for another (confusion matrices), and so on. The fundamen-
tal assumption is that the measured proximity between two sounds has some systematic
relationship to the geometric distance between the corresponding points. The primary tech-
nique for generating configurations of points from proximity data is a statistical technique
called multidimensional scaling. Despite the fact that such representations are subject to
some valid criticisms, they have been quite useful in practice. Their utility probably rests
on two main points: (1) such representations can be suggestive and helpful even if im-
perfect and (2) multidimensional scaling is well developed and widely available. Further
information about multidimensional scaling may be found in a variety of sources, such as
Carroll and Kruskal (1978), Coxon and Davies (1982), Golledge and Rayner (1982), Green
and Carmone (1970), Green and Rao (1972), Kruskal and Wish (1978), Law (1984), and
Schiffman, Reynolds, and Young (1981).

The set-theoretic models are based on a wider variety of measurements. These include
not only proximities like those used for spatial models, but also several other kinds of
measurements, such as asymmetric judgments of similarity and dissimilarity (i.e., the
responses to questions such as "How much is A like B?" and "How different is A from B?").
The fundamental assumption is that the measured value depends on three sets: the model
features common to A and B, the features in A but not in B, and the features in B but
not in A. In the best-developed version of this model (see Gati and Tversky, 1982), a count
(possibly weighted) of the features in each of the three sets enters into a formula predicting
the measured value. The formula used depends on the type of measurement. For example,
if the data come from the question, "How much is A like B?," then the formula has the
form:

w(intersection count of A + B) - u(count of A - B) - v(count of B - A)

where u, v, and wo are positive and u > v. While models of this type are also subject to
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some valid criticisms, they seem on the whole to permit a realistic representation of sounds.
However, possibly because they are newer, and certainly because the methods for fitting
them to data are little developed, their use is still limited.

Neither type of model should be taken seriously as describing how people or animals
function. They both are capable of providing useful insights into such functions, but both
surely fall far short of a description. It should also be noted that there is no conflict between
them. There are certainly cases in which both can be used to good advantage on the same
data, and they may even provide different sorts of information. Thus the use of each type
of model should be based on its strengths and weaknesses and on what it has to offer in
each situation.

CLASSIFICATION OF NONSPEECH TRANSIENT SOUNDS

Howard and his associates have undertaken studies focused directly on the classification
of nonspeech transient sounds. Two sets of investigations are particularly relevant. In one
series of studies, real-world and synthetic sounds were analyzed (using a crude auditory
model) to determine which physical properties formed the basis of similarity judgments. In
general, relatively crude properties, as might be conveyed by low-order principal components
of spectral shape such as tilt and compactness, seem to correlate with the more important
dimensions revealed by multidimensional scaling analysis of similarity ratings. Generally,
listeners with musical training were more influenced by temporal properties of the sounds
(periodicity and pitch) than by spectral shape properties, in contrast to listeners without
such training. The second series of studies focused on the role of syntactic (structural)
and semantic (interpretive) factors in determining the ability of listeners to distinguish
specified sound patterns from randomly constructed patterns. Generally, listeners appear
to utilize the syntactic structure provided by a simple finite-state grammar to improve
the rate at which they learn to discriminate sound sequences and/or the final level of
performance they can achieve. The effect of semantic themes is more problematic. For some
listeners, instruction that provides thematic interpretation of sound patterns improves
the discriminability of grammatical sequences; for others, it merely facilitates the initial
learning of the discrimination task. Since reports on many of these studies have not yet
been published, brief summaries of the studies are included below.

Howard (1976) asked 19 listeners (9 musically trained and 10 untrained) to rate the
similarity of pairs of sounds drawn from a set of 8 underwater sounds. One-third octave
spectra of these sounds were found to differ largely in terms of spectral compactness (phi-i)
and spectral slope (phi-2). In addition, two of the sounds were distinguished by a low-
frequency (under 1 Hz) periodicity. An INDSCAL analysis of the similarity ratings indicated
that roughly 65 percent of the variance was attributable to three inferred dimensions
that showed some correlation with the above three physical properties of the sounds.
The similarity judgments of musically untrained listeners were more heavily influenced by
spectral compactness, while those of musically trained listeners were more heavily influenced
by periodicity.

Howard and Silverman (1976) asked listeners (11 musically trained and 23 untrained)
to rate the similarity of pairs of sounds drawn from a set of 16 complex sounds. The physical
properties of the sounds differed in a binary fashion across four dimensions: fundamental
frequency (90 and 140 Hz), number of formants (one and two), formant frequency (low: 600,
1,550 Hz; high: 940,2,440 Hz), and driving waveform (square and triangular). An INDSCAL
analysis of the similarity ratings indicated that roughly 60 percent of the variance was
attributable to three inferred dimensions. The first and second dimensions correlated with
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fundamental frequency and waveform, while the third dimension correlated with formant
frequency and number of formants. The similarity judgments of musically trained listeners
(who were more homogeneous as a group with respect to feature saliency) emphasized
fundamental frequency and deemphasized spectral shape, while those of musically untrained
listeners emphasized spectral shape and deemphasized fundamental frequency.

In a large study (Silverman and Howard (1977), the authors measured listencrs' ability
to discriminate fundamental frequency, waveform, and formant frequency of 20 msec bursts
of complex sounds followed (after a variable interstimulus interval-ISI) by a 500 msec burst
of white noise. Performance was found to increase monotonically (with an exponential decay
toward an asymptote) with ISI, with asymptotic value dependent on the size of physical
difference to be discriminated and time constant (roughly 40 msec) that was independent
of the property to be discriminated.

By constructing 16 noise signals with triangular envelopes differing in envelope period-
icity (4-7 Hz) and attack/decay times (20 and 40 msec), Howard, Ballas, and Burgy (1978)
had listeners rate the similarity of pairs of these and classify them into one of eight groups.
An INDSCAL analysis of the similarity ratings indicated that roughly 69 percent of the vari-
ance was attributable to two inferred percent imensions that were correlated with envelope
periodicity (tempo) and proportion of period spent in attack (quality). In all, 8 categories
were used in the classification task, each category consisting of 2 of the 16 sounds. For the
"tempo group," no two envelope rates were assigned to a single category; for the "quality
group," no two attack times were assigned to a single category. Classification confusion ma-
trices were analyzed using a model that assumed that the tempo and quality for each sound
were uncorrelated Gaussian random variables with mean, but not variance, dependent on
the corresponding physical parameter. As training (practice with feedback) progressed, the
two variance parameters decreased for each group, but the decrease was more pronounced
for the variance associated with the dimension along which it was necessary to make finer
distinctions to achieve correct classification. For the tempo group, the variance approached
the just noticeable difference (JND) for amplitude modulation rate in the frequency range
used. In ancillary experiments, the assumption that tempo and quality were uncorrelated
was verified, but similarity ratings of the category designations were similar across the two
groups, thus indicating littie effect of feature salience.

Howard and Ballas (1978b) asked listeners to rate the similarity of 16 tone complexes
and also derived principal components of loudness compensated, one-third octave spectra
of these sounds. The tone complexes consisted of 500 and 1,000 Hz components in four
proportions superimposed on 22 inharmonic components (one-third octave spacing) with a
Gaussian spectral envelope having one of four widths. The principal components analysis
indicated that 91 percent of the spectral variance could be accounted for by two principal
components, with the first component (74 percent) reflecting the average amplitude of
components near the 500 and 1,000 Hz peaks, and the second component (17 percent)
reflecting spectral slope. An ALSCAL analysis indicated that the similarity ratings could
be accounted for by a two-dimensional solution (18.6 percent stress) with the dimensions
corresponding roughly to the first two principal components of the physical spectra. The
detailed clustering of points in the scaling solution, however, did not correspond well with
the predictions of the principal components analysis: listeners appeared to dichotomize
sounds along each dimension.

Several modifications of the work of Howard et al. (1978) were made by Ballas and
Howard (1978a) in order to study classification. Two experienced and two naive listeners
were tested. The range of variation of stimulus parameters was reduced: 4.8-6.4 Hz envelope
rate (0.8 Hz steps) and 43-86 percent attack time (14 percent steps). Sound presentations
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lasted 2.5 or 3.0 sec (rather than a fixed 3.0 sec) to discourage counting of cycles. More
extensive practice with feedback was provided. Overall performance for the tempo partition
was comparable to the previous study, but for the quality group performance after training
was superior to that obtained previously. For the experienced listeners, the model variance
associated with the stimulus parameter for which finer distinctions were required was smaller
than that for the other parameter, as in the earlier study. Relative to the previous study
there was less difference between the accuracy for tempo and quality when the classification
stressed quality than when the classification stressed tempo, a result the authors attribute
to reduced discriminability for quality differences.

Howard and Ballas (1980) studied how well subjects could learn to discriminate a set of
sound sequences generated by a finite-state grammar from randomly generated sequences
relative to arbitrarily selected random sequences. The sounds consisted of 80-msec tone
bursts (1,157, 1,250, 1,345, 1,442, and 1,542 Hz), 82 msec of unrelated real-world transients,
and 320-msec sounds related to water and steam. The finite grammar had six states and, in
the case of the tone burst sequences, constrained the initial two sounds to either 1,157- or
1,250-Hz bursts and the final sound to either a 1,442- or 1,542-Hz burst. Learning appeared
to be faster for the grammatically generated sequences than for the random sequences for all
sets of sounds. Furthermore, there appeared to be substantial generalization to unfamiliar
grammatical sequences, but not, of course, to unfamiliar randomly generated sequences.
The ability to recoginize grammatical sequences of related sounds was somewhat improved
when subjects were given instructions suggesting semantic interpretations for the sounds.
The investigators interpreted these results as indicating that both syntactic and semantic
factors can play important roles in the classification of acoustic transient patterns.

Howard and Ballas (1981) studied various ways of training subjects to detect grammat-
ical patterns of real-world sounds (or visually presented verbal descriptions of the sounds)
related to water and steam. In the main experiment, training consisted of either practice
in classification (with feedback) or observation of the patterns (without feedback). The re-
sults indicate that observation alone improves initial classification performance, that visual
observation of verbal descriptions is as effective as listening to sound sequences in training
classification, and that asymptotic performance is the same for all groups (independent of
classification task or training technique). In ancillary experiments, training classification of
real-world sounds by observation tone sequences with the same grammatical properties was
found to be relatively ineffective, but the monotonicity of the mapping from observation
tones to classification tones was found to have little effect on classification performance.

Howard and Ballas (1981) studied simultaneous detection and identification of gram-
matical sequences of tone pulses (150 msec, 100 msec IPI, five frequencies ranging from 1,000
to 1,500 Hz with 125 Hz spacing) using different types of training. Twelve grammatical and
nongrammatical sequences were designated targets for both detection and identification. In
the first experiment, training consisted of practice on the task with feedback. Detection
performance reach an asymptote rapidly to a near-perfect level for both types of targets,
but identification pe.formance improved slowly, with asymptotic performance on the non-
grammatical targets better than for the grammatical targets. In the second experiment,
training consisted of target observation with feedback of target identity. Performance did
not improve during the testing (with feedback) conducted post-training, and performance
for the grammatical and nongrammatical sound patterns was essentially identical, although
somewhat below that observed in the first experiment. In the third experiment, observation
and testing (without feedback) were interleaved. Performance on both the detection and
identification tasks was more accurate for the grammatical sequences. A comparison with
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previous studies of detection alone indicated that existence of a simultaneous identification
task improved detection performance.

The effect of syntactical structure in the detectability of sequences of real-world sounds
(related to water and steam) was investigated by Howard and Ballas (1980). In the main
experiment, targets were either grammatical or nongrammatical sequences, and half the
subjects read a 30-word description of the sounds. The results indicate that detection
performance for the grammatical sequences was superior to that for the nongrammatical
sequences. However, the effect of the verbal description was restricted to improving initial
detection performance on the grammatical sequences. In a second experiment, the identities
of the components of the grammatical target patterns were permuted to make the sequences
more difficult to interpret. For these sequences, asymptotic detection performance was su-
perior for listeners who had not received verbal descriptions of the sounds. The results
were interpreted as indicating that, although both sequential structure and semantic fac-
tors can play a role in nonspeech pattern classification, structure is more important than
interpretability in determining detection performance.

SONAR DETECTION BY HUMAN OBSERVERS

The sonar operator's task is to detect and classify signals received from the underwater
sound environment. A number of studies have attempted to define how the processing of
these complex nonspeech sounds depends on the physical properties of the signals and on
the listener's training, knowledge, and expectations. In general, the phenomena revealed by
these studies are quite similar to those observed in experiments on auditory psychophysics
and speech perception.

Some experiments have addressed the possible deleterious effects of prolonged watch
periods on sonar monitoring. Contrary to earlier data, O'Hanlon, Schmidt, and Baker
(1965) found no impairment in a listener's ability to detect doppler shifts (small frequency
changes) after prolonged listening to sonar returns. Kobus et al. (1986) studied the detection
and recognition of simulated sonar targets using simultaneous auditory and visual modes
as well as both modes alone. They reported no advantage for dual mode over single mode
performance, contradicting a previous study by Colquhoun (1975).

Several investigators have been concerned with how sonar operators identify waterborne
noises. Corcoran et al. (1968) reported several factors that could improve training for sound
identification: the use of verbal labels, feedback, specific stimulus orders, and signal-to-
noise ratios. Webster, Woodhead, and Carpenter (1973) studied the discrimination of 16
speechlike and enginelike sounds. These sounds took binary values on four dimensions: (1)
source harmonic structure, (2) fundamental frequency, (3) number of formants, and (4)
formant frequencies. Fewer confusions were made between sounds with a greater number of
differing dimensions; the relative importance of the dimensions decreased from (3) to (4) to
(2) to (1). Subjects seemed to weight heavily the complexity and periodicity of the signal.

A number of studies have applied multidimensional scaling techniques to the perception
of sonar signals. In a scaling analysis using the Webster et al. (1973) signals, Morgan,
Woodhead, and Webster (1976) successfully recovered the signals' known structure. Other
scaling studies have been performed by Howard and Silverman (1976) using a similar 16-
signal set, by Howard (1977) using an 8-signal set, and by Mackie et al. (1981) using Howard's
(1977) set as well as larger sets of actual underwater signals and experienced sonar operators
as listeners. The resulting similarity spaces depend on the set of signals used and on the
listener's training and experience. Howard and Ballas (1981, 1983) and Howard (1982)
proposed that the listener's perceptual space reflects contextual properties of the signal
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set. In Howard's (1982) model, a low-resolution spectral analysis (third-octave filtering)
is followed by a principal-component analysis of the signal ensemble. Their experimental
results supported the assumption that listeners' use of signal features is dependent on the
task context.

Howard and Ballas (1980, 1982) demonstrated that higher-level factors can influence the
classification of nonspeech transient patterns. They trained observers to classify sequentially
structured patterns of complex sounds (clank, flush, etc.) as either targets or nontargets.
Syntactic factors (a target generated by a defined finite-state grammar) and semantic factors
(lifelike source event sequences) produced the expected effects on target classification.



4
Auditory Object Perception

The text by Moore (1982) provides a useful introduction to the topic of auditory
objects and patterns. Moore organizes the subject in terms of: (1) object perception and
identification, (2) separating objects, (3) perception of temporal patterns, and (4) general
principles of perceptual organization.

OBJECT PERCEPTION AND IDENTIIICATION

For sounds consisting of a single frequency, two numbers are sufficient for classification:
frequency (pitch) and/or intensity (loudness). Humans can identify only 5-6 simple sounds
out of large set of tones varying in either frequency or intensity (Pollack, 1952). As a
sound's spectral complexity (number of frequency components in the sound) increases, the
number of possible classifications also increases. For complex sounds, the dimension of
spectral complexity, sometimes associated with the percept of timbre, is used to describe
the sound. The spectral complexity, and thus the timbre, can be static or dynamic over
time. In time-varying patterns, the onsets and offsets of the sound, especially in music, play
a crucial role in sound identification.

The steady-state spectrum is important to listeners as they describe sounds along one
of the timberal dimensions, for example as mellow or brilliant (von Bismarck, 1974a, 1974b).
Scaling studies based on judgments of similarity of complex tones show that spectral distri-
bution of energy is a major factor (Wedin and Goude, 1972; Plomp, 1976; Grey, 1977). The
significance of this dimension was confirmed by Grey and Gordon (1978), who exchanged
spectral envelopes among their stimuli and observed an exchange of positions along the axis
assigned to steady-state spectra. A second major factor, revealed by judgments of similarity
among the tones of musical instruments, is the synchrony among harmonics during attacks
or other temporal fluctuations (Weasel, 1979), and a third appears to relate to the presence
of high-frequency energy, probably noise, during attack (Grey, 1977).

Less work has been done on the matter of identification. There is a widely held
opinion that the fine details of the steady-state spectrum cannot play a major role in
identification. Sound sources, for instance different musical instruments, can be successfully
identified under diverse listening conditions that markedly distort the steady-state spectrum.
Outside the speech domain, however, there is little quantitative work on the nature of
spectral distortion that would actually impair identification. Berger (1964) showed that if
musical instrument tones are low-pass-filtered so that only the fundamentals survive, then
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identification performance is dramatically reduced. In normal conditions, time-varying
effects, particularly onset transients, may be more important than steady-state spectrum
in identification. There is circumstantial evidence to favor this view in the work of Grey
(1977) and his colleagues: the tones from musical instruments of the same family tended
to cluster along dimensions associated with transient temporal features of the signals. It
should be noted, however, that the stimuli used in these studies were of such brief duration
that identification was nearly impossible.

SEPARATING OBJECTS

Separating objects refers to the ability of listeners to separate perceptually, and to
identify, simultaneously sounding sources, especially when the spectra of these sources
arc interleaved. It is evident that this ability cannot be tonotopically based. Reviews by
McAdams (1984a, 1984b) and by Hartmann (1987) make note of a number of signal char-
acteristics that affect object separation: spectral profile, temporal modulation, onset/offset
characteristics, and spatial separation.

Spectral Profile

In the context of object perception, spectral profile refers to the arrangement of the
spectral components that make up a complex sound. Clearly, if a set of components is
much greater in amplitude than the other components of a sound, then the more intense
components are likely to form an auditory object (McAdams, 1984a). Changes in the
spectral location of the components may also significantly alter the perception of the sound.
An obvious example is that altering the spacing of harmonics of sound will lead to a change
in the sound's pitch and/or timbre.

Increasing the number of spectral components makes it more difficult to hear individ-
ual components (Plomp, 1964, 1976; Plomp and Mimpin, 1968) and promotes synthetic
listening, as in the work of Patterson (1973). A peak in the spectral envelope promotes
a separation of a component at the peak (Martens, 1981). Harmonics of a complex tone
with high harmonic numbers can be separated more readily than those with low harmonic
numbers (Houtsma, 1981). This result appears paradoxical from a tonotopic point of view.
One would expect that a spectral envelope that decreases with increasing frequency should
promote fusion among the partials, although experiments by Martens (1981) and McAdams
(1984a) do not support this conjecture.

The work of Green and his colleagues (see Green, 1988, for a review of this work) has
demonstrated the importance of the contour of amplitudes in the spectrum of a complex
sound for discriminating among stimuli with different spectral profiles. Sounds with subtle
changes in the amplitude profile can be discriminated despite large random variations in
the overall amplitude of the sound.

The various models of complex, or virtual (Terhardt et al., 1982), pitch are based on
various forms of spectral pattern recognition (see de Boer, 1976, for a review). The spacing
of the components in a complex spectrum is a major determinant of the pitch and, to some
extent, the timbre of the sound. This empirical and theoretical work indicates that small
differences in the amplitudes of spectral components and in the spacing of the components
of a complex sound may be a basis for classification.
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Temporal Modulation

Modulation Defined

There is a class of complex signals that may be called "modulated." As commonly
used, the term modulation refers to a periodic or nearly periodic variation with time of
some parameter of an acoustical signal, for example the amplitude (AM) or the frequency
(FM). Restricting the definition of modulation to periodic or nearly periodic variations has
the advantage of extending the concept of the steady state; a modulated signal maintains
all of its physical character, a deterministic character, indefinitely. It has the disadvantage
of excluding nonrepetitive variations that might be comprehended with perceptual models
similar to those used for modulation perception.

Variations that are not classified as modulation because they occur only once during
a time interval of interest may be called "transient." Variations that are not classified as
modulation because they are random may be called "fluctuations," although in the case of
noisy variations the stochastic character is normally maintained indefinitely.

Modulation is present in nature, for example, in bird calls (Greenewalt, 1968) and in
music as tremolo or vibrato (Seashore, 1932, 1935). Modulation is present in the sounds of
virtually any machine in which there is a rotating element.

By far the majority of the work done on the perceptual effects of modulation has
been concerned with the detection of modulation. The impetus for modern work (post
World War II) was the 1952 study by Zwicker on FM and AM detection, as a function
of modulation frequency. Zwicker's study shifted the emphasis from an exclusive concern
with the connection to difference limens (e.g., Riesz, 1928; Shower and Biddulph, 1931) to a
tonotopic reference and measures of the critical band. Zwicker opened the question, which
has yet to be fully resolved, as to whether AM and FM detection can be understood from
a common perceptual model (e.g., Maiwald, 1967a, 1967b, 1967c, and Goldstein, 1967) or
whether separate perceptual processes must be involved. Recent research, for example that
of Coninx (1978) and Demany (1985), supports the latter view.

As elsewhere in psychoacoustics, the matter of modulation detection can be approached
from either spectral or temporal points of view. But for modulation detection, there is at
least some guideline based on the modulation frequency. The case of high modulation
frequencies (greater than half the critical bandwidth at the carrier frequency) can be
considered a solved problem. The correct approach is spectral, and modulation detection
is equivalent to a masked threshold (Hartmann and Hnath, 1982; Schorer, 1986). At low
modulation frequencies, at which modulation detection might be regarded as an alternative
to discrimination, the temporal point of view seems most attractive (Hartmann and Klein,
1980), although there is evidence from Fastl (1978) and from Demany and Semel (personal
communication, 1987) that the Hartmann-Klein model may fail at high carrier frequencies.

An alternative to the temporal approach at low modulation frequencies is the suggestion
by Kay and Matthews (1972) that modulation (specifically FM) is detected in channels
tuned to specific modulation frequencies. This suggestion, based on data from selective
adaptation experiments, has never been adequately confirmed or rejected.

Suprathreshold Modulation Perception

Studies of suprathreshold modulation perception appear to have been limited to investi-
gations of frequency modulation by different complex waveforms. Divenyi and Hirsh (1972)
compared the sensations elicited by triangle, trapezoidal, and square-wave modulation. Of
interest were the relative frequency excursions required to produce the same sensation of
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modulation width. Such points of subjective equality (PSE) occurred, for example, when
triangle modulation had an amplitude 1.72 times greater than square-wave modulation.
PSEs for other waveform combinations were found by Hartmann and Long (1976) and by
Hartmann (1985). Klein (1980) found PSEs for sine modulation compared with a mod-
ulation waveform comprised of first and third harmonics. The results showed that PSEs
depend on the relative phases of the first and third harmonics, which is evidence against
the Kay-Matthews channels hypothesis. The results also showed that PSEs depend on
the physical width of the standard, an observation that excludes models based entirely on
scaling and somewhat complicates attempts to understand the perceptual process.

An amplitude modulation imparted identically to two sources can cause fusion of dichot-
ically presented sounds (von Bekesy, 1963) or of inharmonic sounds (Bregman, Abramson,
and Darwin, 1985). The role of frequency modulation has been explored by Chowning
(1980) and by McAdams (1984a). Fusion among spectral components or groups of spectral
components is promoted by a common FM; separability is promoted by giving components,
or groups of components, different FM waveforms. The study by McAdams extended the
FM technique to include jitter, small random frequency fluctuations that are present in the
sounds of all musical instruments, whether played with vibrato or not.

Spectral Interaction Among Stimuli That Are Temporally Modulated

Recent work with a variety of stimuli that have slow temporal modulation patterns, es-
pecially amplitude-modulated patterns, has demonstrated an interaction among frequencies
that lie outside the traditional estimates of the critical band of the signal being processed.
The work on comodulation masking release (see Hall, 1987, for a review) shows that the
detection of a tonal signal masked by a narrow band of noise can be improved by as much
as 10-12 dB if a band of noise with the same temporal modulation as that of the masker is
presented in a spectral region outside the critical band containing the signal. The correla-
tion or comodulation between the two noises appears to be the important factor in aiding
the detection of the masked signal. Other research (Cohen and Schubert, 1987; McFadden,
1987; Wakefield and Viemeister, 1975; Yost and Sheft, 1988) has shown that under some
conditions the interaction of two amplitude-modulated signals in different spectral regions
may interfere with a listener's ability to process the target signal. Yost and Sheft (1988)
suggest that these interactions may be a consequence of the auditory system operating as
a wide band detector in order to find common patterns of temporal modulation across the
spectrum of a complex sound. As discussed above, these temporal patterns may aid the
system in identifying auditory objects.

Onset/Offset Characteristics

Onset asynchrony dramatically increases separability even though the asynchrony may
not be otherwise apparent (Rasch, 1978, 1979). The work of Summerfield et al. (1987) and
the Kubovy and Jordan (1979) phase-shift experiment similarly emphasize the significance
of temporal changes. Inharmonicity among the spectral components promotes separability
(Martens, 1984). Models of separation based on inharmonicity have been constructed
by Duifhuis, Willems, and Sluyter (1982), Terhardt et al. (1982), and Scheffers (1983).
Similarly, a common attack and decay envelope aids in the fusion of inharmonic partials
(Mathews and Pierce, 1980; Cohen, 1984).

Decreasing the duration of a signal promotes fusion (Moore, Peters, and Glasberg,
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1985a; Hartmann, 1985). Even inharmonic tones are fused if they are brief enough. Con-
versely, the partials of a steady harmonic tone can be heard if its duration is long enough
(Helmholtz, 1855). Separation of objects requires information, whereas fusion appears to
be the default percept. As might be expected then, musical training promotes analytic
listening, in which partials are separated (Soderquist, 1970; Houtsma, 1979). Fusion, or
synthetic listening, is promoted by low sound pressure levels, at least in the context of
experiments in which the listener's task requires the synthesis of a low pitch (Houtsma,
1979).

Spatial Separation

One way to classify a sound is to place it at some location in auditory space. The
sound's attribute is then a spatial coordinate. Spatial location is also one way to separate
one sound source from other sound sources. The acoustic variables that determine a sound's
source have been investigated for hundreds of years. Auditory sensitivity to the two basic
binaural cues, interaural time and level (the duplex theory of localization, see Stevens and
Newman, 1936), has been discussed in many excellent review articles and books over the
past two decades (Green and Henning, 1969; Mills, 1972; Durlach and Colburn, 1978;
Blauert, 1982; Gatehouse, 1985; Libby, 1980; Yost and Gourevitch, 1987). More recently
spectral cues, both monaural and binaural (Butler, 1985; Blauert, 1982; Hartmann, 1983),
have been identified as major variables for complex sound localization. The changes that the
spectrum of a complex sound undergoee from its source to the inner ear, especially at the
head, torso, and pinna (Kuhn, 1987; Blauert, 1982; Butler, 1975; Wightman, Kistler, and
Perkins, 1987) are crucial transformations for determining the source of sound, especially if
the sound has a high-frequency spectrum.

Localization in complex acoustic environments has also received considerable attention,
especially with regard to localization in rooms (see review chapter by Berkely, 1987).
Architectural acousticians have studied the effects of room reverberation and absorption on
the ability of listeners to locate sounds in enclosed spaces. Alterations of both the spectrum
and the time domain of a waveform take place in an enclosed space. These changes can
alter the quality of the sound source (i.e., coloration, see Yost, 1982; Yost, Harder, and Dye,
1987) and its apparent location (i.e., precedence, see Zurek, 1987).

Spatial separation promotes the perceptual separation of auditory objects, as shown in
the cocktail-party effect experiments by Cherry (1953). Dichotic pitch phenomena may be
regarded as the separation of a tone from a noise background, on the basis of an interaural
time difference as a spatial cue (Cramer and Huggins, 1958; Bilsen and Goldstein, 1974;
Klein and Hartmann, 1981). But spatial separation by no means guarantees perceptual
separation of the objects. The octave illusions of Deutsch (1974) depend on fusion of a
dichotically presented tone, as does the dichotic periodicity pitch of Houtsma and Goldstein
(1972).

The cocktail-party effect (see Cherry, 1953; Cherry and Wiley, 1967) refers to the
presumed ability to use binaural cues to easily recognize a particular sound source in a
noisy environment. That is, a complex signal can be extracted from a noisy environment
better when two ears are used than when one ear is used (Cherry, 1953). This enhanced
recognition ability is presumably due to the binaural system separating the signal of interest
from the noise background when the spatial location of the signal is different from the rest
of the background sounds.

Studies of the binaural masking-level difference (BMLD or MLD, see Green and Yost,
1975; McFadden, 1975; Colburn and Durlach, 1978; Durlach and Colburn, 1978; Jeffress,
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1972; and Durlach, 1972, for reviews) demonstrate the advantage for detection of a signal,
presented over headphones, with a different interaural configuration than that of a masker.
Similar detection advantages exist when a signal to be detected is presented from one loud-
speaker and a masking stimulus presented from another loudspeaker (Plomp and Mimpin,
1981). Most models of the MLD are based on the ability of the binaural system to process
interaural differences of time and level, and as such these models are functionally equivalent
to localization models (Colburn and Durlach, 1978). Binaural advantages for discrimination
or identification of sounds are much smaller or nonexistent compared with the detection
results (see Green and Yost, 1975) described above.

The literature on auditory streaming clearly shows that auditory space can be used
to separate one sound group from other groups (Bregman, 1978a; McAdams, 1984a). The
phenomenon is more striking over headphones than over loudspeakers, perhaps because
greater interaural differences can be presented over headphones. Kubovy (1987) argues
that although space can be used to separate sounds, frequency or pitch is a more potent cue
for segregation. Kubovy states that this is because the auditory system, unlike the visual
system, is tonotopically structured, not spatiotopically organized. The basic transformation
in hearing is from frequency to neural location, while for vision (and on the skin) the basic
transformation is from space to neural location.

Consideration of auditory localization reveals a remarkable ability of the auditory
system. When a complex sound moves through space (e.g., a person walking through a
room), the sound source undergoes numerous physical and physiological transformations.
Yet listeners, in al but the most unusual conditions, perceive a fully integrated acoustic
image moving continuously through space. The way in which the nervous system separates
the sound source from the other sounds and determines its location should provide valuable
insights concerning the auditory system's ability to classify sounds in general.

PERCEPTION OF TEMPORAL PATTERNS

Streaming

The concept of streaming concerns the tendency for certain sequences of sounds in a
complex sound field to appear as one object, as if this sequence were a stream isolated from
other sounds (Bregman, 1978a). Sound sequences with spectral, spatial, intensive, and
temporal similarity often form such streams. However, the most powerful cue for stream
segregation is similarity in the spectral dimension.

Patterns of tones may be perceived as a single stream or as segregated streams (van
Noorden, 1975; Bregman and Campbell, 1971). In the case of segregated streams, the
percept of temporal order across streams is virtually lost. Stream segregation experiments
typically use the frequency range as the major parameter. Dowling (1968, 1973) has reported
that streams may be segregated on the basis of intensity or spatial location, but van Noorden
(1975) finds intensity-based streaming to be relatively weak.

It is reasonable to conjecture that streaming is related to object separation (Breg-
man 1978a): auditory objects are interpreted as sources and successive sounds from a
single source form a stream. Experimentally, however, the picture is not so clear. Most
demonstrations of stream segregation have been tonotopically based, with pitch range as
the major streaming parameter. Wessel's (1979) demonstration of streaming by timbre is
also tonotopically based, with spectral envelope playing the major role. To demonstrate a
close association between stream segregation and object recognition would require evidence
that stimulus factors that affect object separation and recognition (steady-state spectrum,
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transient character, or factors from the above list) operate similarly on stream segregation.
Some data along these lines have been collected by Bregman (1978b).

Perceptual Restoration of Masked Sounds

Since we live in a noisy world, signals of importance are often accompanied by extraneous
sounds that mask fragments of these signals. In recent years, it has been recognized that
we possess a rather sophisticated series of mechanisms for reversing the effects of masking
through perceptual synthesis of obliterated portions of sounds of interest. As we explain
below, this restoration is based on contextual information furnished by preceding and
following segments of the obliterated portion, as well as an analysis that ensures that the
interfering sound has spectral components of an appropriate amplitude capable of masking
the sound that is restored.

The restoration of obliterated sounds is known as "auditory induction." In the labora-
tory, obliteration can be accomplished in two ways-either by adding a masker to the signal
or by deleting the signal and filling the gap with a louder sound. The latter method is
preferred by most investigators since it ensures complete masking.

Three types of auditory induction deal with the restoration of obliterated fragments
of signals: (1) Heterophonic continuity involves the illusory continuation of one sound
when interrupted by a different louder sound; (2) homophonic continuity is the illusory
continuity of a sound when interrupted by a louder level of the same sound; (3) contextual
concatenation, which does not involve illusory continuity of a steady-state signal as do the
other types of auditory induction, consists of restoration of an item that differs from the
preceding and following sounds. An especially interesting type of contextual concatenation is
phonemic restoration, in which speech segments are restored in keeping with the application
of syntactic and semantic rules. These three types of auditory induction follow the same
acoustically based rules, as we discuss below.

Heterophonc Continuity

The illusory continuity of one sound when interrupted by a louder sound has been
discovered independently several times. The first discovery was that of Miller and Licklider
(1950), who found that a tone was reported as being on all the time when it was alternated
with a louder broad-band noise, each sound lasting 50 msec. They compared illusory
continuity to gazing at a landscape through a picket fence: In spite of the interruptions,
a viewer considers the background to be continuous behind the pickets. Vicario (1960)
rediscovered the illusory continuity of a sound interrupted by a noise, which he called the
acoustic tunnel effect. He considered the illusion to be analogous to the visual tunnel effect,
a phenomenon studied by Gestalt psychologists who noted the apparent presence of an
object when it moved behind a closer opaque body. Thurlow (1957) was responsible for
another independent discovery of heterophonic continuity. He alternated two tones (each
lasting 60 msec) that differed both in frequency and intensity and observed that the fainter
tone appeared to be continuous. He considered the illusion to be an auditory analog of
the visual figure-ground effect, in which contours are perceived as part of a visual figure,
while the background is considered to be present behind the figure. This work by Thurlow
was the basis for a number of experiments in which heterophonic continuity was studied for
durations ranging from 10 through 100 msec (Elfner, 1969, 1971; Elfner and Caskey, 1965;
Elfner and Homick, 1966, 1967a, 1967b; Thurlow and Elfner, 1959; Thurlow and Marten,
1962). Using the results of these studies, Thurlow and Erchul (1978) developed the theory
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that illusory continuity was the consequence of a continuation of a firing of neural units
corresponding to the fainter sound as a result of facilitation produced by the louder sound.
This was an extension of a similar hypothesis made earlier by Thurlow and Elfner (1959).
Thurlow and Erchul mention the possibility that this facilitation of prior activity might
result from an excitatory postsynaptic potential. This model for heterophonic continuity
does not require that the louder of the sounds be capable of stimulating directly the auditory
units stimulated by the fainter sound, as is required by the subsequent models discussed
below.

Houtgast (1972) considered that illusory continuity of tones interrupted by louder
sounds could be used to study peripheral events leading to perception. He alternated
tones with durations of 125 msec with louder sounds of equal duration and appropriate
spectrum and intensity. He measured the level at which the discontinuity of the tone
could be detected, calling this value the pulsation threshold. Houtgast suggested that the
following rule determined the level of this threshold: "When a tone and a stimulus S
are alternated (alternation cycle about 4 Hz), the tone is perceived as being continuous
when the transition from S to tone causes no (perceptible) increase of nervous activity in
any frequency region." This rule provided a neural basis for quantitative psychophysical
measurements and resulted in the use of pulsation thresholds to study peripheral events
leading to stimulation of the auditory nerve. Among the topics studied using this technique
are the shape of psychophysical tuning curves (and their relation to neurophysiological
tuning curves), the width of critical bands (a measure of the frequency resolution of the
cochlea), and the extent of lateral suppression (the reduction of neural sensitivity at the
edges of stimulated regions) (see Aldrich and Barry, 1980; Fastl, 1975; Glasberg, Moore,
and Nimrno-Smith, 1984; Houtgast, 1972, 1973, 1974a, 1974b; Kronberg, Mellert, and
Schreiner, 1974; Shannon and Houtgast, 1986; Verschuure, Rodenburg, and Maas, 1974;
Weber, 1983). This procedure is not without its critics. Bregman and Dannenbring (1977)
questioned the concept that continuation of neural activity was required for perceptual
continuity. They alternated a tonal signal with a noise-producing auditory induction and
introduced an intensity ramp that increased the intensity of the tone just before the
onset of the louder noise, reasoning that "turning up the tone just before the noise might
boost the neural activity corresponding to the tone and increase the illusion of continuity"
(p. 157). They found that illusory continuity was prevented by presence of the ramp
and concluded that this finding was not consistent with Thurlow and Elfner's (1959)
neurofacilitation model, Houtgast's (1972) neurocontinuity model, and other variants of
these models. However, Bregman and Dannenbring's observations are consistent with the
contextually driven restoration mechanism described below.

Warren, Obusek, and Ackroff (1972:1151) proposed the following rule for temporal
induction: "If there is contextual evidence that a sound may be present at a given time, and
if the peripheral units stimulated by a louder sound include those which would be stimulated
by the anticipated fainter sound, then the fainter sound may be heard as present." This
rule was somewhat broader than Houtgast's for continuation of steady-state signals as
cited above. This extended coverage was designed to encompass phonemic restorations of
obliterated segments of speech, which had been discovered a few years earlier (Warren,
1970). In the main experiment of Warren et al. (1972), they alternated an 80 dB, 300 ms,
1,000 Hz pure tone (the inducer) with fainter 300 ms pure tones ranging in frequency from
150 Hz through 8,000 Hz. The intensity limits for illusory continuity of the fainter tones
were determined and compared with simultaneous masking functions. When the 1,000 Hz
tone at 80 dB remained on continuously, and the masked threshold was determined for
superimposed intermittent tones on for 300 ms and off for 300 ms using the same tonal
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frequencies employed for auditory induction measurements, the correspondence between
masking functions and induction functions met the requirements of theory and has been
verified by subsequent studies.

The maximum duration of illusory continuity of tones induced by other tones or by
noise is about 300 ms (Verschuure, 1978). However, remarkably long durations of illusory
continuity were reported for narrow band noise induced by a louder broader band noise,
with a fainter noise seeming to continue along with the louder noise for some tens of seconds
(Warren et al., 1972). There is no explanation currently available for this extraordinarily
long-duration continuity of narrow band noise. Most studies of temporal induction have
used the signal intensity limits as the dependent variable, and it would be of interest to
systematically study factors influencing durational limits.

Homophonic Continuity

Homophonic continuity is the simplest type of auditory induction. Its special interest
lies in the insight it provides concerning the manner in which the inducer enters into the
perceptual synthesis of the fainter sound. Homophonic continuity is produced when two
levels of the same sound are alternated (Warren et al., 1972). Two levels of any sound can
be used, but let us consider the case of a 300 ms broad band noise at 80 dB alternated with
300 ms of a 65 dB level of the same sound. The 65 dB level will appear to be on continuously
with the pulsed addition of a louder level. This illusory continuity is in a way paradoxical,
since the fainter sound would be masked completely were it present along with the louder
sound. Homophonic continuity can be used to illustrate the subtractive nature of auditory
induction. When noise at 70 dB is alternated with the same noise at 72 dB, then the 70
dB level appears continuous with the pulsed addition of a fainter sound. The fact that the
72 dB inducer seems fainter than the 70 dB continuous sound can be attributed to the fact
that if the 70 dB level is subtracted from 72 dB, the residue is less than 70 dB (in fact,
67.7 dB), and it is this residue that is heard as a pulsed addition to the continuous level.
While the subtractive process is especially easy to demonstrate with homophonic induction,
an analogous procedure of subtracting neural activity corresponding to the restored sound
from the inducer appears to occur both for heterophonic continuity and for contextual
catenation.

Contextual Catenation

Homophonic and heterophonic continuity both involve restoration of segments of a
continuing steady-state sound. When the stimulus that is interrupted is one that changes
with time, then the obliterated fragment differs from the sounds that immediately precede
and follow the interruption. A more complex type of perceptual synthesis is required
under this situation. This restoration (which is called contextual catenation) involves
using situational information. A simple type of contextual catenation was described by
Dannenbring (1976), who interrupted tonal glides with a louder broad band noise. He
reported that, under appropriate conditions, the tone was heard to continue its glide
through the broad band noise for intervals of a few hundred milliseconds. In keeping with
the rules governing other types of auditory induction, the inducing noise needed to be
capable of masking the restored tonal glide had it been actually present along wit'1 the
noise. A somewhat different type of tonal extrapolation was reported by Sasaki (1980), who
found that the illusory perception of missing notes of a familiar melody played on a piano
were restored when these notes were replaced by a louder noise. The most complex (and the



AUDITORY OBJECT PERCEPTION 31

most thoroughly investigated) type of contextual catenation is that occurring with speech.
These phonemic restorations involve the application of syntactic and semantic rules to help
identify the obliterated fragments.

In the first study dealing with phonemic restorations, the segment of speech indicated
by the asterisk (together with portions of the preceding and following speech sounds) was
removed completely from a recording of the sentence, "The state governors met with their
respective legi(*)latures convening in the capital city," and the deleted portion was replaced
by a louder cough having the same duration. Listeners believed that the sentence was intact
with no speech sound missing, and they could not locate the position of the cough. When
told that a portion of the sentence had been deleted and a cough substituted, the listeners
still could not tell which portion of the sentence was missing even after listening to the
recording several times (Warren, 1970; Warren and Obusek, 1971). The cough appeared
to occur along with the sentence, but appeared to float alongside without any recognizable
position. Phonemic restorations were also induced by other loud sounds, but when a blank
piece of tape having a duration equal to the deleted segment was spliced into the sentence,
the location of the silent gap could be identified and listeners could tell which of the speech
sounds was missing. Restoration was not limited to single phonemes, and entire syllables
could be restored. Sasaki (1980) studied phonemic restorations in Japanese speech and
reported that individual phonemes and entire syllables could be restored perceptually when
deleted and replaced by noise.

The contextual catenation of phonemic restorations can involve the use of subsequent
as well as prior information. It has been reported that when the identity of the deleted
speech sound is ambiguous on the basis of earlier portions of the sentence, but resolved
by information following the deleted segment, this later information can be utilized to
determine the nature of the restoration (Warren and Warren, 1970).

Samuel has reported several studies dealing with phonemic restorations. He found
that restoration of a particular speech sound was enhanced when the replacing sound was
acoustically similar to the deleted phoneme (Samuel, 1981a). In another study, Samuel
(1981b) superimposed the extraneous sound on the speech sounds and required listeners
to report whether the utterance was intact (with an added extraneous sound) or had a
portion removed. Using a signal detection methodology, he obtained a miss rate and a false
alarm rate and then calculated the parameters of discriminability and bias under a variety
of conditions. Samuel and Ressler (1986) considered that configurational properties of a
word could interfere with attention to individual phonemes and thus enhance phonemic
restorations. They trained subjects to process individual phonemes in a word selectively.
With some trials they also provided a visual prime that served as an attentional cue.
They found that the priming that identified both the word and the phoneme could inhibit
phonemic restorations.

Perception of Acoustic Sequential Patterns

Perception of temporal order has been a topic of considerable interest, due largely
to the fact that speech and music consist of ordered sequences of sounds. An ecological
approach to the perception of temporal order involves the determination of the rate at
which successive sounds occur in speech and music. Fraisse (1963) stated that the fastest
rate of successive notes found in concert selections corresponds to about 7 per second,
or 150 msec per note. However, it seems that familiar melodies can still be recognized
down to about 50 msec per note (Winkel, 1967). Winkel noted that some composers
used more rapid rates, but that such ornamental playing was heard as "flickering" or
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"rustling." The rate of phonemes in speech is somewhat more rapid than the notes in music.
Conversational English has about 120 to 150 words per minute, and, considering the average
word to contain five phonemes, the average duration per phoneme has been calculated to
be about 80 to 100 msec (Efron, 1963). Speech when read aloud is more rapid than
conversation, and for reading the average duration drops to about 80 msec per phoneme.
It was stated by Joos (1948) that intelligibility is reduced when the average duration of
phonemes reaches 50 msec. With some practice, "compressed speech" (recorded speech that
is accelerated by special devices while keeping pitch constant), retains some intelligibility
when the average duration of phonemes is only about 30 msec (Foulke and Sticht, 1969).
Early work by Hirsh (1959) and Hirsh and Sherrick (1961) established that with pairs of
sounds consisting of tones, hisses, and clicks, order could be identified with onset differences
of the sounds down to about 20 msec. Broadbent and Ladefoged (1959) claimed that at such
brief durations, discrimination of order was accomplished indirectly through recognition of
qualitative differences in the sound pairs, a conclusion that was contested by Hirsh and
Sherrick. Further systematic work with two-item sequences was reported by Kinney (1961)
and by Fay (1966). Two-item sequences were used with aphasics by Efron (1963) and
Tallal and Piercy (1974) to determine if problems in distinguishing orders were associated
with speech disorders (they were). Other experiments were reported for two-item sequences
in which listeners were required to discriminate between different orders without naming.
Under these conditions very low thresholds were reported that were associated with pitch-
quality differences. Patterson and Green (1970) used pairs of brief clicklike sounds (called
Huffman sequences) having identical power spectra but different phase spectra, so that the
only difference between members of a pair was in temporal arrangement. They found that
Huffman sequences permitted discrimination between temporal orders down to 2.5 msec.
Yund and Efron (1974) found that listeners could discriminate between permuted orders of a
two-item sequence (such as two tones of different frequencies) down to temporal separations
of only 1 or 2 msec. Wier and Green (1975) reported similar results for patterns of two tones
with a total duration of only 2 msec. Efron (1973) emphasized that such micro patterns
were perceived as unitary perceptual events, with different qualities associated with the
different orders. Listeners could not identify the order of components within these brief
sequences unless such information was given to them. Efron pointed out that once subjects
had learned the temporal order corresponding to the characteristic quality of the stimulus
pair, they could infer the correct order on subsequent presentation.

In the early 1970s, experiments were reported that indicated that the initial and
terminal items of sequences are identified with special ease, so that results obtained with
two-item sequences could not be generalized to sequences containing more items (Warren,
1972; Divenyi and Hirsh, 1974). Pastore (1983) reported that thresholds for identification of
temporal order were shorter for offset asynchronies than for onset asynchronies, an effect he
attributed to the greater availability of echoic information in the offset condition. However,
three procedures have been developed that deal with this problem of special onset and offset
cues: (1) t.se of complex multielement sequences consisting of 10 or more items, (2) use of
extended binary sequences, and (3) use of repeated or looped sequences of a few sounds
(three to six sounds repeated over and over without pauses).

Complex Multielement Sequences

Watson and his coworkers generally employed "word-length" sequences of 10 tones
having frequencies within the range important for speech (300 to 3,000 Hz) and durations
of 40 msec, approximating those of the briefest phonemes in discourse (Watson et al., 1975;
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Watson, Kelly, and Wroton, 1976; Watson and Kelly, 1978, 1981; Watson, 1980). Among the
variables studied were the abilities to detect frequency, intensity, and durational changes
of individual components. The effect of the position of the target item in the sequence
was found to be important, with later-occurring sections of the pattern being resolved
with much greater accuracy. After long training with minimal uncertainty (concerning the
nature of the pattern and the position of the target within the pattern), listeners were able
to achieve detection and discrimination for individual components in these sequences that
approximated performance for the same components presented in isolation. Interestingly,
while under conditions of high uncertainty, target position made a profound difference in
performance, and the positional effect was negligible for low uncertainty conditions. Watson
and his colleagues found that detection and discrimination of tones dropped to very low
levels in pattern contexts when there was a high level of uncertainty, so that it appeared
that the sensation levels of tones were effectively very low within the sequences, reaching
effective attenuations as great as 40 or 50 dB. In these studies, great individual differences
were demonstrated, and in some cases the training time to asymptotic performance was
very long-extrapolated to months or even years under some conditions.

Sorkin (1987) employed binary sequences of tones consisting of from 8 to 12 items,
having mean tonal durations of 30 to 40 msec and varying intertonal gaps. Listeners were
required to judge whether the frequency patterns of two sequences were the same or different.
It was found that the temporal pattern had a great effect on a listener's ability to make
judgments based on frequency patterns. Sorkin concluded that an extension of the Durlach
and Braida (1969) dual model could explain the experimental results. This model considers
that two processing modes are available to a listener faced with a discrimination task:
a trace mode involving operations performed on a rapidly decaying echoic replica of the
stimulus, and a context mode in which operations involve encoded, categorical transforms
of long-term stability.

Extended Binary Sequences

Garner and his colleagues (Garner and Gottwald, 1967, 1968; Preusser, 1972; Royer
and Garner, 1970) used extended sequences consisting of patterns constructed from two
elements (for example, high tone and low tone). They came to three main conclusions:
(1) a recognition task gave different results than an identification task; (2) the type of
perceptual organization used by subjects changed with the duration of the items; and (3)
some sequences were perceived as holistic patterns, without direct identification of the
component items.

Repeated or Looped Sequences

The first studies to use repeated sequences reported a surprising inability of listeners
to identify the order of components (Warren, 1968; Warren et al., 1969). Listeners heard a
sequence of four sounds consisting of successive steady statements of a hiss, a tone, a buzz,
and the speech sound "ee." Each item lasted 200 msec, and the sounds were played over and
over in the same order. Listeners could not name the temporal arrangement even though
the duration was well above the classical limit for detection of order. Although it was
possible to identify each of the sounds, the order remained frustratingly elusive. Subsequent
experiments used sequences of single types of sounds.

Sequences of tones, of course, are related to music and have a special importance for that
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reason. But in addition, they provide stimuli for which it is possible to control perceptual
distance between items by adjustment of frequency differences.

It is known that in music, a pair of interleaved melodies splits into two continua when
each is played in a separate register. The fact that melodies can be heard under these
conditions has been attributed to the dominance of frequency contiguity over temporal con-
tiguity (Ortmann, 1926). The technique of interleaving melodic lines was used extensively
by Baroque composers such as Bach and Telemann, so that a single instrument can seem to
produce two simultaneous melodies. Such segregation has been called "implied polyphony"
by Bukofzer (1947) and "compound melodic line" by Piston (1947). Dowling (1973) has
r"ferred to this segregation as 'melodic fission." This splitting has been studied ;n the
laboratory by Bregman and Campbell (1971), who used looped sequences of six tones, three
in a high register and three in a low register. They found that it was easier to identify the
order of tones within as opposed to across these groupings, and they called this segregation
"perceptual auditory stream segregation." Thomas and Fitzgibbons (1971) found that suc-
cessive tones within looped sequences of four items have to be within one-half octave for
identification of order at the limiting value of 125 msec per item. However, a decrease in
accuracy in the naming of order with an increasing frequency separation was not observed
in later studies involving looped sequences of four tones by Nickerson and Freeman (1974)
and by Warren and Byrnes (1975). While there is little doubt that a splitting into auditory
streams occurs in Baroque compositions, there is a puzzling difficulty in obtaining reliable
analogous splitting with nonmelodic looped tonal sequences.

There is another type of perceptual splitting that has been neglected and might be used
to further understanding of perceptual auditory stream segregation. Heise and Miller (1951)
reported that when a sequence consisting of several tones, each with 125 msec duration, had
a single member that differed greatly in frequency from other components, it would appear
to "pop out" from the ordered group so that a listener could not distinguish which sounds
were preceding and which following. This type of segregation does not involve competing
streams, but rather a single stream. Requirements for inclusion of single items in that
stream could be investigated.

Looped sequences of speech sounds have been examined fairly extensively. Thomas et
al. (1970) and Thomas, Cetti, and Chase (1971) found that the threshold for identifying
the order of four concatenated steady-state vowels presented in looped mode was 125 msec.
Interestingly, the threshold dropped to 100 msec when brief silent intervals were inserted
between the steady-state vowels (perhaps the silence avoided the abrupt transitions from
one speech sound to the next, a sound that would be impossible in natural speech). Cole
and Scott (1973) and Dorman, Cutting, and Raphael (1975) reported that the addition of
normal articulatory transitions between successive items facilitated identification of order
with looped sequences of phonemes. Cullinan et al. (1977) employed a number of vowels
and consonant-vowel syllables and concluded that lower thresholds for the naming of order
were associated with a greater resemblance of the sequences to those occurring in normal
speech.

While the order of looped sequences cannot be identified for tonal items below about
125 msec and vowel sequences below 100 msec, there is evidence that permuted orders can
be discriminated at much briefer durations. It was reported (Warren, 1974; Warren and
Ackroff, 1976) that listeners could discriminate between different orders of three or four
items, each having durations as brief as 5 msec for both looped sequences and one-shot
sequences. At these short durations, sequences could be differentiated only on the basis
of qualitative cues. However, listeners could be taught readily to identify and to name
the order of items within these sequences (the ease of learning to name orders indicates
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that caution must be exercised to prevent inadvertent training effects in order-identification
experiments).

What sets the limit for identification of order in looped sequences? It was suggested by
Warren (1974) that the time required for attaching verbal labels to sounds determines the
lower limit for direct order identification. This limit is about 125 msec for tones and 100
msec for vowels. The lower value for vowels was attributed to the greater speed of verbal
encoding for stimuli in which the sound is the same as the name. Teranishi (1977), working
with Japanese vowels, independently made the same observations and came to the same
conclusion-that is, verbal encoding determines the limit for direct identification of order
within extended sequences.

Unfortunately, it is difficult to compare results obtained with the different experimental
paradigms that have been developed for studying perception of sequences. It would be of
considerable value to theory development if these parallel lines of investigation could be
linked. One such linkage, for example, could be accomplished by combining the use of 10-
item word length tonal sequences (which are conventionally employed as single statements)
with the procedure of looping or repetition (which usually has been used with three- or
four-item sequences).

Relation of Repeated Sequences to Other Types of Periodic Patterns

Repeated sequences can be considered special types of periodic sounds in which the
iterated patterns consist of discrete elements. We have seen that a holistic perception of
the patterns or "temporal compound recognition" operates when the sequence items are
brief (below 100 msec) so that the iterated patterns of four items last 400 nsec or less.
However, there are repeated patterns without discrete elements, and the question arises
whether similar rules govern pattern recognition for both types of stimuli. The answer to
this question would be of interest to theory development.

Perception of Random Patterns Without Discrete Elements

The discovery by Guttman and Julesz (1963) that the iteration of frozen noise segments
can be readily detected at frequencies from about 0.5 through 20 Hz has led to a number of
studies dealing with different aspects of the perception of long-duration random patterns.
In their pioneering work, Guttman and Julesz described the sound of iterated frozen noise
as "whooshing" from 1 through 4 Hz, and as "motorboating from 4 Hz through 20 Hz.
While detection of repetition at 1 Hz and above was described as "effortless," repetition
could be detected with some difficulty down to 0.5 Hz by skilled listeners. Subsequently,
investigators have been interested in the use of repeated frozen noise as a measure of
short-term memory (see discussion of 'echoic storage" by Neisser, 1967; and "tape-recorder
memory" by Norman, 1967). Cowan (1984) has reviewed the use of repeated frozen noise to
study such "short-term auditory stores." Pollack has reported a number of studies dealing
with the nature of information processing involving repeated frozen noise. Initially, he had
a hunch that listeners perceived repetition through detection of the iteration of extreme
amplitude components, a mechanism that would require a minimal storage involving only
unusual events. However, he found that when frozen noise segments were modified so that
the normal distribution of amplitudes was spaced at only +5 percent about the mean,
repetition was still detected with ease (Pollack, 1969). In subsequent publications, he has
explored the rules governing the perception of repeated frozen noise through modification of
the temporal microstructure of the stimulus in various ways (Pollack, 1975a, 1976a, 1976b,
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1978, 1983). He also has investigated the ability to retain the memory of long-duration
random patterns and to recognize them when presented with a pool of alternative patterns
with similar durations and long-term spectral characteristics (Pollack, 1972, 1975a), as did
Pfaffin and Mathews (1966) and Schubert and West (1969). While these studies found
that listeners could remember the patterns and identify them when presented with an
array of similar patterns, the task was far from easy and was accompanied by considerable
uncertainty and confusion during the early stages of training.

A recent study attempted to relate perception of iterated frozen noise segments to rep-
etition of sequences of discrete sounds (Brubaker and Warren, 1987). Frozen noise segments
were divided into three sections of equal duration (A, B, C), which were reassembled and
arranged to form two periodic sounds (ABC)n and (ACB)n. Discrimination between orders
was accomplished readily when the duration of A + B + C was 300 msec or less, indicating
that a holistic recognition of patterns took place rather than detection of the repetition of
singularities for repetition frequencies in the "motorboating" range.

There is some evidence that similar rules govern the perception of acoustic repetition
in the pitch and infrapitch ranges. Helmholtz noted that there were two types of listening
strategies that could be adopted with complex tones: a synthetic mode that resulted in
perception of a fused auditory image with an ensemble pitch corresponding to that of the
spectral fundamental; and an analytic mode, in which individual harmonic components
could be teased apart. In an attempt to determine whether similar modes existed for
harmonically related waveforms with infrapitch periodicities, Warren and Bashford (1981)
mixed pairs of iterated frozen broad band noises in the "motorboating" and "whooshing"
ranges that had frequency ratios of 1:2, 2:3, and 3:4. They found that while the ensemble
periodicity (or waveform repetition rate) with the relative frequency of unity was dominant
for each of the three ratios used, listeners could also hear each of the harmonically related
repetition frequencies of the mixture. It would be of interest to determine if other phenomena
observed for the pitch range of acoustic repetition have analogs at long-period infrapitch
repetition rates.

GENERAL PRINCIPLES OF PERCEPTUAL ORGANIZATION

The literature offers only a few hints of general principles for perceptual organization.
The Gibsonian view argues that perceptual classification is based as much on knowledge
about the objects that generate the sound as on the sound itself. The work of Bregman and
his colleagues on stream segregation is largely an attempt to describe properties of sound
that may form figure (foreground) and ground (background) in a complex sound field. Both
the ecological approach of the Gibsonians and the hypotheses concerning the formation of
auditory streams have their foundation in Gestalt principles.

One way to classify an object is to identify it. A hand clap is classified as a hand clap,
rather than by its perceptual attributes (e.g., its timbre) or its acoustics (e.g., its attack
time). It is the actual object or event, not some transform, that determines its percep-
tual classification. This source or event perception represents a weak form of ecological
perception (Gibson, 1976; Neisser, 1976), which is discussed Chapter 6. This approach to
perception has been used in vision to some extent, but almost not at all in hearing outside
the areas of speech perception and music. Knowledge about the source of the object or
event may also serve as a means of classification. One form of this approach can be found
in the so-called motor theory of speech perception (Liberman and Mattingly, 1985). That
is, the perception of the parts of a speech sound is derived from knowledge about how that
sound is produced. A particular consonant, for instance, is perceived as such because that
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sound can only be made in a unique manner by the speech mechanism. The nervous system
classifies the sound as that consonant because it "knows" how the consonant was produced.
In music, an obvious use of the ecological approach is to classify music sounds by the
instrument generating the sound. However, there is no general auditory theory concerning
an ecological approach to classifying sounds outside music and speech.

A few recent studies (Jenkins, 1985; Repp, 1987; Freed, 1987; Warren, 1986) have
investigated complex sound (nonspeech and nonmusic) perception and classification in the
context of dealing with the source. Repp's study (1987) of hand clap perception can serve as
an example. The basic questions are: What acoustic and/or perceptual variables distinguish
one hand clap from another, and which variables are most salient for classifying a particular
hand clap (say the ability of one person to correctly identify his or her own hand clap)?
A physical spectral or temporal domain measurement of a variety of hand claps is made.
Then the physical measurements are subjected to a factor analysis, discriminant feature
analysis, or multidimensional scaling analysis (see Kruskal, 1964a, 1964b; Shepard, 1982)
to determine which physical variables account for most of the variance in the differences
among the hand claps. Human listeners can then be asked to judge the similarities among
the same hand claps. Correspondence between the human judgments and the physical
measurements may be used to infer the bases for perceptual classification of hand claps. A
more detailed perceptual study may involve modification of the recorded hand clap signals.
The physical properties of the hand claps can be altered (along the lines suggested by the
multidimensional analysis described above), and the listener's ability or inability to judge
the hand claps can be investigated as these physical variables are altered. For instance, if
attack time appears to be an important physical variable for accounting for the variability
in the measure of the hand claps, then the hand claps can be altered to have only onsets or
only offsets. Presumably, the onsets would allow for judgments similar to those measured
with the entire waveform, while offsets would not.

The technique described above has proven valuable in both speech and music (timbre)
perception (see Repp, 1987, and McAdams, 1984b, for reviews). It is possible that a series
of such studies for nonmusic and nonspeech sounds might reveal some basic properties that
listeners use to classify ecologically relevant sounds. At the moment this work involves brief
sounds and suggests that the spectral characteristics of the sound's attack are the most
important physical parameters governing this weak form of ecological perception.



5
Limits of Auditory Processing

of Complex Sounds

ROLE OF MEMORY

In order to classify sounds into disjoint groups (e.g., according to source) it is sufficient,
though perhaps not necessary, to be able to identify the sounds. During the past 30 years
our understanding of the factors that limit the accuracy of sound identification has increased
significantly, particularly for simple sounds. Sound identification has generally been studied
in experiments in which listeners attempt to identify sounds in accordance with an objective
payoff function (i.e., there is an experimenter-defined correct response for each stimulus).
In addition, certain relevant studies have employed roving-level discrimination experiments
(in which, for example, the listener must judge whether the second of two sounds is louder
or softer than the first, while the overall level of the pair varies randomly over a range of
levels), sorting (binary sorting with possibly irrelevant variation of one or more physical
attributes of the stimuli), and similarity scaling.

The classic studies of Pollack (1952) and Garner and Hake (1951) demonstrated conclu-
sively that our ability to discriminate properties of sounds (e.g., loudness, pitch) generally
exceeds by a substantial factor our ability to identify the values of those properties ab-
solutely. Identification accuracy is constrained to a channel capacity of only 2-3 bits for
such properties by most listeners (a significant exception being the phenomenon of abso-
lute pitch), corresponding to accurate categorization with 4-8 categories. When several
properties of sounds are varied independently, the number of sounds that can be identified
increases, but there is loss of accuracy for each component property (Pollack and Ficks,
1954). These phenomena appear to be quite general: similar results have been obtained in
the visual, tactual, and gustatory senses. A substantial portion of the research on catego-
rization since these studies has focused on two problems: understanding the factors that
limit the ability to identify a given stimulus attribute (unidimensional categorization) and
understanding the interactions between attributes (multidimensional categorization).

Research on unidimensional categorization has focused on the effects of varying the
number and range of sounds to be identified, the distribution of sounds within a given
range, payoffs, the a priori presentation probabilities, and the availability of reference
sounds. Much of this work has been conducted on the identification of sound intensity by
Durlach and Braida (1969) and their colleagues at the Massachusetts Institute of Technology.
Results have generally been reported in terms of the sensitivity measure used in the theory

38



LIMITS OF AUDITORY PROCESSING OF COMPLEX SOUNDS 39

of signal detection (e.g., Green and Swets, 1974), d', rather than percentage correct or
the information transfer measure (mutual information) used in the classical studies. Many
results are conveniently summarized in terms of total sensitivity, the sum of the d's between
adjacent stimuli. (When stimuli are uniformly distributed throughout a given range, the
most common experimental condition, mutual information grows roughly logarithmically
with total sensitivity, provided total sensitivity is greater than about 2.) Total sensitivity
was found to be relatively unaffected by changes in the number of sounds to be identified
within a given range (provided the number is five or more), in contrast to what might be
expected if identification accuracy were limited by an inability to remember fixed sound
prototypes. However, total sensitivity was found to depend on the intensity range of the
sounds, being proportional to range for small ranges (e.g., Braida and Durlach, 1972;
Pynn, Braida, and Durlach, 1972) and reached an asymptote at a constant value for
large ranges. In two-interval roving-level discrimination experiments, sensitivity to a given
stimulus increment was found to decrease as the interstimulus interval increased, but at a
rate that depended on the range of overall level variation (e.g., Berliner and Durlach, 1973a;
Berliner, Durlach, and Braida, 1977), with greater decreases observed when the range was
large. When the interstimulus interval was long, sensitivity in the discrimination task was
comparable to that found in an identification task with the same range of intensities.

Within a given range, the ability to resolve two intensities in an identification experiment
was found to be roughly independent of the distribution of intensities. Neither moderate
changes in presentation probabilities (Chase et al., 1983) nor moderate changes in payoffs
(Lippmann, Braida, and Durlach, 1976) were found to have significant effects on sensitivity,
provided the listener was expected to attend to the entire range of intensities. More extreme
variation of presentation probability was found to cause some improvement in sensitivity
in the vicinity of the most frequently presented stimuli, as was an extreme simplification of
the judgmental task (Nosofsky, 1983a). The relative invariance of sensitivity to changes in
a priori probabilities or payoffs contrasts with marked changes in response bias, which are
in the appropriate direction although smaller in size than would be expected for optimum
performance. The relative constancy of sensitivity when a priori probabilities or payoffs are
varied presumably reflects a listener's inability to focus on a subrange of intensities when
intensities outside the subrange must also be identified.

The availability of stable perceptual references (e.g., explicitly presented standards)
would be expected to improve information transfer to the extent that they permit the
listener to bifurcate the stimulus range unambiguously (e.g., Pollack, 1953). Berliner,
Durlach, and Braida (1978) found that an explicitly presented standard intensity increased
sensitivity in the region of the standard when the range was large, provided the standard
corresponded to a mid-range intensity rather than to an extreme intensity. When the range
is small, the availability of a standard has, by comparison, a smaller effect on sensitivity (e.g.,
Long, 1973). Durlach and Braida (1969) and Braida et al. (1984) have interpreted the results
of these studies as reflecting the effects of two types of limitations on performance: those
associated with imperfect sensory mechanisms (which are presumably independent of the
experiment), and those associated with imperfect memory mechanisms. They assume the
existence of two memory mechanisms: a trace-maintenance mechanism (e.g., Kinchla and
Smyzer, 1967) whose accuracy decreases with the passage of time, but at a rate independent
of range, and a context-coding mechanism whose accuracy is inversely proportional to range
but unaffected by the passage of time. Performance in identification experiments is generally
limited only by sensory factors and the context-coding mechanism.

According to the perceptual anchor model of context coding (Braida et al., 1984),
intensities are identified by estimating the locations of the sensations corresponding to
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the intensities relative to well-maintained perceptual references but using an inaccurate
measuring process. By assuming that sensations and anchors are corrupted by roughly
equal additive noise, and that the measurement of distances is accomplished by counting
steps using a noisy ruler (which divides the distance between anchors into a fixed number
of steps, independent of range), Braida et al. (1984) were able to account for both the
dependence of sensitivity on range (the range effect) and the variation of sensitivity within
a given range (the edge effect). The edge effect, found in both one-interval and two-interval
experiments when the range is large, increases relative discriminability for stimuli near
the edges of the range, corresponding to the putative locations of the perceptual anchors.
Additional evidence for the existence of perceptual anchors at the extremes of the range
comes from the failure of explicit standards to improve performance when presented at the
extremes of the range (e.g., Berliner et al., 1977). Berliner et al. (1973b) and Marley and
Cook (1984) have developed alternate forms of the anchor coding model that lead to similar
predictions for the edge effect and the range effect.

Relatively little is known about the processes that determine the locations and variabil-
ity of the anchors used in absolute judgment. It seems likely that overall performance would
be improved if stable anchors could be maintained within the stimulus range. Listeners must
be able to adjust anchor locations to bracket the stimulus range to achieve the improvements
in sensitivity associated with the edge effect. In large-range magnitude estimation experi-
ments, sensitivity is lower than in absolute identification and more uniform throughout the
range, as one would expect if listeners were using anchors spaced considerably away from
the edges of the range, toward the natural extremes of the dynamic range of the continuum
judged. Luce et al. (1982) have shown that when stimuli are not selected uniformly within
the range independently from trial to trial, but rather satisfy severe sequential constraints
(only ± 5 dB changes from trial to trial), sensitivity improves and the relative size of the
edge effect decreases. This improvement would be expected if listeners could dynamically
adjust anchor locations to bracket the region of intensities highly probable on a given trial.

An alternative account of the range effect has been provided by Gravetter and Lock-
head (1973), who assume that criterion range rather than stimulus range determines the
accuracy of absolute judgments. In identification experiments with uniform stimulus spac-
ing, this account makes predictions roughly equivalent to those of the perceptual anchor
model, but for distributions of stimuli clustered in the middle of the range with only a few
extreme intensities, it predicts increased sensitivity relative to uniform spacing. While some
improvements consistent with the model have been observed, both Nosofsky (1983a) and
Green (1988) have found that increasing the stimulus range decreases sensitivity in tasks
that require only a binary response (and presumAbly a single response criterion).

An alternative account of the range and edge effects is provided by the dual-process
attention band model (Luce, Green, and Weber, 1976), which assumes that while coarse
discriminations can be made over the entire stimulus range, fine discriminations can be
made only within a narrow (roughly 10 dB) attention band. However, Kornbrot (1980) has
shown that this model is not capable of predicting in detail the confusion matrices typically
observed in identification experiments. When more than one of the distinct perceptual
properties of the sounds vary, the ability to identify the sounds can improve. The extent of
the improvement depends on the performance that is achieved on each property separately
and the nature of the covariation of the properties present in the stimulus set. Studies of
identification performance under such conditions have generally been less systematic than
for the case of a single perceptual property. For example, there has been little study of the
effect of varying the range and number of values for each distinct property. In addition,
subjects have generally been less extensively trained in the identification task. Although
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most of the studies reviewed have employed visual rather than auditory stimuli, the more
salient of these studies were reviewed because it seems likely that many of the factors that
determine the speed and accuracy with which complex auditory displays can be categorized
would be related to those that limit usual categorization.

When identification performance is characterized in terms of information transfer, the
largest improvements have been observed when the stimulus set is derived by varying
independently several distinct physical dimensions of the stimulus. For example, Pollack
and Ficks (1954) found that listeners could achieve 7.2 bits information transfer (equivalent
to roughly 150 categories) per stimulus presentation when six acoustic variables (intensity,
frequency, interruption rate, duty cycle, duration, and spatial location) were each allowed
to assume one of five possible values. Several aspects of these results are of interest. First,
when more than one physical property must be judged to identify the stimulus, the accuracy
that can be achieved in identifying each property is less than when only one property must
be judged. As a result, the information transfer that can be achieved when two or more
properties must be identified is less than the sum of the transfers that can be achieved for
each property separately. Even when the properties assume only perfectly discriminable
binary values, errors are made when simultaneous identification of several properties is
required. In addition, the time required to perform such identifications increases, so that
the information transfer rate does not necessarily improve.

Egeth and Pachella (1969) have argued that the decreased ability to identify values of
each of the component stimulus properties stems from four factors: reduced observation
time, differences in discriminability of one property at various values of the second prop-
erty, distraction associated with irrelevant variation of the second stimulus property, and
response complexity. When observers identify the horizontal and vertical coordinates of a
visual target, accuracy on a given coordinate is unaffected by irrelevant variation of the
second coordinate when this variation need not be responded to, but is reduced when both
coordinates must be identified on a given trial. The latter reduction is dependent on the
observation interval: decreasing from 0.47 bits/coordinate at 2 sec to 0.09 bits/coordinate
at 10 sec. They also found that the accuracy with which a given coordinate was identified
depended on whether it was responded to first or second on a given trial, with the first
response more accurate by roughly 0.15 bits/coordinate independent of the observation
interval.

A second way to improve information transfer is to construct a stimulus set in which
several properties of the stimulus covary in a regular fashion. For example, in a visual task,
Eriksen and Hake (1955) found that squares that covaried in size, hue, and brightness could
be identified more accurately than squares that differed in size, hue, or brightness alone.
The average gain in information transmission was 0.43 bits when two properties covaried
and 1.03 bits when three properties covaried. Garner and Creelman (1964) obtained similar
increases when hue and size were covaried at presentation durations of 0.04 and 0.10 sec.
Lockhead (1966) found that horizontal line segments that varied in both length and vertical
position could be identified more accurately than similar segments that differed only in
length or position (average gain 0.13 bits/presentation).

Lockhead (1970) found the increase in information transfer for correlated properties to
depend markedly on the nature of the correlation between properties. For example, when
the hue and brightness of colored patches were covaried in a uniform fashion (so that small
changes of hue corresponded to small changes in brightness), information transfer was 2.0
bits per stimulus. However when the covariation was "sawtooth" in nature, an additional
0.5 bits were transferred. Similar advantages for the sawtooth condition were observed
for complex stimuli consisting of pairings of visual brightness with auditory loudness and
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of visual hue with tactile roughness. He also found that information transfer continued
to increase when additional properties were covaried in a sawtooth fashion. For example
information transfer for the identification of position and hue of colored discs presented on
backgrounds of varying brightness (10 total stimuli) was 2.75 bits, compared with roughly
1.2 bits for each property alone. Even more dramatic increases were observed when the
stimuli were constructed by varying the angular orientation of four line segments in a
correlated fashion: errorless identification of 20 stimuli (4.3 bits) was achieved compared
to 32 and 37 percent correct identification for single segments and for uniform correlation,
respectively.

Nosofsky (1983b) showed that sensitivity in intensity identification could be improved
by using multiple stimulus presentations. For example, with three observations, sensitivity
increased by roughly 40 percent relative to a single observation, for both narrow (10 dB)
and wide range (32 dB) conditions. Since increases in stimulus duration do not generally
improve identification performance (e.g., Garner and Creelman, 1964), it appears that
the gain in accuracy results from an improvement in the coding process rather than from
reduced variability of the sensory representation of the stimulus. In this sense, multiple
observations of a given intensity should produce roughly the same improvement in accuracy
as uniform covariation of two stimulus properties.

Garner (1970) argued that the ability to classify stimulus sets that contain variations
in several stimulus properties depends on the perceptual relation between the properties.
Integral properties are described by a Euclidean metric in similarity scaling while separable
properties are described by a city-block metric. Integral properties cannot be perceived
selectively, so that when correlated variation is introduced, accuracy and speed of clas-
sification should increase; when orthogonal variation is introduced, classification should
be degraded. For separable properties, neither correlated nor orthogonal variation should
affect classification. In studies of speeded classification of colored chips, Garner and Fefoldy
(1970) found saturation and brightness to be integral when variations were combined in
one chip, but separable when variations were presented in two chips. However, the pattern
of performance when both properties were varied in a single chip was found to depend on
relative ranges of the two properties: there was less interference in the orthogonal condi-
tion when the range (or discriminability) of one of the two (binary valued) properties was
increased.

Nosofsky (1985) analyzed a visual identification experiment in which the stimuli were
semicircles varying in size and in the orientation of an interior radial line. Although these
properties were expected to be separable (e.g., Shepard, 1962), the Euclidean metric with
a Gaussian similarity function described the similarity properties of the confusion matrices
better than a city-block metric. In analyzing the discrepancy with Shepard's findings,
Nosofsky argued that the resolution edge effect (well established in intensity identification)
would be expected to distort predictions based on a Euclidean metric toward those based
on a city-block metric. Shepard (1982) has suggested that the similarity structure expected
for separable stimulus properties may depend on overall discriminability.

Several trends evident in recent studies of the classification of complex visual patterns
seem likely to have relevance for the auditory classification of complex sounds. When several
properties of the stimuli to be classified vary, speed and accuracy of classification are affected
differently for separable and integral properties. Consistent descriptions of stimulus prop-
erties as integral or separable depend on the convergence of operational measures, including
similarity scaling. Detailed mathematical models of complex stimulus classification are only
beginning to emerge, and the specification of factors that affect the structure of the percep-
tual space in the complex classification task is at best incomplete. Some increase in clarity
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seems likely to result from incorporating the improved understanding of the factors that
determine identification performance for simple sounds in studies of complex classification.

UNCERTAINTY AND ATTENTION

In general, uncertainty about the spectral or temporal structure of a sound interferes
with the ability of a listener to extract information from, or about, the sound and its source.
Early studies of uncertainty effects with simple sounds demonstrated small but consistent
reductions in performance when some aspect of the sound or its presentation was uncertain.
An illustration of this point, and perhaps the first detailed theoretical consideration of
uncertainty in hearing, is found in studies comparing the detectability of a pure tone of
random or uncertain frequency with a tone of known frequency. This literature dates back
at least to the report by Tanner and Norman (1954) and is summarized in Green and Swets
(1974). Relative decreases in discrimination performance have likewise been reported in
uncertain frequency discrimination tasks (e.g., Harris, 1952; Jesteadt and Bilger, 1974),
uncertain intensity discrimination tasks (e.g., Berliner and Durlach, 1973a), and tasks
requiring the detection of sounds occurring at uncertain times (e.g., Egan, Greenberg, and
Schulman, 1961; Green and Weber, 1980). While the studies of the effects of stimulus
uncertainty on the detection or discrimination of simple acoustic signals do not directly
address the classification of complex sounds, they do raise important issues concerning
mechanisms that are likely to be relevant. Some of these issues include: the fine-tuning
of sensory mechanisms due to attention (e.g., Sorkin, Pastore, and Gillom, 1968; Luce et
al. 1976; Swets, 1984), sequential effects (e.g., Purks et al., 1980; Luce et al., 1982), and
perceptual anchors (e.g., Braida et al., 1984; Macmillan, 1983).

The role of stimulus uncertainty in the perception of sound patterns has been studied
extensively by Watson and his colleagues. A typical paradigm they have employed is
one in which the listener must detect an alteration in the pattern formed by a series of
sequentially presented tones. The nature of the "alteration" is often a difference in the
intensity, frequency, or duration of a single component of the pattern, allowing comparison
with much of the traditional research on discrimination. Watson and Kelly (1981) provide
a review of a portion of that work. They describe effects as large as 40 to 50 dB, comparing
some highly uncertain stimulus conditions with minimally uncertain stimulus conditions
attributing many of the effects to "informational masking" (Pollack, 1V75b).

Recently, studies reporting the effects of spectral uncertainty in the perception of
complex sounds. The series of papers on auditory profile analysis began with attempts to
quantify and explain the relatively small effects of spectral uncertainty on the detection
of spectral shape alterations (e.g., Spiegel, Picardi, and Green, 1981). Much larger effects
of spectral uncertainty have been reported by Kidd, Mason, and Green (1986) and Neff
and Green (1987) for conditions in which a different spectral pattern was present for every
stimulus during the procedure.

To the extent that the perception of differences among tonal patterns or among spectral
shapes involves the assignment of different stimuli to signallike or nonsignallike categories,
these studies may provide the best indications to date of the effects of uncertainty on the
classification of complex sounds. In those experiments, the random composition of the
stimulus ensemble requires that the listeners group sounds according to similarity along one
or more stimulus dimensions, while ignoring irrelevant stimulus differences within groups.
Clearly, uncertainty interferes with that process and may limit performance. Within that
context, although the above studies of uncertainty in complex sound perception are certainly
relevant to the topic, they were not designed to study classification per se.
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Future research in this area, therefore, could address a wide variety of issues. Could
the effects of uncertainty be modelled simply by assuming noise is added to the stimulus
or to the sensory transduction process? Or is uncertainty better considered with respect
to the expectations about the stimulus properties the observer may have formed prior
to presentation of the sound or sound sequence? Watson and Kelly (1981) consider the
possibility that the attentional control of the sensory mechanism degrades the stimulus
representation from the auditory periphery in highly uncertain conditions. Thus, a case
could be made for uncertainty having both peripheral and central components. The issues
of bottom-up versus top-down processing in the classification of acoustic patterns have also
been pointed out by Howard and Ballas (1980). Their finding that prior semantic knowledge
about a sound may, in some instances, interfere with extracting information about pattern
structure argues for at least some top-down processing and allows the interpretation of
uncertainty effects to include misinformation. In general, however, there are too few studies
to accurately predict the effects of various forms of stimulus uncertainty on classification
of complex sounds. More research is needed in order to develop broadly based models of
uncertainty and to evaluate adequately the applicability of current models of audition to
uncertainty effects.

LIMITATIONS DUE TO INTERNAL NOISE

Our ability to detect auditory signals appears to be limited by the presence of internal
perturbations or noise. Many studies have attempted to characterize the magnitude and
character of the internal noise. Swets et al. (1959) required subjects to make repeated
observations of identical or independent noise samples in order to determine the relative
improvement in detection performance as a function of the number of observations. Other
experiments have assessed the consistency of an observer's performance on identical noise
trials (Green, 1964), examined the discrimination of Rayleigh noise (Ronken, 1969) or
reproducible noise (Raab and Goldberg, 1975), or examined the difference between observer
performance on trials when the noise samples were identical and different (Siegel, 1979;
Spiegel and Green, 1981). Virtually all these studies have concluded that the magnitude of
the internal noise depends on the magnitude of the external noise. Estimates for the ratio
of internal to external noise have varied from approximately 0.3 to 3, depending on the
particular task.

The relatively large magnitude of internal noise implied by most of these experiments has
led some investigators to study how an observer's response depends on particular attributes
of the stimulus input (Pfafflin and Mathews, 1966; Pfafflin, 1968; Ahumada and Lovell, 1971;
Ahumada, Marken, and Sandusky, 1975; Hanna and Robinson, 1985; Gilkey, Robinson, and
Hanna, 1985; Gilkey and Robinson, 1986; Gilkey, 1987). In these studies, performance
is observed over a number of repeated presentations of the same stimulus. The results
seem to indicate that an observer employs a more complex observational strategy than
previously thought. That is, an observer probably does not use a single, fixed-bandwidth
filter located at the signal frequency, or a single integration window matched to the signal's
occurrence. Instead, the observer may compare information obtained from several different
spectral regions and at different times. Some of the apparent variability of an observer's
responses may be due to the use of information outside the immediate temporal and spectral
region of the signal. The idea that an observer's decision may be based on the weighted
combination of energy sampled from different spectral-temporal portions of the input is
consistent with the profile analysis hypothesis described in studies by David Green and his



LIMITS OF AUDITORY PROCESSING OF COMPLEX SOUNDS 45

colleagues (Spiegel et al. 1981; Green, Kidd, and Picardi, 1983; Green, Mason, and Kidd,
1984).

Some specific sources of internal variability have been identified. These include noise
due to observer uncertainty about signal or noise parameters, noise associated with the
processes of encoding or storing the stimuli, and noise associated with the setting and
maintenance of response criteria. Tanner (1961) proposed a framework for categorizing the
memory requirements of several general types of detection and discrimination tasks. He
characterized two-interval (2AFC) performance as being limited by an internal sensory noise
plus a memory noise that increased as a function of the time separation between the two
observation intervals. This time-dependent memory noise is equivalent to a memory trace
that decays over time. Tanner's model has been extended by Sorkin (1962) in a study of the
same-different discrimination task, and Macmillan, Kaplan, and Creelman (1977) in more
complex discrimination tasks. The trace decay component was expanded by Kinchla and
Smyzer (1967) and incorporated as the trace component of the two-component trace-context
model developed by Durlach and Braida (1969).

In the Durlach and braida (1969) theory of discrimination there are two sources of
internal variability in addition to the traditional sensory noise: (1) a context noise associated
with encoding/identifying a given stimulus from an ensemble of possible stimuli and (2) a
trace noise associated with maintaining an accurate representation of a presented stimulus.
The context noise is assumed to increase with the total range and number of possible stimuli
and is independent of the time held, while the trace noise is assumed to increase with the
storage time.

The properties of the trace noise component have been studied in experiments by
Berliner and Durlach (1973a) and by Lim et al. (1977), in the context of Durlach and
Braida's two-mode theory. Lim et al. studied loudness matching and intensity discrimination
for signals of different frequency. An observer's ability to discriminate the intensities of
two signals decreased as a function of the frequency difference between the signals; Lim
suggested that this was due to a transformation noise component of the trace noise process.
Hanna (1984) also studied the limitations on discrimination caused by internal noise of
different types, such as sensory variability, memory (trace or context mode variability), and
attentional factors and decision-making components (informational masking). He examined
the discrimination of reproducible noise as a function of the bandwidth and duration of the
noise bursts, the time interval between the bursts, and the effects of forward and backward
maskers.

Sorkin (1987) and Sorkin and Snow (1987) applied the Durlach and Braida theory to
the discrimination of tonal sequences. They studied the characteristics of trace and context
noise in tasks that required observers to discriminate between tonal sequences having
the same or different frequency patterns. Trace noise was observed to increase rapidly
with the introduction of variation in the temporal structure of the sequences but was
relatively insensitive to other envelope decorrelating operations such as uniform expansion
or compression of the tonal durations and gaps.

Berg and Robinson (1987) also reported on a task involving tonal sequences; subjects
were presented with sequences of tones sampled from one of two probability density functions
on frequency; on each trial the subjects had to decide which distribution produced the
sampled tones. In their model, internal noise is composed of peripheral variance (noise
added to each tone observation prior to formulation of the decision statistic) plus a central
variance (noise added to the decision statistic component). Increasing the variance of the
probability distributions (while controlling the difference between the distribution means)
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resulted in increases in the internal noise, suggesting that the internal and external variance
are not independent.

A number of investigators have attempted to relate performance in detection and
discrimination to more complex tasks such as absolute judgment and magnitude estima-
tion. Tanner (1956) proposed an extension of the signal detection model to the two-signal
recognition task, in which interstimulus distances were defined by performance in separate
detection and discrimination tasks. Shipley (1965) and Lindner (1968) tested high threshold
models of detection using combined detection and recognition tasks. An extension of signal
detection theory to the more general recognition-detection task was reported by Green and
Birdsall (1978). In such tasks, the observer may be presented with either no signal or one of
n signals; the observer must identify which signal, if any, was present. Experiments reported
by Green, Weber, and Duncan (1977) provided reasonable support for a theorem relating
signal identification to signal detection performance. This approach also has been applied
to the identification and detection of visual signals (Swets et al., 1978).

Attempts to explain the variability in an observer's behavior in recognition and mag-
nitude estimation tasks have involved assumptions similar to those in detection and dis-
crimination, such as internal noise in the basic sensory mechanism and variability of the
attention band or response criteria. For example, Green and Luce (1974) discussed the
results of several magnitude estimation experiments in terms of a timing theory analysis,
in which variability in the observer's responses is a consequence of the assumed internal
timing mechanism. Their interpretation of the data included the assumption of an observer
attention band, whose location on any trial depended on the nature of the signals on the
preceding trials.

A number of experiments employing judgment and estimation tasks have been analyzed
by Treisman (1984, 1985; Treisman and Faulkner, 1984, 1985; Treisman and Williams, 1984),
using a model in which the observer's criteria are determined and maintained as a function
of the expected stimulus values and the observer's prior responses. The general model
exhibits several of the effects noted by other workers in absolute judgment and magnitude
estimation, including a dependence of performance on the number and range of the stimuli,
and on the presence of correlations between successive responses and of edge effects.

Finally, Nosofsky (1983b) reported an analysis of absolute judgment for auditory signals
varying in intensity, using a multiple observation procedure. The procedure enabled him to
estimate the magnitude of both the stimulus noise and the criterion noise as a function of
the range of the stimuli to be identified; both appeared to increase as the stimulus range
was increased.

LEARNING

Introduction

Most classification of complex sounds probably is based on some level of prior learning
or training. It is well documented that early experience can modify the production and
of the responsiveness to calls in a wide variety of animals and birds with species-specific
calls, although early learning has not yet been demonstrated for frogs or insects (Ehret,
1987). Early linguistic experience for humans is believed to shape significantly, possibly
permanently, the nature of speech perception (e.g., Pisoni et al., 1982). Thus it is quite
possible that early auditory experience with nonspeech stimuli also plays a significant role
in shaping the perceptual organization of the auditory environment for the individual as an
adult. Therefore, the development of auditory perceptual organization, and the role played
by early experience, is one important field that needs to be investigated.
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Since the major organizational abilities and skill important to the perception of speech
stimuli and to the perception of visual patterns are believed to have achieved a high degree of
development within the first few years of life, the focus of research on perceptual learning for
adults is different than for infants. With adults the focus of important research questions
concerns effectiveness of training procedures to modify existing perceptual skills, or to
create new skills, for the classification of complex nonspeech sounds. Within this general
training focus, there are several major research issues that need to be addressed. There is
a need to evaluate the effectiveness of different types of training and to determine whether
there are individual or age-dependent differences in ability to learn new perceptual skills
or to modify existing skills. Each training procedure needs to be evaluated in terms of the
generalization of the training across types of stimuli and stimulus situations. The nature
and appropriateness of different perceptual strategies to various types of tasks need to be
addressed.

The ability to classify sounds requires some operating knowledge about the important
feature(s) by which specific sounds should be grouped together or about the rules, or the
means of generating rules, for grouping sounds in an orderly way. By far the most frequent
reference to or use of the term learning in the literature on nonspeech sound perception is in
the context of acquainting listeners with the requirements of a particular experimental task
or with internalizing the value of a stimulus along a particular perceptual dimension to be
used as a reference. In contrast, learning to attend to specific aspects of a complex sound
or sound sequence, which varies along several dimensions simultaneously, and attempting
to assign the stimulus to a particular group, has not been studied extensively. The issues
involved in learning in audition are complex and diverse, extending across multidisciplinary
boundaries.

Learning Complex Nonspeech and Nonmsc Sounds

Many of the studies most appropriate to the topic of learning to classify complex
nonspeech sounds concern, or appear to have been motivated by, the study of human
detection and identification of underwater sound sources. Webster and colleagues (e.g.,
Webster, Carpenter, and Woodhead, 1968a, 1968b) considered learning processes associated
with the identification of complexes of harmonically related tones having different spectral
structures. Other studies directly applicable to underwater sound identification or to the
techniques that could be used to train sonar operators are the papers by Howard and others
(e.g., Howard and Silverman, 1976; Howard, 1977; Howard and Ballas, 1982). An interesting
theme emerging from these studies is the notion of different processing strategies based on
the temporal properties of the sound or sounds to be identified.

The identification of steady-state sounds may involve more bottom-up processes because
of the time available to extract critical stimulus features. Transient sounds, by comparison,
cannot be analyzed in that manner and may depend to a greater degree on prior knowledge
about the structure and likely source of the sound.

One paper specifically designed to measure learning to identify complex nonspeech
sounds is that of House et al. (1962). They measured learning functions for identification
of stimuli varying along one, or more than one, dimension. They found that learning
performance improves as stimulus dimensions are added but that when the test sounds
imprecisely resembled previously overlearned sounds (i.e., speech sounds), performance
worsened.
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Psychophysical Abilities

It is well known that practiced psychophysical subjects usually exhibit different patterns
of performance than naive subjects. Most measures of detection and discrimination are
more stable and indicate greater sensitivity for experienced subjects than for naive subjects,
sometimes even for many new or novel stimulus comparisons. The difference between
practiced and naive subjects may reflect heightened sensory abilities in the former. It
is more probable that practiced listeners may be better able to attend to, focus on, or
perceptually isolate critical components, or patterns of components, within complex stimuli.
Practice or experience also may result in subjects ignoring certain characteristics of stimuli.
Naive subjects may seem to respond to general stimulus patterns and to ignore many
subtle aspects of stimuli. Given this complex characterization of practice effects, it is
most likely that the relationship between specific types of practice or prior experience and
categorization behavior is both complex and to the nature of the categorization task. This
complex relationship is obvious in our brief summary of the existing literature on practice
effects for complex sounds.

Psychoacoustic studies include such topics as frequency discrimination in musicians
versus nonmusicians (e.g., Spiegel and Watson, 1984), comparison between learning to
identify unidimensional sounds along different dimensions (e.g., Houtsma, Durlach, and
Horowitz, 1987), the acquisition of category boundaries in labeling speech or speechlike
sounds (e.g., Carney, Widin, and Viemeister, 1977; Pastore, 1987a), computer-assisted
learning (e.g., Swets et al., 1962; Corcoran et al., 1968), and many others.

Discrimination of Tone Sequences

In a series of experiments, Watson (1987) and his colleagues studied the effects of
extended practice on the ability of subjects to discriminate changes in the frequency and
intensity of individual components in 10-tone sequences. This research has identified a
number of important principles characterizing the limits on discrimination ability as a
function of stimulus characteristics and position within a sequence. Although subjects were
able to perform very fine discriminations for most components in highly familiar sequences,
this ability did not generalize directly to new tone sequences (for reviews, see Watson, 1987;
Watson et al., 1976; Spiegel and Watson, 1981; Watson and Foyle, 1985).

Leek and Watson (1984) measured improvements in the detectability of tones embedded
in tonal sequences with regular practice over periods spanning several weeks. They found
that the amount of informational masking could be reduced by 40 to 50 decibels in some
cases, a result they attributed to the long-term acquisition of a reference. The relationship
between the time course of learning sounds, the complexity of the sounds, and the exper-
imental task was considered in a paper by Watson (1980). He pointed out that achieving
asymptotic performance for experiments employing more complex sounds and complicated
tasks often took much longer than for simpler detection or discrimination experiments using
isolated tones or noisebands. Kidd, Mason, and Green (1986) found rapid improvement in
detecting spectral shape differences during the first few hundred trials of practice of naive
listeners with continued, gradual improvement extending over many hundreds of trials.
Furthermore, they noted that listeners who had been trained to discriminate a difference in
spectral shape for a particular reference sound reached asymptotic performance in learning
new reference sounds more rapidly than naive listeners. Neff and Callaghan (1987) report
considerable individual differences in learning in random spectrum masking experiments.
In experiments in which considerable masking was obtained by maskers with very little
energy in the critical band containing a tonal signal, some listeners were apparently able
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to find a cue to the presence of the signal after many trials, greatly reducing masking,
while the performance of other listeners remained essentially constant. The extent to which
differences in attention, motivation, prior experience, etc., affect the rate of learning and
asymptotic performance in complex sound perception experiments is not well known.

Categorization of Speech and Music

Research on categorization of speech sounds and musical tones also has identified
practice effects. The demonstration of categorical perception, which is characteristic of the
perception of stop consonants, requires that the discrimination of stimuli drawn from the
same labeling category be typically at chance. However, practice with such a continuum
of stimuli results in significantly better than chance discrimination for stimuli within a
labeling category (Carney et al., 1977; Samuel, 1977; Kewley-Port, Watson, and Foyle,
1987). The typical explanation of these findings is that practice enables subjects to access
the finer acoustic characteristics of the stimuli that are largely unimportant for speech
categorization. A number of excellent published reports provide a diverse variety of critical
reviews of various factors that may contribute to laboratory measures of performance with
speech stimuli and the role played by experience (Strange, 1986; Walley, Pisoni, and Aslin,
1981; Werker and Logan, 1985).

Second Language Acquisition

The perceptual skills or abilities to perceive one's first language probably develop very
early in life and then are relatively stable over one's lifetime. Acquisition of a second
language by adults thus requires the modification of these existing perceptual skills or
the development of new, sometimes incompatible perceptual skills. Therefore, the study
Gf changes in perceptual abilities during second language acquisition offers an excellent
opportunity to map the development of new (language-specific) perceptual skills and to
investigate correlated changes or modification in the perception of the primary language
(Tees and Werker, 1984; Walley et al., 1981; Strange and Dittmann, 1984). There is
some evidence that the location of category boundaries for the first language may be
altered as the second language is acquired (Flege and Hillenbrand, 1987; Werker and Tees,
1984). In one example of a typical training study, Strange (1972, reported in Strange
and Jenkins, 1978) attempted to train English-speaking college students to discriminate
voice onset time (VOT) differences that straddled the Thai prevoiced-voiced unaspirated
boundary at approximately -20 msec VOT, and found improved performance in the region
of the Spanish prevoiced-voiced contrast (-4 msec VOT) and within the voicing category
(+15 imsec VOT). The interaction of new and related old skills of perceptual categorization
probably should be considered in future research on the categorization of complex nonspeech
sounds. However, the magnitude or importance of such interactions might not be as great
as with speech, whereas second language acquisition typically involves both the perception
and the production of the new language (Williams, 1979).

Morse Code Learning

Shepard (1962) analyzed four sets of preexisting data published by other authors, which
used the 36 standard International Morse Code signals as stimuli. (Each Morse code signal
is composed of up to five tones, called dots and dashes. Each dot has length 1 and each
dash length 3, and the separating silences have length 1, relative to an interval that depends
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on the speed of presentation.) Wish (1967) collected and analyzed data for a set of 32
sounds similar to three-tone Morse code signals, but each containing two internal silences
of length 1 or 3. In all cases, the signals were presented at a sufficiently high speed that it
was impossible for naive subjects to explicitly analyze them into their components.

Shepard's chief analysis was based on data from Rothkopf (1957) in which the subjects
were explicitly screened to be naive about Morse code, and in which their task was to decide
whether two signals were the same or different. Applying multidimensional scaling to these
data, Shepard discovered convincing evidence that the two chief perceptual characteristics
being used by these subjects were the total length of the signal and the proportion of dots
to dashes. Wish, analyzing his own data, confirmed use of the two characteristics and
demonstrated two other characteristics, namely, the sound-to-silence ratio and whether the
first component is a dot or a dash.

Shepard's second and third analyses were based on identification errors by beginning
students learning to read Morse code. Here a memory confusion combined with the percep-
tual confusion, e.g., the three-dot signal (s) was sometimes identified by the label for the
three-dash signal (o) and vice versa. As a result, the two chief dimensions in this case were
length of signal and its heterogeneity, wherein an all-dot or all-dash signal is homogeneous
and a signal having dots followed by dashes followed by dots is heterogeneous. Shepard's
fourth analysis was based on identification errors of more rapid signals by intermediate and
advanced subjects. The intermediate subjects showed memory confusion between signals
that are time-reflections of each other. The advanced subjects, reading very rapid signals,
demonstrated primarily perceptual errors based on mistaking the number of components in
a consecutive run of dots or dashes.

Musical Illusions

Deutsch (1982) reports that practice tends to enhance the perception of the octave
illusion, which is a type of streaming of alternating, dichotic tone pairs. Perception of such
illusions probably involves errors in perceptual grouping or streaming. However, Pastore
et al. (1986) report that practice with masking and detection conditions can reduce or
eliminate the perception of the octave illusion, even though the subjects had never been
exposed to the illusion. This apparent contradiction in findings probably reflects the types
of different perceptual strategies described above, with the illusion requiring the (incorrect)
perception of stimulus patterns, while detection or discrimination requires analysis of the
complex stimuli in terms of critical components.

Perceptual Learning

Pisoni (1971) unsuccessfully attempted to produce categorical perception by training
subjects to identify two categories of isolated second formant chirps. More recently, Grunke
and Pisoni (1982) found that subjects could learn to consistently assign temporal mirror-
image acoustic patterns of CV and VC syllables to arbitrary response categories. Subjects
responded to both individual stimulus dimensions and to more general stimulus patterns.

Schwab, Nusbaum, and Pisoni (1985) found that modest amounts of training could
significantly improve the recognition of synthetic speech stimuli, which can be considered
impoverished, distorted speech. In a subsequent study, Greenspan, Nusbaum, and Pisoni
(1986) investigated the effectiveness of different types of training on the perception of
synthetic speech produced by rule. Training with isolated words improved only the intelli-
gibility of isolated words, while training with sentences increased the intelligibility of both



LIMITS OF AUDITORY PROCESSING OF COMPLEX SOUNDS 51

isolated words and sentences whether or not they had been used in training. Furthermore,
training with the same stimuli each day and training with novel stimuli each day were
equally effective. In a second experiment, training with a limited set of repeated sentences
did not improve the intelligibility of novel stimuli.

In summary, learning to classify complex nonspeech sounds has not been thoroughly
studied. The study of learning in nonspeech sound identification is closely related to studies
of uncertainty, and a recurring interest is the extent to which the detrimental effects of
stimulus uncertainty may be overcome by internalizing a reference pattern through repeated
presentation. The knowledge about this topic could be greatly advanced through further
research, particularly with respect to synthesizing and unifying the contributions from a
wide variety of investigators in diverse areas of inquiry.



6
Lessons From Speech Perception

POSSIBLE RELEVANCE OF SPEECH RESEARCH

Speech is one class of complex acoustic stimuli that has been studied extensively for
many decades. Modern speech scientists now understand most of the important properties
of the speech production system and have identified important properties of the physical
stimuli that alter the perceived categories of speech. The major focus of modern speech
research is the understanding of the perceptual system utilizes the information contained
in the acoustic signal to perceive speech. The relevance of the speech research literature to
the study of the categorization of nonspeech sounds depends on one's beliefs concerning the
nature of the perceptual processes for speech. The more common assumption of researchers
is that speech perception is based on some form of higher-order processes that are unique
to human speech mechanisms. One alternative formulation of this specialized view is that
speech perception is mediated by a separate module that exists at a peripheral level in
parallel with other modules specialized for processing acoustic and other specific types of
sensory information (Liberman and Mattingly, 1985). If these specialized views are valid in
the extreme, then the extensive, and very successful speech perception literature can provide
only an example of strategies and techniques for the study of categorization. Although, in
principle, our working assumption in the following section is consistent with this majority
view of speech perception, there are strong reasons to advise caution in accepting this
assumption as valid.

Some researchers at the other extreme argue that speech may not be based on unique,
highly specialized processes. The basic approach of these researchers assumes that many
of the apparent perceptual differences between speech and other acoustic signals may be
artifacts of the largely independent development of the research fields (e.g., Diehl, 1987;
Pastore, 1981; Pisoni, 1987; Schouten, 1980). These researchers believe speech perception
may be based on higher-order stimulus processing that is largely learned and has developed,
at least in part, to make use of unique properties of human auditory signal processing.
If this minority view is valid, then much, if not all, of the extensive literature on speech
perception may be very relevant to the topic of this report.

There also are various intermediate views on the nature of speech, each with different
possible implications for the categorization of auditory sounds. For instance, Stevens argues
that the auditory system responds to sounds with different complex acoustic properties in
distinctive ways that are important to the classification of sounds that serve as the basis of
language (Stevens, 1980). Independent of the validity of the assumed relevance to language,
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the efforts to identify the complex acoustic properties are relevant to the classification of all
sounds. Other researchers argue that properties of the speech signal are used to convey to
the listener static and dynamic characteristics of the vocal tract producing the signal. While
the vocal tract is unique to speech sounds, the principles derived from studying the potential
and perceived relationships between sound characteristics and source characteristics have
very general application. The proceedings of a 1986 NATO conference on the psychophysics
of speech perception (Schouten, 1987) provide an excellent summary of the current status
of research on speech perception, related aspects of auditory perception, and the relevant
psychophysical methodology.

The theory of intensity perception initially proposed by Durlach and Braida (1969)
and subsequently developed by these researchers and their coworkers provides a needed
conceptual basis for describing and comparing the psychophysical techniques that have
been employed in the study of speech categorization. Although the theory is not described
here, excellent recent reviews of the theory include a chapter summarizing the general theory
(Braids and Durlach, 1986) and a chapter applying the theory to categorization research
(Macmillan, Braida, and Goldberg, 1987).

In most of the literature, fixed-level discrimination refers to the condition in which
only two stimuli are ever presented in a block of trials. Fixed discrimination represents
minimum uncertainty for the given stimulus parameters in the sense that the subject must
deal with only the stimulus differences between the two stimuli and the internal system
noise associated with that stimulus (trace) coding. Roving-level discrimination refers to
the condition in which a number of different stimuli are presented in a block of trials,
even though the differences between stimuli compared within a block of trials may be
held constant. Roving discrimination represents high uncertainty in that the nature of the
stimuli being compared on a given trial is not defined (other than being a member of the
broad stimulus set) until the first stimulus is presented. In roving discrimination the subject
is faced with the additional variability of the stimuli across trials; in the Durlach-Braida
theory, stimulus context coding must be added to stimulus trace coding in performing the
task. Sorkin (1987) provides an excellent example of the application of these notions to the
perception of complex tonal sequences.

BROAD OVERVIEW

Much of the research on human speech has focused on the relationship of categories
of perception to both the acoustic stimuli of speech and the structures of production (or
articulation) that normally produce the acoustic stimuli. This study of the relationship
between (a) the characteristics of the sound production source, (b) spectral and temporal
properties of sound, and (c) categorical properties of perception, represents a type of working
structure for future studies of categorization of naturally produced acoustic stimuli (animal
calls, engine noises, speech and speaker recognition, etc.), whereas the source properties
probably are not important for the categorization of artificially coded cues (e.g., types of
alarms, cues for the status of equipLi,,iiL, oi even the recoding of information by equipment
monitoring aspects of the environment, etc.).

One of the most fundamental questions concerning the categorization of speech stimuli,
or any other types of stimuli, is: What aspects of the stimuli cue elicit or give rise to the
perception of one category as opposed to another? Specific assumptions concerning the
nature of such cues are discussed below in the section on models. The problem addressed
here concerns the need for the cues to possess properties that are invariant across a wide
variety of source characteristics and listening conditions. This notion of stimulus or cue
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invariance need not require absolute or stationary stimulus properties, and it may often
require a specification of complex, relative properties. The discussion below is intended
to provide a background against which the notion of categorization cue invariance can be
better understood.

Natural speech originates from numerous different speakers whose output is highly
variable both across speakers and within speakers across time. The listener must perceive
an equivalence of stimuli from within a speech category despite sometimes very highly
discriminable differences in the physical stimuli. Therefore, if the stimulus attributes that
serve as the basis for the perception of speech categories are invariant, that invariance is
somehow relative to the context of a high variability. The research literatures on speech
coarticulation effects (e.g., Fowler, 1981a, 1981b; Ohman, 1967; Mann and Repp, 1980;
Raphael, 1972) and trading relations (e.g., Repp, 1982; Parker, Diehl, and Kluender, 1986)
are relevant to this issue. In addition, the research on machine recognition of speech (e.g.,
Rabiner and Levinson, 1981) and the research on human and machine speaker recognition
(e.g., Schmidt-Neilsen and Stern, 1985; O'Shaughnessy, 1986) are quite relevant, since in
each type of study one must deal with the extraction of specific categories in the context
of highly variable signals (e.g., Garrett and Healy, 1987). This high degree of stimulus
variability means listeners are typically operating in a high uncertainty situation.The models
of categorization discussed below really differ in terms of whether the assumed critical
stimulus properties are general characteristics of the central tendencies of category stimuli
or of the boundary between stimuli, and whether the critical category characteristics are
properties of the stimuli or of the objects giving rise to the stimuli.

PSYCHOPHYSICAL PROCEDURES

The psychophysical approaches and procedures employed in speech perception studies
have tended to be less rigorous than those used in the detection and discrimination studies.
While this apparent lack of rigor may seem to represent a problem with this literature,
the use of more rigorous psychophysical techniques may represent an analysis that is too
fine-grained to study categorization (we return to this point shortly and in the section on
categorical perception). The psychophysical techniques employed for speech studies also
have not been subjected to the same types of rigorous theoretical and empirical evaluation,
although the work of Macmillan (e.g., Macmillan et al., 1977, 1987) represents an excellent
beginning.

The important issue concerning psychophysical procedures is not what tasks are best
in an absolute sense, but rather what approaches and procedures are most effective and
appropriate to studying the relevant question. Pisoni and Luce (1987) and Pastore (1981)
provide summaries of different types of psychophysical approaches to the study of speech
and simpler acoustic stimuli, as well as the differences in the questions being addressed.

Labeling

Much of the research on speech perception has employed labeling tasks that, almost
by definition, are roving-level tasks. In such tasks subjects respond to each stimulus with
a label, and categorization is evaluated in terms of the distribution of labels across the
stimulus dimensions manipulated. In speech these labels are obvious. In some studies the
set of possible labels is limited by the researcher, while in other studies the set of labels is
open-ended. Labeling may be viewed as a quick, but imprecise, measure of categorization.
Labeling tasks differ from discrimination tasks in several important ways. Labeling results
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may be significantly altered by the response tendencies of the subjects. Labeling tasks also
are asking a very different question of the subjects: rather than asking if the subject can
detect a difference between two stimuli, the subject is asked if the stimuli are sufficiently
similar to be categorized as equivalent, as indicated by use of the same label. Therefore,
two speech stimuli that are highly discriminable may receive the same label because they
are perceived as, or are acceptable as, members of the category designated by one label.
One critical consideration in implementing a labeling task is to define a set of response
labels that is appropriate for the specific problem or question being investigated. In many
labeling tasks the subjects are allowed only a limited set of response labels, or the subjects
may conclude that the researcher wants them to use only a limited set of labels, resulting in
the assignment of some stimuli to one labeling category rather than to a more appropriate,
but unavailable, category. However, when the set of response labels is too open, subjects
may indicate perceived differences where categorical equivalence may be more appropriate
for the question being investigated.

Some nonspeech stimuli have natural categories for which labels may be (or seem)
obvious, such as engine noises, machine shop noises, public address system announcements,
etc. Other nonspeech stimuli, especially those initially unfamiliar to the listener, may not
have obvious labels. Research on nonspeech and on impoverished analogs to speech-stimuli
are excellent examples of research using stimuli for which the response labels must be based
on initial exposure to broad sampling stimuli, or to stimuli from the end-points of the
stimulus continuum under study (e.g., Pisoni, 1977; Pastore, Harris, and Kaplan, 1982).
Finally, there may be a hierarchy of categorization levels. For instance, the category of
engine noises can be divided into the subcategories of tuned and malfunctioning engine
noises. The engine noise category also can be subdivided into subcategories of noises from
motor vehicles, ships, and aircraft, with each divided into more precise categories such as
propeller and jet aircraft noises. With considerable accuracy, a highly trained listener may
be able to label noise from a single type of aircraft based on the engine manufacturer. With
such different levels of categorization, the researcher must be careful that the subject is
operating at the expected level, and that comparison of results across laboratories, or even
within a laboratory, is based on an equivalent level of categorization.

ABX and AX Discrlmination

Many speech perception studies do not evaluate discrimination. When discrimination
is evaluated, a roving-level ABX procedure is the most common technique employed. In
the ABX technique, the subject is presented on each trial with two stimuli (A and B), then
asked if a third (X) is equivalent to A or B. This task has a great deal of face validity in that
both of the stimuli being compared (A and B) are presented during the trial. Macmillan
et al. (1977) have provided a theoretical analysis of ABX, with a basis for comparison
with more standard psychophysical tasks. While there is some evidence that experienced
subjects may be able to ignore the A stimulus and perform the ABX task as a modified
BX (or same-different task), naive subjects seem to respond on the basis of X being more
like A or B (in a standard SD or AX task, A = X or A < X, whereas in an ABX task,
B = X or B < X or B > X). One excellent example of the difference in results from these
types of tasks can be found in the research on auditory temporal acuity. For diotic stimuli,
practiced subjects in an AX task can report differences in stimulus onset for differences of 2
msec or less, but require approximately 18 msec to indicate which stimulus had the earlier
onset in an ABX task. Naive subjects tend to exhibit only the 18 msec difference for both
tasks. Hirsh and Sherrick (1961) have argued that the smaller detection threshold may be
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based on spectral correlates of the temporal difference, rather than on subjects responding
directly to the stimulus onset difference (see Pastore, 1987b, for a more detailed summary
of this literature).

Other Psychophysical Procedures

A roving-level oddity procedure sometimes has been employed to measure discrimina-
tion. On each trial the subject is presented with three or four stimulus tokens, with one of
the tokens different from the other identical tokens. The task of the subject is to indicate
which of the stimuli was different. The oddity procedure also seems to have face validity,
but it does not lend itself easily to a theoretical analysis, and thus the results from this
procedure are difficult to compare with those from more standard procedures (Macmillan
et al., 1977).

The two-interval forced-choice (2IFC) procedure is a common one in the auditory de-
tection and discrimination literature. The procedure is relatively insensitive to the criterion
differences and has a theoretical basis for comparison with other psychophysical procedures
(Green and Swets, 1974; Egan, 1975). In the recognition version of this procedure, a subject
is presented with two different stimuli on each trial and is asked which of the stimuli is
greater along the specified dimension. A roving-level 2IFC procedure has been used success-
fully to investigate temporal order discrimination for complex nonspeech stimuli, producing
discrimination results similar to roving-level AX and ABX procedures under equivalent
conditions (Pastore et al., 1987).

More Standard Psychophysical Procedures

Adaptive psychophysical procedures have been successfully employed in the study of
speech categories and of complex sounds believed to be possibly related to speech perception.
Summerfield (1981) used PEST (parameter estimation by sequential testing, Taylor and
Creelman, 1967) with speech stimuli to determine consonant boundaries. Pastore et al.
(1982) used the Levitt (1971) up-down procedure with a 2IFC task and 2:1 rule to determine
temporal-order thresholds for simple and complex analog to speech stimuli.

Selective Adaptation

Selective adaptation techniques initially were employed in the speech perception lit-
erature to demonstrate the existence of specialized feature detectors (discussed below in
the section on models). The basic notion was that different speech categories are each
mediated by a specialized feature detector. Stimuli drawn from specific continua each acti-
vate different feature detectors, and stimuli from the boundaries between feature detectors
may sometimes activate one or the other feature detector. If one of the feature detectors
is adapted or fatigued, it will become less responsive and result in a lower probability of
activation by boundary stimuli (and thus a higher probability of activation of the alterna-
tive category). Selective adaptation typically involves use of a labeling procedure (and/or,
with less frequency, a discrimination procedure) to measure the location of the category
boundary with no adaptation and following repeated exposure to (adaptation by) a specific
stimulus. The effectiveness of a stimulus as an adaptor was believed to indicate the degree
to which a stimulus is an example of a given category. Alternative explanations of selective
adaptation that do not require the assumption of feature detectors include stimulus con-
trast effects (Diehl, Kluender, and Parker, 1985; Diehl, 1981; Sawusch and Jusczyk, 1981;
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Sawusch and Millennix, 1985), range effects (Parducci, 1974), criterion shifts (Warren, 1985;
Warren and Meyers, 1987), and altered or mutated organizational units that contribute to
the perceptual whole (Warren and Meyers, 1987).

Selective adaptation procedures have been used to evaluate the relationship between
speech cues (Ades, 1974), as well as between tones varying in temporal onset and speech
stimuli varying in voice onset time (Pisoni, 1980). Miller et al. (1983) used selective
adaptation to measure the relative strength of category membership for stimuli drawn from
a given speech continuum.

Reaction Time Measures

Reaction time measures are quite common in the cognitive sciences literature and often
have been used in the speech perception literature. In general, disjunctive reaction time
measures tend to be longer for stimuli near a labeling boundary than for stimuli drawn from
within labeling categories (e.g., Pisoni and Tash, 1974). Differences in reaction time results
have been used as indicators of integral versus separable cues for category membership
(e.g., Wood, 1976; Pastore et al., 1976) and to evaluate differences in feature integration
(Massaro, 1987a).

Scaling

The multidimensional scaling (MDS) technique is a powerful analysis tool that, if
carefully and knowledgeably employed, can provide a representation of the physical stimuli
in terms of a type of perceptual space and an estimation of the number and basic nature
of relevant perceptual dimensions. Unfortunately, very few studies have been based on
multidimensional scaling of the similarities or differences among speech stimuli. Shepard
(1972) provided a MDS analysis of the Miller and Nicely (1955) consonant confusion data,
while Soli, Arabie, and Carroll (1986) used INDCLUS (individual differences clustering) to
provide a new MDS analysis of these same data.

Comparison Across Procedures

In the definition of categorical perception for speech stimuli (see below), discrimination
performance for stimuli drawn from within a given category must be at or near chance. Dis-
crimination typically is measured with an ABX procedure, although sometimes an oddity
procedure is used which yields equivalent results. When an AX procedure is used with rela-
tively naive subjects, discrimination performance maintains the general pattern found with
ABX, although performance tends to be higher (Pisoni, 1977). When subjects are practiced
with speech and nonspeech stimuli varying in relative onset time (VOT or TOT) under
minimal uncertainty AX conditions (discrimination only between two stimuli), discrimina-
tion performance exhibits a Weber's law type of relationship, with highest performance at
minimum onset differences (Kewley-Port et al., 1987). This change in the discrimination
performance may well be due to the learned ability of subjects to use subtle stimulus cues
that would tend to be ignored as inconsistent or unreliable cues under high uncertainty
conditions (for further discussion, see the section on practice effects, and also Hirsh and
Sherrick, 1961; Pastore et al., 1982). A theoretically interesting condition exists when
discrimination performance is equivalent under minimal-uncertainty and high-uncertainty
conditions, since the basis of high-uncertainty discrimination performance must be relatively
simple and can be subjected to careful analysis.
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CATEGORICAL PERCEPTION

Categorical perception (CP) has a very precise definition in the auditory perception
literature. Its demonstration requires both labeling and discrimination tasks for stimuli
drawn from a given physical continuum. CP is said to occur under the following conditions:
(1) a sharp, stable labeling boundary between two perceived categories, (2) a peak in
discrimination at the labeling boundary, (3) troughs of chance performance within labeling
categories (allowing for local discrimination peaks), and (4) a high correlation between the
empirical discrimination performance and discrimination performance predicted from the
labeling results (Studdert-Kennedy et al., 1970). Demonstration of only the sharp labeling
boundary was designated a category boundary effect (Wood, 1976; Pastore, 1981). In the
early 1970s, CP was believed to be unique to speech and to represent the absolute recoding
of the continuously variable speech signal into discrete perceptual (phonetic) categories.

In the middle and late 1970s, a number of findings significantly altered this conceptu-
alization of CP for auditory stimuli. CP was found for several nonspeech acoustic contin-
uations: (a) sawtooth rise time (Cutting and Rosner, 1974, 1976-although see Rosen and
Howell, 1981, and Cutting, 1982); (b) noise onset time (Miller et al., 1976); (c) masked
tones (Pastore et al., 1977); and (d) musical intervals (Burns and Ward, 1978; Pastore et
al., 1983). This demonstrates that CP is not unique to speech stimuli. The second change
in our understanding of CP concerned the assertion that it represented absolute recoding
into discrete perceptual categories. Initial research had demonstrated chance discrimination
performance (typically with a roving-level ABX procedure) for stimuli drawn from the same
category and separated by one or two (arbitrarily defined) steps along the given physical
continuum being manipulated. However, each category typically spanned more than two
stimulus steps, and discrimination for three-step differences often was better than chance,
while one- and two-step discrimination often was better than predicted from labeling re-
sults, assuming absolute recoding of stimulus information. This problem with the notion of
absolute categorization was ignored until discrimination performance was demonstrated to
be better than chance when subjects were given practice with the given stimuli (Samuel,
1977; Carney et al., 1977). Apparently because CP was no longer considered unique to
speech, speech perception researchers have tended in recent years to focus on other phe-
nomena that seem to be more unique to speech. The continuing importance of CP is the
demonstration that under high uncertainty conditions some stimulus continua exhibit a high
correlation between discrimination and categorization, especially for stimuli located near
category boundaries. If CP is a general property of perceiving complex auditory stimuli,
then it will be critical that researchers develop an understanding of the basis for CP in
terms of the roles played by perceptual thresholds and perceptual learning.

Categorical perception is more broadly, and less precisely, defined in the subfields of
animal and infant auditory psychophysics, as in the field of cognitive sciences. In these
fields the term categorical perception seems to be used as a euphemism for categorization
of stimuli. Harnad (1987) has chapters by recognized researchers from across the broad
spectrum of cognitive sciences and thus represents an excellent summary of categorization
research across sensory, perceptual, and cognitive modalities.

MODELS OF CATEGORIZATION AND CATEGORICAL PERCEPTION

Modern models of categorical perception fall into two general conceptual categories:
exemplar and boundary models. In the late 1960s and early 1970s, a third class of models,
neural feature detector models, was popular (e.g., Eimas and Corbit, 1973), but the notion
that the categorical nature of speech perception is due to highly specialized, automatically
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responding feature detectors seems to have fallen into disfavor as empirical studies demon-
strated flexibility in speech categories (for a discussion, see Remez, 1987a; Diehl, 1987).
While exemplar and boundary models are presented as being mutually exclusive, it is quite
possible that both types of processes are important in categorization, and that different
forms of each of these types of processes may have different degrees of importance.

Exemplar or Token Models

Exemplar or token models conjecture that there is a set of ideal stimuli for each category.
The exemplars need not ever be realized as actual stimuli. Actual stimuli are compared with
the exemplar stimuli, and categorization is based on some measure of similarity between the
actual and ideal stimuli. Although specification of the nature of the comparison process is
lacking in the auditory literature, it has been developed in the cognitive sciences literature
and is briefly discussed in the next section.

The work of Stevens and Blumstein (1978, 1981) on cues for the perception of place of
articulation is an excellent example of the exemplar approach, wherein certain spectral char-
acteristics of stimuli at onset are believed to distinguish the different perceived categories
correlated with changes in place of articulation.

The motor theory of speech perception is a different type of exemplar model in which
the exemplar is defined in terms of the characteristics of the source of the stimulus, and
not directly by the spectral characteristics of the acoustic stimuli. According to motor
theory, we possess some form of internalized knowledge of exemplars of the articulations
for each discrete speech category, and that perception is based on an evaluation of the
type of articulation that might have produced the given sounds (Studdert-Kennedy et al.,
1970; Liberman and Mattingly, 1985; Repp and Liberman, 1987). This knowledge may
be based on some idealized token or prototype (which never can be achieved), or some
form of perceptual norm that is unique to speech and represents an internalization of the
production conventions of the listener's language. Most researchers on speech perception
have not dealt with the specific nature of the prototype or with the process by which a
perceiver reaches the decision of category membership for the given sound; Chistovitch
(1985) is a notable exception. Finally, questions concerning critical dimensions, weighting
of dimension importance, and perceptual distance metrics are important issues that have
not been very thoroughly investigated.

The model of vowel perception proposed by James D. Miller (1987) attempts to map
the relevant stimulus dimensions for various vowels and proposes a perceptual decision
mechanism based on dynamic properties of the stimulus. This model could be considered
to be more a boundary or threshold model (discussed next) than an exemplar model.

The fuzzy logical model of Massaro (1987a, 1987b) is an exemplar-type model for
speech perception that deals with the decision process. In many respects this model is
similar to many cognitive models of categorical behavior (and is discussed below along with
the cognitive models).

Boundary or Threshold Models

Boundary models are based on the notion that there are qualitative changes in percep-
tual quality along stimulus continua, with categorization for certain types of stimuli based
on the specific combinations of perceptual quality. An example of a boundary conceptual-
ization of categorization can be found in the research on temporal order identification or
judgment (TOJ). Hirsh (1959), Miller et al. (1976), Pisoni (1977), and Pastore et al. (1982)
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all conjectured that limitations on the ability of listeners to identify the onset order of
acoustic stimuli may serve as a basis for the categorical perception of speech stimuli varying
along a voice onset time (VOT) continuum. Listeners require such an onset difference of
approximately 18 msec to identify which of two stimuli had an earlier onset, although they
can reliably detect an onset difference at 2 msec or less. According to this specific boundary
hypothesis, the perception of voicelessness in speech requires (at least in part) that the
subjects be able to perceive an unvoiced component of the stimulus prior to the onset of
voicing. Criticism of this specific hypothesis as a valid explanation of voicing categorization
can be found in the work of Summerfield (1982) and Rosen and Howell (1987b). Pastore
(1987b) provides a more detailed evaluation of categorical perception in terms of thresholds,
while Macmillan (1987) provides a detection-theory analysis in terms of the Durlach-Braida
model (see above).

Categorization Research for Speech

Early investigations of speech perception focused on the relationship between the phys-
ical properties of the speech signal and perception of speech categories. By mapping the
physical stimulus dimensions and cues correlated with a given speech category, this basic
research provided fundamental knowledge of categorization consistent with both exemplar
and boundary models of categorization.

Although the most common models for speech perception are exemplar, most recent
research on speech perception has tended to focus on the location of the category boundary.
For instance, cross-language studies tend to focus on differences in boundary location across
languages, or on the relative influence of specific speech cues on a given type of boundary
location. Trading relations, the phenomena now sometimes claimed to be unique to speech
(Repp, 1982; Repp and Liberman, 1987; Pisoni and Luce, 1987), are demonstrations of two
cues operating together or in opposition in altering a given boundary location. This focus
on category boundaries probably is based on the relative ease with which boundaries can be
measured, and research using boundary location as the dependent measure certainly does
indicate changes in category membership.

There are several notable exceptions to this focus on boundaries. The work of Stevens
and Blumstein (1981), and research motivated by their work, has attempted to identify
invariant characteristics of the speech signal that may cue the perception of specific speech
categories and thus, in essence, to provide specification of the critical exemplar properties for
speech. A second exception is the attempt of Miller et al. (1983) to measure the strength of
category membership of within-category stimuli based on the relative magnitude of selective
adaptation effect on the category boundary location.

Multidimensional scaling techniques are powerful analysis tools that could provide an
indication of the nature of exemplars in terms of the clustering of perceived stimuli within
categories and the relative perceptual distances among stimuli. However, this statistical
tool has been little used in the auditory :ategorization literature.

Ecological (Gibsonian) Theory

The ecological theory of perception, originally developed by the late J.J. Gibson,
represents a relatively new and different approach to the study of perception (Gibson, 1966,
1976). For the Gibsonian, the organism is part of the environment with which it interacts.
Perception is direct, is the consequence of the organism interacting with its environment, and
is the means by which the organism maintains contact with its environment. The organism
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perceives objects in its environment and the relevant qualities of the object relevant for
the organism (the affordances). The organism does not perceive the stimuli and does not
somehow compute a representation of the objects in its environment from the stimulus
properties. Sound stimuli "ordinarily provide information about what produced them and
where the source is located" (Jenkins, 1985). This does not mean that stimulus properties
should be ignored, but rather that the stimulus properties should be directly related to the
properties of the objects and that those object properties are altered in a meaningful manner.
The ecological researcher should study "what aspects of the environment are perceivable
by ear, and (secondly) what acoustic dimensions are the carriers of (or the information for)
these audible properties of the environment" (VanDerveer, 1979). A Gibsonian might well
criticize most modern studies of speech perception and categorical perception for having
employed stimulus continua that are not direct functions of articulation continua, and thus
lacking in ecological validity.

Most ecologically oriented researchers work with the visual modality or with movement,
although there have been a few auditory studies. Jenkins (1985) provides an excellent
summary of the relevance and value of the ecological approach to understanding the nature
of acoustic information. Warren has provided an ecological analysis of auditory perception
for breaking and bouncing events (Warren and Verbrugge, 1984; Warren, Kim, and Husney,
1987). Rosenblum has provided an ecological analysis of the perception of moving acoustic
events (Rosenblum, Carello, and Pastore, 1987). The study of the perception of hand
clapping by Repp (1987) seems to be motivated by the Gibsonian emphasis on the use
of ecologically valid stimuli and the identification of source characteristics. Although the
findings in the Repp study were largely negative, this research does represent one of the
few solid studies that attempts to apply to new, natural situations the techniques and
procedures developed to study speech stimuli.

Fowler has been a strong advocate of considering ecological validity in the study of
speech, and her research certainly reflects this strong theoretical orientation (Fowler, 1980,
1983, 1984). The advantage of Fowler's approach to understanding speech is that the
central, and seemingly insolvable, problems of identifying the invariant acoustic properties
that, from the perspective of more traditional researchers, are the basis of the categorization
and segmentation of speech perception, are simply not relevant (Diehl, 1986, provides a
critical review of this approach).

There are strong theoretical reasons why categorization of acoustic stimuli and cate-
gorical perception of acoustic events apparently have not been addressed by ecologically
oriented research. If subjects are directly perceiving the quality of the objects and events in
their environment based on the sounds they produce, then the relevant issue is whether the
perceived categories accurately reflect categories of the physical events or objects, and not
whether they reflect categories of the acoustic stimuli or the dimensions of those acoustic
stimuli. Acoustic stimuli should be studied in terms of the dynamic flow of changing infor-
mation correlated with changes in the object and its location within the context of acoustic
information about absence of change in the environment.

Cognitive Science Modeling

In cognitive sciences, both stimulus specification and theoretical detail tend to be
less precise than in the auditory perception literature. However, cognitive scientists have
attempted to deal with general issues concerning the structure of natural and learned
categories.



62 CLASSIFICATION OF COMPLEX NONSPEECH SOUNDS

The structures of natural categories tend to be complex and poorly defined. Those nat-
ural categories that are considered to be well defined typically have a critical set of features
that are individually necessary, but only jointly sufficient to define category membership
(Katz and Postal, 1964). Rather, natural categories usually are defined in terms of typical,
rather than critical features. Once the typical features have been identified, how does the
observer use this information to determine category membership?

There appear to be two main classes of feature-based models (Estes, 1986). Prototype
models are equivalent to the exemplar models described above. According to prototype
modes the observer stores some form of an abstract exemplar or representation of each
category. Category membership then is based on some form of evaluation of the perceived
similarity between a given stimulus and the prototype or exemplar. The use of multidi-
mensional scaling techniques to identify central tendencies for category membership seems
obvious for such models. Feature validity models assume that information about category
features is stored and then used in evaluating category membership. Information about
a given feature may include mean feature, range or dispersion of feature values, relative
frequency of occurrence, relative importance, etc. Feature validity models differ from each
other in terms of what type of feature information is stored and how feature information
is actually used in evaluating category membership. Independent cue feature models as-
sume that each feature is evaluated separately, with the comparison results combined in
an additive fashion to judge category membership. Interactive cue feature models assume
some form of relative, conditional, or conjoined evaluation of feature properties (see Medin,
Dewey, and Murphy, 1983, for a description and discussion of these various types of models).
Massaro's fuzzy logical model of perception (FLMP) is a type of feature integration model
that results in the categorization of perceived stimuli (Oden and Massaro, 1978; Massaro,
1987a, 1987b). According to this model, there are three stages of analysis. During the first
stage information is transduced by the sensory systems and various features are derived
in an independent and continuous fashion. The second stage combines feature information
and then evaluates these features against "perceptual-unit definitions, or prototypes" in
terms of complex, arbitrary fuzzy logical propositions. This fuzzy logical evaluation reflects
the degree to which the comparison is valid (not the probability of occurrence), and the
importance of each feature is greater when other features are low in importance. In this
model, the prototypes seem to be special types of interactive cue feature specifications
of perceptual classes or categories. In the final pattern classification stage, the summed
merits of each potential prototype are evaluated relative to all others in a manner similar
to Luce's (1959) choice rule. Massaro has used his FLMP to study the categroization of
speech stimuli.
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