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military electronic systems to rapidly acquire, digitize, and process very large amounts of
data. However, current electronic instrumentation falls far short of the need for internal
high-frequency probing capability without severely disturbing circuit operation. Direct
electrooptic sampling provides extremely high bandwidth while permitting non-invasive
examination of internal node voltages of both digital and microwave GaAs integrated circuits
Characterization of this probe in terms of accuracy, repeatability, and invasiveness, as wel
as extension of its probing capability to the millimeter regime, is critical to its continue

26. DSSTRJITON I AVAR.AOIUI Of ABSTRACT 21. ASITRACT SECUNT CIASSUCATIOR
Cu.cAs%m-u, PLwS 3 OsAIAsw. 03 USE.S Unclassified

Ila.%AfAOf 85= MVVJL (&AWSAMOC-ft)224. OFFjCE SYM&OL
Lutz J. Mich' (513) 5 WRDC/ELET
gOPFrm 147). JUN N Mb isewad n I --. SECumyyATT SSWCATON Of 114 Ar

Unclassified



19. Abstract Continued:

viability as a powerful diagnostic tool.

This report documents work on the 15-month contract in Picosecond Electrooptic
Investigations of Integrated Circuits performed at Stanford University. Specific
program tasks include: 1) Increase of Electrooptic bandwidth; 2) Improvements to
Noise Performance and REpeatability; 3) Evaluation of Spatial Resolution and Signal
Crosstalk; 4) Voltage Calibration; 5) Evaluation of the Invasiveness of Electrooptic
Sampling; 6) Electrooptic Vector Measurements: and 7) Full Wafer Probing.

This contract was funded under the Independent Laboratory In-House
Research (ILIR) project. The work reported and related research pro-
vide the basis for setting up in 1989 the Electro-Optic Research
Laboratory of the Electronic Technology Laboratory (EL), Wright
Research And Development Center (AFSC).
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Summary
The continuing development of integrated electronic circuits operating to 110 GHz,

and the development of digital circuits with toggle rates above 20 GHz, has given rise to a

commensurate need for instrumentation capable of diagnosing the internal operation of

these circuits. These analog microwave and millimeter-wave integrated circuits are critical
to the development of compact, low-cost, and frequency agile radar and communication
systems for military applications, while the ultrafast digital technologies address the need in

military electronic systems to rapidly acquire, digitize, and process very large amounts of

data. However, current electronic instrumentation falls far short of the need for internal,

high-frequency probing capability without severely disturbing circuit operation. Direct

electrooptic sampling provides extremely high bandwidth while permitting non-invasive

examination of internal node voltages of both digital and microwave GaAs integrated

circuits. Characterization of this probe in terms of accuracy, repeatability, and invasive-

ness, as well as extension of its probing capability to the millimeter regime, is critical to its

continued viability as a powerful diagnostic tool.

This report documents work on the 15-month contract in Picosecond Electrooptic

Investigations of Integrated Circuits performed at Stanford University. Specific program

tasks include: 1) Increase of Electrooptic bandwidth; 2) Improvements to Noise

Performance and Repeatability; 3) Evaluation of Spatial Resolution and Signal Crosstalk; 4)

Voltage Calibration; 5) Evaluation of the Invasiveness of Electrooptic Sampling; 6)

Electrooptic Vector Measurements; and 7) Full Wafer Probing.

\ /"/
/

iii1



Program Objectives

1 Overall Program Objectives

Recently, electrooptical probing techniques for GaAs devices and integrated circuits with

picosecond resolution have evolved. These techniques must be further developed in order

to make them suitable for practical and reproducible investigations of advanced digital and

microwave integrated circuits (ICs) that are needed in future Air Force systems. The

objective of this effort is to develop a practical and reproducible picosecond electrooptic

measurement system with at lest 100 GHz bandwidth that is suitable for measuring all

types of ultra high speed GaAs integrated circuits, including ultra high speed digital ICs,

monolithic microwave ICs and mm-wave ICs.

2 Specific Program Tasks

Increase of Electrooptic Measurement Bandwidth

The bandwidth of the electrooptic sampler shall be improved to at least 100 GHz, in part by

using a new mode-locker laser head that should reduce the laser pulse width by 30 percent.

The feasibility of further bandwidth improvements shall be investigated using enhanced

timing stabilization feedback loops of feed-forward methods.

Improvements to Noise Performance

Excess amplitude noise can seriously degrade the electrooptic sampler's sensitivity,

accuracy, and repeatability. Several approaches to reduce such excess noise shall be

investigated, and, if successful, implemented. These approaches shall include at least the

following: an optical Faraday isolator between the laser and pulse compressor;, employing

polarization preserving optical fiber in the pulse compressor; and implementing a

differential photodiode receiver using a Faraday isolator.

Evaluation of Signal Crosstalk, Spatial Resolution

Since the focused optical probe beam has a finite cross-section comparable in diameter to

the smallest IC metal conductor widths, the electrooptic measurement may be influenced by
the potential of adjacent conductors. Such crosstalk and other effects resulting from the
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non-zero probe beam diameter shall be investigated. Special test devices shall be designed

and fabricated for this investigation that resemble MSI, LSI, and MMIC geometries.

Voltage Calibration

In order to verify the results of the electrooptic measurement and to prove reproducibility,

means of absolute voltage calibration shall be investigated, and if feasible, implemented.

The goal is a calibration accuracy of better than 5 %.

Evaluation of the Invasiveness of Electrooptic Sampling

A small, optically induced voltage has been observed on GaAs microstrips, and digital IC's

exhibited reduced noise margins at high probe beam intensities. The contractor shall
investigate the invasiveness of the electrooptic sampling method and model it in terms of

optically induced parasitics. Particular attention shall be paid to the causes of optical beam

interaction with the IC, e.g., deep-level absorption due to EL2 or impurity doping, and

two-photon absorption at high beam energies.

Electrooptic Vector Measurements

Initially, electrooptic probing had been implemented with only a time-waveform mode.

However, MMIC and mm-wave IC investigations often require a vector measurement

mode. Under this task a vector measurement mode shall be investigated, and if feasible,

implemented.

Millimeter-wave Wafer Probing

In order to make the electrooptic measurement approach as practical as possible, the

contractor shall study the feasibility of combining it with a high performance full wafer

tester such as the Cascade Microtech Model 42 probe station. If shown feasible, the wafer

probing configuration shall be documented, but no implementation will be attempted under

this program.

v
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1. Background

1.1 Motivation

Gallium arsenide (GaAs) has been the "material of the future" for integrated circuit (IC)

technology for at least the last decade, starting with the first fabrication of a GaAs

transistor more than two decades ago [1.1]. For microwave applications, such as

broadband amplifiers, oscillators, diode switches, and mixers in microwave/millimeter-

wave radar and communication systems, GaAs IC's and components clearly have

outpaced competition from silicon IC's. For digital applications, such as fiber optic

digital data transmission at gigahertz rates, high-speed data acquisition, and faster digital

logic for high-speed computers and signal processors, GaAs IC's have a small but

growing niche for high-performance functions that outperform silicon IC's. In addition,

the advent of two new epitaxial growth techniques for GaAs and other IIM-IV compound

semiconductors, molecular beam epitaxy (MBE) and organo-metallic chemical vapor

deposition (OMCVD, also known as vapor phase epitaxy, VPE) [1.2], allow for control of

the growth of semiconductor structures with atomic layer resolution and the

semiconductor bandgap energy. These growth techniques promise much higher

performance devices based on heterostructures and quantum-size effects, such as

heterojunction bipolar transistors (HBTs), high electron mobility transistors (HEMT's) or

modulation-doped field effect transistors (MODFET's), resonant tunneling diodes

(RTD's), and multi-quantum well devices. The devices developed with these new

fabrication techniques and IC's developed for high performance applications are creating

new challenges for the high-speed test instrumentation used to characterize their electrical

response.

One need is for increased instrument time resolution or frequency bandwidth. GaAs

metal-semiconductor field-effect transistors (MESFET's) have demonstrated a maximum

frequency of oscillation, f,,, in excess of 110 GHz (1.31, InGaAs/AlGaAs MODFETs

[1.41 have shown power-gain bandwidth products which extrapolate to give f,,m. - 200

GIz, resonant tunnelling diodes have oscillated at 56 GHz [1.5], and HBT's and perme-

able base transistors should show similar performance. Thef,,. of these devices, often

greater than the 100 GHz bandwidth of commercial millimeter-wave network analyzers,

is usually estimated by extrapolation from measurements at lower frequencies.

Propagation delays and transition times of 1-10 ps (picosecond, 10-12 seconds), well be-

low the resolution of commercial sampling oscilloscopes, is expected for switching
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circuits using these devices. In either the time or the frequency domain, the speed of the

device exceeds the speed of the measurement instrument.

A second need is for a noninvasive probe of internal signals in high-speed integrated
circuits. GaAs digital IC's of medium-scale integration (MSI) complexity with 1-5 GHz
clock rates and monolithic microwave integrated circuits (MMIC's) of small-scale

integration (SSl) complexity with 1-20 GHz bandwidths are now available commercially.

More complex large-scale integration (LSI) digital circuits are under development, and

experimental SSI digital circuits operating with 18-26 GHz clock rates [1.6,7] have been

demonstrated. In contrast to silicon LSI integrated circuits, operating at clock rates in the

tens and hundreds of megahertz, GaAs high-speed circuits are hampered both by poorly

refined device models and by layout-dependent circuit parasitic impedances at high

frequencies of operation. A test instrument providing noninvasive measurements within

the integrated circuit would permit better characterization of such complex high-speed

Icrs.

In the last decade, however, optical techniques for ultrashort pulse generation have

outpaced electronic pulse generation techniques. Researchers at Bell Laboratories have

generated 6 fs (femtosecond, 10-15 seconds) optical pulses [1.8], and many research labo-

ratories routinely generate picosecond pulses at a number of optical wavelengths. One

method to make electrical measurements using light is through the linear electrooptic

effect, first described by Pockels in the late 1800's. This effect allows for the modulation

of light with electrical signals, for applications such as light modulators, known as the

Pockels cell. The advantages of using light to monitor high-speed electrical signals

(subnanosecond) launched onto a Pockels cell was known in the early 1970's [1.91 and

first implemented in the early 1980's, achieving sub-picosecond time resolution for

measurements of the response of optoelectronic devices (1.10,11]. A high-repetition rate

laser was used in these systems to repetitively sample the electrical waveforms, hence the

term "electrooptic sampling." Kolner and Bloom at Stanford University realized that the

substrate of GaAs IC's was suitable as the electrooptic material for a Pockels cell, and

demonstrated the feasibility of direct optical probing of voltage signals in a GaAs

substrate using a short-pulse infrared laser [1.12,131 in 1984. The first GaAs IC was

electrooptically probed in 1985 [1.141.

1-2



1.2 Review of RF Test Methods

1.2.1 Conventional RF Test Methods

Conventional RF test instruments have capabilities and characteristics determined by two

features - the electrical probe that connects the test instrument to the circuit and the test
instrument itself. The electrical probe has its own intrinsic bandwidth that may limit the

test method. In addition, the probe also determines an instrument's ability to probe inter-

nal to the IC due to its size (limiting its spatial resolution) and influence on circuit perfor-

mance (loading of the circuit from the probes characteristic and parasitic impedances).

The test instrument sets the available bandwidth given perfect electrical probes or

packaged circuits, and defines the type of electrical test, such as measuring time or

frequency response.

Contact Probes

Connection of a test instrument to an IC begins with the external connectors, typically 50
Q coaxial cable with a microwave connector, such as SMA and APC-3.5, standard mi-
crowave connectors, or K-connector (to 46 GHz) and APC-2.4 (to 50 GHz). Contact
probes are the electrical transitions from the coaxial cable to some type of contact point

with a size comparable to an IC bond pad. Low-frequency signals are often connected
with needle probes. At frequencies greater than several hundred megahertz these probes

have serious parasitic impedances, due to shunt capacitance from fringing fields and

series inductance from the long, thin needle. The parasitic impedances and the relatively

large probe size compared to IC interconnects limit their effective use to low-frequency

external input or output signals at the bond pads. By reducing the probe size and
maintaining coaxial line with a ground connection as near the tip and the IC as possible,

the performance of needle probes can extend to 1-2 GHz. Active needle probes,

consisting of an IC FET mounted near the probe tip, provide a way to increase the probe
impedance and reduce its series inductance, allowing internal-node probing up to -1

GHz. The small probe (for contact to small internal interconnects) is typically very
fragile and the FET must be well-characterized over the desired frequency range.

Transmission line probes, such as the recently developed Cascade Microtech probe

[1.15,16], have demonstrated IC connections to millimeter-wave frequencies of 50 GHz.

The probe consists of a coaxial connector with a transition to 50 0 coplanar waveguide

(CPW) transmission line that then tapers to bond pad size contacts. They offer good mi-
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crowave performance, but their size limits test points to IC bond pads and their 50 Q

characteristic impedance limits their use to input or output sections of the IC.
Thus, contact probes pose a measurement dilemma. Good high-frequency probes

use transmission lines to control the line impedance from a coaxial transition to the IC
bond pad and to reduce parasitic impedances. The characteristic impedance of such lines
(typically 50 Q) and their size limits their use to input/output stages designed for matched

(50 0l) loads. High-impedance probes suitable for probing internal circuit nodes have

significant parasitic impedances at microwave frequencies, severely loading the circuit,
perturbing its operation and affecting the measurement accuracy, or requiring a FET for
active probing that has a well characterized frequency response greater than the circuit
under test. Large needle probes are limited to test points at the circuit's input/output pads,

while small needle probes are very fragile and can damage the circuit mechanically.

Microwave Test Instruments

Conventional test instruments for measuring high-speed electrical signals consist of sam-

pling oscilloscopes, spectrum analyzers, and network analyzers. Sampling oscilloscopes,

based on step recovery diode technology, can measure the time response of repetitive
signals with a resolution slightly less than 20 ps (or a corresponding bandwidth of -20

GHz). Combined with transmission line probes this instrument measures either time

domain reflectometry (electrical echoes from circuit elements and interfaces) or signal

waveforms of an IC's external response, but has neither the time resolution required for

state-of-the-art GaAs ICs nor the ability to measure the internal node response of IC's. A
promising note is the recent introduction of a new sampling oscilloscope from Hypres,
Inc., based on Josephson Junction superconducting technology (1.17], that offers a time
resolution of about 8 ps. As with slower sampling oscilloscopes, however, the 50 Q2
connectors limit its use to external characterization of IC's, and the coaxial cabling and
connectors probably limit the instrument's time resolution more than the sampling speed

of the Josephson junction switches.

Spectrum and network analyzers measure the response of circuits in the frequency

domain, with a range of 26.5 GHz typically and limited extension through the millimeter-

wave frequencies to 300 GHz. A spectrum analyzer measures the power spectrum of a

signal, while network analyzers measure the vector transfer function of a network

(magnitude and phase) as a function of frequency. The small-signal, linear characteristics

of microwave devices and circuits measured with a network analyzer are usually ex-

pressed in terms of the scattering parameters. These provide a measure (often extrapolat-
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ed) of f., a device's maximum frequency of oscillation, and ft, the unity current gain

frequency, figures of merit of a device's speed of operation. The frequency range of these
instruments can be extended to millimeter-wave frequencies (300 GHz for the spectrum
analyzer, 100 GHz for the network analyzer) using external source multipliers, mixers

and waveguide connectors, but the frequency coverage is limited to waveguide band-
widths (having upper and lower cutoff frequencies in the ratio of 1.5:1) and the waveg-
uide connectors require a hybrid mount of the IC in a waveguide package, preventing
wafer level testing of the IC (wafer measurements are possible to 50 GHz using the
Cascade probes). Network analyzers can provide time-domain measurements of a net-

work's small-signal step or impulse response by performing a Fourier transform of the

small-signal frequency response. For large-signal measurements, where the network is no

longer linear, the principle of superposition does not hold and Fourier transform theory

cannot be applied, preventing calculation of the large-signal time response from its

frequency response. For example, the network analyzer cannot determine the ICs time

waveform response due to amplifier saturation. Although spectrum analyzers can

measure the harmonic spectrum magnitude of saturated or large-signal circuit responses,

the phases of the harmonics are not measured, and the large-signal time waveforms again

cannot be determined. Both instruments also rely on 50 Q connectors and contact probes,

limiting their ability to probe an IC to its external response. For network analysis, a
further issue is de-embedding the device parameters (both magnitude and phase) from

the connector and circuit fixture response, a task which grows progressively more diffi-

cult at increasing frequencies, particularly for millimeter-wave testing.

1.2.2 Non-Electrical, Novel Test Techniques

With the objective of either increased bandwidth or internal node IC testing with high

spatial resolution (or both) a number of new test techniques have been introduced and
demonstrated.

Voltage-eontrat Scanning Electron Microscope

One method of measuring a voltage on IC conductors is to energy analyze secondary

electron emission. To test logic level signals in VLSI silicon IC's researchers in the late

1960's developed the voltage contrast scanning electron microscope (SEM) or E-beam

probing (1.18,191. This technique uses an electron beam from an SEM to stimulate

secondary electron emission from surface metalization. For a metal conductor at ground

or negative potential, the electrons have sufficient energy to be collected by a detector
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shielded by an energy analyzer grid. Metal lines at a positive potential retard the emitted
electrons, lowering their energy and reducing the number of electrons detected. The

detected signal is small for IC voltage levels; to improve time resolution the signal is

sampled with electron beam pulses and averaged to improve signal-to-noise ratio.

Commercial voltage contrast SEM's have sensitivities of 1-10 mV, bandwidths up to

2 GHz or time resolutions of -1 ns, and a spatial resolution as small as 20 nm. Compared
to typical operating speeds of commercial silicon VLSI (clock rates of 10 to 100 MHz)

this technique has good time resolution, acceptable sensitivity, and excellent spatial
resolution. One particular feature of these systems is the normal SEM imaging, which

provides an excellent picture of the IC for both visual inspection and for positioning the
E-beam probe. The system's time resolution is set by gating the E-beam from the

thermionic cathodes of standard SEM's. For decreasing electron beam duration (required

for increased time resolution), the average beam current decreases, degrading mea-
surement sensitivity and limiting practical systems to a time resolution of several hundred
picoseconds. To overcome this limitation, a technique which uses a photocathode trig-

gered by an intense picosecond optical pulse to generate short, high-current electron
pulses[1.20] has been demonstrated. This approach has experimentally demonstrated a

time resolution of 5 ps, a sensitivity of 3 mV/4Hz, and a spatial resolution of 0.1 um
[1.21]. The major drawback of SEM testing is its vacuum system, lowering system

throughput

Photoemissive Sampling

Photoemissive sampling, based on analyzing secondary electron emission from IC con-

ductors similar to E-beam testing, uses intense, energetic light from a pulsed laser focused

on an IC conductor to generate photoelectrons. An extraction/retarding grid combination
placed in close proximity to the conductor energy analyzes the electrons, with a resulting

secondary electron emission varying with the conductor potential. The feasibility of this
new approach is made possible by picosecond pulsewidth, high peak power lasers, and
offers a potential improvement in time resolution and sensitivity over the SEM probe.
The technique is not available commercially, but researchers have experimental evidence
of time resolution as short as 5 ps with good spatial resolution and a sensitivity of 10
mVNI--[1.22-24]. With both electron-beam and photoemissive sampling, electron

beams and electron extraction fields may produce charge concentrations within the
semiconductor substrate through charging of deep levels, or at its surface, through field-
induced surface inversion.
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Charge Sensing

A technique which optically senses free-carrier charge density was recently developed for
measurements of silicon IC devices [1.25,26]. Because of its centrosymicatric crystal
structure, silicon exhibits no bulk second-order optical nonlinearities, such as the elec-
trooptic effect, to use as a basis for an optical measurement system. Third-order effects,
such as voltage-dependent second-harmonic generation or the optical Kerr effect, are in
general very weak and result in systems with poor measurement sensitivity and
impractical experimental implementations. Most semiconductor devices function by
modulating charge density within a control region, which contributes to material index of
refraction in silicon devices as described by the plasma-optical relation

n- o-2 (1.1)

q2N  q2,
where (2q - +  (1.2)

no is the bulk index of refraction, o is the optical probe frequency, wl, is the plasma
resonance frequency, N is the electron concentration in the conduction band, P is the hole
concentration in the valence band, e, is the permittivity of the substrate material, andn
and rn are the electron/hole conductivity effective masses. The change in charge density
is detected with a compact optical interferometer using a 1.3 pm wavelength (the absorp-
tion minimum in silicon) semiconductor laser as the probe, shown schematically in Fig.
1.1. In contrast to electrooptic techniques, where typical probe beam intensity
modulation is on the order of 0. 1%, for the charge density typical of integrated silicon
bipolar transistors the probe beam modulation in the charge-sensing system is on the
order of 1-10%. This sensitivity has allowed the demonstration of single-shot (i.e. no
repetitive sampling) detection of a silicon bipolar junction transistor's switching signal
with a 200 MHz bandwidth [1.27] and repetitive sampling measurements using a pulsed
semiconductor laser with I GHz measurement bandwidth [1.28]. This technique is
applicable to GaAs and other EII-IV-type IC's and shows promise for studying device
characteristics and carrier dynamics.

1-8



-

-- 9

• •• i



oo
U. enU

m 0

1-10u



I1I

muI( n ....ai

0 - A: SO- .i... .'

.C L

~ @00 S ~0

c Cm

0 u
E CL

N a0

II

1-11



Electrooptic Sampling

Another optical probe scheme is electrooptic sampling, which uses an electrooptic light
modulator to intensity modulate a probe beam in proportion to an electrical signal. The
technique was initially developed to measure the response of photoconductors and pho-
todetectors faster than the time resolution of sampling oscilloscopes [1.10,11,29,30] and
used an external electrooptic modulator (typically lithium tantalate, LiTaO 3) connected to

the device under test. A polarized optical probe beam passes through an electrooptic
crystal, whose index of refraction changes due to the presence of an electrical signal (Fig.
1.2). The polarization of the light after passing through the electrooptic crystal depends
on the signal driving the modulator, and passing the probe beam through a polarizer
results in a signal-dependent intensity modulation. The approach exhibits very short time
resolution (<0.5 ps) due to the use of ultrashort pulses from the colliding-pulse mode-
locked (CPM) laser and the very high intrinsic speed of the electrooptic effect. Combined
with a cryogenic system, optical measurements of electrical signals have been made at
liquid helium temperatures[l.3 1]. However, the hybrid lithium tantalate electrooptic
modulator requires connecting the test point on the IC to the transmission line of the
modulator, restricting its use to external test points. Unless carefully designed, the sys-
tem's time resolution is degraded by the hybrid connection between the modulator and the
device under test, due to the loading of the test point from the relatively low characteristic
impedance of the transmission line and the parasitic impedances of the bond wires.

Using an electrooptic needle probe (Figs. 1.3, 1.4) [1.32], the technique has been ex-
tended to internal node probing of IC's. The needle, a fused silica rod with a 40 x 40 mi-
cron tip of LiTaO3 coated for high reflection of the probe beam, is brought close to a
conductor, introducing fields within the probe tip. As with the hybrid electrooptic
technique, the electric fields change the polarization of the probing beam, and the re-
flected beam is analyzed by a polarizer. The LiTaO3 electrooptic material, transparent to
visible wavelength light, allows the use of ultrashort sampling pulses from a CPM laser,
and a signal risetime of less than 300 fs has been measured[l.33]. Because the probe
relies on no optical or electrical properties of the circuit under test, circuits of any sub-
strate material can be tested without sample preparation. The probe exhibits circuit
invasiveness through capacitive loading on the order of 10 femtofarads, due to the
proximity of the LiTaO3 probe tip of dielectric constant e, = 40. The polarization shift in
lithium tantalate, proportional to the lateral electric field, may make the probe sensitive to
signals from nearby conductors in addition to the signal of the probed conductor, limiting
its ability to spatially resolve closely spaced conductors due to measurement crosstalk.
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Direct electrooptic sampling uses the substrate of the GaAs circuit under test as the

electrooptic modulator, eliminating electrical parasitics associated with external elec-

trooptic elements and providing voltage measurements of points internal to the IC with
picosecond time resolution and micron spatial resolution. This method's principles,

capabilities, and circuit measurement results are described in the remainder of this

section.

1.3 Direct Electrooptic Sampling in GaAs IC's

This subsection describes the concepts and theory of electrooptic voltage probing in GaAs

IC's, sampling principles for time and frequency response measurements, the char-

acteristics that define the probe's time resolution, its sensitivity based on noise-limited

detection, and signal processing schemes to achieve noise-limited detection.

1.3.1 Electrooptic Voltage Probing in a GaAs IC Substrate

The electrooptic effect is an anisotropic variation in a material's dielectric constant due to

an applied electric field. A variety of non-centrosymmetric crystals exhibit this effect,

such as GaAs, InP and AlAs, used for high-speed semiconductor devices, and lithium

niobate (LiNbO3), lithium tantalate (LiTaO3) and potassium dihydrogen phosphate
(KH2PO4), used for nonlinear optical devices. Centrosymmetric crystals, such as silicon

and germanium, do not exhibit the electrooptic effect. The change in refractive index of

electrooptic materials due to applied electric field can be used for optical phase-
modulation, and from this, polarization-modulation or intensity-modulation [1.34,35].
Direct electrooptic sampling uses the electrooptic effect in GaAs to obtain voltage-

dependent intensity modulation of a probe beam [ 1.36,37].

GaAs is one of simplest electrooptic crystals, a zincblende with crystal symmetry
43m. It has a cubic crystal structure and no birefringence under stress-free and field-free

conditions. The electrooptic tensor in GaAs, symmetric with equal-valued elements, is

(1.381

0 0 o
0 0 0

rjk r! (1.3)

0 r4i 0
0 0 r4i
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An applied electric field induces a birefringence described by the index ellipsoid

2 2 2

no no no

where no is the zero-field refractive index, r41 is the electro-optic coefficient for

GaAs, x, y, and z correspond to the [100], [010], and (001] directions of the GaAs cubic

Bravais lattice, and E is the applied electric field in the direction indicated by its

subscript. The intersection of the index ellipsoid and a plane normal to the optical

propagation direction defines an ellipse whose major and minor axes give the allowed

(eigenvector) polarization directions and their refractive indices.

To relate this to an IC substrate, Fig. 1.5 shows the principal crystal axes of a (100)

oriented GaAs substrate, the industry standard for IC fabrication. The x, y, and z axes are

aligned with the<100> directions of the GaAs cubic Bravais lattice, while the y' and z'

axes are aligned with the [01] and [i011] directions parallel to the cleave planes of the a

GaAs wafer (along which individual IC's are scribed) and 450 to the [010] and (001]
directions. For an optical plane wave traveling in the x direction, the intersection of the

index ellipsoid and the x=O plane normal to its direction of propagation defines an ellipse

in the ( y', z') plane

-y-r4uE. +z'i L + r41gE ) = I (1.6)

The y' and z' axes are the eigenvectors of the electrooptic effect and form the natural

coordinate system for describing electrooptic sampling in GaAs IC's. The refractive in-

dices ny- and n', in the y' and z' directions are

3
nyf - no+ 2

3no r41 x
2 (1.7)
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and these field-dependent refractive indices result in differential phase shift for beam

polarizations in the y' and z' directions.

Consider the transmission electrooptic amplitude modulator shown in Fig. 1.6. A
circularly-polarized plane wave propagating through the substrate receives a change in

phase between the y' and z' polarizations after passing through the GaAs

w
AO= .no r4E.d (1.8)

such that the beam emerging from the substrate has changed from circular to slightly

elliptical polarization. This expression holds for a general field distribution; a plane-wave

optical beam propagating along a <100> direction experiences a differential change in

phase shift proportional to the longitudinal electric field only.

Since the integral of the electric field over the substrate is just the voltage difference
between the front and back of the substrate, the change in phase is

A#. 2 EW (1.9)

9 VTX

where V = ?,o (1.10)
2n 0 r4l

is the half-wave-voltage or the voltage causing a 1800 phase shift between the y' and z'
polarizations. For GaAs, Vs = 10 kV at a wavelength of 1.064 /m, for no = 3.6, and
r4 =l1.410m4 2 nV[l.39]; [1.47], Appendix V.

To measure the voltage-induced polarization change, the beam emerging from the
GaAs is passed through a polarizer oriented at 450 to the y' and z' axes. The intensity of

the output beam from the modulator is then [1.40]

Po,,(V) Po( 1 + sin"s)] (1.11)
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where P0 is the output intensity with zero field in the substrate. The argument of the sine
expression is small for typical voltages on integrated circuits, and (1.11) can be ap-

proximated by

Powt =P0 [ 11.2

For substrate voltages up to several hundred volts, the output beam intensity is nearly
linear and changes in direct proportion to the voltage across the substrate. The change in
intensity of the output beam, detected by a photodiode, is then a measure of the voltage

across the substrate of the IC.

1.3.2 Probing Geometries in GaAs IC's

The transmission modulator of Fig. 1.6 requires separate lenses for focusing and collect-
ing the probe beam, precisely aligned on opposite sides of the wafer for IC measurements.
Also, high-density interconnections on the circuit side of digital ICs and backside metal-

ization on many microwave IC's would obstruct passage of the beam through the wafer.
Reflection-type probing geometries as shown in Fig. 1.7 provide better access to ICs, us-
ing a single lens for focusing and using the IC metalization for reflection. The frontside

geometry is suitable for probing microstrip transmission lines of MMICs. The backside
geometry permits focusing of the probe beam to a diameter limited by the numerical
aperture of the focusing lens for probing closely spaced conductors.

For microstrip transmission lines typically used in MMIC's, the fields extend
laterally from the conductor roughly a distance equal to the substrate thickness,and the
probe beam is focused from the top of the substrate through the fringing fields to a spot

size diameter approximately one-tenth of the substrate thickness, so that it overlaps well
with the fringing fields. Other MMICs use planar transmission lines such as coplanar
waveguide (CPW) for microwave interconnects. MSILSI circuits typically use thin

metal lines (3 to 10 pm), and the electric field distribution around the conductors is a
strong function of their layout. For these types of interconnects and for planar transmis-
sion lines, the penetration of the fields into the substrate is on the order of the distance
between signal conductors and grounds. Typical IC substrate thickness (400 to 500 n)
is much greater than conductor spacings. The electric fields lie near the substrate surface,
and the back of the substrate is nearly at an equipotential with respect to individual

conductors on the IC surface (this approximation is discussed further in the next section).
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The optical probe, focused through the back of the substrate to a spot diameter less than

or equal to the conductor width, is modulated by the voltage on the conductor nearly

independent of signals from nearby conductors [1.41].

In both cases the optical probe is reflected from metalization on the IC. The signal is

proportional to the amount of light reflected, and if the reflectivity of the metalization

varies, the signal strength also varies. The signal can be normalized to the amount of re-

flected light, but metalization such as ohmic contacts, which may be very rough, will

cause poor signal sensitivity if a large fraction of the probe beam is scattered. Second
level metal, which may rest on a thin layer of dielectric such as SiO2 or SiN2 (silicon

nitride), can degrade the signal due to the voltage drop across the dielectric (reducing the
voltage across the GaAs substrate) and a change in the reflectivity of the probe beam.

The optical quality of the wafer surfaces must also be considered for optical probing.

Because IC's are patterned by optical lithography, the wafer top surface has an excellent
optical finish. For backside probing, the back of the wafer may require polishing to pre-

vent scatter of the probe beam, depending on the wafer vendor (many wafers are supplied

with both sides polished) and the IC process (for example, a wafer may be thinned by

lapping with a coarse abrasive, leaving the backside rough and of poor optical quality).

Backside polishing is easily accomplished with a one-step mechanical-chemical polish.

For frontside probing the ground plane should be sufficiently reflective to provide a good

return beam - most MMICs tested at Stanford have shown adequate ground-plane reflec-

tivity.

In reflection-mode probing, the incident and reflected beams are separated by
manipulation of their polarizations (Fig. 1.8). The advantages of this arrangement for IC

probing are on-axis focusing for diffraction-limited spot size, ease-of-alignment, and ef-
ficient use of the optical signal (in contrast to using a non-polarizing beamsplitter to

separate the incident and return beams, which attenuates the optical power by one-half on

each pass). The polarization states of this arrangement are analyzed using the Jones-

vector notation, and are qualitatively described as follows. A linearly polarized probe

beam f1om the polarizing beamsplitter passes through a quarter-wave plate, oriented at

22.50 to the axis of the beamsplitter, producing an elliptical polarization with its major

axis oriented at 22.50. A half-wave plate oriented at 33.75* then rotates the elliptical

polarization an additional 22.5, to align its major axis at 450 to the [0111 direction of the

GaAs substrate (i.e. oriented at 450 to the substrate cleave planes). The on-axis probe

beam is focused by a microscope objective next to a conductor (frontside probing) or on

the conductor (backside probing). The reflected beam passes back through the lens and
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the wave plates, producing a linear polarization at 450 to the axes of the polarizing beam-

splitter, and half of the light is directed by the beamsplitter onto a photodiode. The
probed conductor voltage changes the polarization of the return beam through the

electrooptic effect by changing the angle of the linearly polarized light prior to the
polarizer, and thus the intensity incident upon the photodiode. The resulting intensity

varies as in (1. l1) where VK is now

Vs = X0 _5kV (1.12)
4n3r41

giving twice the sensitivity for the reflection-mode cases. The on-axis return beam may

be separated from the incident beam with a Faraday isolator. The signal from this beam

is out-of-phase with the first beam allowing for differential detection to further improve

signal sensitivity.

1.4 Signal Recovery using Repetitive Sampling

The longitudinal reflection-mode geometries provide intensity modulation proportional to

voltage. With a continuous optical probe beam, the output intensity incident upon the

photodiode will be a large steady-state intensity plus a small intensity change proportional

to the voltage of the probed conductor. Microwave-frequency or picosecond-risetime

signals result in microwave-frequency or picosecond-risetime modulation of the probe

beam. Detection of such signals requires a photodiode/receiver system with bandwidth

comparable to that of the detected signal. A system using commercial sampling oscil-

loscopes and state-of-the-art infrared photodiodes, each limited to about 20 GHz, has

insufficient bandwidth for many high-speed and microwave GaAs circuits. In addition,

the small modulation provided by the electrooptic effect results in extremely poor signal-

to-noise ratio using direct detection at microwave bandwidths, and thus very poor instru-

ment sensitivity. Repetitive sampling techniques eliminate these problems. C f. 11 .47 .

Mode-locked laser systems in conjunction with optical pulse compressors can
generate extremely short optical pulses. At visible wavelengths, pulses as short as 6 fs

[1.42,1.431 have been generated, while at the infrared wavelengths (where GaAs is

transparent), pulses as short as 19 fs have been generated [1.44,1.451. Sampling tech-

niques using a pulsed optical probe can achieve a time resolution set by the optical pulse

duration and the circuit-probe interaction time, with potential instrument bandwidths
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exceeding 100 GHz. The following section describes how repetitive pulse trains are used
to measure microwave/millimeter-wave signals in the frequency domain and picosecond
risetime signals in the time domain. Repetitive sampling in the frequency domain can be

described as harmonic mixing, where the electrooptic sampler measures the amplitude
and phase of sinusoidal voltages, as with a microwave network analyzer. In the time
domain, repetitive sampling, also termed synchronous sampling, allows an equivalent-
time measurement of voltage waveforms, as with a sampling oscilloscope. [ 1.4 7 1

This section begins with a simple, ideal description of a mode-locked, pulse-com-
pressed laser suitable for describing signal recovery using repetitive sampling. The laser's
output intensity is modeled as a train of perfect (i.e. no amplitude noise or pulse-to-pulse
jitter) delta functions.

p(t)=PoT0 X 8(t-nTo) (1.13)
no-"

which has a frequency domain representation of

P(f) XPo 7, 8 f-fo) (1.14)

where T0 is the pulse-to-pulse period and fo = I/T0 is the pulse repetition rate. In the
following sections of this chapter, this model for the laser pulse train will be extended to
include its pulsewidth and noise characteristics.

1.4.1 Harmonic Mxing

Harmonic mixing is used to recover the magnitude and phase of the measured signal re-
sponse at the circuit drive frequency, i.e. to determine the small-signal response of the
DUT. The measured signal is

A t I =I[cOs(2xfst +) (1.15)

or, using complex exponential notation,
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vt) exp(+j2xft) + Y-exp(-j21rf,t (1.16)

where =IVsex1 j#) and *=tairR j

represents an arbitrary magnitude and phase of the signal, fs is the signal frequency, and

the asterisk * represents the complex conjugate. The frequency-domain representation of

this signal is

vf) = f 8(ff-f') + --8(f + f) (1.17)

The intensity-modulated optical output is then (1.12) as a function of time,

p189 (1.18)

and has a frequency spectrum determined by the spectrum of the laser convolved with the
spectrum of the measured signal [1.46]. In the frequency domain

Pp. if= * [81f) + -T V4f (1.19)

where PoA(f) is the intensity spectrum out of the polarizer, P(f) is the laser intensity
spectrum 8(f) is a delta function, and * represents the convolution operation. Substi-

tuting (1.14) and (1.17) into (1.19) gives

Pow.if, -Po8{(f-nfo) * 8(f)+ 8 f 8(-fs,)+ V8(f+f)]} (1.20)

If the signal frequencyfs is set to an exact multiple N of the laser repetition ratefo,f, =Nfo.
then
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Pof)IPo 8+ (1.21)

This has spectral components at DC and multiples of the laser repetition rate, due to the

transmitted part of the laser intensity, plus small changes at each multiple of the laser rep

rate corresponding to the measured signal v(t). The DC value is

PDC= PO[ I + Ps+ V*s]

or (1.22)

PDCPo( 1 + V IIcos.)

Because the modulation due to the typical signals is small (for signal levels of I V, the

amount of modulation is about IVx = 0.06%), detecting this small change in the DC

spectral component is rather impractical. Instead, the signal frequency is set to an exact

multiple of the laser repetition rate plus some frequency offset Af

fs = Nfo + Af (1.23)

The signal component then lies in a frequency range separate from the laser intensity

spectrum. In addition, the frequency offset is chosen to lie in a spectral region free of

spurious noise (to allow shot-noise limited detection as discussed Section 3.2), and where

conventional photodiode receivers and radio-frequency synchronous detectors can be

used. The resulting output intensity is

*POa(f)=POYX(6(f-nfo)+i.M 2s8f-no-A 8(f + nfo +Af)} (1.24)

Figure 1.9 shows a graphic representation of harmonic mixing. The signal appears in the

output intensity spectrum as amplitude-modulation sidebands around each laser harmonic,

scaled by r1Vx. The magnitude and phase of the signal is recovered from the baseband
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harmonic with a RF photodiode and a synchronous detector. The baseband signal (the

signal term at n = 0) is

P8 B - Lx 1-At)+ q(f+Af (1.25)

and its time domain representation is

P (t P o=, [ exp(+j2Mrft) + -.Aexp(-j2zrft)]

Equation (1.26) verifies that the measured signal is a replica of the actual signal, with its
frequency-scaled to Af, its amplitude-scaled by PoIVx and its phase preserved. The
offset Af is set above the low-frequency laser noise, but in the range of conventional syn-

chronous receivers.

IA.2 Equivalent-time Sampling

Equivalent-time or synchronous sampling is used to recover the time waveform of the
measured signal and to determine the circuit's large-signal response. In equivalent-time
sampling, an optical pulse samples a repetitive voltage waveform. If the waveform re-
peats at exactly Nfo, an integer multiple of the probe repetition rate, an optical pulse inter-
acts with the waveform every Ndh period at a fixed point within its cycle. Over many
repetitions, the pulses sample the voltage waveform at the same time within the cycle,
producing an equal modulation of each pulse. The resulting change in the average inten-
sity of the probe beam is proportional to the signal, allowing detection by a photodiode
receiver whose bandwidth is much less than the pulse repetition rate. To detect the entire
time waveform, the signal frequency is increased by a small amount Af (Fig. 1.10). The
probe pulses are then slowly delayed with respect to the waveform, sampling successively
delayed points, so that the average output intensity changes in proportion to the
waveform, but repeating at a rate 4f A photodiode receiver averages (by low-pass filter-
ing) the output intensity over a period much longer than pulse-to-pulse period T, elimi-

nating the individual pulses and measuring the change in intensity due to the signal.

The signal vt) is now an arbitrary waveform that repeats with a period
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f, Nfo+ Af (1.27)

so that

VW-- v( t - T, ) (1.28)

The output intensity is now

Pojt)=PoTo;8{t-nTo)[ 1 +.v()] (1.29)

and is non-zero only when t = nTo

P0Jd)- PoToy 81t -nTO{ 1 ( (1.30)Rx 1

Since v(t) is periodic with period Ts, its argument can be shifted by any integer multiple
of T,, such as nNT.. Then, the argument of v in (1.30) becomes

nTo-nNTs= n nN
fo fa
nfts-V (1.31)

fh= f nTo

and (1.30) is then

Pojt=PoTo;8(t-nTo 1 + v(1.32)

The signal v,() has been scaled in time by the factor 4f/fs, slowing it to an equivalent time
set by the repetition rate Af, chosen to be much less thanfo. The receiver low-pass filters
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the output intensity to measure the average intensity, removing the train of optical pulses

and giving

P"xt)= [ f t (1.33)

The probe varies with v() but at a scaled-down equivalent time set by the ratio Af./fs
Typically, fo is -82 MHz, N varies from 1 to 500 for circuit drive frequencies up to 40

GHz, and Af is 10 to 100 Hertz.

A frequency-domain analysis of equivalent time sampling, similar to the harmonic
mixing analysis, also yields the same result. The signal voltage is expressed as the sum of
weighted harmonics at multiples of its fundamental frequency

V(f)= I [V.8f-nfh)] (1.34)

where n " .. Again,fs is set to Nfo + Af; ch signal at nfs mixes to a frequency as in
the harmonic mixing case of uf, and the resulting baseband signal of the output intensity

is

PBR-PO{8(f)+_V& '[ n(f-n~f)]} (1.35)

This has a time-domain representation identical to (1.33).

1.5 Conclusion

Traditional electronic test techniques do not provide the capabilities needed to
examine internal node voltages in the microwave and millimeter-wave regime. Direct
electrooptic sampling passes picosecond infrared laser pulses through the GaAs substrate
to non-invasively sense frontside potentials. Sampling techniques permit signal recovery
in either a harmonic-mixing or equivalent-time sampling mode for vector or time
measurements, respectively.
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2. Increase of Electrooptic Measurement
Bandwidth

A key feature of the electrooptic sampler is its large bandwidth. Electronic systems lack the

short pulse generation capability to make time-mode measurements below 5 ps, while

optical pulses in the infrared can be subpicosecond. To extend the bandwidth of the

electrooptic sampler to the picosecond level, several improvements have been made:

replacement of the acousto-optic mode-locker, and refinement of the timing stabilization

system. This section describes the limiting factors to electrooptic measurement bandwidth

and reports on these improvements.

With equivalent-time sampling, the signal repeats N times between probe pulses (in

contrast to pump/probe sampling, which has one probe pulse for every pump signal).

Because the pulse repetition rate is harmonically related to the signal repetition rate,

Nyquist's sampling theorem (which states that the maximum recoverable signal bandwidth

is half the sampling rate) does not apply in setting the bandwidth of this measurement.

Instead, the bandwidth is determined by the sampling pulsewidth, the pulse-to-pulse jitter

relative to the signal driving the circuit, the interaction time of the probe pulse and the

electrical signal, and the effective receiver response time.

For a generalized description, the response of the electrooptic probe can be described

as a temporal and spatial cross-correlation between the electrical signal and optical probe
[2.1]. For this analysis, Gaussian distributions are assumed so that each term can be con-

sidered separately. The overall time resolution is then approximately the root-mean-square

sum of these values. That is,

(2.1)

where Cpw is the optical pulsewidth, trT is the pulse-to-pulse timing jitter, ?rn is the

interaction time of the pulse through substrate, and ?rR.c is the effective receiver impulse
response time. Note that these values must be expressed in the same form, such as full-

width at half maximum or in standard deviation (or rms).

2.1. Optical Pulsewidth

The optical pulse train is modeled as a train of perfect (i.e. no amplitude noise of pulse-to-

pulse jitter) delta function
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P(t)=PoTo 8(t-nTo) (2.2)

The finite pulse width can be included in (2.2) as

pWt=W(t}* PoTo 8(t-nTo) (2.3)

where p ( t) is the optical pulse shape. If the. pulse is Gaussian,

__ _ 2 -41.2 t (2.4)

where Tfw, is the full-width at half maximum pulsewidth. The frequency bandwidth of

the Gaussian pulse as measured with a photodiode receiver is then

0.312-WM fa(2.5)

where cfh.= 2.35'T,, relates the full width at half-maximum to its rms or standard

deviation value, and f3 a is the half power frequency. The time-bandwidth product from
(2.5) is lower by a factor of 12 than the time-bandwidth product of 0.441 from the pulse

itself because of the square-law photodetector response. That is, the optical intensity of the
pulse is converted to a current in the receiver with a resulting power spectrum proportional
to the square of this current.

The pulseshape of most mode-locked lasers is well-described by a Gaussian. How-
ever, the optical pulseshape after pulse compression (Section 2.1.1) typically is not Gaus-

sian but some more complicated shape. Additionally, the compressed pulse is usually too

short to directly measure (with a fast photodiode, for example) and must be measured with
indirect methods such as an optical intensity autocorrelator. This gives the optical pulse-

shape's intensity autocorrelation
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A~t} =P0* Bt)} =--^ {u- t}u (2.6)

The power spectrum of the optical pulse can then be calculated [2.1]

J-IA {)) IP(f)12  (2.7)

to determine the half-power frequency. Note that from this information the response of the

optical pulse cannot be deconvolved from the optically measured signal, because the auto-
correlation gives no information about the pulse's phase response. A best-case approx-

imation, however, would be to assume zero phase, inverse Fourier transform, then use this

pulseshape for deconvolution.

2.1.1 Pulse-width reduction

In December of 1986, a new commercial Spectra-Physics mode-locker was installed.
It succeeded in reducing the pulse width from the laser to 90 ps from about 110 ps, and the

resulting compressed pulse is 1.5 to 1.75 ps, as opposed to > 2 ps previously. The

stability of the mode-locker with respect to its drive frequency was increased, requiring

adjustment of less than 100 Hz as the laser warmed-up, as opposed to several hundred

hertz previously. The new mode-locker has substantially lower open loop jitter but the

closed loop jitter is essentially unchanged.

In November of 1987 a new, prototype, modelocker was placed in the Spectra Physics

Nd:YAG mode locked laser. The new modulator resulted in a factor of two decrease in

pulse width from the laser, from 90 ps to - 45 ps. This results in several benefits for the

present electro-optic sampling system. First, it is now possible, with a re-design of the

pulse compressor, to have sub-picosecond pulses. Second, even without a re-designed

compressor, the shorter laser pulses input into the compressor result in less Raman noise,

due to the shorter interaction length between the pulse in the fiber and the stimulated Raman

emission. Finally, the shorter pulses into the compressor see a greater amount of group

velocity dispersion in the fiber creating a more linear frequency chirp and less power in the

wings of the compressed pulses. The reduction in wings alone has increased the 3 dB

2-3



-tI I I I I I I I I IIIIIIIIIII IIIII IuuI ~I I t

5
lot

CC

0>
* 0

L

0 6 3.

ILa
L
a
a

J.

In qr ft W

a01 13'CA

2-4~



C6

C.

C

2-55



bandwidth of the sampling system about 20%. There will be further work to re-design the
pulse compressor for shorter sampling pulses to realize the fust benefit outlined here.

Figure 2.1 presents the most recent autocorrelation of the pulse compressor output.

At present the large spectral width of the pulse is being apodized by several optical
components in the pulse compressor, increasing the final output width. Minor changes in

component layout should permit complete recompression of the spectral content, resulting
in shorter pulses. Already, simple adjustments in component alignment have resulted in a

20 % improvement in pulse width, from 1.4 ps to 1.25 ps. The frequency content of the

pulse is shown in Figure 2.2. The -3 dB point has been extended to nearly 200 GHz.
More extensive reworking of the compressor for optimum fiber length and grating delay

promises sub-picosecond pulses.

The bandwidth of the sampling system is particularly evident in several recent

measurements. Falltimes as fast as 3.5 ps have been measured on a nonlinear
transmission line (cf. Section 7.2.5). Similarly, standing waves at frequencies as high as

100 GHz have been measured (Section 7.4.1). These data exhibit the large, useful

bandwidth of the sampler in real applications.

2.2 Timing Jitter

If the optical pulse train consists of ideal delta functions but has variations in its pulse-to-
pulse timing with respect to the measured signal, the time resolution is effectively de-
graded, smeared out by the probability distribution of its arrival time. Stabilization of the
laser timing by phase-locking the laser to a high-stability reference oscillator is required

to reduce the timing jitter to an amount less than the optical pulsewidth. Timing jitter
also degrades signal sensitivity, introducing noise proportional to the time derivative of
the measured waveform. Appendix I presents in detail the analysis of timing jitter,

together with the design of a stabilizer to significantly reduce it [2.2].

The time resolution due to timing jitter is estimated by assuming a Gaussian

probability distribution for the timing jitter

.t) 2 i exp (2CJ) (2.8)

The optical pulsetrain is then
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p(:)= POTO 8t-nTo-i:)] (2.9)

and has a power spectrum approximated to second order in nfoXrr by [2.3]

sp~ p~ - (2ixfo'eri Sf 'f + (2xnf S(f - nifo)} (2.10)

where tjT is the rms timing fluctuations and S(.) is the power spectral density of the

timing jitter, or the phase noise.

This timing jitter can be the dominant noise term in determining the sampler

bandwidth. To reduce random timing fluctuations, a timing stabilizer feedback system

has been contructed. Figure 2.3 shows the block diagram of this stabilizer system (2.4].

A photodiode monitors the 82 MHz laser pulse train, and the phase of the 82 M-z funda-

mental component is compared to the reference oscillator, generating a phase error signal.

The 41 MIHz signal required for driving the laser's acousto-optic (AO) cell is generated by

frequency division from the 82 MHz standard, and its timing (phase) is adjusted with a

voltage-controlled phase-shifter controlled by the amplified and frequency-compensated

phase error signal. With an error-free phase detector, the laser timing fluctuations are

suppressed in proportion to the loop gain of the feedback system (see Appendix 1).

The timing jitter is calculated by measuring the phase noise of one of the laser

harmonics using a photodiode and a spectrum analyzer. The harmonic number is chosen

to be great enough so that phase noise (which increases with the harmonic number)

dominates the intensity noise (which is constant with harmonic number). Figure 2.4

shows the measured phase noise of the 20th harmonic of the laser with an HP 8662 low-

phase noise synthesizer as the reference for the feedback system. From this measurement

the timing jitter is calculated [2.41 from the relation

To 'fPW
"2xn V P(2.11)

where Ps-2 2Pb(f (2.12)

Jff B
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is the integrated phase noise power from a low frequency limitf, to an upper frequency

limitf2, Pa is the carrier power, Pb is the phase noise power at some frequency offsetf, To

= lI is the pulse period, n is the harmonic number, and B is the spectrum analyzer reso-

lution. In practice, the calculation is done with the spectrum analyzer under control of a

desktop computer [2.5]. From data similar to Fig. 2.4 the calculated timing jitter is 250 fs
rms (0.6 ps FWHM to express it on the same terms as the optical pulsewidth) fromfl = 50

Hz tof 2 = 25 kHz. One limitation of an RF spectrum analyzer (Hewlett Packard 8566B) is

a lower frequency limit of about 50 Hz, due to the 10 Hz minimum resolution bandwidth.
Jitter components at rates less than 50 Hz cannot be measured in this fashion. Long term

timing drift, on the order of seconds or minutes, can be monitored with the receiver
system, measuring drift of the phase of a measured sinusoid.

2.3. Transit time

The interaction time of the optical pulse and the electrical signal in the GaAs substrate
comes from several factors: the response time of the electrooptic effect, the electrical transit
time, and the optical transit time. The electrooptic effect in GaAs arises primarily from its

electronic polarizability and is intrinsically very fast, with a response time on the order of
10 femtoseconds. The electrical transit time is the propagation time of the electrical signal
as it traverses the spatial extent of the probe beam. For typical IC values this time is on the
order of 60 fs [2.41. The optical transit time is the propagation time of the optical pulse as
it traverses the electric fields within the GaAs substrate. For frontside probing of mi-
crostrip lines, where the field is nearly uniform though the substrate, the optical transit time
is proportional to the substrate thickness.

2- L (2.13)

where n is the index of refraction of the GaAs, L is the substrate thickness, and c is the

free-space speed of light. The factor of 2 is due to the reflection probing geometry which

doubles the transit time (and halves Vm the switching voltage). For backside probing of

coplanar transmission lines or planar interconnections, the voltage drop in the substrate

scales with the conductor spacing. In this case the optical transit time is not a function of

substrate thickness but of the conductor spacing. Because the optical and microwave di-
electric constants in GaAs are nearly equal, microwave transmission lines have a cutoff

frequency for higher-order modes roughly equal the inverse of the optical transit time.
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Well-designed microwave circuits operate at frequencies well below the multimode cutoff

frequency. Only when measuring interconnects near or above the cutoff frequency (where

dispersive characteristics are of interest) must the optical transit time be considered. For

example, the optical transit time for a 125 pm thick substrate, typical of MMIC's operating

at frequencies below 40 GHz, is 3 ps, corresponding to a 3 dB response rolloff of >100

GHz.

2.4. Effective Receiver Response

The effective receiver impulse risetime arises from the constraint put on the receiver band-

width by the required system sensitivity. The receiver is assumed to have an ideal Gaus-

sian impulse response

h(t)= --- exp (2.14)

where t is the rms duration. Then, the receiver frequency response

H(f 1 = exp (2.15)

has an rms bandwidth B = 1/2xT. Because the sampled signal at frequencyf, is translated

to a lower frequency At at the receiver, the effective receiver impulse response for equiva-

lent-time sampling is

fRa (2.16)

Cf fs 2xB

Given a required time resolution 'rat the data acquisition rate of the system is then limited.

For a fixed time resolution, larger receiver bandwidths B (or shorter receiver time con-

stants) permit faster waveform acquisition rates, but degrade the measurement sensitivity,

as discussed in the next section.
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2.5 Conclusion

The determinants of electrooptic bandwidth have been discussed. Two key contributors

to bandwidth have been improved: optical pulsewidth has been reduced to 1.25 ps by

incorporation of a new mode-locker, and timing jitter has been reduced to below 250 fs

by active feedback stabilization. Further pulsewidth reductions are expected as the pulse

compressor is modified to fully utilize the large spectral spread of the fiber output.
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3. Noise in the Electrooptic Sampler

3.1. Sensitivity and Noise-limited Detection
IL

If the measurement bandwidth provided by the electrooptic sampler is to be useful, the
* instrument must also provide sufficient sensitivity to observe signal voltages typical of

high-speed GaAs circuits. As in any system, sensitivity is determined by the signal to
noise ratio; the instrument's sensitivity, or minimum detectable voltage, is the signal
voltage which has a measured value equal to the measurement system's noise signal. Most
noise sources, with power spectral densities independent of frequency ("white" noise),
have a noise voltage proportional to the square root of the signal acquisition bandwidth,
and a minimum detectable voltage expressed in units of volts per root Hertz (V/-H-'i).
Smaller minimum detectable voltages allow faster measurement acquisition for a fixed
measurement accuracy. With appropriate system design and signal processing, the various
sources of noise in the electrooptic sampler can be reduced or eliminated, permitting low-
noise voltage measurements with fast data acquisition.

3.2. Noise sources in the Electrooptic Sampler

3.2.1. Shot Noise

A fundamental limiting noise source in electrooptic sampling is the shot noise of the
probe beam. The output intensity generates a photodiode current proportional to the
intensity

i.. t = rp(t)=!o[ 1 + -&vt] (3.1)

where r is the responsivity of the photodiode in amperes/watt. The shot noise of the output
intensity is observed as shot noise of the photodiode quiescent current 10, and has a vari-

ance

.st= 2qIoB (3.2)
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where q is the electron charge, the horizontal bar denotes the statistical expectation, and B
is the receiver's equivalent noise bandwidth. If the signal current loxv',j/V is set equal

to the shot noise current, the minimum detectable voltage is

vi,,- f " - (3.3)

For the reflection-mode probing geometries, Vr - 5 kV, while a typical average photocur-

rent I0 is I mA. Then, normalizing to a 1 Hz receiver bandwidth, the minimum detectable

voltage is

min 1 (3.4)

3.2.2. Excess Noise Sources

Typically, V , - 70 ;V/'rfi is observed experimentally due to -10 dB of residual

noise from the system (mainly from excess amplitude noise of the pulse compressor). This
sensitivity is sufficient to acquire measurements at scan rates of 10-100 Hz with a noise
floor of a few millivolts. The actual measurement system has a number of additional
excess noise sources to contend with to achieve 70 ,V/NI- sensitivity, such as intensity
noise of the probe beam from laser fluctuations and +he pulse compressor, timing jitter of

the probe pulses (phase noise), and receiver noise. The noise terms representing the

intensity noise and pulse-to-pulse timing jitter are included in the expression for the laser

pulse train as

p(,'J=oP0 T0 I +lNO:Ij &[t-nTO JW] (3.5)

where N(t) is the normalized intensity noise and J(t) is the pulse timing jitter. The laser in-

tensity then has a power spectral density Sp(f) approximated to second order in nfxozr by

S P~ P '{[I1 - I2xrnfozAl2] [81f - nfo) + SN(.f - nfo)] + (2xnfcj2S, (f - nfo)} (3.6)
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where SN(f) is the power spectral density of the intensity noise N(t) and Sj(f) is the

power spectral density of the timing jitter J(t). The spectrum of the laser intensity is the

discrete spectral lines at multiples offo, plus spectra resulting from amplitude-noise side-

bands SM(f-nfo) and phase-noise sidebands (2X11o)2Sj(f-nfo).

With these amplitude and timing fluctuations, the photocurrent i0(t) is

* iOW(t=Io[ 1+ IWO )+i~SN 4 3 LO 4 iLL1iN (3.7)

where

i Lo = JONt) (3.8)

is the background (zero-order) laser intensity noise,

iLI =f N(t) 11-0 At)(39
(3.9

is a multiplicative (first-order) intensity noise from the product of laser intensity fluctua-

tions and the signal voltage, and

__PN=J} 0 dy (3.10)

is phase noise arising from the laser timing fluctuations, assuming AfrNfo, and omitting

terms in N(t)J(t) as negligible.

A typical spectral density SN(f) of the laser intensity noise N() is shown in Fig. 3. I.

At frequencies below 10 kHz, the laser intensity noise is 60-70 dB greater than the shot

noise of a 0.5 mA receiver photocurrent. At higher frequencies the noise power decreases,

*reaching an asymptote 5-15 dB above the shot noise level at frequencies greater than -100

kHz. The excess noise at frequencies above 100 kHz arises from Raman scattering and

* polarization noise in the optical pulse compressor. If the sampled signal were detected at

DC or a low frequency near DC, the background laser intensity noise iLo would degrade the

minimum detectable voltage by 103:1. Signal processing methods, such as signal
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chopping, are required to suppress the background laser intensity noise as described in

Section 3.3.

Sources of Noise from Fiber-Grating Pulse Compressor

• Excess intensity noise can increase on the compressed pulsetrain due to stimulated
" Raman scattering and other nonlinear processes, degrading the signal-to-noise ratio for

electrooptic measurements. Stimulated Raman scattering (SRS) has gain proportional to
the pump intensity and interaction length, setting an upper limit to the intensity in the fiber
and an upper limit to pulse compression. SRS has a frequency shift in glass of 440 cm-1,
a wavelength shift from 1.06 pm to 1.12 pm. The Raman threshold pump power is pre-

dicted to be [3.11

30A
te GL (3.11)

where A is the effective core area of the fiber, G is the Raman gain 9.2x10- 12, and L is the
effective interaction length in the fiber. The fiber has a core diameter of approximately 7
pm, dispersion of 35 ps/nm-km at 1.06 pm, and an interaction length is set by dispersion-
induced walkoff between the pump and Raman pulses. One advantage of the long 1 km
fiber is that SPM occurs over the entire fiber length by SRS is limited by the dispersion-in-
duced walkoff length. The interaction length could be estimated as the time for a Raman
pulse to walk-off a pump pulse by on FWHM. However, this tends to underestimate the
interaction length because the pump pulse broadens as it propagates through the fiber
through SPM and the dispersion. A better way to determine the interaction length is to de-
termine the temporal separation between the pump pulse and the Raman pulse at the output
of the fiber. From this measurement, shown in Fig. 3.2, the walkoff length is calculated to
be 140 meters, and the Raman threshold is P& - 90 W. For the pump pulses repeating at
an 82 MHz rate, the average power resulting in this peak power

P -4,f T~f haf Pu (3.12)

is P., = 700 mW, where TA.A. is the pulsewidth,fo is the pulse repetition rate, and Pe.k

is the peak power.
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In addition, a resonant effect in longer fibers can further reduce the Raman threshold.
The high gain of the SRS and 4% Fresnel reflection at each end facet form a parasitic syn-
chronously-pumped fiber-Raman laser [3.2]. Dispersion sets the pump walkoff length of

-140 meters for SRS and also causes the 1.06,ium pump and the 1.12 pm Raman pulse to
separate by 1.8 ns over the length of the 1 km fiber. The weakly reflected Raman pulse is
further amplified if, after its first round trip through the fiber, it is synchronized to within
1.8 ns of a pump pulse. With this condition the Raman threshold with the 1 km fiber is
350-400 mW average fiber output power. Fig. 3.3 shows the Raman pulse buildup with
pump power for this condition. Trimming the fiber length a few inches defeats this syn-
chronism and increases the Raman threshold to about 700 mW. A compression ratio of
60X is then routinely obtained at -400 mW average power from the fiber output, well
below the Raman threshold.

The pulse compressor introduces excess intensity noise on the compressed pulsetrain

due to a variety of causes. The excess intensity noise in general increases with increasing
pulse compression from either increased fiber length or increased optical power launched
into the fiber. As the pump intensity approaches the SRS threshold, a substantial increase
in intensity noise above the shot noise limit is observed, as shown in Fig. 3.4. The
frequency period of the repetitive noise spectrum in this figure corresponds to the free
spectral range of the 1 km fiber, indicative of the parasitic fiber-Raman laser.

In addition to SRS the fiber generates broadband polarization noise, possibly arising
from guided acoustic wave Brillouin scattering [3.3] or some other nonlinear process in the
fiber. The polarization noise is converted to amplitude noise after passing through the

grating pair in the compressor, which has polarization dependent reflectivity. Adjusting the

polarization from the fiber to maximize transmission through the grating path results in

second-order intensity variations due to polarization fluctuations, reducing this excess noise

to a level near the shot noise limit (Fig. 3.5). However, this excess noise typically adds

10-15 dB of broadband background noise above the shot noise limit.

3.3. Noise Reduction In the Electrooptic Sampler

To improve the sensitivity and dynamic range of the electrooptic sampler, several

modifications have been made to the system. Key among these is the reduction of pulse-to-
pulse timing jitter below 300 fs by a refined phase-lock-loop, and the insertion of a Faraday

Isolator. Since the timing jitter leads to limitations in bandwidth, it is discussed in more
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detail in Section 2.1. We consider here methods both for reducing noise, and for reducing

the effects of noise on electrooptic measurement.

3.3.1. Fiber Temperature Stabilization

Temperature change of the fiber contributes to timing drift of the pulses, since the pulse
compressor is "outside" the timing stabilizer feedback loop. The temperature coefficient of

refractive of fused silica is 11.8 x 10-6/OC [3.4] resulting in an expected timing drift (At =

AnLic) of 39 ps/*C for tht 1 km fiber. To suppress polarization and timing drift, the non-

polarization-preserving fiber is placed in an insulated container that is temperature-stabilized
to -0. 1 OC. However, temperature drift of the fiber probably accounts for most of the 2-4

ps per minute long-term timing drift observed with the system.

3.3.2. Active Amplitude Stabilization

One approach to reducing low-frequency amplitude noise is to insert an active

stabilizer, or "noise-eater" in the output beam. Two fundamentally different commercial

laser amplitude stabilizers were evaluated. The Spectra Physics model 3260 laser
amplitude stabilizer monitors the laser output with an external photodetector and uses a

feedback loop to control the pumping lamp current. The evaluation results indicated that

using this amplitude stabilizer a significant reduction in the low frequency intensity noise of

the laser was not achieved.

The second laser amplitude stabilizer evaluated was the Cambridge Research

Intrumentation model LS200. This amplitude stabilizer uses an external electrooptic

modulator and a feedback loop consisting of a beam splitter, a photodiode and control

electrical circuit block connected to the modulator. Fig. 3.6 shows the best performance

achieved with this amplitude stabilizer. Low frequency noise reduction of 15 dB was

consistently achieved with this stabilizer. However, this performance was very sensitive to

the laser output power and the beam alignment. The overall conclusion was that this

stabilizer required extremely fine alignment to achieve the desired level of noise reduction.
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3.3.3. Faraday Isolator

A consequence of replacing the mode-locker with the more powerful one, described in
Section 2, was a large increase in the noise sidebands. This was traced to feedback from

some portion of the pulse compressor back to the laser. Particularly strong were 60 KHz
relaxation oscillations aggravated by this feedback. Though normally present some 60 dB
below carrier, these oscillations increased to -25 dBc when the beam was allowed to enter

the fiber. Reflections from both fiber ends was eliminated as a possible source of the

feedback, leaving only some continuous process such as Rayleigh scattering as a suspect
mechanism. Since simple adjustments of laser to fiber distances to prevent feedback at the
"open" portion of the mode-locker cycle are not possible for such a continuous mechanism,
elimination of all feedback by addition of a Faraday Isolator was employed. Such a tact
had been considered previously, but never pursued for lack of a clear necessity. With the
assistance of Electro-optic Technology, a unit was procured and inserted in the beam path
immediately after the laser. The result was suppression of the 60 KHz sidebands almost 40
dB, and significant enhancement of the autocorrelation trace stability. Low-frequency
amplitude noise, and long-term mode-lock frequency drift were both reduced far below
levels encountered with any of the mode-lockers. This permits much faster potential scans

(cf. Section 4), as well as faster time-waveform acquisition. Such noise reduction also

reopens the possibility of successfully using a commercial amplitude stabilizer.

3.3.4. Ratio Detection

The first-order intensity noise can be suppressed by normalizing the measured signal
to the intensity fluctuations. Suppose a common mode signal is generated.

Vc= V1 + V2 = 10 (A +B)+1 0 A -B)SV (3.13)

The ratio of Vd to V. is

= (VI - V 2) = JA - B)+(A +B8V (3.14)
V,, (VI+ V2) 1A +B)+(A -B)8V

Since 8V * I and A - B, this expression to first order in 8V is
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Vd T+ (-BT [8 1 BJ j(3.15)

* With perfect balance, A = B, and then

Vd = 8v 
(3.16)V

and the signal is recovered independent of laser intensity noise.

The above discussion is an idealized case. Representative numbers for a practical ex-
periment might be 40 dB of common mode rejection, i.e. A -8 = 0.01 and A + B = 2.
Then,

. 0.005 + 8V(I- 2.5*10-5) (3.17)

Vc

reducing the background noise by 46 dB, and effectively eliminating multiplicative noise.

3.3.6. Differential Detection

Differential detection is one method to suppress background laser intensity noise. The
optical system described in Fig. 3.7 provides differential signals when a Faraday isolator is
used to recover the return beam. Fig. 3.8 shows a block diagram of a receiver system for
differential and ratio detection.

The receivers provide a voltage signal proportional to the intensity as measured by a
photocurrent io - rPO

VI = Alo (1 + s

(3.18)

V2 -BO(I -51V
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where V, is the signal from the first receiver, V2 is the signal from the second receiver, Io

is the photocurrent, A and B are the effective receiver gains to account for imbalances in
the receiver electronics and the optical system, 8 - r/V, and V is the signal voltage. With

an ideal differential amplifier, the difference signal is

d= VI-V 2 = o(A -B)+10(A + B)SV (3.19)

If the receivers are perfectly balance, A = B = 1, then

Vd = 21oSV (3.20)

and the background laser intensity noise from the photocurrent term is eliminated.

However, the first-order intensity noise still affects the measured signal, i.e. if 1o has 1%

fluctuations, then Vd will vary by the same 1%.

3.3.7. Optical Biasing

An alternative method to suppress intensity noise is through careful optical biasing of the

quarter-wave plate (QWP) in the electrooptic modulator. From Appendix IL the expression

for the y-output intensity (. 15) is

I, = I, [sinA28)+ 8sin(406 in(20 - 4)] (3.21)

where In is the maximum photocurrent, 9 is the angle of the QWP, is the angle of the

half-wave plate, and 8 - xV/2Vv The signal and noise terms are then

J,is 1m - 8sin(4e) - 2J.8 sinUO)cos(2e)

IDC - /Isin4 O2)

(3.22)

T - 2qgC = 2qlsin2(29)
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TN = K 2 DC K2I'sin4 (20)

where IDC is the DC photocurrent, T is the mean-square shot noise current, propomonal

to the photocurrent, /-N is the mean-square intensity noise current, which scales as the

square of the photocurrent, K is a proportionality constant for the intensity noise, and q is
the electron charge. Note that the sin(2O - 44) term is dropped because the half-wave plate
can always be set so that sin(20 -40) = 1. The signal-to-noise ratio is then

i2 241 os2(29)

iTN+/- 2q+Jl, K 2sin2(2O) (3.23)

At the quarter wave bias point, 0 = 22.50 and the SIN is (neglecting the intensity noise)

2

SIN =!1,,8 (3.24)q

corresponding to the shot noise limit (where ,, - 210) when S/N - 1. When the intensity
noise is included, the SIN at the quarter wave bias is

2 2

SIN i , -48 (3.25)

for LiK 2 * q. For intensity noise much larger than the shot noise, the SIN ratio does not

depend on the photocurrentL

If the optical bias is adjusted so that e - 0, the SIN is then

" 2

S/N 4m 22(3.26)
2 +1mK 2 e2

2
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The intensity noise decreases as 02 and equals the shot noise when

e I (3.27)

If the intensity noise is some multiple of the shot noise P., measured at 0 - 450 (the half-

wave bias), then

K2 = qP (3.28)IM

and the bias point where the intensity noise equals the shot noise is simply

0= 1 (3.29)

For example, suppose the intensity noise is measured to be 60 dB greater than the shot
noise with the QWP set to 45*, so that P. = 106. Then, the QWP angle must be set to 0=

0.7 mrad to suppress the intensity noise to the shot noise level

Several practical limitations exist for this scheme. First, precisely adjusting the QWP
angle to less than a milliradian may be difficult Second, as the QWP angle approaches
zero, the linear range of the modulator decreases. Finally, reducing the bias point reduces
the signal level, requiring the photocurrent load resistor in the receiver to be increased to
keep the shot noise above its thermal noise level, and resulting in a reduced receiver band-
width (due to increasing the photodiode capacitance/load resistance time constant).

3.4 Conclusion

The noise term in electrooptic sampling have been discussed. Reduction of timing jitter to
below 300 fs has been accomplished by construction and refinement of a timing feedback
loop. Amplitude noise has been significantly reduced by addition of a Faraday Isolator
between the laser and pulse compressor, and construction of a fiber-temperature stabilizer.
If warranted, additional noise suppression could be accomplished through insertion of a
commercial amplitude stabilizer as well as by implementation of ratio and differential
detection.
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4. Spatial Signal Resolution and Crosstalk

4.1 Theoretical tools

Previous approaches to understanding the interaction of the optical beam with the

electric fields in the GaAs substrate assumed a infinitesimally thin cylinder of light as a
probe. To provide a more powerful tool for studying such interactions in a general sense,

an analysis was developed which permitted inclusion of general microwave and optical
fields. Details of the theory are presented in Appendix In, which is a reprint of a
publication in Optics Letters.

The advantage of the approach taken in this theory is its generality. Expressions of the
optical fields may be used which represent the actual Gaussian profile of the focused light,

including the finite waist, conic focused section, gaussian transverse decays, and
increasing longitudinal field components in the conic region. Interaction of these comp-

onents with applied microwave fields of an equally anisotropic nature may be considered as
well. Although a zeroth-order Hermite-Gaussian optical field was used for this work,
higher-order modes could also be considered, if, for example, the effect of spatially
varying wafer urface reflections are examined. Finally, optical interactions in electrooptic

systems where the eigenvalue problem for the new polarizations and refractive indices is
intractable may be evaluated.

Although the optical fields used in probe beam are described in terms of rather simple
analytical expressions, the quasi-static microwave circuit fields arising from the set of

conductors on the surface are usually too complex for closed-form description. Numerical
integration over the volume of the GaAs substrate being difficult to corroborate intuitively

as well as computationally intensive, we chose to express the fields within the substrate as
a weighted sum of spatially periodic terms derived from the surface source potentials. This
yields physically understandable behavior of field components whose weightings are
determined from structure to structure by finite difference calculations.

The basic principle of the spatial harmonic representation is described in the following

equation

O(x,z) = XApos(a f? (4.1)
n
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where an is the spatial frequency, z is into the substrate, and xis along the surface. The

expression, a solution of Laplace's equation provides a link between the nature of the

potential at the surface and its decay towards the back of the wafer. Figure 4.1 illustrates

this action.

A modification to Eq. (4.1) must take place when the volume considered is not semi-

infinite, but bounded at the backside of the wafer by a dielectric-air interface. An analytical

formulation can again be achieved if the e, the dielectric constant, is assumed to be infinite

(a good approximation for GaAs, e = 13). Then we write

cosh[ctn(z0 -z)]
O(x,z) = XAncos( c s h (z O  (4.2)

n cosh( nZ0 )

The diffe.:ence between the two expressions is a somewhat higher backside potential for the

cosh case, since the normal derivative at the boundary must be zero. Later we will see the

size of this effect.

4.2 Experimental factors

Measuring the accuracy of the electrooptic sampler required attention to points

heretofore ignored. In many cases, simple changes to the system configuration can yield

improvements in measurement repeatability as well as noise performance. In other cases,

awareness of the difficulties inherent in electrooptic measurements can guide the user to

more reliable and useful data.

4.2.1 Noise and stability

Some of the first measurements made to ascertain the sampler accuracy were on simple

coplanar waveguide (CPW) transmission lines. Transverse scans of the potential difference

between the front and back sides are made and the magnitude of the side conductor signal

relative to that on the center is characterized. Since these scan require on the order of tens

of seconds for completion, the low-frequency amplitude noise of the laser introduced large

fluctuations on the scan that make accurate magnitude determinations difficult. In addition,

changes in surface reflectivity can lead to misleading signal magnitude changes. Finally,

photodiode "normalization" conducted over the IEEE-488 interface bus (see Section 3.3),

has a bandwidth of only a few tens of hertz and represents division by photocurrent at a

slightly different time in the scan.
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A straightforward, though some distasteful solution is to increase the acquisition time.

The lock-in amplifier may be used in the 300 ms to 1 s time constant range, and a simple

RC filter used before the digital voltmeter (DVM) monitoring the photocurrent signal. The

two time constant should be nearly equal, much larger than the difference in acquisition

times, and less than the time between data points in the scan. Normalization than acts to

remove reflectivity anomalies and long-term amplitude drift, while the long acquisition time

averages out more rapid amplitude fluctuations. Scans with sufficient signal-to-noise can

be made in several minutes.

A more elegant solution is, of course, to remove the offending noise to begin with.

With the addition of the Faraday Isolator (cf. Section 3.1), significant improvements in the

low-frequency noise are evident. Scans can be made in tens of seconds. Differences in

acquisition moments then make photocurrent normalization problematic. If the portions of

the scan of interest are under identical metallization, and if the reflectivity variations are

small, normalization can be neglected. Most of the crosstalk data was taken in this way due

to the excellent long-term stability and low amplitude noise of the system with the isolator.

4.2.2 Sensitivity to Fabrication

These reflectivity variations under the metallization are in general attributable to defects in

fabrication. Residue under the metalilization leads to scattering of the coherent probe beam

with unpredictable results. Measured signals have been observed to increase and decrease

under such defects, while the photocurrent invariably diminishes. Although a trustworthy

time-mode measurement could conceivably be made in such a region, a calibrated

measurement or a accurate scan which included in this region would be impossible.

Differences were also noted between test patterns made with crude emulsion masks and

simple lithography, and those made with chrome e-beam masks and refined submicron

lithography techniques.

4.2.3 Focusing and Aperturing

Scans of potential profiles are also susceptible to inaccuracies from poor spot imaging.

With a gaussian beam incident on a circular aperture of the focusing lens, the focused spot

size is not limited by the numerical aperture (NA) of the lens, as it would be for a plane

wave. This leads to observable structure in the reflected beam if the reflection i. not

uniform. In backside probing, 100% reflectivity can be obtained i a GaAs-metal interface,

md 30% at a GaAs-air interface. Passivation laye.s of SiO2 (e = 1.46) or Si 3N4 (e = 2.05)
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can either increase or decrease the reflectivity at the surface, depending on their thickness.

Either way, maximum beam structure will occur on passing over a conductor edge.

The focal point -- where the beam is reflected -- and the recollimated beam incident on

the photocLiode are fourier transform pairs; uniform reflection corresponds to a delta

function convolved with the gaussian back at the detector, while any other reflection gives a

broader function to be convolved with the gaussian. The result is increased optical power

near the edges of the spot and decreased power near the center, as the edge is traversed If

the receiving photodetector is inopportunely aligned, such that it examines a small enough

portion of the beam to be sensitive to these fluctuation, a distorted signal at the conductor

edges will result. If placed near the outer edges, it will peak unrealistically; if near the

center, it will dip, though this dip will probably be lost in the much larger falloff as the

conductor is passed.

The solution is relatively simple: place a gentle focusing lens before the detector so that

the entire beam front is integrated at the detector. Similarly, overfocusing at the detector

can lead to saturation or melting at higher powers. Care must be taken to avoid significant

apodization of the returning beam at any point for the same reasons.

4.2.4 Acoustic waves

The test structures discussed later were originally designed for testing at low frequencies --

below 100 MHz. This effectively eliminates any real, electrical coupling between line,

permitting any remaining crosstalk to be attributed to measurement, or electrooptic,

crosstalk. At these low frequencies however, the electric field applied to the piezoelectric

GaAs gives rise to acoustic waves in the material, which can setup standing waves in

modes determined by the shape of the sample. At the frequencies of operation typical of

circuits tested by electrooptic sampling, these waves are not of consequence. However,

between 100 MHz and I GHz, these signals can be 10% of the electrooptic signal, and will

scale with both electric and optical power. Below 20 MHz, they can completely dominate

the potential scan, and may lead to waveform distortion due to their potential strength away

from the central conductor. Typically, they are most apparent in transverse potential scans

across structures like CPW's, manifesting themselves as ripples across the ground plane

sections, with a period inversely proportional to the drive frequency. Their effect in

smaller structures is more difficult to determine, since the potential is varying more rapidly.

To avoid these effects, crosstalk and calibration measurements must be made above

approximately 800 MI-Iz. Clearly, the higher the frequency the smaller the effect of these

acoustic modes.
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At higher frequencies, however, real capacitive coupling can arise between the

lines. Some test structures extend several millimeters in length in order to avoid bond pad

effects while varying the separation of two conductors. The choice of an operating

frequency, then, is a compromise between the desire to be above acoustic modes but low

enough to avoid significant capacitive coupling. Figure 4.2 illustrates the change in the
crosstalk, o)2, on the structure of Figure 4.15 as a function of harmonic number. The

variation of the crosstalk signal with increasing frequency is attributed to decreasing

acoustic wave excitation, followed by increasing capacitive coupling. Note that the main

signal at frequency col is not significantly changed. To minimize both effects, we

generally choose an operating point near the minimum in Figure 4.2, or 800 MHz to 1.2

GHz.

4.2.5 Fabrication of test structures

The test structures used in these experiments were designed with OCT/VEM on a DEC

VaxStation GPX color workstation. They were then translated to MEBES format and

dumped to a 1600 bpi magnetic tape. An on-campus MEBES-1 produced a four inch

square glass mask with resolution below 1 gim. Hoect 5214e positive photoresist was used

with exposure on a Karl Stiss MJB3 aligner. Liftoff processing of the resist was

accomplished with a well-characterized chlorobenzene process. Finally, .5 to I pm Ti/Au

metallization was evaporated by electron beam and lifted off with acetone soaking. Lines

and spacings of 1 gm were resolved, as well as multiple instances of each test structure.

Two mask sets were produced, with the second incorporating improvements discerned

from testing the first as well as CPW's that were previously made with a poorer process.

The size of a die was approximately 1 cm by 1.5 cm.

4.3 Spatial Resolution

Since the electrooptic probe acts by integrating the phase change along the path of the

beam, portions of the beam other than that at the front surface are involved in determining

the actual measurement made. Additionally, this probing beam is focused at an angle 0 in
the substrate. Determining the actual resolution of the probe requires consideration of the

interplay of the optical fields with the spatially harmonic circuit fields both transversely and

longitudinally.
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4.3.1 Focused Gaussian Beam Effects

A typical gaussian beam within a wafer is illustrated in Figure 4.3. We note that the final

spot size is determined by the NA of the objective and remains constant upon passage into

the dielectric. This arises from the reduction of the wavelength in the material balancing the

Snell's law change in angle. Several of the most relevant parameters are included in a table

for various spot sizes. Typically, spot radii of 1.5 to 2 pm can be obtained with standard

microscope objectives. The smallest radii are not obtainable without some type of

immersion lens due to the large change in e at the interface. Frontside probing uses large

radii -- - 4 .tm in order to have a small spot at the top surface. The column 'Spot at 100

urn' then better represents the actual probing resolution.

Interplay of falloff and beam expansion

Much of the initial investigation of focused Gaussian beams centered on the large spot at

the backplane. It was reasoned that this must result in a larger effective spot size that

would be expected from the front spot alone. Computations using the theory described in

the Appendix III, however, revealed filter functions and measured potentials that differed

imperceptibly from those expected for a non-expanding beam of the same radius, in the

range of beam radius normally used. This result can be understand in a simpler physical

fashion through the use of spatial harmonics. Harmonics with rapid transverse variation

also suffer rapid decay into the substrate and hence are probed only by the waist of the

beam. In contrast, slowly varying spatial harmonics have a period large in comparison

with even the larger backside spot. This can be expressed mathematically by examining the

ratio of the beam diameter at the l/e point of a space harmonic (Fig. 4.1) to the period of

the space harmonic:

2w(z=L/2rn) X . .03
L/n- w =(4.3)L/n 2ntwo WO

where wo is the waist radius at the focus. Note that this ratio is independent of n and will

generally be much less than 1 for all but the smallest wo. This means that any portion of

the electric field seeing a portion of the optical field will have a transverse variation that is

broad in comparison with the beam.
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V
4

2w0

Z R

n=3.5

Spot Radius Angle Waist Length Soot at 100 um Spot at 450 um
0.25 22.2 0.6 38.7 174.3
0.5 11.1 2.6 19.4 87.2
1 5.6 10.3 9.7 43.6

1.5 3.7 23.2 6.6 29.1
2 2.8 41.3 5.2 21.9
3 1.9 92.9 4.4 14.8
4 1.4 165.2 4.7 11.6
5 1.1 258.1 5.4 10.0

wo is the waist radius (in am); B is the paraxial angle (in deg.); zR is the Rayleigh range or

waist length. The last two columns represent the spot radius at the backside of different

thickness substraes

Fig. 4.4: Parameters for a focused gaussian beam.
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A rough comparison of the effect of even very tightly focused beams can be made

by examining the magnitude of the probe spatial filtering function near zero spatial

frequency. The higher frequency portion of the filter is of course determined by the spot-

size; the very low frequency regions, though, are well removed from the high-frequency

gaussian roll-off and are attributable to other forms of averaging. In Figure 4.4, the filter

function for several spot sizes (wo) have been subtracted from that of a 3.0 Am radius

beam. The 3.0 .mn beam is taken as a standard of negligible extra averaging; the validity of

this statement is confirmed by the near-zero difference between 3.0 Am and 2.0 pm beams

in this region. Since the maximum of the filter function is 1.0, the vertical axis represents

the fractional error. We conclude from this that averaging from the beam focusing (apart

from the surface spot size) is still below 1% for beams 3 to 4 times tighter than currently

used. Since the error is relatively flat in frequency, though, the effect will simply be to

reduce the signal amplitude uniformly, rather than yielding crosstalk.

4.3.2 Spot Size Crosstalk

The dominant form of electrooptic measurement error due to the gaussian beam is the finite

spot width. Rapidly spatially varying potentials are smoothed by the finite spot size and

lead to the crosstalk error illustrated in Figure 4.5. The structure has a 2 pm center

conductor (only half is shown), a 3 pm gap, and a second 2 pam line. A ground plane is 50
p.m away. The center conductor has 1 V applied in both traces, while the side conductor

has IV applied in trace (a), and -1 V in trace (b). The rising and falling of the side

conductor represent the maximum excursions of the potential on that conductor for a fixed

center potential. This permits a DC analysis. The difference in the measured signal on the

center conductor is the crosstalk due to the finite spot size and of course depends on the
spot size as well as the structure under consideration.

An equivalent value of crosstalk can be arrived at by considering the center conductor

in Fig. 4.5 to be at zero volts and the side conductor at I V. This offers the benefit of a

single structure in calculation. Evaluating the signal on the center line for a large variety of

spot size, and several worst-case structures gives the plots of Figures 4.6 and 4.7. For 2

pm lines probed by 1.5 to 2.0 p.m spots (typical), we expect a crosstalk of about 3 %, or -

30 dB.

Experimental spot-size crosstalk measurements

The structure of Figure 4.8 is designed to measure the crosstalk calculated above. An

earlier structure was much shorter, but proved to be dominated by backplane effects from
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the large bond pads that were of necessity present. It is worth noting that the two effects

may be separated by their sign: backside crosstalk is opposite in sign to its source, while

spot-size crosstalk is of the same sign.

Measurements on structures like that of Figure 4.8 reveal that spot-size crosstalk
becomes apparent only for the most difficult of probing situations. For ground spacings

greater than 10 microns, clear sensing of the adjacent, strong potential is evident.

Strongest, as expected, on 2 pm lines, the spot-size crosstalk appears at the -18 dB level
for those structure in which it is evident. We draw two conclusions from this: spot-size
crosstalk will rarely be the dominant mechanism in circuits with ungrounded backplanes;

and secondly, that a ground will be required on the back if more detailed information on

spot-size crosstalk is desired.

4.4 Backplane Crosstalk

The dominant source of error in the electrooptic measurement is the finite potential on the

backside of q GaAs circuit. It is a ubiquitous term of magnitude -20 to -30 dB and is
difficuit to eliminate by top-side configurations. This section will describe the underlying

physical mechanism for this effect, its magnitude in a variety of digital and microwave
structures, and suggest some solutions that may be applicable to certain cases. [5.12 1

4.4.1 Overview

Backside crosstalk arises from the variable decay of different spatial harmonics into the

substrate. If all harmonics decayed at the same rate, the potential below a given line would

be proportional to the signal at the surface, and the result would be a simple attenuation of
the measured signal, not a distortion. As Figure 4.9 illustrates, however, high spatial
frequency components die out quickly, leaving a very smoothed version of the surface
potential farther into the material. Usually, by the time the backplane is reached, a given
source on the surface has resulted in a broad, gaussian-like backside.

Given this backside potential, the electrooptic measurement then takes the difference
between the frontside potential and the backside. The result is as in Figure 4.10. The key
point is the negative signal beneath the center conductor and the reduced signal beneath the

side conductor. This sign change permits ready identification of the crosstalk signal, since

it implies a zero crossing when magnitude only is measured (as on a spectrum analyzer).

Any electrical coupling between the lines will be a positive signal that will reduce the

perceived electrooptic crosstalk.
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4.4.2 Coplanar Waveguide Transmission Lines

For microwave transmission lines, the relative parameter is not so much crosstalk as it is

measured signal under the ground plane when no signal is really present. This arises, as
before, from a smoothed, positive backside potential that is subtracted from the front to

give a electrooptic signal beneath a ground plane. Since transverse scans of the potential of

such lines are often used to study moding and field distribution, identification, and
characterization, these spurious signals are critically important.

An estimate of the magnitude of the backside signal can be made by assuming a
rectangular potential profile 4(x) = rect(x/w) at the surface and using the analytic form of its

spatial fourier transform to calculate the potential at a given distance z into the substrate.
We then write

O(x,z) = sin(aW)xp(-az)exp(-i2xx)da (44)

where we have approximated the true cosh dependence by an exponential. We can then

evaluate

(0,d) = 2 Iw -) (4.5)

0(0,0) Ic n

as the ratio of the potential at the front surface to the potential at a distance d into the

substrate. A more accurate consideration of the boundary condition at the backside requires
use of a cosh dependence on z (cf. Section 4.1). In this case the integral is more difficult,
though still tractable, and gives:

0(0,d) =4 tan 4exp(xwI4d)] - 1 (4.6)

0(0,0)

These two functions are plotted in Figure 4.11. Since an exponential is appropriate for
an interface where An = nj - n2 is zero, and a cosh for An - @, the actual value would

be near the cosh curve.
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Figure 4.11 also summarizes the meaasurements and calculations on 50 0 CPW's

fabricated on a 450 urn substrate. Shown are measurements on 15 CPW's of different

center conductor widths, finite difference calculations on 8 CPW's, and measurements on 8
CPW's with ITO is on the backside (see Section 4.4.4). Since the backside potential

cannot be measured directly, but it is known that is is slowly varying over the backside, it

can be estimated by measuring the value beneath the ground plane alone. Since the simple

relationships described above assume Rect(x/w), some discrepancy is expected. A
compensating factor could be used to adjust w as appropriate for a true CPW potential.

4.4.3 Digital Geometries

Digital structure are much more complex, with many parameters determining the backside

potential. Althoug the lines are generally much thinner, they exist in much greater number,
and with ground planes placed much less frequently, and, often, are much narrower. We

have examined digital structures in two distinct categories: 1) where the number of

conductors is few, but the relationship between them is varied over large ranges; and 2)
where the number of conductors is large, with a fixed relationship to one another.

Type 1: Few conductors, many parameters

The first type of structure is similar to the microwave CPW, but is now of much

greater impedance, though unspecified. We examine two subcategories of backplane

effects: calibration and crosstalk.. The first category, calibration, considers the ability to
measure an absolute potential on a conductor, relative the some other point, and the

deviation from accuracy due to conductor geometry. The second, crosstalk, adds a

conductor to the first structure and considers the effect of the second conductor on the first.

In each, the various factors in the geometry must be controlled.

In calibration, we identify two factors: conductor width, and conductor to ground

spacing. Figure 4.12 presents a structure for varying conductor w,dth for a fixed spacing.

8 of these structures are made with identical center pieces, but different spacings.

Experimentally, the beam is centered each segment of the middle conductor, and the signal

magnitude is measured on a spectrum analyzer or a lock-in. Figure 4.13 plots the results
versus the center conductor width. At the low end, an upturn is seen as the large bond pad

is approached (see Figure 4.12); at the high end, the dip is probably due to extra ground

plane on the other side of the bond pad. Figure 4.14 plots the same data against the center

to ground spacing. Once conclusion that we draw from this data is that the ground plane
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spang is a much stronger factor in determining backside signal than is the size of the

center conductor.

Similar measurements can be made to determine crosstalk. Since the conductor width

is a weak variable, we fix it at a value that will permit a range of signal 1 to signal 2
spacings: here, 5 J.m. A segment of a structure permitting the variation of Si to S2
spacings is shown in Figure 4.15. As in calibration, we repeat this structure with different
ground plane spacing to monitor the second variable. Since crosstalk is now the issue,
different frequencies, col and w2, are applied to the center and side lines, respectively.
With a separation col - o2 of - I kHz, both signals can be observed (after electrooptic

down-conversion) simultaneously on the spectrum analyzer. The beam is centered on a
center line segment by maximizing the negative crosstalk signal ("zero" crossings on both
sides), and the difference between the peaks at col and o22 is measured. Note that as the

ground spacing become smaller, the range of available S I to S2 spacings is restricted.

Figure 4.16 presents the crosstalk data for these few-line structures. As with the

calibration structures, dips at the ends of the structure are attributable to the effects of the

bond pads. A weak trend of decreasing crosstalk for larger signal line separations can be
noted, but the dominant factor is clearly again the signal to ground spacing. Figure 4.17

confirms the strong dependence on the ground plane spacing for crosstalk, as before with

calibration.

Type 2: Many conductors in a pattern

Since digital circuits consist of so many independent conductors, in a manhattan

(orthogonal) layout, crosstalk should also be studied with an array of small lines. To
simplify the problem to two variables, we use the structure of Figure 4.18. The line width
is again fixed at 5 V=m, and the number of intervening lines and the line spacing are varied.
A signal at col is applied to the center (solid) conductor, at a signal at w2 is applied to a

conductor which moves step-wise closer to the center conductor. All other lines are held at

ground potential. Figure 4.19 shows the results from probing such a structure. The case
of directly adjacent lines is difficult to study accurately, since spot-size crosstalk, electrical

coupling, and acoustic waves obscure the backside signal. Of these, only spot-size

crosstalk would be problematic in a real circuit.
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The reduction in crosstalk for the smaller spacings can be explained in terms of

spatial harmonics. Figure 4.20 shows a rough sketch of the potential across several

grounded conductors. Between the grounded metallization, the potential rises, yielding a

potential profile with a strongly periodic component. In terms of spatial harmonics, the

broader the period of this profile, the greater the penetration and the greater the backside

signal, as in Figure 4.1. As seen previously, the effect of a single conductor is a very

broad potential on the backside; hence, it's position with respect to the line of interest is

only a weak factor in a homogeneous ground surrounding as in this case. The primary

difference between the multi-line structures and the few-line structures, then, is the nature

of the ground, which, as shown before, is the dominant determinant of crosstalk.

4.4.4 Crosstalk Reduction Mechanisms

Spot-size crosstalk is difficult to overcome without smaller spots. Fortunately, it is small

in magnitude, and can be avoided by probing larger lines. Backplane crosstalk generally

dominates, and is more amenable to reduction. We discuss in this section some of the

alternatives available.

Several practical techniques may be considered to reduce calibration and crosstalk
problems. Since the presence of a backside potential is the dominant cause of such

problems, its effect must somehow be minimized. One alternative is to place a conductive

layer next to the backside of the substrate. This alternative offers the advantage of in some

ways mimicking the actual final packaging of the die, where a conductive epoxy is attached

to a conductive package. To achieve such a conducting layer, several options are available

that are compatible with electrooptic probing: apply metallization to the backside, with an

opening behind the region to be probed; deposit Indium Tin Oxide (ITO) or a similar

transparent conductive coating on the backside; implant the backside to form a conductive

layer, or place the chip/wafer on a transparent window which is coated with ITO. The last

alternative is shown in Figure 4.21. It offers the advantage of one-time processing and

ease-of-use. Both the surface with ITO and the back surface must be AR coated for 1.06

.m to avoid etalon effects between the window and the GaAs. If such is the case, it can be

shown that the total reflection from the window/GaAs system is the same as that from

simply the GaAs. The potential difficulty of a window is that the potential will drop across

any gap between the window and GaAs 13 times faster than in the GaAs itself. Vacuum

mounting or probe pressure might be sufficient to keep this effect small. In addition, AR

coating the ITO on glass can be difficult since the index of ITO depends strongly on the

deposition conditions. A problem common to any method of backside grounding is that

4-32



forcing the potential to zero also perturbs the impedance of surface transmission lines,

degrading circuit performance.

The effect of ITO on the back surface is noted in Figures 4.11 and 4.17, for CPW's
and 2-conductor crosstalk, respectively. In both cases, the ITO reduces the crosstalk to -
30dB or below, corresponding to 3 % error. Note that a unique feature of a backside
ground is the possibility of compensating for the error signal. Since the backside will be
constant at any instant of time, placing the beam beneath a ground plane, noting the time
waveform (or vector magnitude), and then subtracting it from a measurement made beneath
a signal line gives a very accurate electrooptic measurement.

A second approach to crosstalk reduction is to extend the extent of the electrooptic
medium sufficiently to integrate over the entire potential falloff. Although inclusion of all
the field is mos* likely impractical, backside errors can at least be minimized or the
perturbation to line impedance reduced by effectively increasing the substrate thickness.
Again an AR coating must be applied to the second GaAs segment to eliminate etalon
effects. A small error will arise from the potential falloff in the AR coating and in any air
gap. Since the GaAs window is being probed together with the wafer, the crystallographic
axes must be aligned between the two samples, or signal will be lost.

Finally, such errors can be minimized by intelligent design of circuits. Large field
penetration is detrimental to transmission line moding and electrooptic transit-time in
addition to the accuracy questions above. Although it is difficult to completely remove the
backside potential for realistic structures, more liberal inclusion of ground planes will
reduce it significantly. A "probe point" which could be included in layouts at those points
in the circuit where a good measurement was desired is difficult to achieve. Due to the
broad nature of the backside potential, large areas of ground plane would be needed to
ensure a proper backside zero; then, a thin line, very close to ground on both sides could be
introduced, and run sufficiently far to escape other potentials. Unfortunately, this is a
disastrous microwave segment.

4.5 Absolute Signal Calibration

Although we have had little call for absolute signal level measurement in our work, the
question is often raised about the ability to do so. The key issue in such measurements is
system stability. So many factors affect the measured signal, that all must be frozen to
permit comparison of signal levels made at different moments. Practically speaking, this is
simple for measurements made within a given circuit at one sitting, but very difficult when
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made at different sittings. Most of the issues have been previously discussed; we present

here their impact on absolute signal measurements.

Amplitude noise is an obvious deterrent to accurate, repeatable measurements.

Particularly difficult are the very long term drifts in polarization and amplitude that require

readjustment of the pulse compressor. Photodiode "normalization" is most useful in

resolving this problem, as opposed to the more rapid amplitude fluctuations. Attention

must be paid to the power dissipation of the photodiode for high bias detectors (e.g. YAG-

100 at -180 V) to prevent operation in a nonlinear region where a 2x reduction in laser

power is not equally reflected in the DC and AC components of the photodiode. If it is

linear, consistent normalization can give excellent results.

To ensure the proportionality of the DC and AC components of photocurrent, spurious

DC elements must be eliminated. These arise from several sources and can be significantly

reduced by careful optical setup. The simplest is careful choice of polarizing beansplitter

orientation. In Figure 4.22 a beam with a large s-polarization component and a smaller p-

component (from setting the waveplates for small photocurrent for low shot noise) should

have a pure p component reflected. Due to the large size of the s-component, however, the

inherent several percent leakage results in a spurious orthogonal component. This adds to

the photocurrent, and, since, the s polarization has a phase shift 1800 from the p, the signal

magnitude is reduced. The problem is easily solved by insertion of a second polarize to

reject the undesired component. Reduction of photocurrent and increases in signal

magnitude of = 25 % been observed in this way.

Additional photocurrent can also arise from reflection from the GaAs backside.

Unless this surface is AR coated, this reflection is unavoidable. Since the backside is not at

the focus, however, the reflected light is not recollimated by the objective but is slightly

diverging. Placement of a variable aperture at some distance from the focusing lens allows

attenuation of that portion which has diverged outside of the properly collimated returning

beam. The result is a simple reduction in photocurrent, since this component has no

electrooptic phase information. Typical reductions are 15 to 20 %. Over-apodization leads

to spot distortion and exaggerated imaging effects like those discussed in Section 4.2.3.

When a good linearity has been established, normalization may proceed by any of

several means, as discussed in Section 3. Some form of normalization is required not only

because of amplitude drift, but also because of the variable reflectivities present in circuits.

Ohmic metal, schottky metal, and bare GaAs all present different reflectivities, but support

electrooptic probing. Absolute calibration will require compensation for these differences.
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4.6 Conclusion

The primary contributor to electrooptic measurement error is the non-zero backplane
potential. Spot-size crosstalk is generally obscured by the larger backplane signals, and
effects from the focused Gaussian beam are negligible. Backplane crosstalk and calibration
errors are predominantly determined by signal to ground spacing, and are generally 20 to
30 dB down. Conductive backsides offer an excellent crosstalk reduction technique for
circuits where line impedances are eithe non-critical or independent of backside condition.
Cf. [5.121, Appendix V.
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5. Probe Invasiveness

5.1 Introduction

As with any probe, one question that must be resolved is its degree of invasiveness, and in

what form it is manifested. Low-frequency probes placed on a small microwave

interconnect introduce additional capacitance and inductance, and have poor time resolution;

faster microwave probes have excellent time resolution but load the node with 50 1. The

electrooptic needle probe [1.32,331 (cf. Section 1.2.2) exhibits invasiveness through the

high dielectric present above an interconnect, leading to capacitive loading. Finally, the

silicon charge-sensing probe [1.25-27], because it probes directly within an active device,

has a small degree of invasiveness from charge generation. However, since silicon is a

much higher quality material, and since the probe beam is cw and low power, the

perturbation is very small.

Circuit perturbation during electrooptic probing occurs by charge generation through

deep-level absorption or two-photon absorption within the channel of an active device.

This charge then acts to increase the drain current of the MESFET through both

photoconductivity and back-gating. Light can reach the active device either directly, from

the gaussian shape of the pulse, or by scattering from surface irregularities. The following

sections describe these processes in detail.

5.2 Absorption Mechanism

At 1.06 gtm, the optical probing beam is well below bandgap. Thus, single-photon

band-to-band transitions are forbidden. Several other processes are allowed, however, that

lead to charge generation in the vicinity of a probe beam: deep-level absorption and two-

photon absorption. Cf. [5.12], Appendix V.

In deep-level absorption, carriers are excited from a deep level to a band. Since both

electrons and holes can make this transition, we can imagine transitions of electrons from

the valence band to the trap or from the trap to the conduction .band, or both. The second

then becomes a two-photon, trap-assisted process with a single-photon intensity

dependence. In GaAs, the primary optical deep level [5.1] is EL2 [5.2, thought to be an

Arsenic anti-site [5.3] (Arsenic on a Gallium site). Its position of 0.82 eV below the

conduction band permits transitions to both bands [5.4] with the 1.17 eV energy of 1.06

gtm light. LEC-grown material typically possesses EL2 at the level of 1-2 x 1016 cm -3
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[5.51, while newer, In-"doped" materials below 3 x 1015 cm-3. Chemical vapor deposition

also exhibits EL2 [5.6], though LPE and MBE grown material do not [5.7]. The only

other deep-level present in GaAs to demonstrate significant optical absorption at 1.06 gm is
Cr3+ [5.8, and it is now used only rarely by commercial vendors.

The second process contributing to charge generation in GaAs is two-photon

absorption (TPA). Due to the high intensities of the picosecond pulse, transitions can
occur to the conduction band through the use of two photons. As a result, this process

exhibits a quadratic dependence on optical power, and can be separated from the linear

dependence of deep-level absorption through intensity studies. Although several authors
have calculated or measured two-photon coefficients [5.9, 10] for 1.06 pim radiation in

GaAs, significant disparity still exists. The best estimate appears to be .04 cm/MW.

An expression can be derived which calculates the crossover point between deep-level

absorption and TPA. We express the pulse as

I(xyt)- PaVgT p( exp( I2 x (5.1)
2 O3/2 0x I W

where Pavg is the average optical power, Trep is the time between pulses, wo is the beam

radius at the focus, and to is the pulse half-width. Using the two-photon coefficient I0, the

deep-level cross-section on, and the number of deep levels, Ndi, we can calculate the

number of carriers per unit length of waist for deep levels

n-"l = anNd(PavsTrep (5.2)
hv

and, similarly, for two-photon absorption

2 2

~ PavgTrepnp& = f3 p "'_ 1  (5.3)

4hvwoton
3/2

The point where TPA and deep-level absorption are equal is given by
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pv = 4w' o'.2 Ndi

Pavg 5t iPT3 er n _ (5.4)

For wo = 2 gm, to = .75 ps, rep = 12.1 ns, On 1 x 10- 16 , Ndl = I × 1016, = .04

cm/MW, Pavg for the crossover is about 1 mW. Since Ndl and 03 are poorly know, though,

this is an order of magnitude estimate.

Schottky Diodes

An evaluation of the relative strengths of the two optical absorption mechanisms can be

made by examining a simple diode. The diode is a large area Schottky diode that is part of

a Varian microwave test mask [5.111. The N- layer is 300 A thick beneath the large center

contact, which is etched back through the ohmic layer. A 1 gm buffer layer of undoped

epitaxial layer is beneath that; it and the other epitaxial layers were grown by MOCVD.

We measure the current and voltage across the unbiased diode for different loads with

simple volt and ammeters, for an average optical power on the diode of approximately 40

roW). The resulting curve of Figure 5.1 exhibits the type of photodiode behavior expected.

Since the induced short-circuit current Isc is proportional to the generated charge in the

region, we can measure Isc versus optical intensity to reveal the optical absorption

mechanisms. Figure 5.2 illustrates the dependence on a log-log plot. If the mechanism is

TPA, we expect a slope of 2, as shown in the high power region of the curve. If it is deep-

level, we expect a slope of one, as shown in the lower power portion. The crossover here

is about 2 mW. The significant contribution of deep levels to the absorption indicates the

presence of traps in the depletion region of the diode, as expected for CVD material.

A second diode was also examined. It placed the N+ layer beneath a .6 .m MBE-

grown N- layer, permitting an accurate assessment of the depletion region when fully

depleted. Figure 5.3 illustrates intensity dependencies of Isc for this diode at two different

biases. The curve upwards on both at high powers indicates the onset of two-photon

absorption, although the reason for the change in crossover point is not clear. Since the

material is MBE, this may be due to traps created at the surface in processing, whose effect

becomes progressively less of the whole as the depletion region expands into purer MBE

material. From a current of 4 p.A, and a volume of 7.5 gm3, based on the beam spot and

the known thickness of the depletion region at punch-through, we find an equilibrium

charge flux of 8 x 1024 carriers/sec/cm 3.
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Time-resolved measurements of the induced current can also be made. Figure 5.4
presents several different waveforms as the beam is moved to different portions of the
diode. The solid trace is with the beam at the edge of the Schottky region, and the dashed
and dotted lines record the waveform as the beam moves to the center of the Schottky
contact. The variation in the waveform is attributed to the different velocities of electrons
and holes in GaAs, and on transit-time to the Schottky and ohmic contacts. A key
conclusion can be drawn from these waveforms: the AC component of the current decays
before the next pulse, 12 ns later. Thus, though the device is perturbed, the measurement
of its state is independent of this fast component. Significantly, similar changes in the AC
component of the drain current Id are evident as the beam is moved within the channel of a
MESFET.

5.3 Perturbations to GaAs MESFET's

As a more complex device, the MESFET is more difficult to analyze. Beam perturbations

are sensitive to position, gate bias, drain bias, as well as terminal loading. Nevertheless,
several key points can be made in characterizing the effect of the 1.06 pgm probe beam on a
FET. The first is that the primary perturbation is to the drain current Id. Increases in
current are observed with both an AC, pulse-to-pulse component similar to Fig. 5.4, and a
constant background component. Simple curve tracer depiction of the I-V properties of the
device shows a marked jump equivalent to a negative gate bias upon application of a high-
power beam directly within the active device.

The two components of the perturbation -- AC and DC -- can be studied separately for

their intensity dependence. Figure 5.5 shows the change of the 82 MHz component of the
AC signal as measured on a spectrum analyzer. The change in slope around 1 mW reveals
the two-photon crossover again. Note especially the relatively fast falloff with power.
This is also reflected in the fact that the AC perturbation is only strong within the active
device itself, and then falls off rapidly to the sides. Since electrooptic probing occurs on
interconnects rather than within a device, the AC contribution will be quite small.

The DC effect is of a much different nature. Figure 5.6 plots the change in the drain
current, in mA, as a function of optical intensity. The baseline drain current is about 12
mA. The significant difference is the intensity dependence: The DC effect varies - 8 dB

for a decade of optical power, while the AC effect varies over 25 dB. This DC effect will
then be significant even at large distance from the FET, and can be induced even for
scattered light (see Section 5.4).
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The intensity dependences then give us clues as to the physical mechanism behind

them. The nearly proportional nature of the AC effect to the optical power (or power

squared, depending on the region), leads to the conclusion that the beam is directly

contributing to the drain current by charge injection or photoconductivity. The DC effect,

however, is more likely attributable to the backgating of the device through deep traps with

long time constants. This hypothesis is confirmed by the elimination, upon optical

excitation, of the "looping" in curve-tracer I-V plots that is typically associated with trap

filling and emptying. Since the drain current is proportional to the gate voltage in the

normal operating regime, the filling of traps that then results in quasi-Fermi level shifts will

give a Isd vs. Poptical dependence that is logarithmic. The changeover to two-photon

absorption, together with the relation of the number of traps to the amount of generated
charge will alter the simple relationship.

We conclude that changes to MESFETs caused by electrooptic probing will be largely

DC in nature outside an active device. A slow variation with optical power frustrates
attempts to significantly reduce invasiveness by lowering probe power. Since the effect is
DC, however, it invites compensation by gate bias adjustment where possible. Finally,

two-photon absorption dominates the charge generation at powers on the FET greater than

several mW.

5.4 Beam Propagation to an Active Device

If the falloff of the perturbation away from a device was solely determined by the distance

of the beam from the gate, invasiveness could be significantly reduced by avoidance of the
device under test. In actual probing, however, device perturbations can be observed that
are quite strong, even when the beam is over a millimeter away. The explanation for this is
described below.

Figure 5.7 illustrates the scattering of the optical beam from an active device.

Although the beam itself is not within the device on the left, it presents significant content
in its Gaussian tails. This tail content can then scatter from the surface roughness

characteristic of an active device. Due to the large index of refraction of GaAs, total

internal reflection will occur for any beam internally incident on an interface at an angle

greater than 160. Subsequently, this beam reflects from both front and back wafer

surfaces, being waveguided throughout the die. This process results in light incident on an

active device at levels much greater than expected from consideration of only the Gaussian

tails.
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Surface roughness which can scatter the probe occurs at several notable sites within

a circuit: ohmic metal used for drain and source contacts and for diodes, and gate recesses.

Roughened die edges, from edge chipping upon cleavage also contributes to scattering.
Finally, the transversely varying reflection presented to a beam partially beneath a surface

conductor can also mildly scatter light out of the return path of the beam. Figure 5.8 shows

a 2-D scan of the perturbation to a FET's drain current as the beam is moved within the die.

Note the large peaks well away from the device under test, located at the peak in the middle

right. The largest distant perturbations can be attributed to active devices with gate recess.

Reduction of this scattering is a difficult problem. Total internal reflection cannot be

eliminated by simple application of intervening layers of materials, though the interface of
total reflection can be changed. It would be possible to make these intermediate layers of

an absorbing material, but the probe then cannot properly enter the substrate. If a hole is

made ia the absorbing medium, probe positioning is impaired. The best solution to

scattering seems to be a judicious choice of probe points well away from active devices.

5.5 Conclusion

Charge generation due to the 1.06 gm probe beam is caused by two-photon absorption
at optical powers on the FET above several milliwatts. Deep-level absorption is evident at

lower power, and the threshold is determined by the concentration of EL2 in the material.
MESFET's perturbed by the beam suffer an increase in drain current with both a fast

component that decays before the next pulse and falls off quickly with optical power, and a
DC component with a weak optical power dependence. Scattering from device surface

roughness leads to waveguiding within the GaAs die, causing device perturbation far from

the probe point. Low optical probe powers together with avoidance of active devices will

minimize the invasive aspects. Cf. [5.12], Appendix V.
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6. Electrooptic Sampler Measurement Modes
In the electrooptic sampling system, if first-order laser intensity noise is negligible, a

signal processing scheme which translates the frequency of the measured signal to a

spectral region above the 1/f noise comer of the laser will allow near-shot-noise limited

detection. The signal can be recovered in the presence of intensity noise in both the

frequency and the time domain.

6.1. Vector Mode Measurements

Harmonic mixing is used for vector voltage measurements. The synthesizer driving the IC

is set to an exact multiple of the laser repetition rate plus a frequency offset Af (1 MHz

typically) that is well above the background laser intensity noise. The synchronous

detector, shown schematically in Fig. 6.1, consists of two sections in addition to the

photodiode receiver, the frequency downconverter, and a commercial lock-in amplifier.

The frequency downconverter is necessary because the lock-in amplifier's maximum fre-

quency of operation, 100 kHz, is not quite sufficient to avoid low-frequency laser intensity

noise. The lock-in amplifier provides precision measurement of the signal with a range of

time constants for setting the integration time (or equivalently the receiver bandwidth) of the

measurement.

Fig. 6.2 shows a block diagram of the frequency downconverter. The downconverter

serves two purpose. First, it mixes the measured signal down to a frequency within the

range of the lock-in amplifier, and second, it generates a synchronous reference signal for

the lock-in amplifier. The frequency downconverter mixes the measured signal to a

frequency (50 kHz typically) within the 100 kHz range of the lock-in, which measures and

displays its magnitude and phase. To measure the response at different frequencies, the

synthesizer frequency is stepped by an exact multiple of the laser repetition ratefo.

6.1.1. Harmonic Mixing

Harmonic mixing translates the detection frequency by simply setting the frequency offset

Af from (1.25) to a value above the 1/f noise comer (typically 1-10 MHz). In this case the

received signal corresponds to the intensity modulation given by (1.26)
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iSS=l° 1 V S  (6.1)

and the noise-equivalent voltage is

v MIn = 10 fH (6.2)

as in (3.3) for receiver bandwidth B = 1 Hz. The acquisition time Tacq 11B, a 1 second

measurement acquisition time for a 1 Hz receiver bandwidth. For a given noise voltage,

T aw= V1  2 20 (6.3)

6.1.2. Traveling-Wave Measurement

Harmonic mixing measures the vector voltage but not the electrical current, preventing a

direct measure of two-port circuit parameters. At microwave and millimeter-wave frequen-

cies, where conductor lengths and circuit element sizes often become large with respect to

the electrical wavelength, direct measurements of conductor voltages and currents are dif-

ficult with conventional instruments. Microwave test instruments use directional couplers

and directional bridges to separate the incident and reflected voltage traveling waves at the

ports of a microwave device or network. The relationship between these waves, known as

the scattering paraneters [6.11, is a measure of a circuit's two-port parameters.

The optical probe measures the voltage on a conductor due to the sum of the incident

and reflected traveling waves. Measuring the voltage as a function of position [6.2], simi-
lar to a slotted-line measurement, allows calculation of the incident and reflected waves on
transmission lines connected to devices or circuits. The vector voltage due to the sum of

the incident and reflected traveling waves on a lossless transmission line conductor is

VlIz) = V exl(-jflz) + V-exp(+jPz) (6.4)
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where V + and V- are the forward and reverse traveling wave coefficients, '6 is the
wavenumber 21UX, and z is the position. The traveling-wave coefficients are calculated by
measuring this vector voltage as a function of position along a conductor using the optical

probe, then solving for these coefficients using a linear projection algorithm (see Appendix
IV). From this information the network scattering parameters can then be determined.

6.1.3. Two-port S-parameter Measurements

Extending the one-port measurement to calculate the incident and reflected waves on the
input and output ports of a network allows for calculation of the S-parameters with a ref-

erence plane on the integrated circuit. Fig. 6.3 shows a general test structure for S-
parameter measurement, consisting of a device with transmission lines connected to its
input and output. The a's represent traveling waves propagating toward the DUT and the

b's represent traveling waves propagating away from the DUT. Applying an input signal,
the electrooptic probe is scanned along the input and output transmission lines and the trav-
eling wave coefficients are determined. With an ideal test structure, the transmission line
characteristic impedance Z0 equals the load impedance ZL and the S-parameters can be cal-

culated directly from the measured traveling waves.

s b1  s21- =L2
a1 Ia 2=0 al r2=0

(6.5)

s12= L -- S2--02
a2  1= a2  1=

For example, with a drive signal applied to the input, any traveling wave b2 transmitted by
the DUT is absorbed by the load, assuring a2=0. However, in a practical test structure, the
load impedance is determined by wafer probes with cabling or some other test fixture, and
will not exactly match 70, resulting in a reflected wave a2. The measured traveling waves
must be corrected for this error term.

Fig. 6.4 is an error model for the source and load mismatch of the test setup. With the
drive signal applied to the input of the device, the actual S-parameters (designated by the a
subscript) are
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S Ila' brif- S12aa 2f
alf (6.6)

S 21a b2f - S 22a a2f
alf

where thef subscript indicates the drive signal is applied to the forward or input side of the

DUT. Similarly, with the drive signal applied to the reverse (output) side of the DUT,

b 2r- S21a air
a2, (6.7)

ba'r-SIaalrS12a =  a2a2,

Now, the equations for Sl1a can be substituted into the equation for S12a, and vice versa,

and S22a can be substituted into the equation for S2 1a, and vice versa, to obtain equations

for the actual S-parameters in terms of the measured a and b values. The following de-

fined variables are then substituted for ratios of the a's and b's

S IIn l - S 12m " -br

S12m

S21mm
b 2f  S 22m"-- -2r (6.8)

air~ ~ i

E =a2f EL = air
b2f br
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where the m subscript represents the measured values of the S-parameters, with no error

correction, and ELf and EL, are the forward and reverse load match, respectively. The re-

sulting error equations for electrooptic probing are

Sl* Sln-ELfS 21m S 12m

1 - ELfELrS 21m S 12m

S 22m- ELrS21mS 12 m
$2a - 1- ELfELrS21mS 12m

(6.9)

S 21m( 1 -ELfS 2 1mS 2m)
S21a 1 -ELfELrS21mS1 2m

Si m( 1-EfS ,mS2m)
S 12( 1 - ELr S 21m S 12M )

1~ IELfELS21nSl2m

This technique has several important features for S-parameter measurements. First,

the measurement is on-chip, with the phase reference points determined by the probe beam

position with respect to the DUT. Secondly, the technique requires no separate calibration

standards, such as precision 50 D) terminations, opens, and shorts required with conven-

tional network analyzers. The calibration standard by which the S-parameters are defined

is the characteristic impedance Zo of the input and output transmission lines. The accuracy

and repeatability these lines, integrated into the IC fabrication, can be precisely controlled.

Finally, the optical system's bandwidth allows measurements into the millimeter-wave

frequency range.

A disadvantage of this approach is the size of transmission lines required, which use

valuable space on the IC. Roughly an eighth of a wavelength is required to make a reason-

able measurement with the optical system's current level of (multiplicative) intensity noise.

Also, the intensity noise sets an effective directivity slightly more than 20 dB. Stabilizing
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the laser intensity noise will improve the S-parameter measurement performance and allow

for measurements on shorter sections of transmission line.

6.2. Time Waveform Measurements

Equivalent-time sampling is used to view time waveforms. The synthesizer is set to an ex-

act multiple of the laser repetition rate (- 82 MHz), plus a frequency offset Af (10-100 Hz)

that sets the measurement scan rate. The modulation frequencyfo for pulse modulation or

phase modulation is set to a value (1 MHz typically) well above the low frequency intensity

noise. The measured signal has a component atfm whose amplitude varies in proportion to

the signal at the scan rate Af. The frequency downconverter mixes this signal to a fre-

quency in the range of the lock-in amplifier (50 kHz typically), which demodulates the sig-

nal to baseband and detects the in-phase component of the signal that varies in proportion to

the measured signal at the scan rate Al. The signal is displayed on an oscilloscope which is

externally triggered from a low-frequency synthesizer locked to the source microwave

synthesizer, providing a time reference for the measurement so that relative time delays

between two signals can be determined. For phase modulation (Section 6.2.2), the dis-

played signal is proportional to the time derivative of the measured signal, and is recovered

by integrating the displayed signal in software using a desktop computer [6.3].

6.2.1. Signal Chopping

Signal chopping is a convenient method to suppress background intensity noise for equiv-

alent-time sampling, where the measured signal is a waveform, not a single sinusoid as in

harmonic mixing. This method requires chopping of the drive signal to the circuit at an RF

rate above the 1/f noise corner of the laser so that the measured signal has a frequency

component whose amplitude varies in proportion to the measured waveform in a spectral

region free of background intensity noise.

Sinusoidal amplitude modulation (AM) is the simplest type of chopping. The chopped

signal is then

vcrt) = vt[1 + cos(2xfmt)] (6.10)
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wherefm is the modulation frequency and v(t) is the unmodulated signal. In the frequency-

domain

V,(f I= LV~f I* [8(f 1+ 8(f-f.) + L8(f+fm.j (6.11)

The modulation frequency fm is chosen to be greater than the low frequency laser noise

(typically 1-10 MHz for the system described in chapter 1) and a receiver using syn-

chronous detection recovers the signal component at ±fm. The resulting signal current from

the receiver is

i sis lo-= { tL V W (6.12)

which is one-half the value or a 6 dB reduction from the harmonic mixing case and has a

noise-equivalent voltage set by shot-noise of

V,in =- Hz (6.13)

For some applications square-wave chopping or pulse modulation (PM) may be required or

desirable. In this case the time-domain signal is

Vc(t= vt) re [ (t1nfl} (6.14)

and the frequency-domain signal is

VC(f o=Vf) * -sinc(B-)8f - nfn) (6.15)

where sinc(x) = sin(=). Only the signal at the chopping frequency is recovered, result-

ing in a signal current
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isig ,~ (6.16)

which is reduced by a factor of -3.9 dB from the harmonic mixing case and has a noise-

equivalent voltage set by shot-noise of

V mi, = V- fz (6.17)

A further consideration is that signal chopping is typically used for waveform recovery
with equivalent sampling. The signal then is a sum for harmonically-related sinusoids as
given by (1.35), and results in an output intensity at the chopping frequency

PER-P0n ,S'[ ~ (ffrlf] (6.18)

To recover the full time waveform, the receiver bandwidth must include all the signal har-
monics, i.e. B > nn=,Af. This puts a constraint on either the scan rate 4for the the noise-

equivalent voltage vm,,. The measurement acquisition time in this case is Tacq = 1IAf u

n,, JB. Related to the noise voltage, the acquisition time is

T =2q VX 2 n.. (6.19)

which is increased by (,V2) 2n, compared to harmonic mixing with the same noise volt-

age.

6.2.2. Phase Modulation

When signal chopping is inappropriate, such as when testing the clock signal of a digital IC
where the logic states depend on a continuous clock signal, phase modulation (OM) or time-

dithering of the drive signal is an alternative method for signal processing. This scheme

has the advantage that the drive signal remains continuous but it has some disadvantages in
sensitivity and ease of signal processing.

The periodic drive signal is phase modulated by a small amount 8(t)
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V t)= v[t + 811)] (6.20)

where

nm"

v(t) I Vnexp(j27rnfst) (6.21)
n= -nmS

and Vn = V*n. If 8(t) is small, the exponential term is expanded to first order in 8 and the

phase modulated signal is

vcht= , inexpUj2nft)[1 +j27rnfh8(t)] (6.22)
nt = -m

The Fourier transform of v,(t) is

V(f)= ~[Vn8(f-nfs)]i [8(f)+j2ifA(f)] (6.23)

where A(f) is the Fourier transform of 8(t).

For sinusoidal phase modulation

8(t) = Amcos(2rfmt) +-* A (f) = S(f-f m ) +-- 8(f +f m ) (6.24)

and the modulated signal is

-n

Then, as in equivalent-time sampling, the signal at frequency f, = Nfo + Af is sampled

down to baseband and detected at the modulation frequencyf. resulting in a signal current

given by

Jsig{f VI - 0- j2xnfs Am [8(f-nAf)] (6.26)
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Xsg~ 1 j2xnfAm.[8(f-nAf)] (6.26)

|V

Each harmonic is multiplied by nfs, and using the Fourier transform principle that

d4v(t)J*-+j2,fV{f) (6.27)
dt

the signal current in the time domain is

isigt)=loAm LS dfv(.L (6.28)
Af X f

The actual signal can be recovered by integration either in software or by passing through

an integrating filter with the transfer function Af/(j2zfAJ). Then, the filtered signal

current is

isiglt}= O- " I0 (629

The noise current is obtained by passing the shot noise within the receiver bandwidth

through the same filter, and vi,, is obtained by setting the above signal current equal to the

noise current, giving

V,. n ,,,,.. v
,rift p 1Hz (6.30)

Vs n m V for n.,, l
Ir ~ 10 Hz

where 13 2xfsn,,aAm is the index of phase modulation. The acquisition time is then

T c= I X 2 (6.31)

12
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which is increased by (n. / 3)2 from the harmonic mixing case.

6.2.3. Fast-Offset and Averaging

Fast-offset and averaging is a signal processing method to recover the signal with no

modulation of the drive signal. This technique is identical to ideal equivalent-time sampling

except the offset frequency is increased to a value greater than the 1/f noise corner

frequency. The signal is passed through a high pass filter to remove low frequency laser

noise and then signal averaged to recover the signal with suitable sensitivity. Fig. 6.5

shows a block diagram of this signal processing system. With this scheme the frequency
offset Af is increased 400-500 kHz, well above the low-frequency laser noise. The signal

is recovered by high-pass filtering to remove the low-frequency laser noise, then by signal

averaging at the offset rate Af. If the received signal is averaged at the scan rate, the

sensitivity using fast averaging is the same as for simple synchronous sampling with the

same measurement acquisition time. Commercial digitizing oscilloscopes have limited

averaging rates; at scan rates of 500 kHz, the LeCroy 9400 averages a maximum of =200

scans per second, corresponding to a signal-to-noise reduction of 34 dB from averaging

every scan. However, the signal-to-noise reduction, compensated for by increased meas-

urement acquisition time, is justified for testing IC's that are sensitive to signal chopping.

The filtered baseband signal from the output intensity is

!i=0-o- ) + 8(f+ nAf (6.32)

and the noise voltage is the same as given in 0, except now Af)- 500 kHz and 4fn,a - 5
MHz are typical values (instead of 4'- 10 Hz and Afntm - 100 Hz typical of equivalent-

time sampling with chopping). Then, in one signal sweep, vmin = 70 mV with an ac-
quisition time of 1lAf = 2 ps. To recover the signal with a reasonable noise level, say vmin

=1 mV, the measured signal needs to be repetitively averaged Nays = 702 - 5000 times.

The voltage sensitivity is given by

* V 2qAfnmax (6.33)
V min I0Na,

The acquisition time is probably limited by the rate the data can be averaged. In this case,
the acquisition time is
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TVf l 2 Afa (6.34)

where Af. is the averaging scan rate set by the data processing hardware (and always

aAf).

One difficulty with digital averaging oscilloscopes is the relatively small dynamic

range. The large noise power requires operation on less sensitive scales, yielding a final

signal that is a fraction of full-scale. Custom electronics have been designed to overcome

this problem and to further increase the averaging rate for improved signal-to-noise. Fig.

6.6 shows the block diagram of such a fast averager. In this method, fast averaging
involves offset of the device drive signal by 100 kHz from Nfo yielding harmonics in the

measured response every 100 kHz up to about 5 MHz. The effective detector bandwidth,

then, should be 5 MHz. The large laser noise below 100 kHz may then be filtered along

with noise above 5 MHz using a bandpass filter. Due to the large detected bandwidth the

signal to noise at this stage is between about .1 and 10. The filtered output is then sampled

by a 20 Megasamples/sec, 10 bit A/D converter (ADC) which is clocked synchronously
with the 200th harmonic of the incoming signal repetition rate, which is equal to the offset

Nfo . For the 100 kHz fundamental, the ADC will sample 200 distinct positions in phase
of the incoming signal. Each ADC sample output is then directed into one of 200 parallel
accumulators, each of which adds 100 ksamples/sec and thus averages a single point on the
incoming waveform by adding each successive repetition of that point as it is sampled by

the ADC. The noise power contained in the detector bandwidth due to random processes is
then reduced by a factor equal to the number of samples, or by 105 for each second of

accumulation for the 100 kHz case. The output from the accumulators is sent over the
IEEE-488 interface to a computer where the signal is displayed and further processed if

desired. This system is capable of producing the same signal to noise ratio as a
narrowband receiver, without the need for either AM or FM modulation of the device under

test. It provides a significant advantage for the measurement of nonlinearities in quasi-

linear circuits and highly non-linear circuits which are difficult to modulate.

6.3. Conclusion

The application of electrooptic sampling technique for vector voltage measurements at

microwave frequencies has been described. The reflection coefficient of one port and S-
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parameters of two port networks are obtained from these vector measurements. On chip S-

parameter measurements at millimeter wave frequencies, without the need for separate

calibration standards, are feasible due to large system bandwidth. Time waveform

measurements with better than 2 ps resolution are similarly possible.
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7. Wafer Probe Station for Electrooptic Probing

7.1. Wafer Probe Station

For wafer-level testing of IC's, the drive signal is delivered with a microwave probe

station (Cascade Microtech Model 42) modified to allow for backside electrooptic probing,

as shown pictorially in Figs. 7.1 and 7.2, and schematically in Fig. 7.3. The transmission

line probes used with this test station allow for launching a signal on the IC with re-

peatable, low reflection connections in a 50 12 environment to 40 GHz. The beam delivery

system consists of two turning mirrors, 900 to each other, mounted on an X-Y stage

controlled by automated positioners. The wafer chuck is modified so that the focusing ob-

jective is positioned under the wafer and accessed with either a hole in the top plate or a

sapphire window. The window provides better heat conduction than an open hole for high

power circuits. However, a small air gap may exist between the window and the wafer,

causing the beam transmission to vary as a function of position due to interference. Index

matching fluid (Cargille Series M) removes this problem, but it can evaporate leaving a

rough salt residue that sticks to the window and the wafer. Use of a window that is anti-

reflection coated on both sides removes the etaloning effect as well, without use of liquids;

however, care must be exercised in placement and movement of the wafer to avoid damage

of the AR layer.

Electrooptic sampling measurements on digital and microwave IC's have been made

using this probe station. The interconnects and transmission lines on these IC's were in the

uniplanar configuration, i.e. having signal and ground conductors on the front and no

conductor on the backside of the wafer, thus allowing for backside electrooptic probing. A

similar probe station with some additional modifications to further enhance the ease of

wafer probing has been fabricated for Wright-Patterson Air Force Base and will be

delivered as part of this contract.

Packaged circuits (mostly circuits using microstrip conductors and requiring frontside

probing) are tested with a general purpose beam delivery system that allows for either

frontside or backside probing. This arrangement requires either that the circuit package

allow access to the IC from the frontside probing (roughly 8 mm working distance for a

1OX objective) or that the package has a window under the portion of the circuit for beam

access from the backside.
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Pig.7. 1. Front view of the Cascade microwave wafer probe station
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Fig.7.2. Front view close-up of the Cascade microwave wafer probe station showing

thr, micaroscope objective below the wafer chuck, two CPW probes, and the long working-

distance objectives used for the viewing system.
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7.2. Microwave Circuit Measurements

At microwave and millimeter-wave frequencies, where conductor lengths and circuit ele-
ment sizes often become large with respect to the electrical wavelength, direct meas-

- urements of conductor voltages and currents are difficult, particularly with conventional
electrical test instrumentation. Directional couplers and directional bridges separate the
forward and reverse traveling waves on a transmission line. Standard microwave test in-
struments use these devices to measure the incident and reflected waves at the ports of a
microwave device or network. The relationship between these waves is expressed as the
scattering parameters [7.1]. The electrooptic sampler directly measures voltages, but not
currents, preventing a direct measure of two-port parameters. However, measuring the
voltage as a function of position with the optical probe [7.2], similar to a slotted-line
measurement, permits calculation of the incident and reverse waves on the transmission
lines connected to devices (Section 6.1.2 and Appendix III). From this information the
scattering parameters can then be determined.

7.2.1. One-Port Measurements

The traveling-wave coefficients on lossless transmission lines are measured as described in
Section 6.1.2 and Appendix IH. For a one-port transmission line the ratio of the traveling
wave coefficients V+ and V- is the reflection coefficient F, or S11, the return loss. An
example of such a measured vector standing wave and the calculated reflection coefficient
for an unterminated slot line transmission line at a drive frequency of 22 GHz is shown in
Fig. 7.4, and a similar measurement with an matched load terminating a CPW transmission
line at 20 GHz is shown in Fig. 7.5.

7.2.2. Two-port S-parameter Measurements

Using the technique described in section 6.1.3, the S-parameters of simple microwave
test structures have been measured. Fig. 7.6 shows the measured S, I for a test structure
consisting of a section of 35 Q CPW transmission line 1600 prn in length with 2500 pm
length sections of 50 Q CPW on its input and output. The drive signal is applied to the
input side, the probe beam is scanned along the input and output sections of 50 Q line, the
traveling waves are calculated, and S1m, S21m, and Eqfare determined. Then, the drive
signal is applied to the output side, the probe beam is scanned along the same sections of
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50 Q line, the traveling waves are calculated, and S22 , S2, , and EL, are determined.

Finally, the corrected S-parameters are calculated using (6.9).

7.2.3 Potential Mapping for Circuit Modeling

The optical probe can be used to map the vector potential on and around IC conductors.

For example, the magnitude and phase transverse to a microstrip transmission line in Fig.

7.7 shows the falloff from the conductor and a change in phase indicative of a non-TEMoo

mode. Fig. 7.8 shows the transverse scan of a slot line at 2 GHZ. One proposal was

recently published [7.4] for field mapping by varying the angle of incidence of the probe

beam to obtain information allowing calculation of the three-dimensional field. The

experimental feasibility of this technique, however, remains to be demonstrated.

7.2.4 Microwave Amplifiers

On GaAs microwave amplifiers and similar MMICs, the propagation of microwave

signals internal to the circuit can be measured. Fig. 7.9 is a monolithic 2-18 GHz

MESFET distributed amplifier from Varian Research Labs [7.3,4] with coplanar-waveg-

uide transmission line interconnects. In the distributed amplifier, a series of small

transistors are connected between iwo high-impedance transmission lines. The high-

impedance lines and the FET input and output capacitances together form a synthetic

transmission lines of 50 £0 characteristic impedance. Series stubs are used in the drain

circuit, equalizing the phase velocities of the two lines and providing some matching

between the low impedance of the output line and the higher output impedances of the

FET's at high frequencies, peaking the gain.

Measurements to better understand the circuit's operation include the relative drive

levels to each FET as influenced by the loss and cutoff frequency of the synthetic gate

line, the small-signal voltage at the drain of each FET, and identification of signal sat-

uration leading to amplifier gain compression. Figure 7.10 shows the electrooptically

measured small-signal gate voltages versus frequency for the CPW distributed amplifier.

The rolloff beyond 18 GHz is due to the cutoff frequency of the periodically-loaded gate
line, the slow rolloff with frequency is due to the gate line attenuation arising from the

FET input conductance, and the ripples with frequency are due to standing waves re-

sulting from mistermination of the gate line (the load resistance was not equal to the syn-

thetic line's characteristic impedance due to a fabrication variance).
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Fig. 7.9. Distributed amplifier using coplanar waveguide transmission line interconnects.
Photo courtesy of M. Riaziat, Varian Research Center.
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Fig. 7.11 shows the voltage waveforms at drains 4 and 5 of a microstrip distributed

amplifier operated at 10 GHz and 7 dBrm input power, the 1 dB gain compression point.

For this amplifier at frequencies above 5 GHz, gain saturation is predominantly from drain

saturation (i.e. reduction of Vdg the gate to drain voltage to the point where the drain end of

the channel is no longer pinched off) of the fourth and fifth FETs. Saturation at drive fre-

quencies as high as 21 GHz has been observed, as in Fig. 7.12.

7.2.5. Nonlinear Transmission Line

The capabilities of the electrooptic sampler are essential for measuring electrical signals

with less than 10 ps transients, both because of its intrinsic time resolution and its on-chip

probing, which avoids the difficult problem of propagating picosecond signals from the IC

to coaxial connectors. In an ongoing research project in Ginzton Laboratories, GaAs IC

structures are being fabricated to generate picosecond switching signals [7.5]. The

structure consists of a transmission line periodically loaded with Schottky diodes from

center conductor to ground. The nonlinear, voltage-dependent capacitance of the diodes

creates a propagation velocity on the transmission line that depends on the signal voltage.

With the diode polarity in the fabricated structures, more negative voltages travel at a

slower speed, so that the falltime of a negative voltage swing decreases as the signal

propagates down the line.

On the first such structure fabricated, consisting of 42 diodes uniformly separated by

160 ym on a CPW transmission line and fabricated with 10 /.a design rules, signal fall-

times of 7.8 ps were measured with the electrooptic sampler and a faltime compression

factor of 3.7 was measured with two cascaded lines. The series resistance of the shunt

diodes was found to be the limiting factor in the signal falltime, and a second design to

reduce the diode resistance has generated falitimes of 3.5 ps (Figs. 7.13, 7.14). Further

scaling of the structu e should allow for signal falltimes approaching one picosecond.

7.2.6. Transmission line Mode Characterization

Electrooptic sampling also can be used to characterize different modes of a

transmission line. The wavelength on a conductor can be directly measured, to obtain the

guide wavelength for different modes of a guiding structure, such as the even and odd

modes of CPW [7.61. Below, the terms 'CPW' and 'coupled slot line' are used

interchangeably, referring to the same physical structure.
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The CPW mode, which is the same as the odd mode of the coupled slot line, has

electric fields of opposing polarity within the two slots. In contrast, the even mode of the

coupled slot line has electric fields of the same polarity within the two slots. When the

CPW mode is used, the even mode is suppressed by shorting the two outer conductors in
Fig. 7.15 with an air bridge. However, discontinuities in the line can still result in the

excitation of the unwanted even mode between the points shorted by the air bridges. In

other applications of the coupled slot line structure, such as directional couplers and

coupled line filters, both even and odd modes are required for the circuit operation. It is

therefore important to characterize the mode conversion and propagation for designing

CPW and coupled slot line circuits. In particular, understanding of the properties of the

even and odd modes will provide information for the design of single mode CPW circuits

at millimeter wave frequencies.

Electrooptic sampling was used to measure the velocities and field distributions of
the even and odd modes of a 50 Q1 CPW terminated in an open circuit [7.6]. The CPW

was fabricated on a 500 gm thick semi-insulating GaAs substrate with slot widths of 50

gm and the center conductor width of 75 gm. By scanning the electrooptic probe on the

conductors along the direction of propagation (longitudinal) or over the cross section
(transverse) of the guiding structure, the potential distribution in each direction can be
measured. A two dimensional image of the potential distribution on the conductors of the

guiding structure results. The potential distribution of the odd mode over the coplanar
waveguide cross section, obtained by transverse scanning, is shown in Fig. 7.15.

Standing wave, or longitudinal, measurements are obtained by scanning the probe along

the direction of propagation. Figure 7.16 shows the magnitude and phase of the odd
mode voltage standing wave on the center conductor. Similarly, even mode standing

waves are shown in Fig. 7.17.
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7.3 Millimeter-Wave Wafer Probing: Active Probe Development

Conventional millimeter wave sources have their output in waveguide configuration.
Wafer testing of millimeter wave IC's, however requires a probe with planar

configuration to contact the IC pads. Currently for low millimeter wave frequencies (up

to 40 GHz) a frequency doubler (manufactured by Hewlett-Packard Co.) is added after

the microwave sweep generator to extend the sampler capabilities. The waveguide output

of this doubler is connected to a Cascade probe via a waveguide-K-connector adaptor

which supplies the signal to the IC on the wafer. The millimeter wave circuit

measurements up to 40 GHZ described in Section 7.4. have been made using these added

components. Recently Cascade probes with 2.4 mm coaxial connectors have been

acquired which provide single coaxial up to 50 GHz. However, signal transfer from the

source with waveguide output to the probe at frequencies as high as 100 GHZ cannot be

accomplished easily over broad bandwidth with low loss and single mode operation

An alternative approach is to generate the millimeter wave signal closer to the input

of the IC on the wafer. For example, the signal could be generated directly on the wafer.
This could be implemented by mixing two optical beams (separated in frequency by the

desired millimeter wave frequency) in a nonlinear device on wafer. The disadvantage of
two complex optical systems together with the need for an appropriate nonlinear device

makes this approach unattractive for most users. Another approach is to generate the

millimeter wave signal in the probe itself, where the probe incorporates a frequency

multiplier an filter section. The latter approach for extending the sampler measurement

capabilities to millimeter wave frequencies has been implemented. As a result of this

development effort, electrooptic measurements of a 100 GHz standing wave has been

made.

7.3.1 Active Probe Development

(a) Introduction

Most millimeter wave sources use frequency multiplication by a diode IC together

with a planar input circuit through which the microwave signal is transmitted, and finally a

waveguide output from which the millimeter wave signal is extracted. If the output circuit

is designed in a planar guide such as CPW and integrated with the input circuit on a single

substrate the frequency multiplier can be mounted on a probe similar to the Cascade CPW

probes. This scheme has the important advantage of using readily available high power

microwave sources to provide the input signal to drive the nonlinear device. Interfacing
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between the microwave source and the probe input is implemented over a broad bandwidth

with a low-loss coaxial-to-CPW transition. The microwave signal is then multiplied to the

appropriate millimeter wave frequency and the probe, contacted directly to the input pad of

the DUT, supplies the test signal. Electrooptic sampling can then be used to measure

input/output and internal node parameters of the GaAs IC on wafer.

Active probe fabrication requires a planar transmission medium. Microstrip and CPW

are two of the more popular planar transmission lines used at millimeter wave frequencies.

One of the major advantages of CPW over microstrip at millimeter wave frequencies is the

existence of ground conductors on the same plane as the signal conductors. This class of

transmission lines are referred to as "Uniplanar" guides. The shunt connection of passive

and active circuit elements is thus realized with low dissipative and reactive parasitics and

without the need for via holes. The characteristic impedance and guide wavelength of

CPW are also less sensitive to substrate thickness compared to microstrip. These

characteristics make CPW a better choice of transmission line for the millimeter wave active

probe.

(b) CPW Circuit Design Considerations

CPW Modes
In designing CPW circuits, care must be taken to avoid excitation of undesired modes.

To suppress the even mode in the CPW circuits of the active probe, gold bond wires were

used instead of air bridges to reduce circuit fabrication complexity. A CPW low pass filter,

described below, was used to evaluate the even mode-suppression of the bond wires. The

circuit layout of this filter is shown in Fig. 7.18. The outer conductors were connected by

1.0 mil diameter gold bond wires for single mode operation The insertion loss and return

loss of the low pass filter with bond wires were measured using a HP 8510 network

analyzer, as shown in Fig. 7.19. When the bond wires are removed, the presence of

discontinuities results in mode conversion and the signal energy propagates in both even

and the odd modes. Fig. 7.20 shows the resulting effect on insertion loss and return loss

of the filter: the out-of-band rejection is significantly degraded by this mode conversion, the

third harmonic rejection is reduced from a minimum of 15 dB to 5 dB, the fifth harmonic

rejection is reduced from a minimum of 23.5 dB to 6 dB, and the pass band maximum

insertion loss is increased to 1.0 dB.

The suppression of the even mode becomes even more difficult at higher frequencies

due to the increasing impedance of the shorting bond wire. From the above evaluation of
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the scaled-model filter, however, we concluded that bond wires provide adequate supp-

ression of the even rode.

CPW Discontinuities and Circuit Element Modelling
Discontinuities in CPW involve an abrupt change in the dimensions of the center

conductor or gap spacings. These changes give rise to changes in the electric and

magnetic field distributions that can be represented by an equivalent capacitance and

equivalent inductance, respectively. The discontinuity is then characterized by evaluating

these capacitances and inductances. The types of CPW discontinuities present in the

active probe circuits are: step in center conductor width, step in gap spacing, and cross-

junction. Al- though at lower frequencies these discontinuities typically cause only very

small perturbations to signal propagation, at millimeter wave frequencies, the effects are

not negligible. Circuit models are therefore required for any discontinuities in the design

and analysis of millimeter wave CPW circuits. Since models of CPW discontinuities

currently are not available in the microwave circuit simulation programs, microstrip

discontinuity models were used as an approximation in designing various parts of the

active probe. Evaluation of the individual circuits, filters and matching networks,

indicated that the errors due to these approximations were tolerably small.

Present models for CPW circuit elements are limited to purely uniform CPW

sections. Other circuit elements, such as coupled CPW's and a series CPW gap, can be

exploited to design more compact filters and matching networks with improved

performance. Models for equivalent microstrip elements cannot be used as an

approximation to these elements due to their generally higher Q, resulting in significant

errors in predicting circuit performance. In an attempt to use the microstrip gap model in

CPW filter design, the inaccuracy of the model in approximating a series CPW gap of

same dimensions resulted in a significant discrepancy between the predicted and actual

performance. Fig. 7.21 shows the schematic and predicted performance of a high pass

CPW filter using uniform sections of lines and series CPW gaps as circuit elements,

where the series microstrip gap model was used as an approximation. In this case, the use

of the CPW gap allows realization of a more compact filter with improved performance.

The actual performance of this filter is shown in Fig. 7.22. The significant discrepancy is

due to the inaccuracy of the gap model used.
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(c) Nonlinear Device Modelling

The device used as the nonlinear element in the frequency multiplier is a beam-lead

antiparallel pair of double-stacked Schottky-barrier diodes fabricated on GaAs, manu-

factured by Hewlett-Packard Company. Each Schottky diode consist of two parallel

fingers, each 10 rn long. The equivalent circuit of the device is shown in Fig. 7.23. The

para&3 'ic elements in the nonlinear equivalent circuit model of the device are calculated from

the geometry and process parameters of the chip together with the package dimensions.

The primary nonlinear element used for the generation of higher order harmonics of the
input signal is purely resistive.

Using the equivalent circuit model, the nonlinear simulation of this device was

performed on MWSPICE TM . The impedance of the device under large signal drive

conditions is both time-varying and a function of the incident signal amplitude. The

variation of the real and imaginary part of the diode impedance at the fundamental

frequency as a function of input voltage when driven by a 20 GHz signal source is shown
in Fig. 7.24. An estimate of the time-averaged impedance of the device at each frequency

is obtained by taking the ratio of the Fourier component of the voltage and current at that

frequency. In the case of the quintupler, these Fourier components are calculated at the

fundamental and the fifth harmonic. The input impedance of the device for the input

frequency band of 15-22 GHz is calculated under large signal drive by a signal of the same

frequency. The output port of the device is assumed to be open circuit at the fundamental,

which is a good approximation considering the relatively large out-of-band rejection of the

output filter. The output impedance at 75-110 GHz (fifth harmonic) is calculated with an

input signal at the fundariental frequency. Since the circuit is non-linear this impedance is

a function of the load presented to the device at the fifth harmonic (output frequency).

Consequently in the output impedance calculation this dependence has to be incorporated.

The voltage and current waveforms under large signal drive by a +30 dBm, 25 GHz

sinusoidal signal is shown in Fig. 7.25. The effect of the device nonlinearities on the input
sinusoidal voltage waveform is seen in these waveforms. For comparison purposes and to

see the drive dependence of the impedance the voltage and current waveforms of the device

under a smaller (+10 dBm) drive signal are shown in Fig. 7.26. Since the device is in an

antiparallel configuration the even order harmonics are suppressed, resulting in an nearly

symmetrically distorted waveform.

7-29



- -m -ll - - -m - i - - - -

I I
I I
1 I
I i
I - -I
I -"I
I I
I I
I I
I I
I I

I I
I I
I !I

I I

Fi&. 7.23: Milliznet" wave diode equivalent circuit

7-30



60-

50-

40-

30- -UW RoaI{ZI

20-

10-

0 2 4 6 8 10 12
Vini (Volts)

0-

-20-

-40-

-W lmag(ZI}

-100-

-120 OI

*0 2 4 6 a 10 12
Vin (Volts)

Fig. 7.24: Milimeter wave diode impedance vs. driving voltage

7-31



EEsof - mwSPICE - 10/12/7 - t9. 7: 48 - OTA

NET

v [31

0.0100 9.989

M -Li -I--
/F\\/ \ /

0.0000 1 \ I

-0.010o0------------ - -- - -- -1 -10.01

3.950OOE-10 TIME 4.40000E-10 4.90000E-10

Eaof - inwSPCE -10/12/87 -Ilk 7:1 48 OTA

I I \ /

..0100 0.1996

\j I

.1 - .2.0

3 .9500E- O TIMNE 4 .40000E- 10 4 .gOOE- tO

-- to - CE - -0 ]I - -g 7:- -OT

0.0100----------------------------------4O. t94

-----------------------------------------------

------- ~--- 3

3.9600-10 TIME 4.4000-10 4.900{-

Fig. 7.2:5: Voltage and curren waveform at 250GHZ with 3O dBm input power

7-32



EEaof - IwSPICE - 10/12/87 - 19 :1:43 - OTA

WET

v [3)

0.0100 1.001

0.0000 - - -

-0.01001-----------------------------------.9992

3. 9000E-10 TIME 4. 40000E-10 4. 90000E-10

EE\f mSPICE 10/12/7 I&I 43 OTA

NET
IND)

0.0100 0.0100

-. O

0.0000 / \- -. 3e-0/

-0.000- 
1Lno--

3.95000E-i0 TIME 4.40000E-10 4.90000E-10

Fig. 7.26: Voltage and currnt waveforms at 25 GHZ with +10 dBm input power

7-33



(d) Scaled model frequency multiplier design

At millimeter wave frequencies, discontinuities and parasitics have significant effects

on circuit performance. To evaluate the circuit models and the design of the millimeter

wave frequency multiplier, scaled models of the filters and matching networks of the active

probe and an approximate scaled model quintupler were built for a scaling factor of 5:1.

The scaled model has an input frequency range of 3.0-4.4 GHZ and an output frequency

range of 15.0-22.0 GHZ. CPW on alumina, which has a relative dielectric constant of 9.9,

was chosen as the transmission medium.

Filter design
Two filters were designed for the quintupler. A low pass filter at the input allows

signal transmission at the fundamental frequency to the nonlinear element. The harmonics

of the input signal frequency generated by the nonlinear element are rejected by this low

pass filter to avoid transmission back to the input. A bandpass filter at the output of the

nonlinear element allows the transmission of the fifth harmonic to the output of the

quintupler, while rejecting all other harmonics.

The filters were designed based on doubly-terminated, lumped, low-pass prototype

filters. The terminating impedance on both ports were chosen to be 50 ohms. The

prototype filters were frequency and impedance scaled. Lowpass-to-bandpass trans-

formation was performed for the output filter. The CPW filters were further optimized

using TOUCHSTONE TM .

The input filter was designed to provide low insertion loss for the pass band and to

provide rejection of the odd harmonics of the pass band, in particular the fifth harmonic.

Predicted results of the input low pass filter simulated on TOUCHSTONE"" and its

schematic are shown in Fig. 7.27. The circuit was fabricated on 15 ril Alumina substrate

using thin film deposition and liftoff of sputtered Ta-Au followed by additional Au plating

to reduce skin effect losses. One ril diameter gold wire was used to connect the ground

planes on the two sides of the center conductor on three of the circuits. Since the circuits

were designed to be tested using CASCADE TM probes, substrate mounting on carriers was

not required for circuit evaluation. The circuits were evaluated on a CASCADE model 42

probe station using HP8510A network analyzer.

The filters were evaluated from 45 MHz to 26.5 GHz. Fig. 7.20 shows the insertion

loss and the return loss of the filter: the passband loss is less than .5 dB while the fifth
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harmonic (15.0 to 22.0 GHz) is rejected by a minimum of 23.5 dB. The third harmonic

rejection (9.0-13.2 GHz) is more than 15.0 dB. There is very good agreement between the

predicted and the measured results. The measured insertion loss at high frequencies was

more than predicted due to the substrate dielectric losses and the conductor losses. The

band-stop region was broadened due to the same effects resulting in a reduced Q. The

measured match was better than 12 dB in the pass band.

The first-iteration design of the output bandpass filter consisted of two versions. The

pass band of this filter is 15.0 to 22.0 GHz. The evaluation results of these filters were not

satisfactory. One major problem was the use of wide low impedance sections of CPW in

these filters. The suppression of the even mode becomes increasingly more difficult as the

width of the low impedance CPW's becomes larger due to the increase in the impedance of

the bond wire shorting the outer conductors. At 20 GHz the impedance of the bond wire

connecting the ground planes of the low impedance CPW sections in these filters was

approximately 180 ohms. Thus mode conversion was partially a contributor to the

discrepancy between the predicted and measured results. Transverse mode propagation

was also a potential problem at the upper end of the passband where the width of the low

impedance sections approached half-wavelength.

To eliminate some of the problems of CPW's with wide center conductors, the second

iteration of this design employed a maximum center conductor width of 400 microns. The

circuits were again fabricated on 15 mil Alumina with Ti-Au metallization. The schematic

and predicted results of this filter are shown in Fig. 7.28. The measured insertion loss and
return loss of band pass filter are shown in Figure 7.29. The passband insertion loss was

less than 1.0 dB except at the low end of the band (15 GHz) where it rolled off to about 2.5

dB. The out-of-band rejection at 4.4 GHz (the fundamental frequency of the scaled model)

was more than 40 dB, the return loss was better than 2.0:1 for most of the band, and the

magnitude of the reflection coefficient was less than .25 at 20 GHz. The filter was best

matched in the center of the band at 18.5 GHz where return loss is better than 25 dB.

Matching network design
The time-averaged input and output impedances calculated from the nonlinear analysis

are used to obtain equivalent lumped small-signal one-port circuits. The input impedance

as a function of frequency from 15 to 22 GHz is plotted in Fig. 7.30 and the output

impedance is shown in Fig. 7.31. from 75 to 110 GHz. A simple RLC network was used

on TOUCHSTONETM to match the model and the data for input and output separately. The

model frequency responses are also shown in the same figures.

7-36



EEsof - Touchstone - Sun Jan O 12: 59:14 1966 - OFF23

3 1S211 + OB5S1i ]

SrA SCI

-3000 / '

-60.00-
-0 60.00 FREG-6HZ 110.0

Fig. 7.28: Schematic and simulation results of CPW bandpass filter

7-37



miD(D

'40
cuo 0

3++

I +_

6ia.
LL 0

m U)
xU

06 (D+

w _ _ _U

00+

HL cc.

I + N

w N __ _ _ __

cc 0
LL.

A A

cu

7-38



C-

4)

cu)

C-,
I--

II

cud
CD.

CN

-cc

ax

-

00

LI

7-39



LrL
cu

CUU

00

U)U

LUU

03I

704



These lumped equivalent circuit models were used to design matching networks for the

input and output. The input matching network consisted of a series transmission line and

two shorted stubs in parallel. The schematic and predicted input reflection coefficient of the

device with the input matching network is shown in Fig. 7.32. The output matching

network is more complex due to the fact that the real part of the impedance at fifth harmonic

is very low. The impedance transformation and the absorption of the imaginary part of the

impedance as part of the matching network structure was done using the designed circuit

topology. The schematic and predicted reflection coefficient of the device and the output

matching network are shown in Fig. 7.33.

Scaled model quintupler
A scaled model frequency multiplier was designed based on the scaling of the passive

networks and approximate scaling of the nonlinear device. The scaling of the device was

approximate due to the relatively complex equivalent circuit model of the actual millimeter

wave diode. The complexity of the equivalent circuit is a direct result of the significant

presence of the parasitic package capacitances and beam lead inductances at millimeter wave

frequencies and also the diode itself. The junction capacitance and series resistance of the

scaled device were calculated from the simplified equivalent circuit model of the millimeter
wave diode. The scaled model device selected was a beam-lead medium-barrier silicon

Schottky diode manufactured by Metelics Inc.

The scaled model frequency multiplier circuit was fabricated on 25 mil A lumina

substrate. The metallization used was sputtered TiW-Au plated with 40 microinches of Au.

Fig. 7.34. shows the circuit layout of the quintupler. The beam lead diodes, chip

capacitors and chip resistors were then epoxied onto the substrate and bonded using gold
wires. A test fixture was designed for the scaled model to facilitate RF testing and DC bias

adjustments to the diodes. The scaled model frequency multiplier was tested using

CascadeTm probes and a model 42 Cascade probe station.

The best performance was obtained at the low end of the band. Figure 7.35. shows

the output signal of the frequency multiplier measured on a spectrum analyzer with an input
signal at 3.0 GHZ. The reF,,ts show up to the 7th harmonic present. The desired fifth

harmonic signal is 24 dB above the fundamental and more than 25 dB above all other

harmonics. The even order harmonics exist due to unbalance between the diodes. The

maximum output power of -16.9 dBm obtained from this multiplier was at an output

frequency of 15.56 GHZ. The suppression of the undesired harmonics decreases with

increasing frequency. Fig.7.36. shows the results at an output frequency of 17.16 GHZ
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with the suppression reduced to 8 dB. The decrease in the conversion of the signal energy

into its fifth harmonic resulted in a higher third harmonic at the high end of the band. Fig.

7.37 shows the results with an input frequency of 4.37 GHZ. The third harmonic at 13.12
GHZ is 1.0 dB higher than the desired fifth harmonic at 21.87 GHZ and the fundamental is

suppressed by less than 3.0 dB.

The degradation of the conversion efficiency of the scaled model frequency multiplier

is due to several factors. The beam lead diode used is designed for doubler applications

and becomes increasingly inefficient with higher order multiplications. In addition, the

large signal input and output impedances of this device are different from the scaled

impedance of the millimeter wave device. As a result, the input and output matching

networks scaled from millimeter wave design do not provide an optimum match for the

input driving signal and the output extracted signal. Since this is a nonlinear circuit, the

matching network, or equivalently the source and load impedances to the nonlinear

element, also change the diode large signal impedance from that under optimum matching

condition.
The scaled model results, however, demonstrated the fifth harmonic generation with

adequate suppression of undesired harmonics for part of the band. The scaled filters and

matching networks on 25 mil Alumina were individually tested. The evaluation of these

circuits indicated good correlation with the predicted results.

Probe Mechanical Design

A probe holder was designed to be mounted on the wafer probe station. The input K-

connector and DC feed-throughs are assembled on the probe body. The DC feed-throughs

are glass-to-metal hermetic and have gold plated pins for connections to the substrate DC

rails. DC biasing adjustments provide tuning capability to balance the currents through the

antiparallel diode pairs. Two probe bodies were donated by Cascade Microtech Inc. which

were modified for the active probe.

Millimeter wave active probe

The W-band active probe circuit was designed incorporating the evaluation results of

individual circuits, filters and matching networks, and the scaled model quintupler in the

process. The circuit layout of the active probe, version 2, (AP5-2) is shown in Fig. 7.38.

The ground plane at the probe tip is tapered to the typical ground pad size. The 50 ohm

CPW line at the input is also tapered to match the diameter size of the inner conductor of the

coaxial K-connector at the input. The DC bias lines on the substrate connect the DC

feedthroughs assembled onto the probe body to the diodes.
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The probe circuits were fabricated on 5 mil thick Alumina using thin film techniques.

The diodes, chip capacitors and chip resistors were then epoxied onto the substrate, gold

bond wires were used to connect the ground planes and to make circuit connections, and

the circuit was then epoxied onto the probe body. Gold ribbons were used to connect RF

and DC feedthroughs to the circuit.

The same mask was also used to fabricate the circuits on GaAs. One quintupler was

built, with same type of components used for the actual probe, on GaAs. The linear

simulation of the filters and matching networks on a GaAs substrate indicated a slight

decrease in the passband frequency due to the higher effective dielectric constant. The

GaAs substrate permits diagnostic evaluation of the design through electrooptic sampling of

the signal waveform and its harmonic content. The input microwave signal was supplied to

the GaAs quintupler by a Cascade probe with the output of the circuit terminated in an open

circuit. A spectrum analyzer was used to measure the voltage on the center conductor after

electrooptic harmonic mixing. Fig. 7.39 shows the downconverted 20 GHz signal at the
input of the quintupler, and Fig 7.40, the fifth harmonic (100 GHz) at the diode plane. The

signal amplitude rapidly decreases as it propagates to the unterminated output. The testing

of the GaAs quintupler as means of evaluating the W-band circuit is still continuing in

conjunction with the evaluation of the W-band active probe.
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7.4. Millimeter wave circuit measurements

7.4.1. Standing wave measurements

The 100 GHZ signal generated in the GaAs quintupler described in section 7.3.2. was

9. measured using electrooptic sampling. Fig. 7.41 shows the amplitude of the 100 GHZ

standing wave on the 50 ohm CPW of the GaAs quintupler. Since the signal amplitude is

small, the amplitude fluctuations due to various noise mechanisms are significantly visible.

The measured guide wavelength in GaAs was approximately 1.1 mm. This measurement

demonstrated the feasibility of the application of the electrooptic sampler for millimeter

wave circuit measurements at 100 GI-Iz.

Standing waves have also been measured at 40 GHz where larger signals can be

generated. These measurements used the standard Cascade probe, whose performance

extends into the lower end of the millimeter wave band Fig. 7.42. shows the 40 GHz
voltage standing wave on a CPW on GaAs terminated in open circuit. The calculated

reflection coefficient, obtained as described in Section 6.1.2 and appendix II, is also

shown.

7.4.2. CPW and Slot line Dispersion Characteristics

The wavelength on a conductor can be directly measured, to characterize dispersion or

measure the change in wavelength between different waveguide modes, such as the even

and odd modes of CPW [7.6]. Since such information is critical to proper design of

millimeter circuits like the active probe, the dispersion characteristics of slot line and even

and odd modes of coplanar waveguide on semi-insulating GaAs substrate were investi-

gated. The guide wavelength for each mode versus frequency was directly obtained from
standing wave measurements by electrooptic sampling.

The guide wavelength of a 50 ohm CPW, with a center conductor width of 75 microns

and gap spacings of 50 microns on a 500 microns thick GaAs substrate, was measured

from 15 to 40 GHz in a single mode operation of the CPW, under odd and even mode

excitations. The odd mode was excited by applying the signal to the center conductor and

grounding the outer conductors with the results of Fig. 7.43. The same CPW was then

excited in the even mode by applying two signals of equal amplitude and opposite phase to

the outer conductors and grounding the center conductor with the results of Fig.7.44. Fig.

7.45 then shows the ratio of the free-space wavelength to guide wavelength versus
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frequency for both modes. Note that the dispersion of the odd mode is significantly less

than that of the even mode. Since the cutoff frequency of the lowest order quasi-slab

model is 45 GHz, coupling to parasitic modes can be ignored in both cases. The standing

wave measurements were repeated on a slot line of width 125 microns on a 500 microns

thick GaAs substrate with the results of Fig. 7.46.

7.5. Summary

A wafer probe station suitable for electrooptic probing of microwave circuits has been

developed and applied to the measurement of a variety of circuits. Extension of this probe

staiton to the millimeter-wave region is possible through use of an on-probe frequency

quintupler. Standing waves of the 100 GHz output of the quintupler and its harmonic

content have been measured with the electrooptic sampling system. Further work is being

pursued to complete the active probe.
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8. Conclusion
The electrooptic sampler system has been both improved and evaluated. Below are

summarized the work performed on each designated task, and the conclusion from this

work.

Increase of Electrooptic Measurement Bandwidth

Insertion of first one, and then a second new mode-locker has resulted in pulse with a full-

width half-maximum of 1.25 ps, and a -3 dB point in the spectral domain of nearly 200

GHz. Short-term laser timing jitter has been reduced to below 250 femtoseconds through a

refined timing stabilizer. Since the new mode-lockers yield significantly greater spectral

spread in the pulse compressor that is not yet being fully recompressed, significantly

shorter pulses are expected.

Improvements to Noise Performance

Addition of the new mode-lockers together with insertion of a Faraday Isolator has

dramatically reduced the laser amplitude noise. Since polarization-preserving fiber is very

expensive, and of uncertain additional value, reduction of fiber noise has been pursued by
active fiber temperature stabilization. Optical biasing through waveplate rotations is also

used to reduce noise effects. Measurement repeatability with this system is good enough in

testing of digital and microwave ICs that incorporation of differential and ratio detection has

not yet been pursued.

Evaluation of Signal Crosstalk, Spatial Resolution

Theoretical and experimental results indicate that the limiting factor in spatially resolving

individual signals is the finite backplane potential. Spot-size and focused Gaussian beam

effects are small in all but the most extreme cases. Ground to signal spacing is the

dominant determinant of such backplane crosstalk, giving rise to error terms 20 to 30 dB

down (10 % to 3%). Use of a conductive backside coating offers significant crosstalk

reduction in structures where the impedance of surface transmission lines is not critical.

Voltage Calibration

The excellent long-term and short-term amplitude stability of the laser system permits

accurate comparisons of spatially distinct signals. A reference point is required for absolute

signal calibration. Use of a backside conducting layer enhances calibration capability by
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reducing error terms and by providing a baseline error beneath ground planes for sub-

traction.

Evaluation of the Invasiveness of Electrooptic Sampling

The 1.06 pm beam induces charge in the substrate predominantly by two-photon
absorption above several milliwatts of optical power. The perturbation to MESFETs can be
modeled as a negative gate bias that results in an increase in drain current. A DC
component to this perturbation has a slow intensity falloff attributed to backgating through
deep traps. Scattering of probe radiation from the tails of the Gaussian due to surface
roughness at active devices then waveguides to distant devices through total internal
reflection. Reduction of invasiveness except by lower optical powers and judicious choices
of probe positioning has not yet been achieved.

Electrooptic Vector Measurements

Electrooptic sampling may be accomplished in both vector and time modes. 1 or 2-port S-
parameters may be derived from multi-position measurements of standing waves.
Alternative modes for time measurements without signal chopping are being pursued.

Millimeter-wave Wafer Probing

A microwave probe station donated by Cascade Microtech has been modified to
accommodate backside electrooptic probing, and a second one similarly modified for
Wright-Patterson Air Force Base. Extension of this station to millimeter-wave is still
underway through completion of an on-probe frequency quintupler. This development has
already resulted in generation of 100 GHz signals and measurement of standing waves at

this frequency.
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- Appendix I

Laser Timing Stabilization System Design Considerations

Mode-locked laser systems, in conjunction with optical pulse compressors generate
extremely short optical pulses, making these instruments attractive not only for electroop-
tic sampling, but also for time-resolved measurements of a variety of fast phenomena,
including time-resolved carrier dynamics and electromagnetic transient measurements in
semiconductors [Al.1,21, measurement of optical waveforms by optical sampling [A1.3],
and time-resolved spectroscopy [A1.4]. In these experiments, the system under test is
pumped (excited) by the pulsed laser and subsequently probe by a delayed portion of the
same optical pulse; pulse timing fluctuations are therefore unimportant.

In electrooptic sampling, realistic test requirements for electronic circuits demand
external electronic sources for circuit stimulation, and pump-probe techniques are inap-
propriate. In many experiments, laser pulse excitation of the system under test is either
inconvenient or is an unrepresentative experimental condition. In electrooptic sampling,
the integrated circuit under test is best excited by microwave sinusoids or digital data
sequences (as appropriate) from external electronic oscillators. The timing fluctuations
of the laser degrade the time resolution and introduce noise. For some stimulus-response
laser experiments, it may be most desirable to excite the tested system with a pulse from
one laser, and probe with a second laser having a different wavelength. Unless the two
wavelengths are in an integer ratio (permitting synchronized pulse generation by by optical
harmonic generation) the two optical pulse trains must be generated by two separate laser
systems. Again, the relative timing fluctuations of the two lasers will both degrade the
time resolution and introduce noise.

The performance of a variety of vacuum electron devices, including free electron lasers
and laser-excited klystrons, is improved by increasing the cathode electron flux. Increased
electron fluxes can be attained by replacement of the thermionic cathode with a photosensi-
tive cathode excited by intense optical pulses from a pulsed laser system. If so excited, the
frequency stability of these vacuum devices will be degraded by the timing fluctuations of
the laser photoexcitation source. In particular, stringent phase stability constraints [A1.5]
must be placed upon the laser-excited klystrons now being developed for particle accel-
erators. Other potential applications appear to exist-initial publication of preliminary
results of laser timing stabilization brought a number of reprint requests from researchers
in the area of molecular and cellular biology.

A1.1 Spectral Description of Amplitude and Timing Fluctuations

Fluctuations in mode-locked lasers include variations in both pulse intensity and pulse
timing. These are random processes whose statistics are described by their power spec-
tral densities. Before embarking on a description of the spectra of these random signals,
first consider a single-frequency signal which is both amplitude- modulated and phase-
modulated by small deterministic sinusoidal functions.
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V 4m /pvn(t) = i+ N co s w t + N sin wmt) ( 11

xeP(j t + coBwmt +. sinwt))-

If the modulations Ne, N., 0, and 0, are small, the Fourier transform YVm/pm(w) of
Vamlpmn(t) is then given by

Vam/pm(w) -=* 27r (b(W - WI)

+ (Ca + Cp)b(w- ,- m) (A1.2)
+ (C:- o;)b(U- + W)

where

C. = Nc/2 - jN,/2 C, = 0,/2 + jO,/2. (A1.3)

The amplitude-modulation and phase-modulation of a signal can thus be determined from
the Fourier spectrum. If the spectrum of a signal is given by

Vam/pm(w) = 27r (b(W - wi) + C.6(w - W1 - Uin) + C16(w - W1 + WM))~ (Al.4)

where C.,C <;Z 1, then the time-domain signal has small amplitude and phase modulations,
and is described by Eq. (A.1). The amplitude and phase modulation indices are then
given by

N *( -+ or) N,= ! C + ( 15

The symbols R(C) and (C) denote the real and imaginary parts of a complex number
C. Thus, the upper and lower sidebands C. and C1 can be decomposed into phase and
amplitude noise sidebands C, and C. by the relationships

Ca = C+Cj CP = C - C (A1.6)

2 2

These relationships will be used later to determine the magnitude of phase measurement
errors occurring within a timing stabilization system.
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The laser produces a train of pulses, not a single frequency, and the amplitude and
phase modulations are random. The laser pulse train is approximated as a series of Gaus-
sian pulses with timing and amplitude fluctuations as given by

P(t)=PT 1+N(t) X 1 exp (- t-T -n J(t)' )/2 , (Al.7)
n=-oo -2'07 at 1

where P(t) is the laser intensity, P is the beam's average intensity, T is the pulse repetition
period, at is the rms pulse duration, N(t) is the normalized pulse-intensity variation, J(t)
is the timing fluctuation of the pulse train, and To is the static timing offset of the pulse
train. The laser intensity then has a power spectral density Sp(w) approximated to second
order in nwOJ by

Sp,(w) - P2e-a! n ((1 - n2w Ia)2r6(w - nwi)

+ (1 - n 2w '2)SN(W - nwt) (A1.8)

+ n 2 w'Sj(w - nwl)

where aj is the standard deviation of J(t) (i.e. the rms timing jitter), W, = 27r/T,
SN(w) is the power spectral density of N(t), and Si(w) is the power spectral density of
J(t).

Thus, the spectrum of the laser intensity is a series of lines at multiples of w1 plus
spectra associated with timing and amplitude fluctuations, referred to as amplitude noise
sidebands [SN(w-nwl)] and phase noise sidebands fn 2WSj(w-nwi)]. The jitter attenuates
the pulse train's spectrum at high frequencies, as indicated by the (1 - n2 wa) term, and
degrades the rms time resolution O'experiment of probing experiments:

'experiment = + (A1.9)

The phase-noise sidebands represent random fluctuations in the phase of the frequency
components of the laser pulse train; in probing experiments using a pulsed laser imper-
fectly synchronized to a second source, the jitter introduces noise proportional to the
time derivative of the experimental response. These phase-noise sidebands, having power
proportional to n2, predominate for harmonics of moderate order; at higher harmonics
the expansion is inaccurate both because of higher-order terms in nwIoj and because of
spectral terms associated with pulse-width fluctuations. Monitoring the laser with a pho-
todiode and a spectrum analyzer, and measuring the relative powers of the laser harmonic
and its associated sidebands at some harmonic of moderate order, Sj(w) can be inferred.
The total jitter can then be found:

J Sj(w) dw . (A1.10)
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Spectrum analyzers display the spectra of random signals as the noise power integrated
over the analyzer resolution bandwidth. Radio-frequency spectrum analyzers use mixers,
filters, and envelope detectors to determine a signal's spectrum, and consequently show
small differences in calibration between measurements of deterministic and random signals.
Correction factors associated with the difference between spectral densities expressed as
a function of Hertz, rather than as a function of radian frequency, resolution bandwidths
expressed by half-power bandwidth rather than by equivalent noise bandwidth, and noise
measurement by noise envelope detection rather than by noise power detection must be
included [A1.6]. Characteristics and methods of measurement of phase noise are discussed
in Robbins [A1.6] and in two application notes from Hewlett-Packard [A1.7,81.

The phase noise of several Nd:YAG lasers have been tested, and from this jitter (at
rates of 50 Hz and above) in the range of 0.75-10 ps has been determined. Figures A1.1 and
A1.2 show the measured phase noise on the 70 th harmonic of the 70 MHz pulse repetition
rate of a Coherent, co. mode-locked ND:YAG laser. The phase-noise measurements were
not digitally stored (the figures are hand tracings of the original data) and the phase noise
thus could not be numerically integrated to determine the jitter. A ,- 0.75 pe rms timing
jitter in the 50 Hz-5kHz frequency range is estimated.

A1.2 Timing Stabilization by Feedback

The pulse-timing fluctuations of a mode-locked Nd:YAG laser can be reduced by a
phase-lock-loop feedback system, as first demonstrated by Cotter [A1.9] (Fig. A1.3). A
photodiode monitors the laser pulse train, and the phase of its fundamental component is
compared to that of a very stable reference oscillator, generating a phase error signal. The
signal driving the mode-locking acousto-optic (A-O) cell, whose frequency is half the laser
pulse repetition frequency, is generated by frequency division from the reference oscillator;
its timing (phase) is adjusted with a voltage-controlled phase shifter driven by the ampli-
fied and filtered (frequency- compensated) phase error signal. Given an error-free phase
detector and a stable feedback loop with high loop transmission, the loop continuously
adjusts the phase of the laser pulse train to equal the phase of the reference oscillator,
suppressing the laser timing fluctuations. Jitter suppression is limited by spurious outputs
from the phase detector, by the phase noise of the reference oscillator, and by the limited
loop gain and limited loop bandwidth attainable in a stable, well-damped feedback control
system.

Spurious outputs from the phase detector include both additive noise from the various
electronic components in the feedback system, and inadvertent detection of amplitude
noise by the phase detector. Becuase of the similarity of the latter problem to well-studied
amplitude-noise sensitivity effects in phase-modulation and frequency-modulation radio
systems [Al.10], amplitude noise sensitivity can be referred to as AM-PM conversion.

A1.2.1 AM-PM conversion by phase detector DC offset.
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Figure A1.1: Phase iloise sidebands, 50-250 Hz, on the 70 ' h harmonic of the 70 MHz
laser pulse repetition rate; Coherent Antares mode-locked Nd:YAG laser.
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Figure AI.2: Phase noise sidebands, 500 Hz-5 kHz, on the 70t" harmonic of the 70 MHz

laser pulse repetition rate. Coherent Antares laser.
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Figure A1.3: Phase-lock-loop laser timing stabilization.
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Figure A1.4: Simple phase detector using a double- balanced mixer. The filter passes
only the fundamental component at wi of the laser pulse train.

Radio-frequency phase detection is usually performed using a double-balanced mixer
to form the product of the reference signal and the signal of unknown phase (Fig. A1.4).
The multiplier output then contains terms both at DC and at twice the signal frequency;
the latter terms are removed by loss-pass filtering. The output voltage of a multiplier
(double balanced mixer) is then a function of both laser phase and amplitude,
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Vdetector = keP[1 + N(t)] sin(8) + Vo, , (Al.11)

where 8 = 27r[To + J(t)]/T is the phase difference (for convenience, a constant phase
factor of 7r/2 has been dropped) and Vo8 is the DC offset voltage of the phase detector
arising from imbalances in the diodes and transformers [A1.11]. The phase detector slope
coefficient can be related to the mixers' RF-IF conversion efficiency AM, (here in units
of Volts/Volt) by keP AMi Vi,. The peak voltage V, of the sinusoidal input voltage
is in turn given by Vn = AA1"V/2Pi, teto ,.0, where AA is the voltage gain of amplifier
Al and Pdetector is the power of the fundamental component of the photodiode output,
as measured in a system with impedance Z0 . The impedance ZO is usually 50 Q. The
quantity 12 Pdeiecto, Zo is the peak voltage of the sinusoidal fundamental component of
the photodiode signal.

For small 8, the detector output is approximately

Vdetector = kP ([1 + N(t)]To + J(t)) + V08 I (Al.12)

where k = 27rke/T. The terms in N(t) in the above equation result in sensitivity of the
timing stabilization system to laser amplitude noise. To assess this effect, assume that we
have an ideal (unrealizable) feedback loop having unbounded loop gain at all frequencies.
The detector output is then forced to zero, and the laser timing becomes

To = -Vo./kP (Al.13)

J(t) = ToN(t).

Thus, in addition to causing timing drift with changes in mixer offset (To = -V 0,/kP), the
DC offset results in first- order variation in the phase detector output with laser amplitude
fluctuations, thus producing residual closed-loop timing jitter.

An improved phase detector (Fig. A1.5) suppresses the effect of the mixer offset
by increasing the slope coefficient k of the detector. The technique is similar to that of
chopper-stabilized DC amplifiers and synchronous ("lock-in") signal detectors. The refer-
ence oscillator output is multiplied in a double-balanced-mixer by a squarewave chopping
signal whose frequency is WIF. After narrowband filtration to remove spurious mixer out-
puts, the resulting reference signal is then a sinewave at the laser repetition frequency wI
whose phase is inverted +1800/- 00 at the chopping rate wIF. The fundamental compo-
nent at wl of the photodiode signal is passed to a second mixer, in which the laser phase is
compared to that of the phase-modulated reference signal. The output of the second mixer
is then a spurious DC offset voltage Vo., 2, plus a squarewave at frequency WIF whose ampli-
tude varies as the phase difference of the photodiode and reference signals. The squarewave
is bandpass filtered, removing both the spurious V. and components at harmonics of W1,
and amplified by some large gain AA2 on the order of 20-40 dB. The phase error signal,
now a sinewave, is synchronously detected by a third double-balanced mixer, producing
an output voltage proportional to the laser phase. As with the simple phase detector, the
chopper-stabilized detector has sensitivity to laser amplitude fluctuations and has a DC
offset V, arising from the third mixer:
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Figure A1.5: Chopper-stabilized phase detector. See text for description of operation.
F3 is a filter with passband - W ± 5WIF, F1 is a filter with passband - wt ± wt/2, and F2
is a filter with passband WF W l WF/2.

V,tector - k'P([1 + N(t)]To + J(t)) + V,. (A1.14)

In the chopper-stabilized detector, the phase-detector gain coefficient is given by

k'= 2P,.,tcor Zo AA. (WI)AM2AA2 (-)AM2, (Al.15)

where AA2 is the voltage gain of amplifier A2 and AM2 is the RF-IF conversion loss (in
units of Volts/Volts) of mixer M2. The factor of w, results from the conversion from phase
sensitivity coefficient to timing sensitivity coefficient, and the factor of 8/ir 2 is a conse-
quence of chopping with a square-wave signal but subsequently synchronously detecting
only its sinusoidal fundamental component. With the chopper-stabilized phase detector,
DC offset will result in timing offset and timing jitter given by

TO, = -Vo.,M31k'P (Al.16)

J(t) = TON(t) ,

where Vo,,M3 is the DC offset voltage of mixer M3. Amplitude-noise to phase noise
conversion through nonlinear terms in the operation of mixer M2 place upper bounds
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on /2PdetectorZO AA1, and thus the chopper-stabilized phase detector permits a phase-
detector sensitivity k' several orders of magnitude larger than with a simple phase detector;
the effect of DC offset is proportionately reduced.

With the continued assumption of infinite loop gain, the spectral density Sj,08 (W) of
spurious timing fluctuations resulting from detector DC offset will be

Sj,o.(W) = ToSN(W) (Al.17)

A1.2.2 AM-PM conversion through device saturation
The simplest method of attaining large phase detector sensitivity is to provide large

input signal levels to the detector. Problems with DC offsets are reduced, as are the effects
of additive noise voltages and currents within the feedback loop. Above some power level,
nonlinear effects within both the amplifiers processing the 82 MHz photodiode signal and
the mixer used for phase detection will result in AM-PM conversion.

The response of a weakly nonlinear system can be described in the time domain by a
Volterra series expansion [Al.10]:

Vout(t) = "I...I h(7,72.. • ,7n) vin(t-ri)dri
n=1 =(Al.18)

n--+oo

E Vout,n(t).

n=1

Denoting a series of n-dimensional Fourier transforms:

Vout(w) = Jt/ (t)e""w dt

V031,(W) = Vot,,n(t)e-j' dt

Vin(w) = Vin(t)e-jwt dt

i//.../,,°,,°,
h.(T, ',... rn) = (27r)- "'", l

the Fourier transform Vo.t(w) of the output voltage can be written as

n=-loo

Vo.,(,)= 1 Vo.,,(,) (A1.19)
n=1
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where

i=n-1

i=n-I

" d(A1.20)

If vj,(t) is small (and this is required in order to have adequately small AM-PM
conversion), the series can be truncated to third order with sufficient accuracy. Further,
the second-order term results in nonlinear responses at DC and twice the input frequency;
as these will be outside of the bandwidth of various filters within the system, their effect can
be neglected. The nonlinear response of amplifiers and mixers within the timing stabilizer
is then modeled in the frequency domain as

++00
+r fJ 00H P ,% - I (A1.21)

Vin ( ) Vin( ) Vi.( W -!Q1 - fl 2)d~1dQ2 •
For a system with general third-order nonlinearities, the above equation cannot be further
reduced. For the case of an input signal at wi with narrowband amplitude modulation (i.e.
WM < wI) the terms H, and H 3 vary little over the frequency range from (Wi - Wn) to
(wI + win) and

H3 (-l ± wn, ±wt ± wn, ±wi ± wi n) - H 3 ('wi, ±wt, :wj)• (A1.22)

Symmetries in its definition require that H3((a, /3, -7) be invariant with permutations in the
the order of (a, #,"-); we can thus denote:

H 3 (w) = H3 (wi, wj, -wt) and all permutations

H3(-wt) = H3(-w, -w, wl) and all permutations

Finally, H3(-w) = H*(w) and Hi(-w) = H*(w) are required for systems with real
response. For compactness, we will write H3 = H3 (w,) and H, = H(wj).

Consider the response of a third-order nonlinear system to an amplitude-modulated
signal vi(t)

vi,(t) = vO(1 + Nccoswmt) coswit (A1.23)
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The Fourier transform of vi,(t) is

Vt,(w) = 7rvo (6(w - W) + 6 (w - wi))

+ ~VN( 6 (w-W,W m) + o(WI+ Wm) (A1.24)

+ 7rvoNc( 6 (w + W-W..) +6(w + WI+ Wm))

2 (

Substitution of Eq. (A1.24) into (A1.21) and calculation of the resulting phase mod-
ulation from the phase of the spurious third- order products using Eq. (A1.5) shows that
the output voltage vyot (t) is phase-modulated by ec cos wm t, where

0= 9Vo.!' ( ) • (A1.25)

The AM-PM conversion factor Q(H3 /H) is rarely specified for an electronic compo-
nent. An upper bound can be found given knowledge of the commonly-specified (input-
referred) two-tone third-order intercept power P30 i. This is

'o L,11(A1.26)

where Zo is the system impedance, usually 500. The spurious phase modulation can thus
be bounded by

11Pc v0 11L3 U0 (A1.27)

The spurious phase modulation occurring in any components processing the photo-
diode signal prior to phase detection will result in an erroneous phase error signal at the
output of the phase detector. With the approximation of large loop gain, the output of the
phase detector will be again forced to zero, and residual timing fluctuations will thus result
from AM-PM conversion in the phase detector. If the power spectral density of the resid-
ual closed-loop timing jitter due to AM-PM conversion through 3rd-order nonlinearities is
denoted as Sj,3 .(w), it is found that

SJ,3.(W) 5 2 (Pcarrier ( , (A1.28)
W 2 P3 , 1

where Pcarrier = vo2/2Zo is the signal power at the frequency w, input to the device under
consideration.

A1.2.3 Additive noise in the phase detection system
For timing jitter below ,-,1 ps with a laser whose repetition rate is - 100 MHz, the

phase noise sidebands will have very low power. For those components which process the
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photodiode signal prior to phase detection, the component's additive noise will result in
spurious signal sidebands. From the analysis of Section A1.1, these additive sidebands can
be decomposed into spurious phase-noise and amplitude-noise sidebands of equal power;
the additive noise for these components thus results in a spurious output at the phase
detector. The equivalent input noise power of the components processing the pre-phase-
detection photodiode signal (i.e. amplifier Al and mixer M2) is

SRF( = LT(A FM2 -1 (Al.29)SRF ,' ""-- Ai + AA

where FA, and FM2 are the noise figures of the amplifier and the mixer. The thermal noise
spectral density is kT/2 rather than kT because we are using two-sided spectral densities
with frequency in the units of radians/second. With large loop transmission, these noise
terms will result in a residual closed- loop timing jitter with spectral density

SJRF(W) = SRF(W - WI) (AL.30)
W1 Pphotodode

Components with low noise figures must be used, and the signal levels should be as high
as permitted by the limits imposed by third-order nonlinearities.

At the input to the amplifier chain following the phase-detector M2, the phase error
signal is in the form of the amplitude of a sinewave at the chopping frequency:

v(t) = V12VoaJ(t)sinwIFt , (A1.31)

where

4
2Voa= V2Ptooiode ZoAAiAMiW ,, (AL.32)

and WIF is the chopping (synchronous detection) frequency. The equivalent input noise
power of the chopping-frequency (intermediate-frequency) components (amplifier A2 and
mixer M3) is

SIF(W)-k (FA2- 1 + A2A3 (A.3

Noise of the intermediate-frequency components will result in residual closed-loop
timing jitter with spectral density given by

SJ, F (W) -- SIF(W) - WIF) (A1.34)
a 2

Alternatively, the noise of the intermediate-frequency components can be combined
with the noise of the radio-frequency components (i.e. the components processing the
photodiode signal prior to phase detection by mixer M2). The equivalent input noise
power of the RF and IF systems can then be expressed as
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(FM + FM2 -1 FA2-1 +FM--
SRF/IF(wI) A2 + 2 +2 FA2Al Al A2AA (4/'O A2 AM,(4/7r)2 A22 A.5

kT
-"Fequivalent ,

where Fequivalent is an equivalent noise figure for the RF and IF systems. The residual
closed-loop timing jitter due to additive noise in both the RF and IF sections is then

SJ, RF(W) + SJF(W) = SRF/IF(w - I) (A1.36)
IW Pphotodiode

Finally, the gain and compensation section has some equivalent input noise voltage with
spectral density S.mp(w), which will result in residual closed-loop jitter having a power
spectral density

SJ,-mP(W) = SM,(w) (A1.37)

To suppress these last two residual noise terms, the signal levels (i.e. the gain factors a
and k') should be large, and the components should be selected for low equivalent input
noise.

A1.2.4 Reference oscillator phase noise
A final error term in the phase detection system is the phase noise (timing jitter)

of the reference oscillator itself; in an ideal timing stabilization system, the laser phase
will track that of the reference oscillator. The phase noise of a free-running oscillator
varies in proportion to the noise of the amplification device coupled to the oscillator's
resonator, and the phase noise bandwidth is set by the bandwidth of the resonator and the
degree of coupling between resonator and amplifier [A1.12]. The phase noise bandwidth
is on the order of the resonator bandwidth. High-stability electronic oscillators use quartz
crystal resonators whose quality factor Q is on the order of 10. Moderate-cost quartz
crystal oscillators at w = 2wrx 100 MHz are available with phase noise spectral densities
(- w2Sj(w)) on the order of -130 dBc (1 Hz) at Af =100 Hz, -145 dBc (1 Hz) at Af =1
kHz [A.13].

If the oscillation frequency must be tuned to accommodate variations in the laser cav-
ity frequency wl , then a simple crystal oscillator cannot be used. Frequency synthesizers,
systems in which a broadband tunable oscillator is phase-locked to a precision fixed- fre-
quency quartz oscillator, can then be used for the reference oscillator. Synthesizers having
low phase-noise are expensive ("- $ 30,000).

A1.2.5 Loop Bandwidth and Stability
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Given a phase detector with negligible spurious outputs, the timing jitter suppression
is set by the feedback loop transmission G(w):

Sclosed too,(w) - 1 + SoG) . ioo(w) (Al.38)

where the loop transmission is given by

" G(w) - k'Aco,,,p(w)k.HL(w). (A1.39)

In the above equation, Aconp(w) is the transfer function of the amplifier providing loop
gain and compensation, k, is the slope coefficient of the voltage controlled phase shifter
(i.e. dT/dVcoYntrol, where r is the delay and Kontrol is the control voltage), and HL(w) is
the phase transfer function of the laser.

The design of the loop gain and compensation Aco,p(w) to attain the desired loop
characteristics is the subject of classical (frequency-domain) control system theory, and is
discussed extensively in D'Azzo and Houpis [A1.14]. Large G(w), desirable at all frequen-
cies at which Sopen ioop(w) has significant energy, is limited by stability constraints arising
from HL(w). If the feedback loop is opened (this is achieved in practice 1. 7 leaving the loop
active but decreasing the loop bandwidth to - 1 Hz) and the phase of the laser driving
signal is perturbed by applying a step-function drive signal to the voltage- controlled phase
shifter, then the output of the phase detector will show the transient behavior of the laser
timing in response to a step- function phase shift. The result of this measurement on the
Spectra- Physics Nd:YAG laser is shown in Fig. A1.6. This step response conforms well
to hg(t) = u(t)(1 - e- t/ P) , with rp = 50ps, and where u(t) denotes the unit step-function.
The laser phase transfer function is therefore

1
Hn(W) =- 1j/w (A1.40)

where w. = 1/='p; for our Spectra-Physics Nd:YAG laser, Wp = 27r x 3.2 kHz.
As with any feedback loop, the loop bandwidth (the frequency at which JIIU = 1) must

be constrained. The laser phase transient response may have additional poles in its transfer
function at frequencies well above 3.2 kHz, whose influences on a time-domain measurement
are masked by the response of the dominant pole, and other parasitic poles exist in the
transfer functions of the phase shifter, phase detection system, and loop compensation
section. Simple feedback systems commonly use an integration in the feedback loop. In
this case,

Acorn,(w) =-w, (A1.41)

iw

and the loop suppression is given by

R(w) -1 Gw)=1+jw(2w) - w / Wn (A1.42)1+ _w ____+________-__/W

where the loop natural frequency Wn and the loop damping C are given by
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Figure A1.6: Transient response of the phase of a Spectra-Physics laser to a step change
in the phase of the mode- locking drive signal. The response is that of a first-order dynamic
system, and corresponds to a 3.2 kHz pole.
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1|w|

w2 = k"k.w (A1.43)

If an attempt is made to attain large loop gain and large loop bandwidth by choosing
a large gain coefficient k'ksw,, the loop damping factor C will be degraded. For C < 1/v2,
the loop suppression will be greater than unity in the vicinity of wn, and thus the spectral

* density Sj(w) of the timing jitter will be increased for w - wn. For a well-damped control
* system without peaking of Sj(w) near w,, the loop damping C must be greater than 1/V/2

and the loop natural frequency is then bounded: w. < wp/Vf/. Thus, in a simple control
system using integrating feedback, the laser pole frequency limits the suppression of timing
jitter to those frequency components below wp/vf2/. Even within this bandwidth, the loop
rejection is finite, and is given by the loop rejection Eq. (A1.42). Unfortunately, Sj(w)
has significant energy at frequencies approaching the laser pole frequency wp.

Well-damped control loops with larger loop bandwidth can be attained by a variety
of compensation techniques, including lead compensators [A1.14] and observer-controller
compensators [A1.15]. Given the variations in parameters found in experimental systems,
the choice of compensator design is guided by the sensitivity of the system damping and
system stability margin to changes in the loop parameters. In particular, it has been
observed that the laser pole frequency increases as the laser pulse repetition rate is detuned
from the laser cavity frequency. Simple lead compensation will permit a moderate increase
in loop bandwidth. If a compensating zero is included in the transfer function of the gain
and compensation,

Acomp( ) = -(1+ jW1 Wp) . + (A1.44)
3W 3W WP,

then the loop suppression becomes

R(w) where w100 p = k'kawc . (A1.45)
1 + jW/w1 00,

The loop suppression is that of a first-order system, and is well-damped even for loop
bandwidths wto0 exceeding wi.

A1.3 Experimental Results

The design guidelines outlined above have been used to implement a feedback system
to reduce the timing jitter of a 82 MHz mode-locked Nd:YAG laser. The current design has
evolved over the past three years, with early published results [A1.16] being a reduction
from 2.9 ps unstabilized to 0.9 ps stabilized jitter; the current system reduces the laser
timing fluctuations at rates greater than 50 Hz from -,1.25 ps unstabilized to -0.25 ps
stabilized. The decrease with time of the unstabilized jitter deserves some comment: in this
period, the laser acousto-optic mode-locker and the end mirrors were replaced. These two
changes should have resulted in both a narrower cavity bandwidth and stronger injection-
locking, both of which reduce the phase noise; replacement of the two components resulted
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in the open-loop jitter decreasing from -2.9 to -1.25 ps (for rates above 50 Hz). An
unstabilized jitter of 10 ps was first measured by Brian Kolner [A1.17], while my first
measurements on the same laser system were more consistent with 2.9 ps. As unstabilized
jitter appears to increase with both laser misalignment and with deviations of the mode-
locking frequency from the natural laser cavity frequency, perhaps the improvement was
due to more careful laser operation as we became aware of its effect on jitter.

The laser stabilized is an 82 MHz Spectra-Physics Nd:YAG unit mode- locked by an
acousto- optic cell. The amplitude noise sidebands are approximately -85 dB with respect
to the carrier, at -100 Hz offset from the carrier, as measured in a 1 Hz resolution band-
width, i.e. SN = -85 dBc (1 Hz) at Af = 100 Hz. The unstabilized phase noise sidebands
have significant spectral density up to a frequency of -.2 kHz, and a loop bandwidth of
,5 kHz is thus required for significant suppression of the strong phase- noise components
at 1-2 kHz (Eq. A1.45). Given this estimate of the loop bandwidth, if timing fluctuations
of - 100-200 fs are to be attained, phase noise spectral density must be on the order of -

125 to -130 dBc (1 Hz) at frequencies within the -5 kHz loop bandwidth. The spurious
phase-noise sidebands due to DC offset, 3rd-order nonlinearities, and additive noise must
be well below the objective stabilized phase noise sidebands; the system is designed so that
each spurious effect results in sidebands with power less than -135 dBc (1 Hz).

The timing stabilization system has been implemented following the general design
guidelines outlined in the previous sections. The phase detection system is chopper-
stabilized as in Section A1.2.1, with chopping at I MHz; the phase detector slope k
is 1 Volt/ns, and the mixer offset is less than 0.5 mV, resulting in a static timing offset
T. of less than 5 ps. The resulting AM-PM conversion due to DC offset is less than -50
dB; thus the laser's -85 dBc (1 Hz) amplitude noise results in less than -135 dBc (1 Hz)
spurious closed-loop phase noise through AM-PM conversion by detector DC offset.

With amplitude noise sidebands some 50 dB more powerful than the objective phase
noise sidebands, AM-PM conversion through third- order nonlinearities must be suppressed
by at least 50 dB; using Eq. (A1.25), the input power levels to the amplifier Al and to the
phase detector (mixer) M2 must be at least 30 dB below the third- order intercept points
of each component. In the current implementation, the input power levels are greater than
35 dB below the 3d-order intercept power, and the suppression of AM-PM conversion is
at least 60 dB, resulting in less than -145 dBc (1 Hz) spurious closed-loop phase noise
through AM-PM conversion by 3rd-order products.

The photodiode power Pphotodiode at the laser repetition frequency w, is -24 dBm,
while the equivalent noise figure Feqgivalent of the RF and IF systems is 9 dB, and kT is
-173 dBm (1 Hz). By Eq. A1.36, the additive noise of these subsystems thus will result in
a spurious phase noise spectral density of -140 dBc (1 Hz).

Finally, the reference oscillator for the timing stabilization system is a Hewlett-Packard
model 8662A low phase-noise signal generator. No phase-noise specificationis available for
this synthesizer operating at 82 MHz, but over the 320-640 MHz range, the phase noise
specification is -104 dBc (I Hz) at 100 Hz offset, -121 dBc (1 Hz) at 1 kHz offset, and -131
dBc (1 Hz) at 10 kHz offset. Extrapolation to 82 MHz is uncertain, but it is likely that the
oscillator's timing deviations are relatively independent of oscillation frequency, in which
case phase noise will scale as the square of oscillation frequency. The phase noise of the
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HP8662A at 82 MHz is then estimated as -116 dBc (I Hz) at 100 Hz offset, -133 dBc (1
Hz) at 1 kHz offset, and -143 dBc (1 Hz) at 10 kHz offset. Given both the small difference
between the estimated reference phase noise and the objective stabilized laser phase noise,
and the uncertainty of our estimate, this data will have to be verified if the laser phase
noise is to be further reduced.

The control loop bandwidth is set at approximately 6 kHz; the control loop is lead
compensated, with a compensating zero at 3.2 kHz cancelling the response of the 3.2 kHz
laser pole. Due to variability in the laser pole frequency, with our laser the compensation
does not consistently provide good loop damping if the loop bandwidth is increased much
beyond 6 kHz. The bandwidth and damping of the control loop can be determined by
measuring the suppression of a step-function error signal injected into the loop (Fig. A1.7).
The response of the system to an injected error signal is a simple exponential decay, with no
evidence of an underdamped second- order system response. In contrast, Fig. (A 1.8) shows
a similar measurement of an earlier laser timing stabilizer in which the lead compensation
was incorrectly set; the response contains both an exponentially decaying response and
a exponentially decaying oscillatory response, and is characteristic of an underdamped
3 rd -ordei control system.

The suppression of phase noise by the feedback loop is shown as a series of three phase
noise measurements (Figs. A1.9-A1.11). In the narrowband 500 Hz span (Fig. A1.9) 10-
20 dB suppression is seen. Some sidebands at harmonics of the 60 Hz power line frequency
are observed. The phase noise on the 82 MHz fundamental can be calculated from this;
-113 dBc (1 Hz) at 100 Hz offset. In this bandwidth, the phase noise is very close to the
estimate of the reference oscillator phase noise. Indeed, the measured phase noise may be
that of the local oscillator in the spectrum analyzer used for these measurements, as the
spectrum analyzer likely has a poorer local oscillator than the low-phase-noise oscillator
from the same manufacturer. These points need to be investigated.

In the broader 10 kHz frequency span (Fig. A1.10), the phase noise is most likely
that of the laser. Broad spectral peaks at 1.2 kHz are suppressed by approximately 16
dB, while some shoulders on the spectral density at 2 kHz are suppressed by 10 dB.
These two spectral features might be ascribed to mechanical resonances within the laser
mirror supports. The low-energy point of the sidebands is at - 2.5 kHz; the phase noise
spectral density at this point corresponds to -131 dBc (1 Hz) phase noise on the 82 MHz
fundamental. It is likely that this corresponds to the combined spurious effects of reference
oscillator phase noise, AM-PM conversion through DC offset, additive noise in the RF and
IF systems, and additive noise (- 20 dB noise figure) of the photodiode, amplifier, and
spectrum analyzer used for these measurements. Of these effects, spectrum analyzer phase
noise and additive photodiode, amplifier, and spectrum analyzer noise are not components
of the laser phase noise, but are measurement error. For this reason, at offsets less than
2 kHz, we see strong suppression of the laser's open-loop phase noise sidebands consistent
with a -,- 6-7 kHz loop bandwidth w~0ov, but see little phase-noise suppression at offsets
from 2-5 kHz, consistent with a background phase noise floor of ,-131 dBc (1 Hz).

For completeness, the phase noise spectrum in a very broad 50 kHz span is also
shown (Fig. A1.11). The stabilization system causes a slight increase in the spectrum at
frequencies from -6-10 kHz, with little difference thereafter. The phase noise at 10 kHz
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Figure A1.8: Suppression of an injected error signal by a previous implementation of the
laser timing stabilizer, in which the lead compensation was incorrectly set. The system has
3' d - -order dynamics, and the response contains both an exponentially decaying component
and a damped oscillatory component. The stability margin of this system was small.
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Figure AI.9: Suppression of the 50-250 Hz phase- noise sidebands of an 82 MHz Spectra-

Physics mode-locked Nd:YAG laser, as measured by spectum analysis of the 20th harmonic

of the laser pulse repetition rate.
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Figure A1.10: Suppression of the 500-5 kHz phase- noise sidebands of the Spectra-
Physics laser, measured on the 60th harmonic of the laser pulse repetition rate.
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offset corresponds to -131 dBc (1 Hz) on the 82 MHz fundamental. At offsets greater than
15 kHz the sidebands are below the additive noise of the instrumentation system, and the
phase noise cannot be determined. Improved measurements will require an instrumentation
system with improved noise figure in the - 2- 6 GHz microwave frequency range.

After integrating these phase noise spectral densities, the timing jitter of the laser is
determined to be:

0 1.2 ps, open loop, 50 Hz-25 kHz;
O' 0.24 ps, closed loop, 50 Hz-25 kHz.

The reduction in phase noise is 5:1 over the frequency range 50 Hz-25 kHz. Frequency
components above 25 kHz should be measured, but the trend of Figs. (A1.9-A1.11) shows
that the noise is rapidly decreasing above 5 kHz. The unstabilized phase noise components
below 50 Hz have large energy, and should be measured; unfortunately, the resolution of
the spectrum analyzer prohibits measurement of these components. Phase noise test sets
can measure these very low-frequency components, but the instrument cost (,- $300,000)
is well beyond the laboratory resources. Further, the AM rejection of these instruments
(the Hewlett-Packard 11729B carrier noise test set has a specified AM rejection of 20
dB) may be inadequate unless measurements are made at high harmonics of the laser
pulse repetition rate. Observing the timing fluctuations of the laser pulses on a sampling
oscilloscope, the unstabilized jitter appears to be on the order of 20 ps at low frequencies,
while the the stabilized jitter is below the timing fluctuations (- 5 ps) of the sampling
oscilloscope. Phase noise components below 50 Hz clearly need further investigation.

A1.4 Conclusions

The (50 Hz-25 kHz) timing fluctuations of a mode-locked laser has been reduced by
5:1, attaining 0.24 ps jitter. These timing fluctuations are 2 parts in 10' of the laser pulse
repetition period, while the amplitude fluctuations of the laser are approximately 5% of
the average laser intensity. Stabilization of the timing to these levels requires a precise
phase detector whose sensitivity to laser timing is at least a factor of 104 greater than its
sensitivity to laser amplitude. The spectral density of the stabilized phase noise sidebands
are on the order of -120 to -135 dB (1 Hz) with respect to the 82 MHz laser fundamen-
tal; as the thermal noise power power has spectral density T = -173 dBm (1 Hz), the
radio-frequency signal levels must be selected so that the associated phase-noise sidebands
have power well above kTF, where F is the noise figure of the phase detection system.
The bandwidth of the unstabilized phase noise is significant in comparison with the band-
width of the laser's dynamic phase response, and the feedback loop must be appropriately
compensated if the loop is not to show instabilities or weakly damped resonances with
associated peaking of the phase noise. With these results, the laser phase noise is now
within an order of magnitude of the phase noise of high-stability radio- frequency sources.
Further reduction of the jitter will require decreased offset, decreased noise figure, and
decreased 3rd_ order products in the phase detection system, increased loop bandwidth
or more complex (lead-lag) compensation, and perhaps a reference source with further
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Figure A1.11: Suppression of the 5 kHz-25 kHz phase-noise sidebands of the Spectra-
Physics laser, measured on the 60 h harmonic of the laser pulse repetition rate.
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improved stability (it is likely that only a fixed-frequency crystal oscillator will provide
this).

Instrumentation is also a difficulty; the noise figure and the residual phase noise of
the photodetector, amplifier, and spectrum analyzer measurement system are becoming a
significant fraction of the measured sideband power. Precision carrier noise test sets may
permit measurements with lower residual phase noise, and will permit measurements of
phase noise at offsets below 50 Hz. Unfortunately, the cost of such systems is beyond the
resources of most scientific laser laboratories, and their AM rejection is unestablished.

Despite these difficulties, no fundamental limits have been reached, and with continued
refinement jitter below 0.1 ps is expected.
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Appendix II

Optical System Analysis using Jones-Vector Representation

The polarization states and intensity transfer function of the optical system shown in Fig.

1.8 can be calculated using the Jones-vector notation [AII.1,2 ]. Plane wave electric fields

are expressed as complex amplitude vectors

D= j6,) (AIl 1)

The real x component of the electric field is obtained by the operation E. (t) = Re[Dxei"] -

Re[Dzei((N + W)]. Optical elements are represented by a four element matrix that operate

on the complex vectors representing the applied optical fields.

Dou=MDi, or (DX,'U°\=(M 1l M 21\(D'inj (AII.2)

\Dy,out) M 12 M22JkDyin)

The following matrices represent the optical elements in this system.

10)x polarizer MY = 0 1 (AII3)

O 0)ypolaizer: M,= 1 01 (ALA)

e Rotation matrix: R (0=) cose sine (Ai4.5)\-sine cose/J

wave plate: M 1 (AII.6)
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Rotated 1 wave plate:
Mx/4( -1 O cos 2 0 + sin20 (1 -j )sin0cosO (AlI.7)

4O =R (1 -j)sinOcosO sin 20 +jcos2 0

waeplate: M /=( 1 (AII.8)

2 10av)

Rotated X wave plate: My() =R-()M R()= (cos2, sin2, )

2 2 2 sin2o -cos2o (

Gallium arsenide substrate: MGJ. = ( 0 (All. 10)

where 8 = 'V
2Vx

Then,

Dout.x = MxMYMYMG&aI MyMMXD in (AI. 11)

is the component coaxial to the input beam and

D,,= Din (All.12)

is the component rejected by the polarizing beamsplitter. The input electric field Di. is x-

polarized and of unity incident amplitude

Di.= 0 }  (Al.13)
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and then the resulting output electric fields are

D out= cos(2O)cos(8) - sin()[sin2(O) sin(2O - 44) -jcos(20 -40)] (AU.14)

So.t,y = sin(2e)cos(8) + sin(8)cos(20) sin(20 -44)

The relative output intensity is the modulus squared of the D vector, I = ID . Because
V Vx, & 1, cos(8) - 1, sin(8) - 8, and terms of order 82 are negligible. Then,

/X = ID ot =f cos220) - 8sin(40)sin(20 - 44)

(All. 15)

I = ID outyI = sin2(20) + 8sin(4eisin(2e - 40)

With the wave plate angles are set to the values 0 = 22.50 , = 33.75 0, then

2(1+28)

(Aln.16)

which corresponds to the output intensity, normalized to 1o = 1/2. This setting of the wave
plate angles is the "quarter-wave" bias point of an electrooptic modulator.
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Appendix III

Traveling wave coefficient calculation

The voltage on a transmission line at a specific drive frequency is due to the sum of for-

ward and reverse traveling waves

v(z) = a exp(-jPz) + b exp(+jPz) (AIII.1)

where a and b are the forward and reverse traveling wave coefficients, respectively. In an

actual measurement, the probe beam is scanned along the transmission line and the voltage

is measured at discrete points spaced by Az = nL. Then, the data is of the form

v = a exp(-j/W) + b exp(+j]nl) (AIII.2)

The a and b coefficients can be solved for using a linear projection algorithmt. First, the

following variables are defined

f= exp(-jtn/) (Am.3)

r =exp(+ifil)

where f corresponds to a forward traveling-wave and r corresponds to a reverse traveling-

wave. Then, two equations are formed from Eqn. (AI.2) by multiplying first by ft, and

by and summing over n, then multiplying by rZ and again summing over n.

Y[ v f,* = a f nfn + b ranr] (AIII,4)
n

This is expressed in vector form using the notation that

A3 -1



(x.Wy, = YXY.(AM.6)
i s

and then expressed in matrix form

(vn Ir) <fIr>(rlr> b)

and solved for a and b using Cramer's rule

a(vnIf )(rIr>..(vn I r)(r If>
(flf>(rlr>-(flr>(rlf>

b (vIr)(flf>-(vnIf)(fIr> 
(AIII.8)

(flf >(rlr>-(flr>( rlf)

Substituting forf and r, and noting that

N

(f I r> = (r if > = exp(-j3l) exp(+jfnl) = N (AMi.9)
n=1

gives expressions for a and b

N jn _. IV ,~X+Jn

b= n (Ail.I1)
N 2 _ Xe+ 2j y-2Jn

n At

N YV,, e- v, e o' - #
b-. 2q (AI.11

N l- .e+2j~nLI-ii _2,nL)(IIII
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Full-field modeling of the longitudinal electro-optic probe
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Optical polarization changes and mode coupling due to spatially varying anisotropic perturbations in i caused by
electro-optic, acousto-optic, and other effects have been widely studied for both plane-wave and fiber mode
propagation. A new optical S-parameter analysis of these effects, applicable to arbitrary optical field distributions,
is presented. It is applied to evaluating the performance of the longitudinal electro-optic probe used for noninva-
sively examining GaAs integrated circuits. Error in probe measurements of circuit voltage distributions can be
characterized by considering the probe as a scanned electro-optic spatial filter.

Direct electro-optic sampling of GaAs integrated-cir- optic probe, where the polarization coupling is very
cuit voltages has recently seen widespread use in the weak, the change in e is small, we may neglect the
characterization of ultrafast devices and circuits.-' prime in E,' since only higher-order terms result. If
Although electro-optic probes using a transverse ge- large At are to be considered, first-order perturbation
ometry or an external electro-optic material have also theory cannot be used and the primed value of the i =
been developed, 5, the study of IH-V integrated cir- 1 field in Eq. (1) must be retained.
cuits is best pursued with a longitudinal approach, in Equation (1) is already widely employed in calculat-
which a near-infrared laser is focused through the ing changes in the transmission between radio anten-
GaAs substrate to a small spot on the top or bottom nas or changes in the S parameter of microwave cir-
surface and the circuit voltage is measured by detect- cuits due to perturbations in the transmission medi-
ing the electro-optic polarization coupling (Fig. 1). 7-8 uM. 11 ,12 Here, however, the application considers op-
An earlier Letter described the several advantages of tical transmission changes due to anisotropic pertur-
this particular geometry and showed the relation of bations in the refractive index of the GaAs substrate
the probe signals to the circuit voltages. 9 The analysis due to applied microwave electric fields. Since Eq. (1)
followed the plane-wave modulator approach used by is exact and perfectly general it can also be applied, for
Yariv' 0 and others; it assumed a plane wave of infini- example, to stress-induced polarization and mode cou-
tesimal transverse extent as well as a zero-potential pling in optical fibers. Ports 1 and 2 are then at the
substrate backplane. Although many instances of input and output ends of the fiber, and fields 1 and 2
electro-optic interaction are adequately thus de- correspond to different fiber modes. Polarization ef-
scribed, the interaction of a tightly focused probe fecta in fibers are customarily treated by couplei-
beam with spatially varying anisotropic changes in e is mode theory,13 , 4 which allows for strong coupling but
difficult to evaluate in this way. To consider the na- is sometimes applied in first-order approximation
ture and magnitude of possible inaccuracies in electro- when A. is very small. In this approximation the
optic probe measurements, we have developed a full-
field analysis that treats a general optical field as weil 
as an arbitrary electric-field distribution. In this Let-
ter we summarize the essential features of the analysis L GaAs IC
and its application to the longitudinal electro-optic t
probe.

A general analytical model applicable to the electro-
optic probe may be constructed by applying the elec- X/8 WP
tromagnetic reciprocity relation to the optical transfer PORT
function of the probing beam. It can be shown 1 2  ,..,

................................... ......... ...... .I ......
,,..t..:,,.........,. ...- ..,h.--. , ,,

two-port electromagnetic system induces a change PORT
PHOTO-

LASERDIODEF. .E'dV(1)

in the transfer S parameter between ports I and 2. In
Eq. (1) the volume integral is performed over the re- Fig. 1. Simplified diagram of the longitudinal electro-optic
gion where the change in e occurs, w is the optical probing system and the port positions for the optical S-
frequency, and X. is the electric field incident on port i. matrix calculation; the back-side geometry is shown here.
These fields are chosen to have unit incident power, The X/8 wave plate gives a net bias of X/4 after the double
the prime indicates fields excited when the dielectric pass. PBS, polarizing beam splitter; IC, integrated circuit;
tensor has its perturbed value E. If, as in the electro- WP, wave plate.

0146-9592/87/100795-03$2.00/0 © 1987, Optical Society of America

A4-2



796 OPTICS LETTERS / Vol. 12. No. 10 / October 1987

overall coupling can be obtained directly from Eq. (1) -(x, z) = X $(a)exp(-anz)exp(iax) (3)
rather than by integrating the coupled-mode equa-
tions along the fiber. Note that Eq. (1) is a three-
dimensional integral over three-dimensional field dis- for a substrate of infinite thickness. Each space har-

tributions, while the coupling constants in coupled- monic penetrates to a depth that is proportional to the

mode theory are expressed as two-dimensional transverse period of the harmonic, as illustrated in

integrals. Fig. 2. It can be seen that only those space harmonics

To apply Eq. (1) to the longitudinal electro-optic with a large period will be probed by the converging

probe, we define a two-port system as in Fig. 1. Here portion of the optical beam.

El and E2 are the optical fields that would be excited From Eq. (3), AS 21 may then be calculated as an

by inputs at the laser and photodiode ports, respec- inverse transform of the product of a filter function

tively, and Ae is the electro-optically induced pertur- Han), resulting from the interaction of the probe

bation in e due to the microwave electric field of the beam and conductor fields, and (a), the Fourier

integrated circuit on the top surface. Circuits fabri- coefficients of the potential. If the substrate is of

cated on GaAs typically employ conductors on a (001) thickness zo and has a partially metalized back side

plane and along [1101 or (110] directions. Thus, to be with transformed potential Obik (a,), we use

able to express simply the microwave fields that deter- r--, a ) sinh[a.(z0 - z)
mine At, we choose a coordinate system with z normal 0(x, z) n

to the substrate surface and x and y along [110] and sinh(az 0 )

[1101, then rotate the tensor for A# in the crystallo-
graphic coordinates 45* about z to this system. If we + b sinh(a"z) 1
then probe a long set of conductors running parallel to bck ii s(

y, the y component of the microwave field may be

neglected, and AS 21 becomes To calculate the 0(x, z) for a variety of realistic
conductor geometries, we have implemented a general

AS21' - iweorr 4 F rr ,(0)ojx(o)1 finite-difference program that can take into account
421 L -id D ( °  bothe finite e, and finite substrate thickness. From

the resulting scalar potential on teh substrate surface,

E (i) 0 Ex(i) E2() the Fourier coefficients "(a) may be calculated.
- in) 0, ( The simplest application of Eq. (2) to the longitudi-

J[Ez J Ud nal electro-optic probe examines a focused optical
0 0 J EU(O)j beam of Gaussian profile, with minimum waist radius

wo, confocal parameter b - two2/, and propagation
where er is the relative dielectric constant, r14 is the constant k - 2A focused through the GaAs to the
electro-optic coefficient for this 13m crystal, and E (O)  front surface (Fig. 2).16 In this simple case, we neglect
and E-) designate optical and microwave (or circuit) nonuniform reflection from the surface, multiple in-
fields, respectively. It is assumed that the optical ternal reflections, optical and electrical transit times,
transit time is small compared with the microwave and higher-order Hermite-Gaussian modes, as well as
period.8  the perturbation of Eq. (3) by the finite substrate

In the standard longitudinal probing configuration, thickness. After incorporating a net X/4 wave plate
the incident beam is polarized with equal components (in Fig. 1, a double pass through an effective X/8 wave
along the two dominant electro-optic axes, the relative plate), we find the filter function H(a):
phase shift along these axes is optically biased by X/4,
and the polarization orthogonal to the incident one is
examined (Fig. 1).8 These same considerations deter-
mine the system S21, the transfer characteristic with HIGH
no microwave field applied to the GaAs circuit. Since ,AEOUENCY " . .

the photodiode measures an intensity proportional to HARMONIC"..
(S21 + AS2d12, the combination 2 Re(S 21AS2 *) will
determine the component of the photodiode signal of LOW "  " -'

FRE~ouErNCy

interest. sRCO . ". T..

Equation (2) is applicable to any GaAs circuit for . ........... ".. ..

which the microwave fields are known. In particular,
it may be applied to circuits fabricated in either mi-/OPTICAL\
crostrip or coplanar geometries, where the quasi-static BEAM
fields are derived from a Laplace potential To sim-
plify the evaluation and provide a physical interprets- Fig. 2. Illustration of the interaction of the space-harmonic
tion of the result of Eq. (1), we express the solution to fields with a simple Gaussian beam that is incident from the
Laplace's equation, 0(x, z), as a sum over a discrete set back side of a GaAs integrated circuit, reflects from the front
of space harmonics' s with frequencies a,, - 2rn/L, surface at the focus, and returns along the same path. High-
where n is an integer and L is the period of the lowest frequency space harmonics are probed only by the waist of
nonzero spatial frequency and of amplitude *(a). the beam; lower-frequency harmonics are also probed by the
This gives converging portion, where the optical field is nonplanar.
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2rn0
3rl4  tion to a variety of optical probing techniques as well

H(an) = - - an exp(-an2Wo2/8) as to the operation of optoelectronic devices. Using
finite difference-field calculations, we have applied

0 2the analysis to a simplified form of the longitudinal'7exp(-az)exp(-a 2z 2/4kb) electro-optic probing system and employed a space-
harmonic approach to simplify the numerical evalua-

az tion. The characteristics of this, and other, probes
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Abstract

Gallium arsenide (GaAs) integrated circuits (IC's) and other HI-IV compound semicon-

ductors have demonstrated operation speeds greater than the time resolution of conventional

test instruments used for their characterization. In addition, digital GaAs IC's such as static

frequency dividers have demonstrated clock rates greater than 20 GHz, frequencies where

circuit models are poorly refined and influenced by layout-dependent parasitics. Conven-

tional test instruments using contact probes are limited to monitoring input and output test

points of these circuits. Probing at internal nodes, however, would greatly ease analysis of

the circuit's operation.

To address these issues, an electrooptic sampling system has been developed at Stan-

ford to measure internal-node signals in GaAs IC's with picosecond time resolution. In-

frared light is focused through the GaAs IC substrate to detect voltages via the electrooptic

effect, and a laser system generating ultrashort light pulses repetitively samples the signal to

achieve picosecond time resolution. To obtain realistic testing conditions, a microwave

synthesizer for providing excitation to the IC is synchronized to the repetition rate of the

optical pulses, allowing equivalent-time sampling of the IC response.

The electrooptic sampling system and its performance characteristics for IC testing are

described, and a number of test results are presented. The system has 2 picosecond time

resolution or a corresponding bandwidth greater than 100 gigahertz, and a voltage sensitiv-

ity of 70 microvolts per root Hertz. On digital IC's, propagation delays and switching

signals of digital test circuits such as inverter chains, frequency dividers, and multiplexers

have been measured. On microwave IC's, small-signal and large-signal response of

microwave amplifiers have been measured. A technique to measure S-parameters of a

circuit using the optical probe has been developed, allowing the measurement reference

plane to be positioned on the IC and eliminating the need for physical calibration standards.

I
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2.1.2. Accuracy, Crosstalk, and Spatial Resolution

The accuracy of the electrooptic probe in Fig 2.4 depends on two key approximations. Is
the plane-wave approximation appropriate for the optical probe (particularly when focusing
tightly to probe interconnects whose width is near an optical wavelength) and does the

substrate voltage at the probe position accurately equal the conductor voltage?

(1001

Probe Beam

[1001

t Conductor
S - GaAs Substrate GaAs Substrate

-100 pm thick -400 ILm thick

Ground Plane

Probe Bean

Fig. 2.3. Reflection probing geometries for ICs. Frontside probing is for circuits with
microstrip transmission line, and the spot size is focused to 10-20 um typically. Back-
side probing is for circuits with planar transmission line such as coplanar waveguide, or
circuits with standard metal interconnects. The spot size is typically 3-5 ;an in this case.
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ELLIPTICALLY
POLARIZED

BEAM

Fig. 2.4. Coaxial optical arrangement for separation of incident and reflected beams for
the IC probing geometries of Fig. 2.3. The text gives a qualitative description of the po-
larization states and Appendix A gives a quantitative Jones-vector calculation description.

Corrections to the plane-wave approximation have been investigated with full field
modeling of the optical probe (2.9] to take into account the focused beam and the field dis-
tribution for representative conductor geometries. The affect of a focused beam on the rel-
ative phase shifts through the GaAs was found to be negligible for backside probing when
the spot size was greater than an optical wavelength, a condition met by typical experimen-
tal conditions. The substrate voltage, however, may not accurately reflect the signal volt-
age on planar conductors when the spacings between signal and ground conductors are a
significant fraction of the substrate thickness.

To evaluate some limits on the accuracy of the optical probe, a simple model similar to
Ref 2.9 is developed. Laplace's equation is solved for a structure consisting of a semi-in-
finite GaAs substrate with an arbitrary spatial voltage distribution on its frontside. A gen-
eral solution to Laplace's equation for this structure is

x,z= _cD{oaexp(-I alz)exp-jax)da (2.11)

where O(x,z) is the two dimensional potential, a is the spatial frequency, and

0( ) = f v(x)exp(-j2xfax) dx (2.12)
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is the spatial Fourier transform of the voltage distribution on the frontside. Equation

(2.11), the two-dimensional potential distribution, can be expressed as the Laplace trans-

form of the Fourier transform of the frontside voltage spatial distribution.

O(s)= 2L (t{ = 2a) J0(a) exp(-sa)da (2.13)

where L is the one-sided Laplace transform and s = z +jx. Representative voltage distri-

butions can be analytically solved if the Laplace transform of the spatial Fourier transform
is known. Then, as a first approximation, the difference between the frontside potential

and the backside potential at a distance L, as determined by O(s), gives a limit to the accu-

racy with which the optical probe measures the conductor voltage.

Consider a rectangular voltage distribution, Fig. 2.5. The rectangle function is defined

as [2.10]

ret x) = T (2.14)0 1x1>1-

Then, the voltage distribution and its spatial Fourier transform are

vWx) =rect (M -+ V1 a) = wsinc(wa) (2.15)

where w is the width of the voltage profile and sinc(wa) = sin(xwa)/(xwa). The Laplace

transform of the sinc function is [2.111

Ax,z)=2L, (wsinclwa)) =ktanz-I( (2.16)

Evaluating this at the points (xz) = (0,0) and (0,L), the ratio of the substrate voltage to the

conductor voltage is
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V(x) = rect(x/w)

"-o V.,.

40 .....

z=L

Fig. 2.5. Subsrame voltage accuracy model. The top of the substrate has a rectangular

voltage disuibution of width x and the substrate thickness is semi-infimite in the z direc-
tion. The voltage the optical probe measures is approximated by calculating the voltage

at a cut zrL through the substrate.

Vfron- V back= 0(0,0) - {OL)

I-Z tan-t( - (2.17)

- -211w for- W : 0.2
L L

The rectangle function can be used as an approximation to the voltage on a coplanar

waveguide transmission line, for example, where w is the conductor width plus the gap

width.

Crosstalk is the amount of signal optically detected from a nearby signal conductor

when the probe beam is focused onto a conductor with no signal. This error is similar to

accuracy errors due to the substrate voltage, i.e. a signal on a nearby conductor can change

the backside potential underneath a conductor with no signal. A estimate for closely-spaced
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conductors would be the same function as (2.16)) for wIL small, since only low-frequency
spatial voltages affect the backside potential - it changes very little over the space of several

conductor widths w. When the probe is on a conductor with no voltage, the measured
substrate voltage is

v front - v bak-- - tan-

(2.18)

-2- for- 0.2
L L

due to crosstalk from the nearby signal conductor.

On circuits with conductor spacing large compared to the substrate thickness, spatial
resolution on IC's could be set by required limits on the voltage accuracy and crosstalk.

However, accuracy improves and crosstalk decreases due to substrate voltage effects as
conductor spacings decrease, and well-designed microwave interconnects should have a

spatial resolution set by the optical spot size. Diffraction-limited focusing of the 1.06,4m

wavelength probe has a minimum spot diameter (full-width half maximum) of

2NA (2.19)

where X is the optical wavelength and NA is the numerical aperture of the focusing lens.
With a high NA lens spot sizes approaching the optical wavelength are possible. Standard
microscope objectives (focal length of 8 mm and NA of 0.4, for example) routinely achieve
spot sizes of 3 pum, suitable for probing most IC interconnects but not for probing very
small features such as sub-micron gate lines. Since the GaAs substrate has a relatively
large refractive index, n = 3.6, an "immersion"-type lens, indexed matched to the GaAs,
would allow focusing to a diffraction limit set by the optical wavelength in the GaAs, X

0.3 pm.

2.1.3. Linearity

Because typical circuit voltages are small compared to the half-wave voltage Vi, the probe

beam intensity modulation is small and very nearly linear with respect to the probed volt-
age. Kolner 2.4 has a full analysis of the linearity and dynamic range of the probe due to
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the sinusoidal dependence of the probe intensity for different optical bias conditions. At the

quarter-wave optical bias, the typical experimental setting and described by (2.8), the
linearity range can be determined by including the linear and cubic terms in a Taylor series

expansion of the sinusoid

( 3
sin 1 1 + (2.20)

The cubic term equals the minimum detectable voltage V. due to shot noise for 1 mA

photocurrent (Section 2.4.1) when the applied voltage Va = 31 volts, a dynamic range of
120 dB before any nonlinear response can be detected. For a linear response to within 1%

for the signal voltage, the dynamic range is 140 dB above V,,. under these conditions.

2.1.4. Invasiveness

One important feature of optical probing of IC's is the non-contact, non-destructive nature
of the technique. Compared to conventional electrical probes, the optical probe makes no
mechanical contact to the IC (avoiding physical damage to the circuit), does not require the
test point to drive a 50 Q load impedance, and has no parasitic impedances. The lack of
parasitic impedances is an important characteristic for measurement frequencies in the upper

microwave and millimeter-wave region, where even the small parasitic impedances of well-
designed electrical probes become significant.

However, the optical probe can perturb the circuit either by photogenerating carriers,

which then change the substrate conductivity and generate photorefiactive or photovoltaic
potentials, or by the inverse electrooptic effect (optical rectification). Direct band-to-band

absorption of the probe beam is avoided because the photon energy of the 1.06 um optical
probe, 1.17 eV, is well below the bandgap energy, 1.42 eV, of GaAs. The presence of

impurities in the GaAs results in deep levels (primarily the EL2 level), i.e. the presence of

allowed electron states at energies near mid-bandgap, and these levels absorb some of the
1.06 um light in the GaAs and generate free carriers. Absorption can also occur if the

probe beam is too intense. With tight beam focusing and short pulse duration, probe

beams of average intensities of -100 mW have peak pulse intensities sufficient for two-

photon band-to-band absorption.

The changes due to the optical beam are dominated by deep-level absorption. The sig-

nal generated by the probe beam has two parts. A fast response, consisting of a pulse -25
mV or less in amplitude with a risetime of -100 ps and a falltime of -0.5 ns
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(corresponding to the carrier recombination time in the GaAs), dies away quickly enough

(well before the next probe pulse) that its circuit perturbation is considered negligible. A
typical slow, or DC, response is shown by Fig. 2.6. The data is well fit by a quadratic

curve, and a simple equivalent circuit model can be derived for the probe (Fig. 2.7), based

on this empirical data. For the test structure used, a CPW transmission line consisting of

gold deposited directly on the GaAs, the probe has an open-circuit voltage of 175 mV, a

short-circuit current of 1.1 pA, and a nonlinear resistance varying from 220 k.l (open-cir-

cuit load) to 100 kf (short-circuit load). The maximum electrical power delivered by the

probe beam is about 40 nW (at a load resistance of 160 kW), corresponding to a conversion
efficiency with the 75 mW probe beam of qi = 5x10- 5%. These specific values, based on

the empirical data, will vary somewhat depending on the circuit metalization, layout, and

substrate type, but the qualitative probe circuit model should apply. For example, shining

the probe directly on a Schottky d. " e produces a curve similar to a photovoltaic cell where

the open circuit voltage and short circuit current are a function of the optical power and the

amount of light absorbed in the diode.

On circuits, small changes in the gain of microwave distributed amplifiers are observed

when an intense 125 mW probe beam at 1.06 pm wavelength is applied (Fig. 2.8). Fo-

cusing directly within the active FET channel causes significant changes in drain current.

However, the probe is not focused within the device for circuit measurements, but on the

adjacent metal interconnects. Circuit perturbation can be reduced further by reducing the

probe beam intensity by as much as factor of ten without severe degradation of the system

sensitivity (Section 2.4.1). Residual absorption of the probe also can be reduced by
increasing the probe wavelength from 1.06 Am to 1.3 pm, where the absorption due to the

EL2 deep level is reduced by a factor of 5 [2.12,2.13].
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Fig. 2.6. PhocogeneaWd DC signal for the optical probe on a CPW transmission line

fabricated by depositing gold directly on die GaAs.

I - .

RL(kQ) 220- 120*1 (gA)

Vs 180 mV

Fig. 2.7. Empirical circuit model for optical probe invasiveness based on the data of Fig.

2.6.
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Fig. 2.8. Probe-induced perturbation of the gain of a microwave IC amplifier measured

on a scalar network analyzer with and without a 125 mW probe beam. Top: Worst case

perturbation with the probe beam focused on the gate of on of the amplifier FETs. Drain

current of the amplifier varies from 167 mA (beam off) to 230 mA (beam on). Bottom:
Typical case with the beam focused on the input pad. Drain current of the amplifier
varies from 167 mA (beam off) to 187 mA (beam on).
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Electrooptic Sampler System

The design of the experimental electrooptic sampling system described in this chapter has

several goals: to non-invasively measure voltage signals within the IC with picosecond time

resolution, to probe IC's under realistic test conditions, and to emulate conventional in-

struments to obtain easily interpretable data. To achieve these goals, the system uses direct

electrooptic voltage probing of the substrate, synchronization of the laser pulse repetition

rate to a microwave synthesizer to allow for repetitive sampling of the IC response, and a

signal processing system that allows for emulation of either a vector voltmeter or a sam-

pling oscilloscope.

The sampling system, shown schematically in Fig. 3. 1, can be grouped into three sec-

tions; the laser system for optical pulse generation, the microwave instrumentation for

driving the IC under test, and the receiver system for signal processing and data ac-

quisition. These systems and their operating characteristics are described in the following

sections.

Substrate electrooptic sampling has also been demonstrated using mode-locked or

gain-switched InGaAsP diode lasers to generate sampling pulses of 10-20 ps pulsewidth

[3.1,2]. This system uses two synthesizers, referenced to a master clock, one to drive the

laser and one to supply a signal to the IC. The injection laser pulses have sub-picosecond

timing jitter and the laser is a very compact and stable optical source with a continuously

tunable pulse repetition rate. This system has been used to measure electrical signals in

both GaAs and InP (indium phosphide) IC's [3.3].

3.1. The Laser System

The laser system consists of a mode-locked Nd:YAG laser, a fiber-grating pulse com-

pressor, and a timing stabilizer feedback system. The Nd:YAG laser produces 1.06 tm,

90 ps pulses at an 82 MHz rate with free-running pulse-to-pulse timing fluctuations of 4 ps

rms. A wavelength in the near-infrared where GaAs has low absorption is required. A

phase-lock-loop feedback system [3.4,5] synchronizes and stabilizes the laser pulse timing

with respect to the microwave synthesizer, reducing the pulse-to-pulse jitter to less than

300 fs rms. The fiber-grating pulse compressor shortens the pulses to 1.5 ps [3.6]. The
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Fig. 3.1. Electrooptic sampler system schematic.

beam passes through a polarizing bearmsplitter and two waveplates to adjust its polarization

(Section 2.1.1.), then is focused through the IC substrate with a microscope objective to a

3/Jan spot on the probed conductor (backside probing) or a 10 Am spot on the ground

plane beneath and adjacent to the probed conductor (frontside probing). The reflected light

is analyzed by the polarizing beamsplitter and detected by a photodiode connected to a

photodiode receiver and synchronous detector.

3.1.1. Fiber-Grating Pulse Compressor

To reduce the pulsewidth, a fiber-grating pulse compressor is used [3.6,7]. This system is

based on the Kerr effect or self-phase modulation (SPM) in a single-mode optical fiber.

The laser output is launched into the fiber core, and through SPM, a frequency chirp is

generated on each laser pulse as it propagates through the fiber. The light emerging from

the fiber is red-shifted on its leading edge and blue-shifted on its the trailing edge, with the

frequency variation (as a function of time) proportional to the derivative of the pulse inten-

sity. For a Gaussian intensity pulseshape (characteristic of Nd:YAG mode-locked lasers)

the frequency chirp is nearly linear over the center of the pulse. The new frequency com-

ponents generated by SPM are recombined into a compressed pulse by passing the light

through a grating pair, where the time-of-flight delay is proportional to the light's wave-

length. The grating pair then acts as a dispersive delay line where the red-shifted leading

frequency components are delayed with respect to the blue-shifted trailing frequencies. The
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separation of the gratings is adjusted to match the frequency chirp of the light, so that all the

spectral components of the pulse arrive together at the grating pair output, producing a

compressed pulse.

Using a 1 km fiber length in the pulse compressor, the group velocity dispersion
(GVD) enhances the region of linear frequency chirp [3.8], and the pulses from the mode-
locked Nd:YAG laser are routinely compressed from 90 ps to 1.5 ps or less, a factor of

60:1. With two-stage optical compression, pulses as short as 200 fs at 1.06 Am have been
generated [3.9], and using other nonlinear fiber techniques, pulses as short as 19 fs have

been generated [3.10,11] at infrared wavelengths.

A number of effects limit the amount of pulse compression available with this tech-

nique. Deviation from a linear frequency chirp on the pulse due to non-ideal input pulse-

shapes can generate pedestals on an otherwise short compressed pulse, and stimulated Ra-

man scattering limits the maximum optical power focused into the fiber core. Excess

intensity noise can increase on the compressed pulsetrain due to stimulated Raman scatter-

ing and other nonlinear processes, degrading the signal-to-noise ratio for electrooptic

measurements.

Non-ideal Pulseshape

The compressed pulsewidth, measured with an optical intensity autocorrelator, deviates

from the autocorrelation of an ideal Gaussian pulseshape as evidenced by slight "wings" or

pedestals on the pulse due to the non-ideal frequency chirp of input pulse. Figure 3.2

shows a measured compressed pulse compared to an ideal 1.4 ps Gaussian pulse autocor-

relation. The GVD of the 1 km fiber reduces the pulse pedestals compared to shorter fiber

lengths [3.8], such as for the pulse compressed with a 100 m fiber length shown in Fig.

3.3. The reshaping of the pulse due to GVD is evident from Fig. 3.4, which shows the

measured pulse from the output of the 1 km fiber (before compression by the grating pair)

as a function of average pump power. As the pump power increases, the frequency chirp

grows and broadens the pulse due to GVD spreading the chirped frequencies, approaching

a flat top shape (within the -60 ps time resolution of the measurement) at Pout =0.4 W.

Above this pump power, stimulated Raman scattering begins and the pump pulse becomes

distorted.

The power spectrum of the compressed pulse is determined by numerically Fourier

transforming the autocorrelation. A Gaussian pulse of 1.4 ps FWHM duration has spectral

content extending past 200 GHz, while the spectral content of the compressed pulse devi-

ates from an ideal Gaussian pulse, as shown in Fig. 3.5.
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Fig. 3.2. Autocorrelation of compressed pulse using a 1 km fiber (solid line) compared

to an ideal 1.4 ps FWHM Gaussian pulse (dashed line).
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Fig. 3.3. Autocorrelation of a compressed pulse using a 100 meter fiber. The shorter

fiber has negligible GVD resulting in larger wings on the pulse than with the I km fiber.
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Fig. 3.4. Chirped pulse out of the fiber as a function of the average power Pout out of

the fiber. The pulse is measured with a fast photodiode/sampling oscilloscope with an

overall response time of <50 Ps.
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Fig. 3.5. Power spectral density of the compressed pulse of Fig. 3.2 (solid line) com-

pared to a 1.4 ps ideal Gaussian pulse (dashed line).
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The wings on the compressed pulse may be further reduced by "spectral windowing"
[3.121 to remove part of the nonlinear frequency chirp, or polarization discrimination of the
compressed pulse [3.13,14].

Stimulated Raman Scattering

Stimulated Raman scattering,(SRS) has gain proportional to the pump intensity and

interaction length, setting an upper limit to the intensity in the fiber and an upper limit to

pulse compression. SRS has frequency shift in glass is 440 cm- 1, a wavelength shift from

1.06 pm to 1.12,um. The Raman threshold pump power is predicted to be [3.15]

30A
(3.1)

where A is the effective core area of the fiber, G is the Raman gain 9.2x 10-12, and L is the

effective interaction length in the fiber. The fiber has a core diameter of approximately 7.
pm, dispersion of 35 ps/nmokm at 1.06 pm, and an interaction length is set by dispersion-

induced walkoff between the pump and Raman pulses. One advantage of the long I km

fiber is that SPM occurs over the entire fiber length by SRS is limited by the dispersion-in-

duced walkoff length. The interaction length could be estimated as the time for a Raman

pulse to walk-off a pump pulse by on FWHM. However, this tends to underestimate the

interaction length because the pump pulse broadens as it propagates through the fiber

through SPM and the dispersion. A better way to determine the interaction length is to de-

termine the temporal separation between the pump pulse and the Raman pulse at the output

of the fiber. From this measurement, shown in Fig. 3.6, the walkoff length is calculated to

be 140 meters, and the Raman threshold is Pth = 90 W. For the pump pulses repeating at

an 82 MHz rate, the average power resulting in this peak power

= T f 4k (3.2)

is Pays = 700 mW, where Tfh. is the pulsewidth, fo is the pulse repetition rate, and Ppeak

is the peak power.

In addition, a resonant effect in longer fibers can further reduce the Raman threshold.
The high gain of the SRS and 4% Fresnel reflection at each end facet form a parasitic syn-
chronously-pumped fiber-Raman laser [3.16]. Dispersion sets the pump walkoff length of
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Fig. 3.6. Dispersion-induced walkoff between the pump pulse and the Raman pulse from
the I km fiber, causing a 1.8 fis separaton.

-140 meters for SRS and also causes the 1.06jurn pump and the 1.12 pm Raman pulse to

separate by 1.8 ns over the length of the I km fiber. The weakly reflected Raman pulse is

further amplified if, after its first round trip through the fiber, it is synchronized to within

1.8 ns of a pump pulse. With this condition the Raman threshold with the 1 km fiber is

350-400 mW average fiber output power. Fig. 3.7 shows the Raman pulse buildup with

pump power for this condition. Trimming the fiber length a few inches defeats this syn-

chronism and increases the Raman threshold to about 700 roW. A compression ratio of

60X is then routinely obtained at ,,400 mW average power from the fiber output , well

below the Raman threshold.

Excess Noise

The pulse compresso, introduces excess intensity noise on the compressed pulsetrain due

to a variety of causes. The excess intensity noise in general increases with increasing pulse
compression from either increased fiber length or increased optical power launched into the
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Fig. 3.7. Raman pulse build-up as a function of the average power from the fiber output
Pout before trimming the fiber to defeat the parasitic fiber-Raman laser synchronism con-
dition.

fiber. As the pump intensity approaches the SRS threshold, a substantial increase in inten-

sity noise above the shot noise limit is observed, as shown in Fig. 3.8. The frequency pe-

riod of the repetitive noise spectrum in this figure corresponds to the free spectral range of

the 1 km fiber, indicative of the parasitic fiber-Raman laser.

In addition to SRS the fiber generates broadband polarization noise, possibly arising

from guided acoustic wave Brillouin scattering [3.17] or some other nonlinear process in

the t..,zr. The polarization noise is converted to amplitude noise after passing through the

grating pair in the compressor, which has polarization dependent reflectivity. Adjusting the

polarization from the fiber to maximize transmission through the grating path results in

second-order intensity variations due to polarization fluctuations, reducing this excess noise

to a level near the shot noise limit (Fig. 3.9). However, this excess noise typically adds

10-15 dB of broadband background noise above the shot noise limit.

Finally, temperature change of the fiber contributes to timing drift of the pulses, since

the pulse compressor is "outside" the timing stabilizer feedback loop. The temperature co-

efficient of refractive of fused silica is 11.8 x 10-C [3.18] resulting in an expected
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Fig. 3.8. Periodic noise spectrum from parasitic fiber-Raman laser when the pulse com-

pressor is operated near the Raman threshold. The peaking at 95 kHz corresponds to the
free spectral range of the I lin fiber.
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Fig. 3.9. Excess intensity noise due to misadjustment of the polarization from the out-

put of the pulse compressor fiber.
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timing drift (At = AnL/c) of 39 ps/IC for the 1 km fiber. To suppress polarization and

timing drift, the non-polarization-preserving fiber is placed in an insulated container that is
temperature-stabilized to -0.1 0C. However, temperature drift of the fiber probably ac-

counts for most of the 2-4 ps per minute long-term timing drift observed with the system.

3.1.2. Timing Stabilizer

Figure 3.10 shows the block diagram of the timing stabilizer feedback system [3.5]. A

photodiode monitors the 82 MHz laser pulse train, and the phase of the 82 MHz funda-

mental component is compared to the reference oscillator, generating a phase error signal.

The 41 MHz signal required for driving the laser's acousto-optic (AO) cell is generated by
frequency division from the 82 MHz standard, and its timing (phase) is adjusted with a
voltage-controlled phase-shifter controlled by the amplified and frequency-compensated

phase error signal. With an error-free phase detector, the laser timing fluctuations are sup-
pressed in proportion to the loop gain of the feedback system.

The timing jitter calculated by measuring the phase noise of one of the laser harmonics-

using a photodiode and a spectrum analyzer. The harmonic number is chosen to be great
enough so that phase noise (which increases with the harmonic number) dominates the in-
tensity noise (which is constant with harmonic number). Figure 3.11 shows the measured
phase noise of the 20th harmonic of the laser with an HP 8662 low-phase noise synthesizer

as the reference for the feedback system. From this measurement the timing jitter is calcu-

lated [3.19] from the relation

_To Ps'T2" V P (3.3)

where Ps = 2 f)df (3.4)

ft

is the integrated phase noise power from a low frequency limitfl to an upper frequency

limitf 2, P, is the carrier poWer, Pb is the phase noise power at some frequency offsetf, To
= 1/fo is the pulse period, n is the harmonic number, and B is the spectrum analyzer reso-
lution. In practice, the calculation is done with the spectrum analyzer under control of a
desktop computer [3.20). From data similar to Fig. 3.11 the calculated timing jitter is
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250 fs rms (0.6 ps FWHM to express it on the same terms as the optical pulsewidth) from

f, = 50 Hz tof 2 = 25 kHz. One limitation of an RF spectrum analyzer (Hewlett Packard
8566B) is a lower frequency limit of about 50 Hz, due to the 10 Hz minimum resolution

bandwidth. Jitter components at rates less than 50 Hz cannot be measured in this fashion.

Long term timing drift, on the order of seconds or minutes, can be monitored with the re-

ceiver system, measuring drift of the phase of a measured sinusoid.

3.2. Microwave Instrumentation

3.2.1. Microwave Sources

The electrooptic sampler relies on two key microwave instruments: the RF signal source
driving the mode-locked laser and providing the reference for the timing stabilizer, and the

microwave signal source for driving the IC. The RF signal source for driving the laser is a

Hewlett-Packard 8662A, a precision low-phase noise synthesizer. The microwave signal

source is a Hewlett-Packard 8340A or an 8341B. The microwave synthesizer generates

either sinusoidal excitation for microwave circuits, or the clock/data signals for digital cir-

cuits from 10 MHz to 20 GHz, and diode multipliers can extend this range to 100 GHz.

The relative timing stability of the two synthesizers is critical for ensuring low timing
jitter of the laser pulses with respect to the signal synthesizer. Because each synthesizer

generates its signal with reference to the same stable, low-phase-noise crystal oscillator, the
synthesizers have less than a picosecond of short-term relative timing jitter. If one of the

synthesizers had poor timing stability, it would have to be included in the timing stabilizer

feedback loop, severely increasing the difficulty of a practical feedback system.

3.2.2. Microwave Wafer Probe Station

For wafer-level testing of IC's, the drive signal is delivered with a microwave probe station

(Cascade Microtech Model 42) modified to allow for backside electrooptic probing, as
shown pictorially in Figs. 3.12 and 3.13, and schematically in Fig. 3.14. The trans-

mission line probes used with this test station allow for launching a signal on the IC with
repeatable, low reflection connections in a 50 0i environment to 40 GHz. The beam deliv-

ery system consists of two turning mirrors, 900 to each other, mounted on an X-Y stage

controlled by automated positioners. The wafer chuck is modified so that the focusing ob-

jective is positioned under the wafer and accessed with either a hole in the top plate or a

sapphire window. The window provides better heat conduction than an open hole for high

power circuits. However, a small air gap may exist between the window and the wafer,
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causing the beam transmission to vary as a function of position due to interference. Index

matching fluid (Cargille Series M) removes this problem, but it can evaporate leaving a
rough salt residue that sticks to the window and the wafer.

Packaged circuits (mostly circuits using microstrip conductors and requiring frontside

probing) are tested with a general purpose beam delivery system that allows for either
frontside or backside probing. This arrangement requires either that the circuit package

allow access to the IC from the frontside probing (roughly 8 mm working distance for a

1oX objective) or that the package has a window under the portion of the circuit for beam

access from the backside.

Fig. 3.12. Front view of the Cascade microwave wafer probe station
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Fig. 3.13. Front view close-up of the Cascade microwave wafer probe station showing

the microscope objective below the wafer chuck, two CPW probes, and the long working-

distance objectives used for the viewing system.
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Fig. 3.14. Beam path through the Cascade microwave wafer probe station for backside
probing. The turning mirrors and focusing objective are mounted on automated position-
ers to allow accurate positioning and scanning of the probe beam. The vidicon viewing
system is sensitive to the infrared probe, allowing viewing of the probe position on the
front surface of the test IC.
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3.3. Signal Processing Systems

Signal processing as described in Section 2.5 is critical to achieve accurate, shot-noise lim-

ited measurements. The signal processing system consists of a photodiode receiver and

synchronous detector which can be configured for either vector measurements (harmonic

mixing) or time waveform measurements (equivalent-time sampling).

3.3.1. Photodiode Receiver

The photodiode receiver is designed to achieve shot noise limited detection at a frequency

above the 1/f noise comer of the laser system. Figure 3.15 shows the photodiode receiver

schematic. The photodiode produces a current proportional to the optical power, and the
load resistor is chosen so the the shot noise from the DC photocurrent is greater than the
Johnson noise of the resistor and the noise voltage of the buffer amplifier. The buffer am-
plifier then provides the current drive for the 50 0 impedance of the synchronous detector
section.

The mean-square shot noise current from the photodiode is

SN= 2qIoB (3.5)

where q is the electronic charge, 10 is the average photocurrent, and B is the bandwidth.

The mean-square Johnson noise current from the load resistor is

.2 4kTI N - (3.6)

where k is Boltzmann's constant, T is the temperature in degrees Kelvin, and RL is the load

resistance. The minimum photocurrent 1o for shot noise limited detection occurs when the

mean-square noise currents are equal. This sets a lower limit on the photocurrent of

lmi=m UT (3.7)
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amplifier has unity gain and transfers this voltage to its output which has a load impedance

of Z (typically 50 ta). Then, the noise power developed at its output is

PS=. 0I R (3.8)

In the photodiode receiver of Fig. 3.15, R = i (1.2 It'parallel the two II k. bias re-

sistors) and I0 = I mA typically. Then, l, = " 0.05 A indicating the shot noise is well
above the Johnson noise, and PSM = -141.9 dBm/Hz for Zo = 50 Q!.

For smaller photocurrents, the load resistor can be increased to maintain shot-noise-

limited detection. However, increasing the load resistance increases the receiver time

constant due to the photodiode capacitance and load resistance, decreasin,, its bandwidth.

This may J: an important constraint depending on the noise characteristics of the laser and

the r'esulting signal processing scheme required.
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3.3.2. Synchronous Detector

The synchronous detector, shown schematically in Fig. 3.16, consists of two sections in

addition to the photodiode receiver;, the frequency downconverter, and a commercial lock-in

amplifier. The frequency downconverter is necessary because the lock-in amplifier's

maximum frequency of operation, 100 kHz, is not quite sufficient to avoid low-frequency

laser intensity noise. The lock-in amplifier provides precision measurement of the signal
with a range of time constants for setting the integration time (or equivalently the receiver

bandwidth) of the measurement.

Figure 3.17 shows a block diagram of the frequency downconverter. The downcon-

verter serves two purpose. First, it mixes the measured signal down to a frequency within

the range of the lock-in amplifier, and second, it generates a synchronous reference signal

for the lock-in amplifier.

3.3.3. Vector Measurements

Harmonic mixing is used for vector voltage measurements. The synthesizer driving the IC-
is set to an exact multiple of the laser repetition rate plus a frequency offset Af (1 MHz

typically) that is well above the background laser intensity noise. The frequency

downconverter mixes the measured signal to a frequency (50 kHz typically) within the 100

kHz range of the lock-in, which measures and displays its magnitude and phase. To
measure the response at different frequencies, the synthesizer frequency is stepped by an

exact multiple of the laser repetition ratefo.

3.3.4. Time Waveform Measurements

Equivalent-time sampling is used to view time waveforms. The synthesizer is set to an ex-

act multiple of the laser repetift n rate (-82 MHz), plus a frequency offset Af (10-100 Hz)

that sets the measurement scan rate. The modulation frequencyf, for pulse modulation or

phase modulation is set to a value (1 MHz typically) well above the low frequency intensity

nose. The measured signal has a component atfm whose amplitude varies in proportion to
the signal at the scan rate Af. The frequency downconverter mixes this signal to a fre-

quency in the range of the lock-in amplifier (50 kHz typically), which demodulates the sig-

nal to baseband and detects the in-phase component of the signal that varies in proportion to
the measured signal at the scan rate Af. The signal is displayed on an oscilloscope which is
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Fig. 3.18. Fast scan rate signal processing block diagram.

is externally triggered from a low-frequency synthesizer locked to the source microwave

synthesizer, providing a time reference for the measurement so that relative time delays

between two signals can be determined. For phase modulation (Section 2.5.3), the dis-

played signal is proportional to the time derivative of the measured signal, and is recovered

by integrating the displayed signal in software using a desktop computer [3.21].

An alternative to chopping or phase modulation of the drive signal is fast offset and

averaging (Section 2.5.4). Figure 3.18 shows a block diagram of this signal processing

system. With this scheme the frequency offset Af is increased 400-500 kHz, well above

the low-frequency laser noise. The signal is recovered by high-pass filtering to remove the

low-frequency laser noise, then by signal averaging at the offset rate Af. If the received

signal is averaged at the scan rate, the sensitivity using fast averaging is the same as for

simple synchronous sampling with the same measurement acquisition time. Commercial

digitizing oscilloscopes have limited averaging rates; at scan rates of 500 kHz, the LeCroy

9400 averages a maximum of -200 scans per second, corresponding to a signal-to-noise

reduction of 34 dB from averaging every scan. However, the signal-to-noise reduction,

compensated for by increased measurement acquisition time, is justified for testing IC's

that are sensitive to signal chopping.
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3.4. Summary

The system described in this chapter combines several sophisticated technologies:

optical pulse compression, synthesized electronics, phase.-lock-loop feedback for stabiliz-

ing laser pulse timing, and synchronous signal detection. The fiber-grating pulse

compressor was optimized for short pulses with small wings by using the GVD of a I km

fiber to enhance the linear frequency chirp. However, the longer fiber increases excess in-

tensity noise, from stimulated Raman scattering, which can be eliminated, and from polar-
ization noise, which adds 10-15 dB of excess broadband background intensity noise. The

timing stabilizer feedback system effectively reduces the pulse-to-pulse timing jitter of the
laser to a level less than the optical pulsewidth and allows synchronization of the mi-

crowave synthesizer used to drive the circuit under test. The receiver system uses syn-
chronous signal detection to achieve near shot noise limited sensitivity, and is configured to

emulate either a vector voltmeter (harmonic mixing) or a sampling oscilloscope (equivalent-

time sampling).

Overall, the measurement system has a time resolution 2 ps due to its 1.5 ps FWHM

optical pulsewidth and 0.6 ps FWHM (250 fs rms) timing jitter, a sensitivity of 70

/WNufi, and receiver system that measures either a vector signal for the small-signal

frequency response, or time waveforms for the large-signal response. A modified
microwave wafer probe station allows for backside optical probing with drive signals from

either coplanar waveguide probes to frequencies of 40 GHz or from IC probe cards to

frequencies of several GHz.
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Circuit Measurements

4.1. Realistic Circuit Testing Conditions

Optical probing, providing access to the high-impedance internal nodes of IC's with pi-

cosecond time resolution and micron spatial resolution, permits direct measurements of the

performance of state-of-the-art microwave and digital GaAs circuits. However, these

measurements must be made under realistic circuit operating conditions for meaningful

measurements of a circuit's performance and for comparisons between competing circuit

technologies. For example, the propagation delay of switching devices in simple test

circuits is used to estimate the maximum clock frequency of these devices used in digital

systems. Unless the test circuit provides representative switching voltages, interface

impedances, and fan-outs, the measured delays will not correlate well with the maximum

clock frequency of more complicated functional circuits such as shift registers, binary

multipliers, and memory. For example, the response of a transistor driven by a low-

impedance photoconductor and loaded by a low-impedance, 50 &' transmission line is in

general much faster than the response of a logic gate driven by the normal output

impedance of a driving gate and loaded by the normal input capacitances of cascaded gates.

Or if the test circuit is constructed in hybrid form with wire bonds between the tested device

and the transmission lines, the interconnect parasitic impedances may dominate the circuit

response.

For digital circuits, ring oscillators and inverter strings are the simplest test structures

used as benchmarks of circuit speed. With gate loading (fan-in/fan-out) of unity, these cir-

cuits tend to show optimistically small propagation delays. Also, ring oscillators may op-

erate with small-signals (without full logic-level swings), further decreasing their gate de-

lay, while large-signal operation of inverter strings is easily controlled and verified. Better,

more sophisticated test circuits are master-slave flip-flops, connected as binary frequency

dividers, which operate with logic signal levels and fan-out of two gate loading.

For microwave/analog circuits such as distributed amplifiers, appropriate test signals

are swept-frequency sinusoids to measure the small-signal transfer function, or single-fre-

quency signals set to amplitudes to cause large-signal distortion for saturation measure-
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ments. Signal sources and terminations should have 50 fQ impedances to eliminate source

and load reflections.

4.2. Digital Circuit Measurements

4.2.1. Inverter Chains and Ring Oscillators

Figure 4.1 shows a logic element schematic of a ring oscillator/inverter chain. Ring oscil-
lators are free-running at an oscillation frequency set by the signal propagation time around

an odd-numbered ring of inverters. These circuits provide a measure of a gate delay,
where the repetition period corresponds to product of the average gate delay and the num-

ber of gates. These free-running circuits are not readily clocked with an external signal,
making synchronization to the probe pulses for electrooptic sampling difficult. To measure

ring oscillators with the optical probe, a drive signal is applied to injection lock the circuit,

allowing the probe pulses to be synchronized for sampling. The ring oscillator typically

must be "tweaked" by adjusting its power supply voltage to shift its oscillation frequency

and allow injection locking, and measurements made in this manner tend to be unstable and

hard to reproduce. Inverter chains, however, a series of cascaded inverting logic gates, are
clocked with an external signal, permitting the synchronization of probe pulses for elec-
trooptic measurements and assuring full logic-level switching of the gates. Typically,

average gate delays are measured with sampling oscilloscopes; the propagation delay of the
entire chain is measured and divided by the number of inverters to estimate the average

delay of an individual inverter. For electrooptic testing the input inverter is switched with a
microwave synthesizer, generating a square wave that ripples through the test structure.

The first several inverters condition the input signal, sharpening the switching transients

Inverter
chain input 2 --- -N-i Output

Ring oscillator feedback (N odd)
------------------------------------- ------------------ I

Fig. 4.1. Inverter chain/ring oscillator schematic. For a ring oscillator, the dashed line is
connected providing feedback for a pulse propagating down the chain from the output to
the input.
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until the signal risetimes and falltimes reach a steady-state value. The optical probe is then

positioned from node-to-node, measuring directly the propagation delays and signal
risetimes at gate input and output nodes and at nodes internal to the gate.

Fig. 4.2 shows an electrooptically measured gate delay on an inverter chain from

Lawrence Livermore National Labs [4.1,2], using 1pjm gate-length buffered-FET logic

MESFETS. Figure 4.3 shows an SEM picture of one inverter of the 20 gate circuit loaded

with a fan-out (FO) of unity. The delay between curves A and B of Fig. 4.2 is the propa-

gation delay of the inverting common-source stage, 60 ps, while the delay between curves

B and C is the delay of the source-follower buffer and diode level-shifter, 15 ps.

B

J'///

100 ps/div
Fig. 4.2. Propagation delay through a GaAs buffered-FET logic inverter gate [4.2].
Voltage waveforms at the input (A), the source follower gate (B), and the output (C).

The timing of inverter chains has also been examined by Zhang, et. al. [4.3], optically

triggering an inverter in the chain and using electrooptic sampling to measure the circuit

response and gate propagation delays in a pump/probe configuration. A frequency-doubled
portion of the probe beam (at X=532 nm) focused on the gate region of a FET generates
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Fig. 4.3. SEM photo of a buffered-FET logic gate in the inverter chain [4.11. The gate
metal is I pm in width and the interconnect metal is about 5 /im in width. Photo

courtesy of S. Swierkowski, Lawrence Livermore National Laboratories.

photocurrent, turning on the FET and generating a switching transient that propagates

down the test structure. The probe beam, positioned at a node after the switched gate, is

slowly delayed with respect to the switching pulse to map the transient waveform. This
technique offers an all-optical approach, avoiding microwave connection to the IC, which

is suitable for testing of simple IC test structures. However, optical triggering is an
impractical method for generating the multiple clock and data signals required to drive large

scale IC's.

A more complex inverter chain from Hewl'-tt-Packard Laboratories, using 1 4m en-
hancement/depletion-mode logic and modulation-doped FET's (MODFETs), begins wizh a

section of six inverters with FO=1. The last of these inverters drives the input to a section

of 48 inverters with FO=3 to simulate normal loading. Figure 4.4 shows the propagation

delay measured electrooptically through two inverters of the input section. The propagation

delay of 60 ps increases to 150 ps in the FO=3 section and the signal risetime degrades, as

shown in Fig. 4.5.
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Fig. 4.4. Propagation delay through two inverters of an E/D MODFET inverter chain
with a fan out loading of unity.
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Fig. 4.5. Propagation delay through two inverters of an E/D MODFET inverter chain

with the fan out loading increased to three.
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4.2.2. Frequency Dividers

A higher-level test circuit for IC performance is the static frequency divider, consisting of

two flip-flops in a master-slave divide-by-two arrangement [4.4]. Testing this circuit is

normally accomplished by increasing the clock rate of the divider until its divide-by-two

output fails. The maximum clock frequency of the divider, set by the propagation delays

through the master-slave feedback path, provide an indirect measure of the devices' speed.

Such a test circuit from Hughes Research Laboratories (Fig. 4.6), using 0.2 Pm e-

beam written gates, molecular-beam epitaxy grown channels, air-bridge interconnects, and

optimized feedback to achieve high frequency clock rates, was electrooptically tested. The

dividers were implemented in two circuit families, buffered-FET logic (BFL), Fig. 4.7,

and capacitively enhanced logic (CEL), Fig. 4.8. Conventional testing, using transmission

line probes to drive the circuit and a spectrum analyzer to monitor its output, indicated

correct circuit operation to 18 GHz. However, the spectrum analyzer data gives incon-

clusive evidence of correct divider operation, since it measures only the output frequency

power and not itZ time waveform.

Fig. 4.6. SEM photo of a section of an 18 GHz static frequency divider, courtesy of J.F.

Jensen, Hughes Research Laboratories [4.4]. The circuit uses 0.2 Mm electron-beam

written gates, molecular-beam epitaxially-grown channels, air-bridge lines to reduce

interconnect capacitance, and an optimized feedback to achieve high frequency clock rates.
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CLOCK FREQUENCY 13.1 GHz

13.6'p NOODA

' " " NODE "

F
,((

TIME, ps

Fig. 4.7. Schematic diagram of a buffered-FET-logic static frequency divider showing the

test points for the adjacent electroopticaly measured data. The maximum frequency of
operation, calculated as the inverse of twice the propagation delay through nodes A and B,

is 19.4 GHz compared to 18.05 GHz measured with the spectrum analyzer.

CLOCK FREQUENCY 12.1 GHz

0 SLAVI
20; 20OUTPUT

OUTPUT

TIME W MASTER SLAVE

Fig. 4.8. Schematic diagram of a capacitively-enhanced-logic static frequency divider

showing the test points for the adjacent electroopucally measured data. The maximum

frequency of operation is calculated as 17.9 GIz from the measured propagation delays

compared to 17.9 GHz measured with the spectrum analyzer.

By direct waveform measurements using electrooptic sampling, correct divide-by-two

operation was verified, gate propagation delays of 20-30 ps were observed and correlated

to maximum clock frequencies (Fig. 4.7 and 4.8), and the ir.ernal delays through the in-

verting and source-follower stages of individual BFL gates wee identified (4.5]. Note that

while the scaled 0.2 pm gate-length FET's had significantly shorter delay through the

inverting stage, the delay through the buffer stage was comparable to the 1 pm PFL from

LLNL. These data suggest the speed limitation through the buffer stage is no longer tran-
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sistor limited but limited by the resistance-capacitance time constant of the level-shifting

diode resistance and the input capacitance of the cascaded gates.

On dynamic dividers, a related type of test circuit, divide-by-two operation was elec-
troopticafly measured to a clock rate of 23 GHz (Fig. 4.9), and the timing of the propaga-

tion delays predicted the measured maximum frequency of operation [4.6].

CLOCK
INPUT

u INVERTER U

I-
0

UA 24p*

5 INPUT
14ps

SOURCE INPUT
FOLLOWER

14.3 pm

13.2pe OUTPUT

i I I I I 1 I

0 25 50 75 100 12S 150 175

TIME, ps

Fig. 4.9. Propagation delays through gates of a dynamic divider clocked at 23 GHz (4.61.
These propagation delays predict a maximum clock frequency of 26.1 GHz, compared to a
measured maximum frequency of 26.58 GHz.
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4.2.3. Other Digital IC's

The spatial resolution of the electrooptic sampler permits probing of MSI GaAs digital IC's
to determine signal risetimes and timing. Figure 4.10 shows serial output waveform

probed on a 2 pm width conductor internal to the output buffer in a 2.7 GHz 8-bit multi-

plexer/demultiplexer from Tri-Quint Semiconductor [4.7] and Fig. 4.11 shows the 8-phase
clock waveforms probed on 4 Am width metal interconnects separated by 6 Am. Similar
measurements have been made recently on gigahertz logic flip-flops and counters [4.81.

Preliminary electrooptic measurements have been made on voltage comparator circuits

[4.9] implemented with heterojunction bipolar transistors (HBTs), to determine switching

waveforms and signal levels. Applications of this type of circuit are in precision high-

speed analog-to-digital converters and frequency dividers [4.101.

500 ps/div
Fig. 4.10. Serial output waveform of a 2.7 GHz, 8-bit multiplexer [4.71 measured by
electrooptic sampling. The data word is 11110100.
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300 ps/div
Fig. 4.11. Eight-phase clock waveforms on the multiplexer clocked at 2.7 GHz. An
asymmetrical clock input results n timg skew in the 8-phase counter. These data were
measured using the phase modulation ochnique discussed in Section 25.3.

4.3. Microwave Circuit Measurements

At microwave and millimeter-wave frequencies, where conductor lengths and circuit ele-

ment sizes often become large with respect to the electrical wavelength, direct meas-

urements of conductor voltages and currents are difficult, particularly with conventional

electrical test instrumentation. Directional couplers and directional bridges separate the

forward and reverse traveling waves on a transmission line. Standard microwave test in-

struments use these devices to measure the incident and reflected waves at the ports of a

microwave device or network. The relationship between these waves is expressed as the

scattering parameters [4.111. The electrooptic sampler directly measures voltages, but not

currents, preventing a direct measure of two-port parameters. However, measuring the

voltage as a function of position with the optical probe [4.12], similar to a slotted-line

measurement, permits calculation of the incident and reverse waves on the transmission

lines connected to device., (Section 2.2.2 and Appendix B). From this information the

scattering parameters can then be determined.
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4.3.1. One-Port Measurements

The traveling-wave coefficients on lossless transmission lines are measured as described in

Section 2.2.2 and Appendix B. For a one-port transmission line the ratio of the traveling

wave coefficients V+ and V- is the reflection coefficient F, or S, 1, the return loss. An

example of such a measured vector standing wave and the calculated reflection coefficient

for an unterminated CPW transmission line at a. drive frequency of 40 GHz is shown in

Fig. 4.12, and a similar measurement with an matched load terminating the line at 20 GHz

is shown in Fig. 4.13.

368

309

0 240

ai
alee

~120 A

so

.5 1 t.. 2.5 3 3. 4 4.5 5 5.

Position, mm
5''1''1'1 ' ' .... ''l................I .... I'1...........

(]4 .' .. .. . ........................

cc 2

S2. 4 4.5 5

Fig. 4.12. 40 GHz voltage standing wave on an open-terminated GaAs coplanar

waveguide transmission line, magnitude (top) and phase (bottom). The points are the data

and the solid line is the fitted curve. From this measurement a reflection coefficient of

0.90 @ -800 is calculated. Note that each division of 100 in phase equals 0.7 ps in time.
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Fig. 4.13. 20 GHz voltage standing wave on a GaAs coplanar waveguide transmission
line terminated in 50 Q (nominally), magnitude (top) and phase (bottom). The points are
the data and the solid line is the fitted curve. From this measurement a reflection
coefficient of 0.06 @ -1 60 is calculated.
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4.3.2. Two-port S-parameter Measurements

Extending the one-port measurement to calculate the incident and reflected waves on the
input and output ports of a network allows for calculation of the S-parameters with a ref-
erence plane on the integrated circuit. Figure 4.14 shows a general test structure for S-

parameter measurement, consisting of a device with transmission lines connected to its

input and output. The a's represent traveling waves propagating toward the DUT and the

b's represent traveling waves propagating away from the DUT. Applying an input signal,

the electrooptic probe is scanned along the input and output transmission lines and the trav-

eling wave coefficients are determined. With an ideal test structure, the transmission line

characteristic impedance Z0 equals the load impedance ZL and the S-parameters can be cal-

culated directly from the measured traveling waves.

l S2 2

al = 2-o S a1 , a2=0

(4.1)

S12= b, S 22 = 2 I

a2Iaw a2 aj=O

For example, with a drive signal applied to the input, any traveling wave b2 transmitted by

the DUT is absorbed by the load, assuring a2=0. However, in a practical test structure, the

load impedance is determined by wafer probes with cabling or some other test fixture, and

will not exactly match Zo, resulting in a reflected wave a2. The measured traveling waves

must be corrected for this error term.

Figure 4.15 is an error model for the source and load mismatch of the test setup. With

the drive signal applied to the input of the device, the actual S-parameters (designated by

the a subscript) are

b if- S 12aa2f
S a alf (4.2)

- b 2f- S 22,a2f
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Transmission line, 7. DUF ransmission line, Zo

Fig. 4.14. IntegraWe circuit S parameter tenStructure for the electrooptic probe.

Fwr In 0 RF out

ForwardA 1  Forward

__ _ __ _ __ _ _ _ _ _ a2

Test Port 1 Device under Test I Test Port 2

RLou S1jj S22Ai *2 Sf

EL~ j 511A---0Reverse
Reverse ****I

'12A

Fig. 4.15. Error model for the S-parameter test structure of Fig. 4.14. Only the forward

and reverse load match, corrected for as shown in (4.5). contribute erros to the meas-
4 Ureea

where thef subscript indicates the drive signal is applied to the forward or input side of the

DUT. Similarly, with the drive signal applied to the reverse (output) side of the DUT,
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b 2r- S21a alr
224 (4.3)

blr- S 1 laair
a2,

Now, the equations for Slia can be substituted into the equation for SI2U, and vice versa,

and S22a can be substituted into the equation for S21a, and vice versa, to obtain equations

for the actual S-parameters in terms of the measured a and b values. The following de-

fined variables are then substituted for ratios of the a's and b's

Sii2 f S bl

alf
S21m -- b 2f S 22m =  (4.4)

alf a2,

ELf =  t E =

where the m subscript represents the measured values of the S-parameters, with no error

correction, and ELq and EL, are the forward and reverse load match, respectively. The re-

sulting error equations for electrooptic probing are

S I In- Et4S2 in S 2m
S n = 1-ELfELS21mS 12,

S 22 m - ElrS 2l m S 2m
I ' - EtfELS 2ln $ 2m

(4.5)

§21a S21M( 1 -ELS2mSl2m)
1- ELfELS2ImS12m

Sl2m(I-ELS21mSl 2m)
S12a= -ELIE&S21mSl2m

A5-52



~ji/ ~ N

* Fig. 4.16. Measured S II for a test structure consisting of a section of 35 Q CPW
transmission line 1600 ;an in length with 2500 pmn length sections of 50 Q~ CPW on its
input and output. The dashed-line circle is the theoretical S It for a 35 Q transmission
line.

Using this technique, the S-parameters of simple microwave test stuctures have been

measured. Figure 4.16 shows the measured S11I for a test structure consisting of a section
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of 35 Q CPW transmission line 1600Mum in length with 2500gm length sections of 50 f0
CPW on its input and output. The drive signal is applied to the input side, the probe beam

is scanned along the input and output sections of 50 Q line, the traveling waves are calcu-

lated, and S11, 9S21m , and Eq are determined. Then, the drive signal is applied to the

output side, the probe beam is scanned along the same sections of 50 fQ line, the traveling

waves are calculated, and S22, S12, , and EL, are determined. Finally, the corrected S-

parameters are calculated using (4.5).

This technique has several important features for S-parameter measurements. First,

the measurement is on-chip, with the phase reference points determined by the probe beam

position with respect to the DUT. Secondly, the technique requires no separate calibration

standards, such as precision 50 Q terminations, opens, and shorts required with conven-

tional network analyzers. The calibration standard by Which the S-parameters are defined

is the characteristic impedance Zo of the input and output transmission lines. The accuracy

and repeatability these lines, integrated into the IC fabrication, can be precisely controlled.

Finally, the optical system's bandwidth allows measurements into the millimeter-wave.

frequency range.

A disadvantage of this approach is the size of transmission lines required, which use
valuable space on the IC. Roughly an eighth of a wavelength is required to make a reason-

able measurement with the optical system's current level of (multiplicative) intensity noise.

Also, the intensity noise sets an effective directivity slightly more than 20 dB. Stabilizing

the laser intensity noise will improve the S-parameter measurement performance and allow

for measurements on shorter sections of transmission line.

4.3.3. Potential Mapping for Circuit Modeling

The optical probe can be used to map the vector potential on and around IC conductors.

For example, the magnitude and phase transverse to a microstrip transmission (Fig. 4.17)

shows the falloff from the conductor and a change in phase indicative of a non-TEM0 0

mode. The wavelength on a conductor can be directly measured, to characterize dispersion
or measure the change in wavelength between different waveguide modes, such as the even

and odd modes of CPW (4.131. One proposal was recently published [4.14] for field

mapping by varying the angle of incidence of the probe beam to obtain information allow-
ing calculation of the three-dimensional field. The experimental feasibility of this tech-

nique, however, remains to be demonstrated.
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Fig. 4.17. Tr'ansvers potetial measured on a GaAs microstrp at a drive Eireluency of 30

GIH. The magnitde shows die falloff in the potenial and the curvatur to the phase is

indicative of non-TEM mode ppagation.

4.3.4. Microwave Amplifiers

On GaAs microwave amplifiers and similar MMICs, the propagation of microwave signals
internal to the circuit can be measured. Figure 4.18 is a monolithic 2-18 GHz MESFET
distributed amplifier from Varian Research Labs [,4.15,16] with coplanar-waveguide
transmission line interconnects. In the distributed amplifier, a series of small transistors are
connected between two high-impedance transmission lines. The high-impedance lines and
the FET input and output capacitances together form a synthetic transmission lines of 50 0
characteristic impedance. Series stubs are used in the drain circuit, equalizing the phase
velocities of the two lines and providing some matching between the low impedance of the
output line and the higher output impedances of the FETs at high frequencies, peaing the
gain.

Measurements to better understand the circuit's operation includthe relative drive

levels to each FET as influenced by the loss and cutoff frequency of the synthetic gate line,

the small-signal voltage at the drain of each FET, and identification of signal saturation

leading to amplifier gain compression. Figure 4.19 shows the electroopticay measured
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small-signal gate voltages versus frequency for the CPW distributed amplifier. The rolloff
beyond 18 GHz is due to the cutoff frequency of the periodically-loaded gate line, the slow

rolloff with frequency is due to the gate line attenuation arising from the FET input

conductance, and the ripples with frequency are due to standing waves resulting from

mistermination of the gate line (the load resistance was not equal to the synthetic line's

characteristic impedance due to a fabrication variance).

Fig. 4.18. Distributed amplifier using coplanar waveguide transmission line inter-
connects [4.131. Photo courtesy of M. Riaziat, Varian Research Center.
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Fig. 4.19. Small-signal voltages on the coplanar 2-18 GHz distributed amplifier of Fig.

4.18, at the five gates and at the gate line termination resistor.

Figure 4.20 shows the voltage waveforms at drains 4 and 5 of a microstrip distributed

amplifier operated at 10 GHz and 7 dBm input power, the I dB gain compression point.
For this amplifier at frequencies above 5 GHz, gain saturation is predominantly from drain
saturation (i.e. reduction of Vdg the gate to drain voltage to the point where the drain end of

the channel is no longer pinched off) of the fourth and fifth FETs. Saturation at drive fre-

quencies as high as 21 GHz has been observed, as in Fig. 4.21.

4.3.5. Nonlinear Transmission Line

The capabilities of the electrooptic sampler are essential for measuring electrical signals

with less than 10 ps transients, because both its intrinsic time resolution, and its on-chip
probing capability to avoid the difficult problem of propagating picosecond signals from the

IC to coaxial connectors. In an ongoing research project in Ginzton Laboratories, GaAs

IC structures are being fabricated to generate picosecond switching signals [4.17]. The

structure consists of a transmission line periodically loaded with Schottky diodes from
center conductor to ground. The nonlinear, voltage-dependent capacitance of the diodes

creates a propagation velocity on the transmission line that depends on the signal voltage.

AS-57



"41

18 ps/div.

Fig. 4.20. Saturation at drains 4 and 5 of a microsurip distributed amplifier at a drive
frequency of 10 GHz and 7 dBm input power, the amplifes 1 dB compression point.

10 ps/div.

Fig. 4.21. Saturation at drain 3 of a microstrip distributed amplifier at 21 GHz drive
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With the diode polarity in the fabricated structures, more negative voltages travel at a

slower speed, so that the falltime of a negative voltage swing decreases as the signal

propagates down the line.

On the first such structure fabricated, consisting of 42 diodes uniformly separated by

160/pm on a CPW transmission line and fabricated with 10 pm design rules, signal fall-

times of 7.8 ps (Fig. 4.22) were measured with the electrooptic sampler and an falltime

compression factor of 3.7 (Fig. 4.23) was measured with two cascaded lines. The series

resistance of the shunt diodes was found to be the limiting factor in the signal falltime, and

a second design to reduce the diode resistance has generated faltimes of 5 ps. Further

scaling of the structure should allow for signal falltimes approaching one picosecond.

4.4. Summary

This chapter presented measurements made with the optical probe to characterize the

speed and response of a number of digital and analog IC's. A wide variety of circuit types,

such as ion-implanted MESFETs, MBE-grown MESFETs, MODFET's, and HBT's,

have been electrooptically probed.

On digital IC's, signal propagation delays and risetimes were measured on test circuits

such as inverter chains and frequency dividers. The propagation delays in the frequency

dividers were correlated to the circuits' maximum clock frequency operation. On a multi-
plexer circuit of medium-scale integration complexity, the multiplexed output signal and

timing of the 8-phase clock were measured. In addition to quantitative signal timing meas-
urements, the capability to measure time waveforms in order to verify large-signal

switching at internal nodes is an important feature for testing digital IC's at multi-gigahertz

clock rates.

For small-signal microwave measurements, a method to measure S-parameters was

described. One-port measurements of standing wave ratios to 40 GHz drive frequency and
initial measurements of the insertion loss of a simple microwave test structure were made.
On distributed amplifiers, the small-signal internal-node response was measured, allowing

observation of gate line cutoff, attenuation, and standing waves from a mismatched termi-

nation. Large-signal measurements were made on the distributed amplifiers to determine
their saturation mechanisms, and on nonlinear transmission lines to measure generation of
7.8 ps signal falltimes.
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Fig. 4.22. Shock-wave formation/falltime compression on the nonlinear transmission

line with a sinusoidal input waveform.
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Fig. 4.23. Shock-wave formation/falltime compression on two cascaded nonlinear

transmission lines.

A5-60



4.5. References for Chapter 4

4.1 S. Swierkowski, K. Mayeda, and C. McConaghy, "A sub-200 picosecond GaAs
sample-and-hold circuit for a multi-gigasample/second integrated circuit," Technical
Digest of the 1985 International Electron Devices Metting, pp. 272-275

4.2 M.J.W. Rodwell, K.J. Weingarten J.L. Freeman, and D.M. Bloom, "Gate
propagation delay and logic timing of GaAs integrated circuits measured by
electrooptic sampling," Elect. Lett., vol. 22, pp. 499-501, 1986

4.3 X.-C. Zhang and R. K. Jain, "Measurement of on-chip waveforms and pulse propa-
gation in digital GaAs integrated circuits by picosecond electro-optic sampling," Elec.
Lett., vol. 22, pp. 264-265, 1986

4.4 J.F. Jensen, .L.G. Salmon, D.S. Deakin, and M.J. Delaney, "Ultrahigh-speed GaAs
static frequency dividers," Technical Digest of the 1987 International Electron
Devices Meeting, pp. 476-479

4.5 J.F. Jensen, K.J. Weingarten, and D.M. Bloom, "Development of 18 GHz static
frequency dividers and their evaluation by electrooptic sampling," Picosecond
Electronics and Optoelectronics, New York: Springer-Verlag, 1987

4.6 J.F. Jensen, L.G. Salmon, D.S. Deakin, and M.J. Delaney, "26 GHz GaAs room-
temperature dynamic divider circuit," Proceedings of the 1987 GaAs IC Symposium,
Portland, Oregon, pp. 201-204

4.7 G.D. McCormack, A.G. Rode, and E.W. Strid, "A GaAs MSI 8-bit Multiplexer and
Demultiplexer," Proceedings of the 1982 GaAs IC Symposium, pp. 25-28

4.8 X.-C. Zhang, R.K. Jain, and R.M. Hickling, "Electrooptic sampling analysis of
timing patterns at critical internal nodes in GigaBit GaAs
multiplexers/demultiplexers," Picosecond Electronics and Optoelectronics, New
York: Springer-Verlag, 1987

4.9 K.C. Wang, P.M. Asbeck, D.L. Miller, and F.H. Eisen, "Voltage comparators
implemented with GaAs/(GaAI)As heterojunction bipolar transistors," Elect. Let.,
vol. 21, pp. 807-808, 1985

4.10 K.C. Wang, P.M. Asbeck, M.F. Chang, G.J. Sullivan, and D.L. Miller, "A 20 GHz
frequency divider implemented with heterojunction bipolar transistors," IEEE Elec.
Dev. Let., vol. EDL-8, pp. 383-385, 1987

4.11 R.E. Collins, Foundations of Microwave Engineering, New York: McGraw-Hill,
1966

4.12 K.J. Weingarten, M.J.W. Rodwell, J.L. Freeman, S.K. Diamond, and D.M.
Bloom, "Electrooptic sampling of gallium arsenide integrated circuits," Ultrafast
Phenomena V, ed. by G.R. Fleming and A.E. Siegman, Springer Ser. Chem. Phys.,
Vol. 46, New York:Springer-Verlag, 1986, pp. 98

A5-61



4.13 R. Majidi-Ahy, K.J. Weingarten, M. Riaziat, B.A. Auld, and D.M. Bloom,
"Electrooptic sampling measurement of coplanar waveguide (coupled slot line)
modes," Elect. Len., vol. 23, 1987

4.14 Y.H. Lo, M.C. Wu, Z.H. Zhu, S.Y. Wang, and S. Wang, "Proposal for three-
dimensional internal field mapping by cw electro-optic probing," Appl. Phys. Lett.,
vol. 50, pp. 1791-1793, 1987

4.15 M.J.W. Rodwell, M. Riaziat, K.J. Weingarten, B.A. Auld, and D.M. Bloom,
"Internal microwave propagation and distortion characteristics of travelling-wave
amplifiers studied by electro-optic sampling," IEEE Trans. Microwave Theory Tech.,
vol. MTT-34, pp. 1356-1362, 1986

4.16 G. Zdasiuk, M. Riaziat, R. LaRue, C. Yuen, and S. Bandy, "Enhanced performance
ultrabroadband distributed amplifiers," Picosecond Electronics and Optoelectronics,
New York: Springer-Verlag, 1987

4.17 M.J.W. Rodwell, "Picosecond electrical wavefront generation and picosecond
optoelectronic instrumentation," Ph.D. Thesis, Stanford University, Stanford, CA,
1987.

AS-62
U.S. GOVU0N1MP. PIINTIN OFIJCE. 1989-648-056


