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ABSTRACT

The gyrotron traveling-wave amplifier (GTWA) is investigated with

the purpose of developing the necessary analytical and numerical tools

to allow analysis of proposed device-based solutions to problems that

currently limit the usefulness of the device. These solutions involve a

fuller development of a scheme to increase the oscillation start current

by use of spatially located, frequency selective loss mechanisms. The

second problem considered is the narrow bandwidth of the cyclotron

resonance maser interaction. A reverse-injection scheme is discussed.

It is found that the available analytic techniques are severely limited

in their ability to analyze and simulate the proposed solutions, there-

fore indicating the need for the development of new tools.

A self-consistent large signal nonlinear theory of the GTWA for

TEmn modes, operating at arbitrary cyclotron harmonics in a circular

waveguide, is derived as a combination of a transmission line formula-

tion for the RF electromagnetic fields and a single particle trajectory

formulation for the electron beam. The general form for a coupling term

is presented, and the specific form for a circular waveguide is

derived. The theory is capable of analyzing the effects of the device-

based solutions.

The analytic theory is implemented into a computer simulation

code, producing a 9N + 2 order set of equations. The accuracy of the

code has been rigorously tested and verified with respect to internal

calculations and to published data. Excellent agreement between the

code described herein and previous work by Chulss and Fliflet24 has

-- -



been established in several different ways. Numerical analysis of the

conservation of energy has verified the coupling term to produce results

with a normalized error in total power rarely exceeding 0.85 percent.

The extensive verification testing has shown that the theory correctly

addresses conventional GTWA devices, while also making provision for

analysis of nonconventional designs not described by previous theories,

but indicated by current experimental work' and operational problems.

The code has been used to study the effects of detuning of both RF

and dc frequencies. It is found that the optimal magnetic field

detuning, for the tested design, occurs at approximately 96 percent of

the synchronous value, while RF detuning produces the greatest effici-

ency for tuning approximately 6 percent above the synchronous value.

The zero guiding center drift assumption is examined and found to not

always be valid. Specifically, it is found that a normalized drift of 8

percent (corresponding to a 6 percent decrease in linear coupling

strength) occurs for a TE0 3 mode operating at the 3rd cyclotron

harmonic.

- ii -
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I. INTRODUCTION AND EXPLANATION OF RESEARCH WORK

1.1 Introduction

This work is an investigation into techniques for improving the

operation of the gyrotron traveling-wave amplifier (GTWA). The GTWA was

conceived as a device capable of generating large amounts of radio-

frequency (RF) power over a relatively broad bandwidth in the millimeter

wavelength regime. This work will propose solutions to several of the

identified problems that currently prevent the GTWA from achieving the

anticipated results. The device has produced neither the bandwidth nor

the power levels, and this research described in this report has been an

attempt to address these two shortcomings.

These problems are examined and theoretical solutions are proposed

for each of the problems, which are closely related. In view of the

limited output of the GTWA, a new large signal theory has been developed

and applied to the gyrotron interaction under conditions that model

those present in the GTWA. The resulting computer code, AMINUS, has

been tested extensively against published data, from experimental

results, and results of other well-known researchers and institutions.

Preliminary results generated by AMINUS are helpful in illustrating the

saturation mechanism of the GTWA and in further validating the useful-

ness of this research effort.

The development of an explicit form allowing the expression of the

coupling of the elentron beam to the RF field has been central to this

work. This term, which may be expressed equally well in either the

cylindrical or the rectangular coordinate system, provides a method for



explicitly considering the impact of the electron beam on the RF field

mode injected into the device. Excellent results have been achieved

using the derived form of this coupling term as derived withln this

report.

By suitable selection of analytical approaches, the proposed

solutions may be investigated numerically under a broad range of operat-

ing conditions. The method chosen for the analysis of the RF fields

during the interaction allows the researcher to exert control over the

electrical characteristics of the interaction cavity without being

forced to approximate the impact of nonstandard waveguide configura-

tions. The ability to examine the operation of the GTWA under such

tightly controlled conditions has not previously existed to the knowl-

edge of the author.

1.2 Problems Addressed Within This Report

The two most significant limiting factors in the operation of GTWA

devices have been the occurrence of unwanted oscillations at beam cur-

rents that seriously limit the efficiency of the device, and the

extremely narrow bandwidth of the gyrotron interaction. These problems

have been recognized for some time, s
' '"' but have not been addressed

due, at least in part, to limitations in the available analytic

approaches. In this section, the problems are discussed in some

depth. The form of the proposed physical solutions discussed in Section

1.3 will lead directly to the model chosen for the RF electromagnetic

fields.

-2-



The problem of unwanted oscillation is a serious limitation to the

GTWA device because the onset of oscillation has been shown to be a

function of the beam current level. The efficiency of a GTWA device

scales as the cube root of the beam current. 1
7 Thus, the need for high

beam current is clear, and the severity of the limitation to low

currents is also clear. The oscillation problem is discussed in Section

5.2, with an emphasis on the proposed solution to the problem. Here the

problem itself will be discussed in further detail.

The previous analysis of the current at which the oscillations

start, Ist , was carried out via the use of a dimensionless form of the

dispersion relation, which was simplified by dropping a term which is

normally insignificant at device operating conditions."6 '''2 The

analysis of these oscillations has been carried out for three cases in

the article by Lau, et al.:49

1. A cold electron beam with a lossless waveguide.

2. A warm beam with a lossless waveguide.

3. A cold beam with a lossy waveguide.

In each of these three cases, an approximated dispersion relation was

derived. Wachtel" 9 also performed an analysis of these oscillation

tendencies, but from a different and less directly related perspec-

tive. These dispersion relations are found in Appendix F. The first

case is the only case considered in detail by Lau et al.

The difficulty in using the dispersion relation approach lies in

the assumed uniformity of the waveguide in the interaction region. The

electrical properties of the wavegulde are not easily adjustable for

simulation with the given analytical tool. Further, the dispersion

- 3 -



relation approach, which is an application of kinetic theory, describes

only linear behavior.

The predictions made by Lau are significant because they place a

cap on the current in the electron beam for which the GTWA will operate

under the convective instability. The results do show that Ist

increases when the magnetic fleld is tuned to a frequency below that

required for synchronism, which, as shown in Fig. 5.6 of Section 5.5,

corresponds also to the magnetic tuning for which the greatest saturated

efficiency is achieved in simulation runs.

Also, according to Lau, the frequency at which the oscillations

set in falls below the conventional waveguide cutoff frequency by a

small margin. This frequency value (normalized to cutoff) corresponds

to a relatively high efficiency interaction, as shown in Fig. 5.7 of

Section 5.5. This implies that significant interaction of the RF field

and the electron beam is taking place at a frequency below cutoff. This

is a serious problem for researchers due to the computational difficulty

in dealing with below-cutoff RF propagation. It is well known' that

the normal mode method of electromagnetic field representation fails in

cases where the analysis must include the classical cutoff point due to

normalization conventions.

Thus, the consideration of unwanted oscillation in GTWA devices

leads directly to two problems. The first is the lack of an analytic

theory for the consideration of lossy waveguide walls in which the loss

is not uniformly applied over the entire waveguide wall. The second

problem is the occurrenceof the oscillation below the waveguide cutoff

frequency.
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The problem of the narrow bandwidth of the GTWA has also been

considered previously, 4 and an experimental device was built at the

Naval Research Laboratory.6 This limitation is not an operational

problem, but is an application limiting problem. The specific need in

this case was for a simulation tool to allow detailed numerical studies

of the interaction in cavities altered In various ways for the purpose

of increasing the bandwidth. In order for a simulation code to be

designed and implemented, a large signal theory capable of dealing with

the interaction in the cavity was also required.

Thus, from the consideraion of the bandwidth problem, the two

specific needs which were identified were the need for a large signal

theory and its implementation into a useful simulation tool. These

needs are in addition to, but compatible with, the needs identified in

the consideration of the oscillation problem.

The identification of the third problem considered in this report

arose directly from the proposed solutions to the previous problems.

The consideration of this problem will point out shortcomings of previ-

ous theoretical analyses and limitations of previous simulation pro-

grams. Since understanding this problem is dependent on understanding

the proposed solutions, the discussion of the problem will be included

in Section 1.3 where the solutions are discussed.

The problems identified for investigation and included in this

report are:

1. Unwanted oscillations.

2. Narrow bandwidth.
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3. Limitations of the previously available theoretical and numer-

ical tools.

Research objectives related to each of these three problems are proposed

in the following section.

1.3 Identification of Objectives

This section presents a discussion of the proposed solutions to

the problems identified in the preceding section. The identification of

the solution to the device operating limitations will lead directly to

the theoretical and numerical research objectives which are identified

and discussed in the following section. For the mentioned problems in

Section 1.2, there are four identifiable objectives, including:

1. Proposal of feasible device oriented solutions to the limita-

tions discussed previously.

2. Construction of an analytical theory to describe the proposed

solutions.

3. Construction of a computer simulation code base on No. 2.

4. Verification of the simulation code for cases studied previ-

ously.

Each of these objectives is discussed in some depth here and form the

basis for one full section each in this report.

The first category of the objective consists of device oriented

solutions to the present problems with GTWA devices, as discussed in

Section 1.2. The effect of the solution for the oscillation problem as

measured by the gain and efficiency characteristics of the GTWA should

be as small as possible. The negative effect of the solution can be
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minimized by two means. First, the oscillation should be damped out by

some means before a large amount of the RF power is carried in the

unwanted oscillation mode. This will decrease the impact on efficiency

and gain by ensuring that the majority of the power given up by the beam

is coupled into an RF mode which will grow and optimize the gyrotron

interaction. Second, the solution should affect a very narrow frequency

band, so that RF power carried in nonoscillating modes will be rela-

tively unaffected. This calls for frequency selective loss, with a

narrow loss profile as a function of frequency. It is theoretically

possible to design a cavity4 filled with a high loss dielectric with a

sufficiently high Q factor that the loss pro.'ile can be forced to be

infinitesimally narrow.7 0 Practically, the presence of the lossy mate-

rial in the cavity will mean that the cutoff frequency is not as well

defined as is the case for an empty perfect waveguide. Thus, the con-

cept of an infinitesimally narrow loss profile, centered at the unwanted

oscillation frequency, is physically impossible, but the cavity would

still provide a very narrow loss profile. This cavity could be coupled

to tne interaction waveguide in the region where the oscillation mode is

beginning to have a linear gain, or in the case of a nonreflective mode

of oscillation, the cavity could be continuously coupled to the inter-

action waveguide. The cavity could be analyzed so as to include the

effects of the coupling slots in the resonant frequency calculations."0

A second method that is feasible is the use of a lossy coating on the

inner surface of the waveguide. A single layer coating can be made to

have a fairly narrow loss distribution as a function of frequency. 52

The third method for oscillation control would be to simply build the
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entire waveguide out of a dielectric material, such as carbon. This

method has been implemented and experimental results have been pub-

lished.? This solution is the simplest to implement, but the crudest in

its effect on the operation of the device. Lau"6 published figures

showing the impact of the ratio of the skin depth to the waveguide wall

radius. These curves are shown in Fig. 1.1. Figure 1.2 is a plot of

the skin depth versus the bandwidth of the amplification mechanism.

This figure clearly demonstrates the importance of a narrow bandwidth

loss mechanism, which is not the case for a cavity made of machined

graphite.

Further research on the influence of the normalized skin depth on

the frequency selectiveness of absorption is contained in Reference

39. The cases considered there do not relate as directly to the work at

hand, but they do address the concept of magnetic materials as a wave-

guide coating. In any case, all published research indicates that a

single thin layer of coating is preferable over a thick coating or a

waveguide constructed entirely of nonconductive material.

Thus, three methods have been proposed for realizing a solution to

the oscillation problem. The principle behind selecting the best of the

solutions is absorption of all RF power at the frequency of the unwanted

oscillation. The best solution seems to be the coupled cavity due to

the ease in construction of a filled cavity with a very specific

resonant frequency. Unfortunately, it also appears that the most desir-

able solution would be the most expensive to implement.

The proposed solution to the bandwidth problem was first suggested

by Lau.'4 The scheme would call for a reverse injection configuration,
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as discussed in Section 5.2. A device based on this principle has been

built 6 based on the limited analysis of Lau47 and Chu.2 1 The problem in

the design of a wideband device has been related to the injection of the

RF signal. Chu has proposed a side-wall injection acheme21 in which the

input signal would be injected into a rather complicated dual waveguide

system. This arrangement is shown in Fig. 1.3.

-,I-I. - SHORT

L TAPERED INTERACTION WAVEFTDRE

Fig. 1.3. Concept proposed by Chu, et al., for a wideband OTWA
device. Each of the channel filters would be designed
to provide a specific pass band. Alternate schemes
for the design and construction of the filter elements
were also proposed. (After Reference 21, Fig. 5.)
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This arrangement was not selected due to the complicated con-

structlon required and to the likelihood of the generation of spurious

competitive modes. Furthermore, it seems less likely for a constant

amplification to be attained over the range of frequencies described as

fl to fn in the figure for this configuration than for the simpler

structure proposed by Lau. The anticipated qualitative gain and band-

width characteristics are discussed at length in Section 5. The basis

of the scheme is similar to the scheme proposed by Lau, and is based on

the fact that propagating RF fields reflect when they encounter a region

in which they can not propagate. Lau's scheme is known as a reverse

injection GTWA, and is pictured in Fig. 1.4.

The problem then is not the basic analysis, nor in the lack of

potential solutions to the physical problem, but the lack of in-depth

analysis that can be accomplished by the presently available analytic

theories and simulation codes. Presently, it is known that a large part

of the interaction between the RF field and the electron beam occurs in

the region Zfl < z < Zco. It has not been possible previously to model

this interaction, rather the simulation has begun at the classical

cutoff point and proceeded through saturation. Given the amount of

interaction occurring in the unsimulated area, the shortcoming of this

method is apparent. There are other limitations to previous analytic

methods, which will be discussed In Section 1.4.

The second category of the objective is the construction of a

large signal analytic theory capable of accurately describing the inter-

action mechanics when the proposed solutions are included in the

device. Specifically, the derived theory should be self-consistent to
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Fig. 1.4. Schematic diagram of the reverse injection GTWA. The trans-
verse plane at zCo is the cutoff plane for perfect reflec-

tion. The wave will penetrate into the region Zfl < z < Zo ,
so that a wave launched at zf, will have the same apparent
starting point as the reflected wave.
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allow calculation in the large current regime where the presence of the

beam significantly alters the RF mode from its no current or low current

form. The theory should be capable of dealing with frequency selective

loss mechanisms in a straightforward manner. The theory should be

capable of describing the influence of a tapered magnetic field and/or a

tapered radius interaction region. The theory should also describe the

motion of the guiding centers, if it is determined that such motion is

significant to the interaction physics. The theory should also be able

to describe the gyrotron interaction at an arbitrary nonfundamental

cyclotron harmonic for any chosen RF mode. It is recognized that

several studies have concluded that TM modes do not have the needed

characteristics to allow efficient operation of a TM mode based gyro-

amplifer, 2
1'

2 2 thus, it is reasonable to specify that a TE theory be

derived.

The third category of objectives identified and dealt with in this

report is the implementation of the self-consistent large signal

analytic theory into a computer code to allow simulation of GTWA devices

for a large range of parameter values for a large numer of parameters.

This category would require the transformation of the analytic equations

to a form suitable for programming in FORTRAN. The computer code should

be sufficiently general so that the researcher has control over any

input parameter that would be dealt with in the design of a practical

GTWA interaction region, and capable of expressing any change in the

electrical characteristic as required by the proposed solutions dis-

cussed in previous paragraphs. Recognizing that various approximations

are available for special functions and in the derived analytic theory,
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the code should be able to compare the time-optimized results with the

results found without the benefit of any approximations.

The fourth and final category of the objective for this research

effort involves the exercise of the computer simulation code. The first

stage of usage should be the verification of accuracy of the code,

internally and against other published results where available. The

code should demonstrate good agreement with other accepted theoretical

approaches for the cases in which the other theories may be applied.

The code should then be applied to generate new results and understand-

ings.

These four categories of results: proposed solutions, analytic

theory, simulation code, and simulation results are described in Sec-

tions II, III, IV, and V, respectively. The process for reaching the

objectives, and some of the decisions made in the process are described

in the next section.

1.4 Process of Reaching Objectives

This section describes the processes involved in reaching the

objectives discussed in Section 1.2. The specific device oriented

solutions proposed in Section 1.2 are discussed further in Section

5.7. The purpose of this section will be the discussion of the develop-

ment of the analytic and numerical tools required to analyze and simu-

late the device oriented solutions. There are four distinct processes

involved:

1. Derivation of a large signal theory with, at least, the capa-

bilities discussed in the previous section.
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2. The numerical implementation of the theory derived in part

(1).

3. The verification of the results of the numerical implementa-

tion.

4. The generation of early results with the derived tools.

An additional focus of this section will be the identification of vari-

ous options available to the researcher for processes (1), (2), and

(3). The basis for the selections made will be discussed from the

perspective of the problems being considered in this report.

A self-consistent large signal theory for the GTWA must consist of

at least three individual pieces, and may consist of four or more

pieces. These pieces describe the RF electromagnetic field, the elec-

tron beam, and the influence of the beam on the RF fields. The

influence of the RF fields on the electron beam must also be included,

but that is usually accomplished with no additional labor. The possible

additional piece or pieces may include the equations required to con-

sider guiding center motion and variations in the dc magnetic field or

dual RF field input sources. The guiding center motion equations have

been derived for this work, in addition to the basic pieces mentioned

above. Each of these three portions of a large signal theory will be

described, and a discussion of the concept of "self-consistent" theories

will be included in the paragraph describing the influence of the beam

on the RF fields.

In the derivation of the large signal theory for the GTWA, it was

deemed important to achieve the greatest possible degree of consistency

between the portions of the theory describing the RF fields and the
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electron beam. Practically, this implies that the method chosen to

represent the RF fields in the field portion of the theory should also

be used to represent the fields in the electron trajectory equations

which describe mechanical motion of the electrons within the electron

beam. In this particular report, the choice of the field representation

scheme was dictated by the problems under consideration, which in turn

dictated the form of the trajectory equations as well. It may be

recalled from Section 1.3 that the required aspects of the field theory

are self-consistency and the ability to simulate the influence of:

frequency-selective loss mechanisms, tapered magnetic fields, tapered

interaction regions, nonfundamental cyclotron harmonics, and arbitrary

TE electromagnetic RF modes. Some of these recuirements also will

influence the selection of a particle theory as well.

In published works dealing with the analytic description of the RF

fields in GTWA devices, there are two principle methods of analysis

pursued by researchers. The first of these two methods is known as

kinetic theory, and is based on the solution of a linearized form of the

Vlasov equation, which is a collision-free form of the Boltzmann equa-

tion, which may be written as"'"2

3 f l -+ + + +
v rf qE + v o ) * Vpf1 = -qE + v x B1) f (1.1)

where fl Is the RF perturbed electron distribution function, Vp is the

Pel operator for momentum space, V is the Del operator for configura-r

tion space, and field quantities subscripted 0/1 are dc/RF components.

The study of the Boltzmann equation provides the basis for a large part
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of the field of plasma physics, and thus the kinetic theory is the

method of choice for plasma physicists. Kinetic theory, being based on

a linearized form of the equation describing the interaction mechanics,

produces linear results, which implies that the fundamentally nonlinear

process of saturation can not be studied by kinetic theory analysis.

The end product in a kinetic theory analysis is a dispersion relation of

the general form

D(w, k) = 0 (1.2)

and the analysis is performed by locating the various plasma instabili-

ties with their associated complex values of w and/or k.5 4 The disper-

sion relation used most often for this type of analysis is1 9

2 k2 x .n)4

c z r K
w Yo w mn

L2w k 2c2)B2: s LRL) R ( - k v)Qs(Ro R
-W -k- o si ) Z vzo

(1.3)

where v is a normalized current parameter, Kmn is a normalizatior con-

stant, Q is a relativistically corrected cyclotron frequency, kz is theSC

longitudinal propagation constant, Xmn is the nth zero of Jm(x) = 0 for

TM modes or J'(x) = 0 for TE modes. Quantities subscripted 0 refer to
m

initial values, and the functions Hsm and Qsm are given as
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Ham S [JR] (RL )] 2(1.41)

u2H smo L) + RL[J2.1 (R)JS HtC, _RL)J.(RL)

+ 1 (R2_( _)t I 12_+R.jR (1.5)

where R0 skm rot and RL = kmn rL. Equation 1.3 may be simplified and

written in dimensionless form as"

(2 T2-1 W-7 b)2 - c (1.6)

where the normalized quantities, signified by a bar, are defined as

- A W
W

k

mn

A zo

A vto
~to c

b A lC

~4vc 28 H
A to0sm

c Yr 2k w2
o w mn co
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where wCo is the waveguide cutoff frequency. This method of study

suffers from limitations required in order to find analytic solutions.

It is customary to find assumptions dealing with uniformity in waveguide

wall radius and wall electrical characteristics, either explicitly

stated or implicitly allowed in kinetic theory analyses. Kinetic theory

analysis does offer several significant advantages, although they do not

address the problems under consideration in this report.

The second method of field analysis is in the form of a wave equa-

tion for a longitudinal profile function, usually defined as F(z). The

basic equation for this type of analysis is"'

(2 t2) E 7 E J, t) + V (1.7)

t 2)] ,t atE

where p is the volume space-charge density. In this approach, the

electric field is modeled as a product of a transverse vector function

and a scalar function of z, which describes the longitudinal variation

of the field magnitude. The left-hand side of Eq. 1.7 may be expanded

into three terms, two of which describe tapered wall effects. It is

customary, however, for these terms tb be dropped (see, for example,

References 16 and 48), the Fourier transform theorem is applied, and

other approximations are made, so that the final form is
2 't2 8'6 4

+ k2) Fn(z) = jwP 0 f JtJr, W) • etn(r, w) ds (1.8)

where Jt (r, w) is the fundamental Fourier component of the ac current

density. This method of analysis is capable of dealing with taper, but
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not with nonideal waveguide walls. The result of the analysis is a

second order differential equation for F(z). Another strength of this

method is that it is usually employed in a self-consistent manner.

The two customary methods then are kinetic theory and a wave

equation approach that leads to a second order differential equation.

Neither method satisfies all of the objectives mentioned above.

The method of analysis chosen for this report is known as trans-

mission line field analysis. Transmission line field analysis has not

been applied to GTWA devices previously, and so provides a new method

for analysis of gyro devices providing decided advantages for the

researcher considering interaction regions with the type of special

features proposed in Section 1.3. The starting point for this method of

analysis is the two curl equations of Maxwell:

V x E = (1.9)

V x H = jWE + J (1.10)

These equations are separated into longitudinal and transverse parts,

and the field components are written in terms of two normalized basis

sets, as shown in Eqs. 1.11 and 1.12:

t= Vk(z, tek(r, t) (1.11)k

t = Ik(z, t) hk(r, t (1.12)
k
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After considerable manipulation (described in Section II), the result is

in the form

dV
d-z = ideal waveguide term + tapered wavegulde term

+ nonideal waveguide term (1.13)

dI

d = ideal wavegulde term + tapered waveguide term

+ nonideal wall waveguide term

+ beam~field coupling term (1.14)

where the terms labeled in Eqs. 1.13 and 1.14 are described in detail in

Section 2.5, and the quantitative equivalents to Eqs. 1.13 and 1.14 are

Eqs. 2.103 and 2.104.

A comparison of the various analytic approaches and the benefits

of each from the perspective of the specific problems at hand is in

order. The kinetic theory approach has a number of advantages over the

other two approaches. Bandwidth, velocity spread, and space charge may

be considered directly. The basic interaction physics are most avail-

able in the kinetic theory. The kinetic theory can not, however,

adequately treat the case of a tapered, nonideal wall. For ideal wave-

guides (i.e., wall radius constant and no loss in the walls), Eqs. 1.13

and 1.14 may be combined into the same form of solution that results

from the wave equation method of analysis described above, thus pointing

out that the transmission line formulation for the fields contains all

the information that may be found in the conventional application of the

wave equation method. The transmission line formulation yields two
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first order differential equations, which, practically speaking, are

simpler to solve numerically than a single second order equation. The

transmission line formulation, unlike either of the two other methods,

yields specific terms that represent the impact on the RF electromag-

netic fields due to tapered waveguide walls and/or electrically nonideal

walls.

A final and very significant advantage of the transmission line

formulation for the RF fields may be found by examining the coupling

terms offered by each method of analysis. The right-hand side of Eqs.

1.6 and 1.8, and the fourth right-hand side term of Eq. 1.14 are cou-

pling terms. They represent the impact of the electron beam on the RF

fields. The coupling term in Eq. 1.6 is based on the concept of

"smeared" charge, a concept which is discussed further in Section 2.6.

As such, it is felt by this researcher that the terms do not represent

the degree of accuracy that the forms given by Eqs. 1.8 and 1.14 do.

The wave equation and transmission line methods of analysis are very

closely related, since the wave equation is formed by substituting Eq.

1.10 into Eq. 1.9, and so it is not surprising that a common coupling

term is shared by the two methods.

Summarizing on the selection of a method for representation and

analysis of the RF electromagnetic fields, it has been found that no

analytic method previously applied to GTWA devices could adequately deal

with all the objectives discussed in Section 1.3. Therefore, the trans-

mission line formulation has been adopted. The points at which the

chosen formulation is superior to the alternative methods of analysis

are: capacity to represent tapered interaction regions, capacity to
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represent electrically nonideal waveguide walls, and a straightforward

beam-field coupling term. The derivation of the transmission line

formulation for the RF electromagnetic fields is found in Section II.

The second major component of the large signal theory is the

method chosen to represent the electron trajectories as the beam propa-

gates under the influence of both a dc magnetic field and an injected RF

electromagnetic field. As was mentioned above, it was deemed essential

that the field theory and the particle theory be as compatible as pos-

sible. Given the choice of the transmission line formulation for the RF

fields, it follows that the method used to represent the RF fields in

the particle theory must also be in the form of normalized basis func-

tions with expansion coefficients that represent the longitudinal

profile of the RF fields. The starting point for the particle theory is

the Lorentz force equation:
2
4

.ipI+ p Bo = -ej + B (1.15)
dt Ym Ym

The beam is modeled as in Fig. 3.2. The position of the ith electron at

time t is written as

x = X + rL. Cos (i.1 + i  )  (1.16)
1 1

Yi =  goi  rLi sin +ii + i) (1.17)

where
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B
=e oz (1.18)
m Yo

and 0 represents the perturbation to the dc orbit caused by the presence

of the RF electromagnetic field. The chosen method of proceeding from

this starting point produces a system of equations in which the dc and

RF contributions to the electron trajectories are clearly defined, as

are the contributions from a tapered magnetic field. This separation of

terms is helpful in verifying the accuracy of the various segments of

the numerical implementation of the analytic theory, as discussed in

Section 4.7. The guiding center formulation is formed by considering

the time derivative of Eqs. 1.16 and 1.17. The resulting equations from

the particle theory and guiding center motion analysis are Eqs. 3.76,

3.77, 3.78, 3.87, 3.88, and 3.97. The fields used in Eq. 1.15 are the

fields described by Eqs. 1.13 and 1.14, so that the changes in the RF

fields are allowed to produce changes in the forces the fields exert on

the moving electrons. The derivation of the electron trajectory formu-

lation is found in Section III.

The large signal theory is then composed of the transmission line

formulation for the RF fields and the electron and guiding center

trajectory equations described above. The theory is fully self-

consistent and nonlinear.

The numerical implementation of the analytic theory involves

several steps. The first step is the reduction of the equations into a

form specifically tailored to the chosen geometry, which is a general-

ized circular waveguide. This necessitates the transformation of the

trajectory equations so that all the equations are functions of a single
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independent variable. The beam-field coupling coefficient must also be

written in a geometry specific form. Since all the equations are

differential equations, a choice must be made of a numerical algorithm

for use In the integration of the system of equations, which, in its

final form, is of order 9N + 2. The selection process is described in

Section 4.5, and the algorithm finally selected was a custom written

form of the Gill implementation of the fourth order Runge-Kutta method

for solution of differential equations. The process of numerical

implementation of the analytic theory is discussed in detail in Sections

4.2 through 4.6.

The verification of the numerical code was undertaken in a series

of planned phases to insure that the basic structure of the code was

correct. There are three distinct phases to the verification. The

first phase involves testing the code for simplified cases, such as the

dc electron trajectory and the no-beam RF propagation testing. The next

level of verification involves checks on the internal consistency of the

code. For example, the two available methods of calculating the power

of the electron beam were tested and found to agree to within 0.01

percent. The final step in the verification process was performed by

running the code with input data taken from published journal articles

and comparing the results against those in the articles. As expected,

there is very close agreement with the published results. Results from

a number of authors were used, and the comparisons are found to be

excellent. This verified the ability of the theory to describe the

basic interaction mechanism of a GTWA. The discussion of the verifica-

tion of the numerical implementation is found in Section 4.7.
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With the accuracy of the code verified, the next process in reach-

ing the objectives outlined in Section 1.3 is the use of the code to

generate results, i.e., using the code to numerically simulate the

gyrotron interaction in the chosen geometry under various operating

conditions. The motion of the guiding center, neglected in some

theories and included in others, is discussed.

The capability to calculate the guiding center motion is included

in the large signal theory, as discussed above, but is implemented in

the numerical code in such a way that the user may fix the guiding

centers or allow them to drift by proper choice of input parameters. It

was found that the guiding centers do move for certain combinations of

mode and cyclotron harmonic number, while they do not for others. Thus,

it was concluded that a complete theory must have the capability to

allow the motion to occur, while a good numeric implementation will be

run-time optimizable for cases in which the motion is zero or inconse-

quential. The impact of variation of the other input parameters,

primarily in the form of RF frequency and magnetic field (cyclotron

frequency) detuning on the saturation efficiency and power gain, is

discussed and plotted. In determining the saturation efficiency, the

nonlinear aspect of the code is exercised, since, as mentioned previ-

ously, saturation is a nonlinear phenomenon. The results based on

numerical simulation and limitations on the use of the simulation code

are presented in Section 5.5.

In summary, the objectives set forth in Section 1.3 have been

attained by the steps discussed in Section 1.4. The proposed device-

based solutions have been investigated and the needed analytical and
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numerical tools have been developed. The needed large-signal nonlinear

theory has been derived as a combination of a transmission line formula-

tion for the RF electromagnetic fields and a single-particle electron

trajectory formulation. A guiding center analysis has been derived in a

fashion consistent with the two central pieces of the theory. Key

contributions of the transmission line formulation include a simple,

accurate beam-coupling term and separate terms describing the effects of

a physically tapered interaction region and electrically nonideal wave-

guide walls. The analytic analysis has been supplemented by a numerical

implementation, resulting in a simulation code capable of modeling the

device-based solutions. The code has been tested for accuracy and found

to provide excellent accuracy, internally and as compared to previously

published results. The code has been used to examine the effects of

various types of detuning from synchronous values, and to examine the

significance of guiding center drift. These various accomplishments

have satisfied the objectives set forth for this research effort. The

detailed analysis of the various aspects of the research may be found in

Sections II-V.

1.5 Summary of Results

This section presents a summary of the research results as found

in the following sections of the report. In Section II, a transmission

line formulation for the RF electromagnetic fields is derived. The

analysis begins by representing the RF fields as expansions in terms of

normalized basis sets and manipulation of Maxwell's curl relations for E

and H4. The final results of this analysis, in the form of two nonlinear
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first order differential equations, are found in Section 2.6, where the

terms required to analyze the simultaneous existence of tapered wave-

guide walls and electrically nonideal (i.e., lossy) walls in the inter-

action region of the waveguide are derived and explained. The general

form for a beam-field coupling term is also derived and presented, along

with the method of representing the electron beam by a "ring" of macro-

particles.

Section III presents a model for the electron beam, with the

various parameters defined and explained. The chosen beam model allows

the total RF effect on the trajectory to be represented in terms of a

single variable. The trajectories of the particles are then derived,

using the RF field forms derived in Section II in the trajectory equa-

tions. The analysis is specific to a circular geometry, but could

easily be adapted to rectangular geometry. An equation is derived for

the rate of change of the total or kinetic energy for each particle,

which allows the trajectory calculations to be verified concerning the

prediction of efficiency for a given particle.

Section IV describes the process involved in transforming the

analytic theory derived in Sections II and III into a simulation pro-

gram. The process of combining the equations describing the RF electro-

magnetic field and the electron beam into a single cohesive unit is

discussed. The final geometry specific form for the beam-field coupling

coefficient is derived for circular geometry. The choice of the inte-

gration algorithm is discussed, and a flow chart for the solution

process involved in the simulation code is presented. The final topic
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in this section deals with the process used to verify the accuracy of

the simulatlon code.

Section V contains a full discussion of the results of this

research effort. The device related solutions are discussed in detail,

and the analytic tools derived in Section II and III are discussed as

related to the device related solutions. The new beam-field coupling

term is discussed further as well. Numerical results dealing with the

minimum number of macroparticles and the effects of guiding center

motion are discussed. The results of several simulation studies are

presented. The variation of operation parameters from their synchronous

values is studied and presented graphically.

Section VI contains conclusions and recommendations for further

work. It is anticipated that a reasonable next step in the development

of analytic tools for the analysis of both oscillation problems and

narrow bandwidth problems will be in the form of an optimization code,

with the present simulation code as the function being optimized. With

this arrangement, it is anticipated that the oscillation start current

will be increased by proper selection of loss and taper profiles.

1.6 Special Features of This Report

This section notes some of the special features of this report.

The first special feature of note is the list of symbols beginning on

page x. All symbols used in the report collected there for the reader's

convenience.

The appendices are designed to stand alone. Each addresses a

specific need for further explanation of some topic found in the text.
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Appendix A contains several general vector relationships. These include

relationships between components of the rectangular and cylindrical

coordinate systems, vector product rules and expansions, and some inte-

gral rules for vector quantities.

Appendix B contains the derivation of a method for expressing a

two-component dc magnetic field in terms of a taper in the field. This

is utilized in Section III in the derivation of the trajectory equations

for electron motion in a tapered dc magnetic field.

Appendix C contains a detailed explanation of the use of Graf's

addition theorem for Bessel functions, which is often used and seldom

explained. The specific relationships between the angles involved in

the theorem and those used in the trajectory expressions are shown. The

application of Graf's theorem is followed in detail for one case, and

results for the various cases used in the report are listed in the

Appendix as well.

Appendix D contains a derivation of an expression for the ensemble

efficiency. This expression produces an efficiency value based on the

hot Y values, thus providing a method of comparison against the differ-

ential equation also predicting the value of the energy for each elec-

tron.

Appendix E contains the derivation of a key expression for the

transverse velocity. In the chosen form for the trajectory equations,

all transverse quantities are expressed in terms of a magnitude and

phase. The velocity vector components, vr and v., are written in terms

of a transverse velocity, vt, and a phase angle, a.
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Appendix F contains three dispersion relations derived in Refer-

ences 48 and 50. They describe the interaction of RF fields and

particles in three different physical configurations, all of which may

be represented and simulated by the theory derived within the report.
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II. TRANSMISSION LINE FORMULATION FOR THE RF FIELDS

2.1 Introduction

The transmission line type analysis for the electromagnetic fields

in a tapered nonideal wall waveguide is derived in this chapter. The

analysis that follows is exact; there are no approximations Involved in

the derivation of the transmission line equations. The fields are

expanded in terms of a complete set of normalized basis functions that

are built from solutions to the scalar wave equation. The expansion

coefficients used with the basis functions are closely related to the

longitudinal profile functions derived in other analysis techniques. In

the conventional transmission line analysis, these coefficients are

given the names "voltage" and "current." Thus, in the terminology of

transmission line theory, a voltage and current may be identified for

each RF electromagnetic mode. It will be found that the expansion and

normalizations used in the analysis are such that the equations may be

integrated through the cutoff region of a mode, a process not possible

in normal mode theory.

Tapers may be characterized as azimuthally symmetric or nonsym-

metric. The equations derived to deal with the effects of tapered walls

are in the form of line integrals around the contour enclosing a cross

section, and thus can accomodate nonsymmetric wall tapers. The actual

integrals are those defined by Solymar, and are unchanged by the pres-

ence of two types of nonuniformity in the waveguide.7 ' The equations

derived to deal with the presence of nonideal walls in the absence of
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taper must be modified, and this modification is presented. The modi-

fied equations reduce to Reiter's work for a zero taper angle.'3

In order for a self-consistent theory to be derived, it is neces-

sary that the magnitude of the electromagnetic field components be

dependent on the current and charge densities in the waveguide. The

beam-coupling term derived in detail in Section 2.6 expresses this field

dependence, using the electron beam as the source of the current and

charge. Modeling of various beam configurations is possible by proper

selection of phase space distribution functions. Space-charge forces

are neglected in the present work, as is the case in most major gyrotron

analyses.

Section 2.2 describes the geometry of a tapered general cylindri-

cal waveguide. Section 2.3 presents a definition of the normalized

basis functions used to expand a general RF electromagnetic field. The

transmission line analogy appears when the expansion coefficients for

the basis functions are named. The longitudinal components of the

fields are determined in terms of the basis functions and expansion

coefficients. Section 2.4 expands the expressions for the transverse

electric and magnetic fields given in Section 2.3 by the use of

Maxwell's curl relations. A general form of the transmission line

equations is derived, with terms present that may be used to represent

taper, nonideal walls, and the electron beam. The general equations are

reduced to address specific cases in Section 2.5. The final case con-

sidered yields equations capable of considering waveguides that are

nonuniform in cross section and in the material used to construct the

waveguide. The beam-field coupling term is analyzed in Section 2.6. A
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comparison of the theory chosen for the present work to the more common

theory is presented, and it is shown that the numerical implementation

of the two theories actually forces them to be more similar than they

appear. The concept of "rings" of electrons is discussed briefly.

2.2 Wavegulde Geometry

The geometry of a general tapered cylindrical waveguide will be

presented in this section. A circular cylindrical coordinate system

consisting of unit vectors, r, e, and z will be augmented by special

unit vectors arising from the geometry itself. Figure 2.1 illustrates

the basic waveguide geometry used throughout this paper.

Note that the tapered waveguide section depicted has a linear

taper, which is characterized by a constant value of eT over a length,

dz, of the waveguide. This is not a necessary requirement; rather, the

taper may be of an arbitrary nature, including the case of an azimu-

thally asymmetric taper profile, a practical example of which would be a

rectangular wavegulde tapered in a single transverse dimension. The

unit vector n is defined to be normal to the boundary of.S(z). The unit

vector t is defined as tangent to S(z) at the waveguide boundary. The

relationship of n and 9 to the circular cylindrical unit vectors r and

e may be seen by considering Fig. 2.1. For all values of eT, 9 = T, and

the z vectors are the same as well. For eT = 0, n = r, but for any

nonzero value of eT, a correction factor must be added to terms involv-

Ing n. This term will be derived in Section 2.5.
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A Waveguide wall

taper angle in n-z
plane

rw(z) ds z ds

Waveguide Wall

Fig. 2.1. General cylindrical tapered waveguide geometry used in field
equation model and derivation. Although drawn as a circular
cylindrical waveguide, the formulation is applicable to
rectangular waveguides as well. (After Reference 4.)

- 35 -



If a rectangular system were under consideration instead of the
a A

circular geometry relationships betwen x and y in the rectangular sys-

tem, n and £ would be. straightforward. For waveguide faces lying in

the y - z plane, n and x would share a relationship similar to that

between r and n in the cylindrical system, and y and 9 would share a

relationship similar to that between ; and 9 in the cylindrical sys-

tem. Similar analogies may be drawn for faces lying the in the x - z

plane.

For a reflective mode amplifier, the electron beam would travel in

the +z direction. The incident electromagnetic radiation would travel

in the -z direction, reflect within the interaction region, and be

amplified as it traveled in the +z direction. The field equations to be

derived in this section will calculate the change in the electromagnetic

field as it travels in the +z direction. This configuration is shown in

Fig. 1.4, and discussed further in Section V.

2.3 Definition of Normalized Basis Functions

The normalized basis functions are derived in this section. The

starting point for the derivation is the two-dimensional scalar differ-

ential equation known as the wave equation. The type of solution

desired, determined by the wavegulde and type of mode under considera-

tion, determines the boundary conditions which must be enforced in the

solution of the differential equation. The geometry of the waveguide in

which the electromagnetic fields propagate determines the coordinate

system in which the differential operators are expanded, and thus the
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actual mathematical functions composing the solution. The treatment

following closely follows Reference 4.

The derived normalized basis functions are then used to represent

the transverse electromagnetic fields in a transmission line formula-

tion. The formulation represents the transverse electric field and the

transverse magnetic field of each mode as the product of an expansion

coefficient and a normalized basis function. The total transverse

electric and total transverse magnetic fields are then represented as

the summation over all modes present. The relationship of the expansion

coefficients used herein to transmission line theory and to other

current field representation schemes is presented.

The two-dimensional transverse wave equation is

V m mn 2 0 (2.1)

where mn is a scalar function with a doubly infinite set of coeffici-

ents m and n. kmn is the transverse cutoff constant, and is the eigen-

value associated with mn and a cross section S(z). Because S(z) is a

function of z, both ipmn and kmn are implicit functions of z as well.

Variations of S with z will necessarily produce changes in both

mn and kmn.
2

The differential operator V is defined as the dot product
t

2 " (2.2)

where Vt is a part of the operator V given by
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- t + IZ (2.3)

and * is a scalar function. Expanding Eq. 2.2 in circular cylindrical

coordinates yields

The transverse part may be identified as the first two right-hand side

terms, so that

[ r + 1 (2.5)t r r aeJ

Substituting Eq. 2.5 into Eq. 2.2, and recalling

ar
-- r

and

yields

2 2a
1 (r a)+ L 2 (2.6)Sr 3r ( r) r2 ae 2

For transverse electric (TE) modes (characterized by Ez = 0), the

boundary condition is
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1 nwal -
(2.7)

and for transverse magnetic (TM) modes (characterlzed by Hz - 0), the

boundary condition is

*lwall ' 0 (2.8)

The work in this paper deals primarily with a TE right-hand circularly

polarized mode. This mode type and Eq. 2.7 yield the following solu-

tions for *mn'

mn = C mnJ m(k mnr) e-jme (2.9)

where

X1
mnk F mn (2.10)mn r z)

and x' is the nth zero of J'(x) = 0. rw(z) is the z dependent wall

mn m

radius, which again shows the implicit dependence of p on z. Cmn is a

normalization constant which will be evaluated below.

The normalized wave functions, en  n(J for TE modes are

defined2 , 16, 23
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- nn(r,) - -tn x Z - x z (2.11a)

h n rt ) M h n~r O) M "t *n -en x z (2.11b)

where the double index, mn, has been reduced to a single index. n, with

the doubly infinite sum being understood. With this convention, a

particular en and hn would be associated with a single mn' and a trans-

verse propagation constant written with the form in Eq. 2.10 may be

written as ktn.

The normalization chosen has special properties that will be

explained below. Normalization may be forced in terms of mn' en, or

h n . Normalization is achieved by integration of one of these functions

over transverse plane S(z), and evaluation of Cmn to satisfy

* k-2

I m) ds = kt 6 (2.12)fS(z) mntn mn

or

S(z) n  m ds hn • hn ds - 6mn (2.13)

where ds - dr r do in circular cylindrical coordinates, and 6 is themn

Dirac delta function defined by

1 m= n
6mn - (2.14)

0 m - n
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Substitution of Eq. 2.9 into Eq. 2.12, integration, and algebra yield

the following convenient general form for Cmn 6112

C _[.f rpn, 2/2j2 -1/2 (.5
Cmn m jj [Pn~(Pmn) - (pmn.- m Pn)j (215

where Pmn = x'n(xmn) for a TE (TM) mode, in which case the term involv-

ing J'(jm) is zero.

The waveguide boundary values expressed in terms of * in Eqs. 2.7

and 2.8 may be rewritten in terms of en and hn as4

en wal'wall h hall * 0 (2.16)

and (for TE modes only)

en * niwall = h n 'wall = - at (2.17)

These may be explicitly evaluated and verified by use of Eq. 2.11.

Equations 2.16 and 2.17 contain exactly the same information as Eqs. 2.7

expressed in terms of normalized basis functions and the tapered wave-

guide coordinate system shown in Fig. 2.1

With these definitions, the transverse components of the electric

and magnetic fields may now be written in the form presented in Section

I. The complex phasor forms of these field components are
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E trJ- Z Vk(Z, t) eklr,eJ (2.18a)
k

Ht+rJ - Z Ik(z, t) k(r,e) (2.18b)
k

V and I, in an analogy to conventional transmission line analysis, may

be called the voltage and current coefficients, respectively. Common

present practice in the development of equations describing the propaga-

tion of electromagnetic fields propagating in a waveguide is the defini-

tion of a longitudinal profile function F(z), which is normalized in

various ways. 1 2 2
4'

2 '1 ' 3 ' 6 '5  There are certain advantages to each

approach, although V and I serve essentially the same purpose as F(z).

A distinct advantage of the transmission line formulation used herein is

found in the method of evaluating the time average RF power in a partic-

ular mode.

Given the normalizations in Eqs. 2.13 and 2.17 may, in principle,

be solved for the expansion coefficients by evaluation of

V k f t Et( ) * * ) ds (2.19a)

= h r ) ds (2.19b)

S

In practice, this usually is not useful, since V and I are the dependent

variables in the transmission line formulation, and Et and Ht are

defined in terms of V and I.

The real time forms of the transverse fields are completed by

choosing a time dependence form, multiplying, and taking the real part,
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E r t) - Re{ V k ek exp (Jat)1 (2. 20a)

Htr' t) - Re Ix Ikhk exp Ciwt)} (2. 20b)

where w is the RF radian frequency.

The z component of the RF magnetic field, Bz, is found by con-

sidering two equations. The first of these is Maxwell's curl equation

for the time harmonic E, given by3"

-jWjH = V x E (2.21)

Separating the full curl relation into its longitudinal and transverse

parts, we substitute Eq. 2.18 into the longitudinal part to yield

-JwpHz z -t X (I Vnen) (2.22)

Using Eq. 2.1la to rewrite the normalized electric field function, and

expansion of the result yields

-jV4Hz V V 2 (2.23)
n

The scalar wave equation, Eq. 2.1, is rearranged to yield

2 2
t -tn n
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which is substituted into Eq. 2.22 to yield

H Vnk2  (2.25)
JW nwj n tn1'n

2.4. Derivation of General Transmission Line

Formulation for Electromagnetic Fields

In this section, the expressions describing the changes in V n and

In as the wave propagates down the waveguide are derived. The deriva-

tion closely follows the work of Baird4 and Johnson.3" The equations

derived are coupled nonlinear first-order differential equations. The

equations of the transmission line formulation are fully capable of

dealing with the effects of a general nonideal waveguide, and are

coupled to the electron beam by the inclusion of a current source term

arising from the curl equation for the magnetic field. The form of the

equations also allows consideration of an electromagnetic field composed

of more than one mode.

The transmission line equations are derived from Maxwell's curl

equations for time-harmonic electric and magnetic fields.'
7

V x E -jwuH (2.26a)

V X H = JWEE + J (2.26b)

These are separated into longitudinal and transverse parts using Eq.

2.3.
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Vt x Et" -JWUHz (2.27)

-Ht WE+ + 3 (2.28)

Vt x Ez + V x E t- -JW1Ht (2.29)

V+ V x Ht W jCE t + Jt (2.30)

The transmission line formulation comes from Eqs. 2.29 and 2.30. Com-

parison of Eq. 2.3 and Eq. 2.4 shows that

vzo 3- z (2.31)

Using Eq. 2.31 in Eqs. 2.29 and 2.30 and rearranging yields

^ B~t 4 -
z x - = -jcuH - V E x z (2.32)

z t t z

-9.

aH~ 
-9

z X i JWCE - VtHz x z + Jt (2.33)

Premultiplication by z and expansion of the resulting triple cross

products according to Eq. A.1 yields

9E t

z = Jwu.Ht x z- tE z (2.34)

DH ttSJW(z t - It + z x Jt (2.35)

- 45 -



Dot multiplication of Eq. 2.34 by en, and integration over S(z) yields

(a) (b) (C)
aEt  * **- ) 3z-  e e n ds- Jwp f (At x Z) • en ds- f ItEz • en ds

S(z) ZlS(z) s(z) ~z f

(2.36)

Dot multiplication of Eq. 2.35 by hn, and integration over S(z) yields

(a) (b) (c)

- t . h ds = jwt x H h ds - f h ds

az nS(z) t nS(z) n

(d)

+ J z x S) • h n ds (2.37)
S(z)

Each term in Eqs. 2.36 and 2.37 will be considered in detail in the

following analysis.

Terms (a) of Eqs. 2.36 and 2.37 are in the form of term (b) of Eq.

A.4 (Leibnetz rule for the z derivative of the integral of z dependent

variables over z dependent limits). Writing the equivalent terms (a),

(c), and (d) of Eq. A.4 yields for term (a) of Eq. 2.36.

(a) (b) (c)
4 -+*

3Et d Et dsn, e-- - "e ds - f E ds + f Et • n dsS(z) n S(z) S(z) Z

(d)

+ tan e E • e d. (2.38)
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The same process applied to term (a) of Eq. 2.37 yields

a- h t ds+ f -ds
S(z) S(z) S(z) aZ

I'4 4*
+ tan 6 H t h di (2.39)Tt n

Terms (b) of Eqs. 2.38 and 2.39 may be rewritten (using Eq. 2.17) as

dV

d f e* sneds = - - (2.40)
- S(z) t n dz

dld " h ds = - (2.41)
d z t S(z) t n dz

Term (b) of Eqs. 2.36 and 2.37 may be rewritten (using Eqs. A.2,

2.11, and 2.17) as

( H x e ds =jJ • z x en dsS(z) nS(z)n

= JW1J • h ds
S(z) nt

= jWjI n  (2.42)

and
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iw J~ z) t ds - -Jw f E x z - h ds

Sf Wt *

= JWE f•WE e nds
S(z) ds

Sj WeV (2.43)

The first temptation upon consideration of term (c) of Eq. 2.36 is

to drop the term because TE modes are being considered, implying Ez is

equal to zero. This would indeed be the case for an ideal waveguide.

However, for nonideal waveguides, this term is not zero in general, and

will be shown to provide for perturbations in the electromagnetic fields

due to resistive walls (i.e., walls with non-infinite conductivity

values).

The significance of this term may be seen by considering the

concept of skin depth. The skin depth, 5, is derived as the depth of

penetration by a normally incident plane wave at which the magnitude is

1/lel times the incident magnitude.3 7'1' Since all real conductors have

conductivity, a, less than infinity, the fields penetrate into the

conductor a short distance. The boundary conditions cited in Eqs. 2.7

and 2.8 are an approximation based on an infinite conductivity. The

relationships expressing the exact field forms are quite complicated,

and cannot in general be solved in closed form. Lee, Lee, and Chuang5 2

have published a numerical technique for calculating the field distribu-

tion of RF modes in waveguides coated with dielectric and magnetic

materials. Study of their results shows that they are in agreement with

Konopinski"4 and Johnson3  in stating that, at microwave frequencies,
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the skin effect due to metallic conductors is minimal but nonzero. For

RF modes operating near cutoff, the approximation of the waveguide

fields by a plane wave is a good one, as revealed by the bouncing wave

picture of wave propagation.2 9 As the operating frequency departs from

cutoff, the approximation decreases in aucuracy, but still adequately

represents the loss of power. The power loss may be shown to be propor-

tionate to the magnitude of IBz 2, I which implies that the z component

of the RF magnetic field should be carried by the trajectory equations

in order to correctly represent the loss to resistive walls.

One of the strengths of the transmission line formulation 1F in

its ability to represent complex waveguides by an expansion of cold

ideal waveguide basis functions. This is especially advantageous for

microwave tube analysis because practical conductivity values produce

very minor changes in the transverse mode pattern; the principle impact

of a resistive wall being an energy or amplitude effect as opposed to a

mode or distribution pattern effect for the lower order modes used in

most devices.4 9 The term under consideration represents a perturbation

from ideal waveguide conditions due to resistive walls.

As mentioned in Section I, an important application goal for the

model presented in this work is the consideration of frequency selective

loss configurations and their potential for increasing the oscillation

start current in gyrotron traveling-wave amplifiers. Given this objec-

tive, the term under consideration is especially significant in this

analysis.
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This term may be expanded by use of Eqs. 2.11, A.2, and A.11,

Sfz tE * e dsu-f tEz .4 , - _Z ds

f V *E eE V ZVs - ds
z t nS~ztn

- h n i d• (2.44)

The integral in Eq. 2.'44 is a line integral of d9., where Z. is the con-

tour surrounding S(z) (see Fig. 2.2), thus the radial variables are

evaluated at the wall radius rw (z). Under these conditions, Eqs. 2.17

and 2.18 allow this integral to be rewritten as

f I E * e ds= E d d

S~)- n Ez  •z£d9

- - Ehe * n d9 (2.45)
nn

TeiTera (cno Eq. 2.37 msay bie evlutera by relain where sing teqo

2.11, and using Green's theorem (Eq. A.6) to expand the result,

-vf alae tH l ra ds f -(Z) VtHer t nd ds

S~z ~ z nSz

-*. dz' H ds (2.46)
2. 3n f S(ez tn
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The first right-hand side term of Eq. 2.46 may be shown to equal zero by

use of Eq. 2.17. The second right-hand side term may be rewritten

(using Eqs. 2.1, 2.27, and A.2) as

(a)
222 * -Ttnf ; * *

- f HV t*n ds = - S(z " t x Et  n ds
S(z) zJUS(z)n

(b) (c)

k2 k2
tn * + ts f I-- ~
J S(z) tx ntJ S(z)E t •d

(2.47)

Term (b) of Eq. 2.47 may be rewritten (using Stoke's theorem, Eq. A.8)

as

k2 k2
tn it x ds tn .48).--- fx n Et • ds U n.=- E n t * dt (2 . 8

Like the analysis of term (b) of Eq. 2.36, comparison of this

results with boundary values (Eq. 2.16) could also tempt one to drop

this term. Eq. 2.48 is zero for ideal waveguide walls, but is, in

general, nonzero for nonideal waveguide walls for the same reasons as

stated for term (b) of Eq. 2.36. Consideration of Fig. 2.1 shows that

Eq. 2.48 yields a term proportional to Ee .  Ee is very important in the

gyrotron interaction for two reasons. E produces the dominant effect

on the electron trajectories, especially for electrons with axis-

encircling trajectories, thus any perturbation of E must be consid-

ered.10  Also, the energy stored in the RF field has been shown to be
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proportional to E., so that any effect on E. is an effect on the primary

energy storing component of the RF electromagnetic field. 17

Term (c) of Eq. 2.47 may be rewritten (using Eqs. 2.11, A.2, 2.18,

and 2.19) as

k2  k2ttn +t tn +
f n E ds Vt n x Et z dsJ W1 S W tz) W

k 
2

tn zxVt *E ds
" fs(z) t n t

e ds

J i S(z) n

k2
tn (2.49)

JV n

Thus, term (c) of Eq. 2.37 may be replaced by Eqs. 2.48 and 2.49.

Term (d) of Eq. 2.37 may be rewritten (using Fig. 1 and Eqs. A.2

and 2.11) as

f4 * f * ^ 4t

z x J h ds5 h x z J ds
SWz) n S(z) n

t 4t *
f • * e ds (2.50)
S(z) t n

This term represents the presence of a source producing a vector current

density Jt in S(z). For gyrotrons (and other microwave tubes as well),

this current source is the electron beam, and Eq. 2.50 represents the

coupling of the electron beam to the RF electromagnetic fields. It is

this term which produces self-consistency in the transmission line
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formulation. This term has exactly the same form as found by Johnson"'

and Baird.'

Upon collection of Eqs. 2.38, 2.40, 2.42, and 2.45, Eq. 2.36 may

be rewritten as

dV 3e
E nds + tan eTEt  e dtdz S(z) t az T n

= jwjI n - Ez en • n di (2.51)

Upon collection of Eqs. 2.39, 2.41, 2.43, 2.48, 2.49, and 2.50, Eqs.

2.37 may be rewritten as

dI ah

-- f H t - ds + tan TH t *h dS(z) t dz T

k2  k2

jWE *4 4nZ tn V + ~ f i
.-ne ds (2.52)

SJEVn - I z £nt j n S(z) t n

Equations 2.51 and 2.52 may be rearranged to give the transmission

line equations for the RF electromagnetic fields. First, the longi-

tudinal propagation constant, kz, is defined as

2 A 2 2 =2 ,2k UMe- = - t  (2.53
z t t

Second, the wave impedance, Zn, is defined for the primary fields E and

H as'
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Zn (2.54)

It would be possible to perform exactly the same treatment as presented

here using E and B as the primary fields. This analysis would result in

a different value for the expansion coefficients for the magnetic field

(the In values). Also, since ktn is an implicit function of z, both kz

and Zn are implicit functions of z as well. The two right-hand side

terms of Eq. 2.51 involving Vn may be combined into a single term (using

Eqs. 2.52 and 2.53) and written as

ktt

jEVn + . n = - Vn

1 (2 2)

-J - kt  v

k
= zv (2.55)

wp n

The single term of Eq. 2.50 involving In may be rewritten by a similar

process. With these definitions, Eqs. 2.51 and 2.52 may be rearranged

to yield the following general form of the transmission line formulation

for the electromagnetic fields,

(a) (b) (c) (d) (e)

dV aen_ E r- 'n B ~ n*  ; • n d
.-jk Z I + E * ds + tanaE e dt + e E. ni7znn ()t azT t n iEz4nS(z)

(2.56)
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(a) (b) (C) (d)

dI k 3h
j _I V + H t• ds + tan eTHt hn d

n S(z) t

(e) f)
k 
2

.t* - f it e ds (2.57)
nt S(z)

Equations 2.56 and 2.57 describe the propagation of a TE mode down

a waveguide by providing analytic expressions for the z derivatives of

the voltage and current coefficients, Vn and In$ which may also be

thought of as longitudinal profile functions. These general equations

will be adapted in the next section to allow simultaneous consideration

of resistive and tapered walls in the propagation (and interaction)

region.

2.5 Preparation of Transmission Line Equations for
Analysis of Tapered Nonideal Waveguides

In this section, the general transmission line equations (Eqs.

2.56 and 2.57) derived in Section 2.4 are adapted to consider tapered

nonideal walls. This derivation proceeds in three steps and allows for

analytic comparison of the derived equations with previously published

results. The derivation proceeds by considering the equations needed

for tapered and nonideal walls separately, and then moving to the case

where both types of nonuniformity are present in a single cross section

of waveguide. As was noted in previous sections, this transmission line

type analysis closely follows Baird's work,4 who expanded on Johnson,'7

Reiter,63 and Solymar.71 The beamfleld coupling term (term (f), Eq.
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2.57) does not change form in this analysis and so will not be carried

in this section.

The first case to be considered will be a tapered perfectly con-

ducting (i.e., a - ) waveguide. For this case, Ez - -tan (eT)En and E -

0. With these substitution terms, (d) and (e) of Eq. 2.4.31 cancel each

other completely. Term (e) of Eq. 2.57 is zero because it involves an

integration of EV.

Term (c) of Eq. 2.4.31 is expanded using Eq. 2.18a and written as

Be Be n
f Et z ds= f • k - -ds

S(z) S(z) k

BenVk e n ds
k S(z) k -d

- Tkn Vk  (2.58)
k

where

e

Tkn A z)k 3z ds (2.59)

Tkn is a voltage coupling coefficient and represents the coupling of the

7kth mode to the nth mode due to a waveguide wall taper, e T . Each

single indice represents a separate mode, and modes may vary from one

anoth-er in any one (or more) of three ways: (l) boundary condition

(mode type), (2) radial variation, and (3) azimuthal variation.

Terms (c) and (d) of Eq. 2.57 may be written as a single term of

the form (using Eq. 2.186)
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h

Ht -- ds + tan eT Ht * h n  dt
S (z) tT(

4*Ik  h -2 "s + tan e h d*

k k S(z) h *t T ik )

(2.60)

The right-hand side is in the form of the sum of terms (c) and (d) of

Eq. A.4 (Leibnetz' rule). Writing the full expression yields

d Mk ;h nh
h h ds = fS(z) hz hn ds + h dsS(z) k -z

t4 +*
+ tan T h k h d i (2.61)

The left-hand side is the z derivative of Eq. 2.13, which is zero, so

that terms (c) and (d) of Eq. 2.57 may be written 
in a single expression

4*

_+ M +4 r h k 4

Ht  • a -ds + tan T t " = - k J- • h ds

S(z) Z k S(z)

(2.62)

The right-hand side may be rewritten (using Eqs. 2.11 and A.3) as
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-k ; "h ds I (z X e • X e ds
k S(z) ah n d k f S() z k n)

k S z) = - () x e n  ds

ek 4,,

k S(z) + z d)

Tnk Ik  (2.63)

where

T nk 3 e nds (2.64)
s(z)

Tnk is a current coupling coefficient and represents the coupling of the

kth mode to the nth mode due to a waveguide taper, 6 T . With these

results, Eqs. 2.56 and 2.57, when applied to a tapered ideal wall wave-

guide, may be written as
4 26P6 2

dV
• -jkzZn n + I Tkn Vn  (2.65)

dl kdn- Jn V n  Tnk I k  (2.66)

ni k
*

Solymar showed that Tkn and Tnk could be expressed as line inte-

grals around the contour surrounding S(z). Four cases may be considered

for the types of modes involved in the coupling represented by Tkn
*

and T nk Following the notation of Baird 4 and Solymar71 "[ ]" signifies
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a TE mode, and ()"signifies a TM mode. Solymar's results in each

case are: 7 1

TM to TE Coupling

Ttan (0 ap(k) '*n dt (2.67)

TE to TM Coupling

T =r][] 0 (2.68)

TE to TE Coupling

ktn ktk

k2 a2*

T = tk - tan (eT [1]P di (2.69)

k =n k tk(self-coupling)

T,.[ = .-1 tan (eT 12n dt (2.70)

TM to TM Coupling

k 2k

tn tk

T 2 tan (a di (2.71)~(

(k)(n) kt -k 2 T 3n n di(.1
tk tn
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ktn= ktk (self-coupling)

T = - . tan (eT) di (2.72)

The current coupling coefficients, Tnk, may be found from Eqs.

2.67-2.72 by interchanging mode indices n and k, and taking the complex

conjugate. The use of Eqs. 2.67-2.72 in Eqs. 2.65 and 2.66 allows the

calculation of dVn/dZ and dln/dz in a tapered ideal waveguide.

The second case to be considered is the nontapered (i.e., eT

sin (eT) . tan (eT) = o), nonideal wall waveguide. For this case, all

terms proportional to tan (e ) or L are zero. This leaves terms (a),
T a

(b), and (c) from Eq. 2.56 and terms (a), (b), and (e) from Eq. 2.57.

Under these conditions, the transmission line equations may be written

as

dVnn" n+ E en n di (2.73)

k 
k2

dlztnt *
dz J 2 Vn + t nE di (2.74)

As noted before, the present analysis deals only with the changes in the

voltage and current coefficients of a TE mode.

The coupling terms remaining are exactly those found by Johnson3'

and Baird." The terms are written as line integrals, meaning that the

components will be evaluated with radial values of rw(z). A nonideal

wall relationship between the components of E and H parallel to the wall

and evaluated at the wall is'
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E - H x n) (2.75)

where

- + j(2.76)
w 6

and

-- (2.77)

Zw is the wall impedance and has the same function as resistance (except

that it is complex) in a dc conductor. Thus, Zw is a measure of the

loss caused by the propagation of electromagnetic fields (in the form of

currents) in the waveguide wall. 6 is the skin depth, discussed quali-

tatively in Section 2.4, and a is the conductivity of the surface mate-

rial. Subscript "p" signifies the field components parallel to the wall

at r = rw(z). Using Eq. 2.75, the electric field components are written

as

Ez + E -Z Zw (Hz + H xn

- Z (H .Z - H zZ (2.78)

The longitudinal component of E may then be written (using Eq. 2.18) as

E = -Zw HzEz -- -wH

- -Zw  khk • 2. (2.79)
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The transverse parallel component of E, Et, may be written (using Eqs.

2.18 and 2.27) as

Et w z

Sw

= - k 'Vk  • Vt  x ek) (2.80)

The vector product may be reduced using Eqs. A.!, 2.11, and 2.1, so that

Eq. 2.80 may be written as

w 2
SVkktkk (2.81)

1 jW4 k kt

Equation 2.79 yields a value for Ez, which may be substituted into

Eqs. 2.73 to yield

dV
__2n. -j ZZ Ik(hk ( £J Ie n * n) d£dz- z n zn -twInk

(c)

- Z - .r•) de, (2.82)
-jzZnIn - z Z(h* n)

k z

Term (c) of Eq. 2.82 may be rewritten for TE modes (using Eq. 2.17) as

*

dV
TZ-n -jkZ I I k k z dt (2.83)
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Equation 2.81 yields a value of EL, which may be substituted into

Eq. 2.74 to yield

dI jk + [ Z k 2  ] dz ]ndz - -n+ p n ktk IVk~k  d

or

dl k k2 k2n tn tk

dz - j Z Vn 2 2 Vk Zwnk dt (2.84)
nk £

Two new coupling coefficients are defined as

*z L 3 k a~n d

Znk~A~~ 1£-a d (2.85)
nk jk w a9 9

and

2,2
k 2*Al1 ktntk Z *pdQ--A 1Zw tn j dZ (2.86)

nk jk n k (2.86)

Both coefficients are defined in a form similar to but slightly

different from those defined by Baird.4 Equations 2.83 and 2.84 corre-

spond to coupling coefficients of the same name (but again of slightly

different form) found by Johnson.17  The variation from previous defini-

tions was chosen to represent the fact that the Zw may be a function of

azimuthal location on the wavegulde wall. Znk is a current coupling

coefficient, and Ynk is a voltage coupling coefficient, where the nature

of each is identified by the coefficient (I or V) by which it is multi-

plied in Eq. 2.84 (2.83). These coefficients represent the strength of
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the nonideal wall induced coupling from the mode under consideration,

the nth mode, to all other TE modes, represented by the sum over k.

Using Eqs. 2.85 and 2.86 in Eqs. 2.83 and 2.84, the transmission line

equations for this case are4'
3'

dV
n k z n - k I (2.87)= - Jznn knk~k

dI k

n T k nk (2.88)
n k

The final case to be considered deals with a tapered nonideal wall

waveguide. This analysis produces the final form for the transmission

line equations. The geometry remains that is shown in Fig. 2.1, which

may be realized by cylindrical geometry (circular waveguide) or rec-

tangular geometry (rectangular waveguide).

Previously, the geometry of the waveguide has been represented in

terms of geometry based unit vectors n, Z, and z, which have apparent

relationships to r, 6, and z, the cylindrical coordinate unit vectors.

In this analysis, the explicit relationship, the relationships are

expressed via a rotation of angle 0 T about 9. It is recognized that

this leaves the Z, e relationship unchanged, as well as the respective

components of the electromagnetic fields. The rotated coordinates are

primed, anl the nonrotated coordinates are unprimed and may be repre-

sented as"
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E cos T  0 sin 8 Enn T T n

E E z 0 1 0 (2.89)

Ez -sinT 0 cos T Ez

and

H cos e 0 sin T  HI
siT OT Hn

H= H - 0 1 H' (2.90)

Hz i -sin 8T 0 cos eT j HT
z

This rotation about Z is shown in Fig. 2.2, which is a modification of

Fig. 2.1.

Equation 2.75 may also be used in the prime systpn to relate E'PH'H

and H',

Sx n) (2.91)p w p

Recalling Eq. 2.1 and using Eq. 2.91 to expand Eq. 2.89 yields ,,and

oting that H = H, for a rotation about 9j,

E - E' cos e. - Z H sin e
n n i w T

- = Z H'
2. w z

E = - E' sin e - ZwH cos e (2.92)
z n T w Z T



A, tn

A,

Fig.2.2 Diaramof aperd wvegude howng cmpoe ~z
resutin fro roatio of6T rdiasabut .
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Equation 2.92 may be separated into components normal to and in the

plane of the waveguide wall. The normal components will be referred to

by superscript "ill for "ideal wall," and the parallel components will be

referred to as "ni"l for "nonideal wall." Equation 2.92 may be written

as

Ei Eni E' cos 8 -Z H sin 0
n n n T w T

i niE= E + E =0 + Z HI (2.93)z. z w z

E E n -E' sin T  -Z H cos 0
z z n T T

Again using the relation E= -tan(OT) En, terms (d) and (e) of Eq.

2.56 cancel as in the case of the ideal tapered wavegulde. Observing

from Fig. 2.2 that E = Enn, it is apparent that term (e) of Eq. 2.57n n

has no contribution from E . Terms (d) and (e) of Eq. 2.57 and term (c)

of Eq. 2.56 were reduced to single term expressions dependent only on

the transverse structure of H or E. These terms will remain unaltered

by the analysis at hand. Equations 2.56 and 2.57 may then be rewritten

as

(d) (e)

dVn + tan 0T  nt *

dz z I + E*n (ed--z- T z n n Tkn tan T z n

dI k 2
n - tn k

- k W1 n t ) (2.95)
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The remaining portions of terms (d) and (e) of Eq. 2.94 and term

(d) of Eq. 2.95 may be rewritten by expressing the nonideal electric

field components in terms of the nonrotated field components given in

Eq. 2.93, and expanding the results in terms of the normalized field

functions. Terms (d) and (e) of Eq. 2.94 may be rewritten (using Eq.

2.16) as

ta + nt. eT n  [

-an OT E~e * en) + Ezi~ ( e n n
[ T n T n 9i O n tan e T E 

e
n • d+E

e + E en  -Id
[tnO n n n z n n

=- w tan OTsin OT H,,+ coO •* ̂dt

- z (sin 8T tan 8T + os e T)(en H d

- - C (e. n)H9
w '-h . H.d

-- Z C T n t

os e • H£ d£ L~u

k- ---co T\•

k . ze 9.

= C-osI w hk • hn  n dt

- Jk Znklk (2. 96)
k

- 68 -

-- ~~~~~ ~ T- km *•m•m nmiim mmimiili rniE l I l



where

Z w  a* k .a k

Znk , k- Z cos eT at at di (2.97)

Equation 2.97 differs from the value derived for the nontapered

case (see Eq. 2.85) by the factor (cos e T )-l .  Equation 2.97 deals with

the general case of current coupling from the kth mode to the nth mode

induced by waveguide taper, and thus replaces Eq. 2.35.

The remaining portion of term (d) of Eq. 2.95 may be dealt with in

a similar fashion, yielding

k2
tn * (-ni "d tnr *Eni

-E t = j-- nE d£jw , nlt Jw1I ni

k
2tn

JJ Z~ HI dt (2.98)

Equation 2.90 may be inverted, so that the rotated (primed) coordinate

system field components are expressed in terms of the nonrotated com-

ponents. This yields

H'= H sin a + H cos eT (2.99)
z n T z

Substitution of Eq. 2.99 into Eq. 2.98 yields

k 2  k2

t 2. I n • dt n (sin eT H cos T Hz ) dZ (2.100)

Hn may be expanded using Eq. 2.18, and the resulting line integral can

be shown to be zero using Eq. 2.16. Using this result and Eq. 2.25, Eq.
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2.100 may be rewritten as

k2 k2
tn **ni d tn 2 * 1c i]' n EKt I' diw*n [s T Vk kk~k]d

2  2
_t k I C s edS 2 tk 2 k k Z w T n k

Jk I YnkVk (2.101)
k

where

2 k2
Ynk tn tk2 Zw Cos T n d (2.102)

as defined by Eq. 2.102 differs from the nontaper case by cos(e T,

and being more general, replaces Eq. 2.86.

The transmission line equations may now be rewritten (using Eqs.

2.56, 2.57, 2.62, 2.63, 2.96, and 2.102) as

dV
n

- = jk Z I + I T V, + Jk Z nkI k  (2.103)
k k

dz -Jz n n kTkn k k k

(e)
dI - -*

dz - Vn - nk k - Jk nkVk en ds (2.104)
n kk S(z)

Equations 2.103 and 2.104 are the final general analytic form for

the transmission line equations. In this form, the formulation can

analyze the offects of nonideal tapered walls. The Tkn (T nk) coeffici-

ents are defined in Eq. 2.59 (2.63) with Solymar's line integral formu-

lations presented In Eqs. 2.67-2.72. The beam-field coupling term has

not changed from the form presented in Section 2.4.
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2.6 The Beam-Field Coupling Term

In this section, the beam-field coupling term will be further

analyzed, and a method for representation of electrical charge pre-

sented. The two methods of gyrotron analysis are considered to deter-

mine how the beam is included in the theory derived. The standard

method for representing the charge in the beam is presented, and a

method for treating the charge as a sum of individual charge carrying

points is presented, and the advantages of this technique are discussed.

A brief analysis of the two most used theoretical approaches to

gyrotron analysis shows that the two involve the same type calculations

for the beam-field coupling mechanism. In each case, a distribution

function is calculated or built based on the chosen beam model, and then

used in an integral similar to term (e) in Eq. 2.104. The kinetic

theory method is based on the linearized Vlasov equation which expresses

particle conservation. 5'4 2  The second method is known as single par-

ticle theory, and is based on solution of the Lorentz force equation and

the time rate of change of particle energy, which is a product of the

application of variational mechanics to the Lagrangian of a charged

particle in an RF field. 5 5 The distribution function usually chosen in

both formulations represents the beam as a continuum of charge, though

the form of the momentum or velocity dependence may be varied to model

the effects of velocity spread. The derived distribution function is

then used to represent the beam-field coupling in the solution of a set

of linearized Maxwell's equations, 2 '5  or a wave equation in Ez or

Hz. 2' 10'P 3'7 - 1 9' 2 ' 3 7 ' 6  This differential equation is most often
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second order, or may be cast, as in the present analysis, in the form of

two first-order coupled equations.

The term derived in Section 2.4, restated here for clarity, and

represented as Ebf (for energy coupled from beam-field) is seen to be

one of four driving terms for a differential equation of the form

mentioned above.

E f it " ends (2.105)
S(z)

The basic purpose of most electron tubes is to arrange an efficient

conversion of kinetic energy in the electron to stored energy in the RF

fields. Ebf measures this transfer of particle energy to the field as a

term in a transmission line equation for In - The inclusion of such a

term is necessary for self-consistency to exist within a theoretical

analysis of a device, as it represents the impact of the electrons on

the field configuration, just as trajectory equations represent the

impact of the trajectories of the electrons. The beam-field coupling

term thus provides the final connection between the field and the beam

that make the two systems mutually dependent on each other.

The basic method of analyzing a term of this type is outlined by

Flyagin,2 8 and Ganguly and Ahn, 30 and considered briefly by Konopin-

ski. 4 1  The form of Jt that shows up in Eq. 2.105 is calculated as the

fundamental Fourier component of the electron vector current density.

Jt is often represented as J t(r,w) (frequency domain) or J t(r,t) (time

domain) for this reason. The frequency domain value is calculated as
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l 2w
" J (r, t) e d(wt) (2.106)

0

Flyagin and Fliflet showed, using slightly different arguments, that

the d(wt) integration may be replaced by d(ut 0).3,2702, This physically

implies that the electrons in one wavelength of the RF field may be

considered as representative of the electron beam. In gyrotrons, the z

velocity, vz, does not change very much from the initial value under

conditions specified by Li, Park, and Hirshfield,5 3 and met under most

operating conditions. 2
7'

2 1'1 2 This assumes that the z component of the

RF magnetic field, HZ, is sufficiently small that it has a negligible

effect on the electron trajectory, as can be seen from Eq. 3.78. Com-

puter analysis shows this is a valid assumption (see Section V). Prac-

tically, an electron beam does not consist of the "ring" of electrons

used in numerical models. Instead, it is essentially a long distribu-

tion of electrons with, ideally, specific spatial and velocity charac-

teristics at the launching point. If the action of the field on a

particular electron causes it to drift longitudinally, another electron

will drift in such a way so as to compensate for the first electron.

Considering this from the point of "rings" of electrons, if one electron

in the ring drifts more than one half RF wavelength forward or backward

during the interaction period, another electron, from a different ring,

would drift into the first ring to replace the first electron. This

imposes a limit on the computational model because an electron with too

great a drift must be replaced by another drifting electron of the

correct velocity and phase with respect to the RF field.
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The method of representing the current density is the point at

which the various analysis methods diverge significantly. The electron

current density found in Eq. 2.106 may be evaluated" as

I
J ...S..Y.v Yvt r t) (2.107)

0 ZO

where 10 is the current in the beam. This treatment models the electron

beam as smeared charge, uniformly distributed across the cross section

of the beam, though possibly including the effects of velocity spread in

the beam. A second method, employed in this report, represents the

electron beam as a collection of macroparticles carrying charge and

located at specific points in space. Konopinski1' considered such a

model, and Golomb, Goren, Ron, and Hirshfield3 1 used it as a basis for

their treatment of gyrotron amplifiers. This method also can be used to

consider velocity or momentum spread by choice of proper initial condi-

tions for the particles. The charge density in the second method is

calculated by evaluating the charge present in a single RF period, -r,

where

T= (2.108)

The charge per macroparticle is then calculated as

leleff (2.10 )

whereleleff is the effective charge in coulombs for each macroparticle,
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I o is the beam current in amps, and N is the number of macroparticles in

the ring being used to model the beam. This definition is consistent

with the restrictions mentioned above, that is, the physics of the

interaction is considered by examining the energy exchange processes

within a single RF period.

The charge per particle in units of lel, where lel is the physical

quantity (1.6008 x 10- 19 C), is given by

lei eff
neq - (2.110)

The factor neq is used to correct the mass and charge in the trajectory

equations so that the macroparticles also obey the Lorentz equations for

particles of the charge-to-mass ratio (n eqlel)/(neq m) = tel/m. Since

the behavior of the macroparticles is identical with that of an elec-

tron, lel and m will be understood to refer to the macroparticles in the

remainder of this work.

Localized charge is mathematically represented by the use of a

distribution function in phase space, f(*,p,t), built of delta func-

tions. 2 7'3 6'94  This distribution function is

N
f(r, ,t) - 6 - -i) 6( - pi) (2.111)

i=l11

where r. and pi are the spatial location and momentum of the i:- par-
11

ticle at a time not yet specified. The transverse current density,

J Jr , then 152''36
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t( ,t) - -JeJ + ti (t) -( t t (t))  - (( Z

J (,t) is substituted into Eq. 2.105, and the Integral is evaluated

using the following technique of evaluating the z delta function in the

Fourier integral. 2

6(t - t i) W6(wt - Wt I )
5(Z -Z(tji) dz t I) = vi (2.113)

dt

With these results, J(w,t) may be evaluated as

4 N V -jwt.

J t(r) = -JeV - - rti(t)) e (2.114)

where T is the RF period, and the positions rt, are evaluated at ti, the

time at which the electrons arrive at z. Substituting Eq. 2.114 into

Eq. 2.105 yields

vtN • () e (2.115)
bf = -e 1= Vzi nrti

The velocity components, vti and v, will be known from the trajectory

equations to be derived in the following section. The normalized basis

function, en, will be specified by the geometry and mode under consider-

ation.

It was noted earlier that the point of divergence between the two

principle techniques lies in the methods used to calculate the current

density. Actually, the divergence is present only in theory. Theoreti-

cally and numerically, Eq. 2.115 expresses Ebf as a summation over
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discrete particles. The first approach discussed (see Eq. 2.107) seems

theoretically to have the form of an integration over a continuum.

Numerically, this still requires discretization, so that the two

apparently divergent theories converge when evaluated from the perspec-

tive of the actual computation required to evaluate the different

analytic forms.

An important aspect of this formulation is found in the fact that

the coupling of any given electron within the beam to any given RF mode

may be analyzed. For each RF mode, an equation of the form of Eq. 2.104

would result, and the coupling of the electron to that mode would be

expressed by use of the e representing that mode. Further, this tech-n

nique allows a minimum number of macropartIcles to be used to represent

the entire beam and all possible interactions between the beam and the

RF field. As a byproduct of the formulation, individual particles may

be started in various cyclotron phases and studied for their single

particle efficiency, thus identifying the phases that contribute or

subtract from the efficiency of the interaction. A discussion of the

minimum number of macroparticles required to reach accurate results with

this beam formulation may be found in Section 5.4.

2.7. Summary of Transmission Line
Formulation of RF Fields

The geometry of a general cylindrical tapered waveguide was pre-

sented in Section 2.2. A coordinate system composed of unit vectors

especially suited to consideration of a tapered waveguide is pre-

sented. These unit vectors are related to the standard cylindrical
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coordinate system unit vectors, and actually equal them for a zero taper

case.

The normalized basis functions were presented in Section 2.3. The

transmission line analysis allows for electromignetic wave propagation

in a tapered nonideal wall waveguide to be represented as a summation of

these basis functions. The complex phasor representation for the trans-

verse electric and magnetic fields for the nth mode is given by the

product of Vn by an electric basis function, and by the product of by

a magnetic basis function. The real part is just Re{Ephasor exp(jwt)}.

The basis functions are found from solutions to the scalar wave equation

for p. The longitudinal components for the electromagnetic fields were

found from considering the z component of Maxwell's curl equations. The

basis functions were normalized in such a way that the time average RF

power is simply 0.5 REIVnI*I for the nth mode.

The general form of the transmission line formulation was derived

in Section 2.4. Maxwell's curl equations were separated into longi-

tudinal and transverse portions, and the transverse portions were

analyzed term by term. Terms were recognized that, in ideal waveguides,

or in nontapered waveguides, would be zero. The concept of skin depth

was considered as an explanation for the nonzero fields at the wall.

The wave impedance, Zn, and the longitudinal propagation constant, kz,

were defined. A set of two coupled first-order nonlinear differential

equations were derived for each TE mode propagating in the waveguide in

a form suitable for either circular or rectangular waveguides. These

transmission line equations are in the form of a derivative on the left-

hand side, and several driving terms on the right-hand side, including a

- 78 -



driving term due to the presence of source creating a vector current

density, Jr"

The general transmission line equations were adapted to allow

simultaneous consideration of nonideal walls and tapered walls. The

process was accomplished in three steps which allowed for verification

that the general analytic forms reduced to the proper form in specific

cases. Four coupling coefficients were defined, two of which are those

previously defined by Solymar.7' An equivalent wall impedance was

defined as a function of the skin depth and conductivity of the wall

material. It is shown that the field components present in the tapered

system are related to those present in a nontapered system by a very

straightforward relation involving the taper angle.

The form of the beam-field coupling term was analyzed in Section

2.6. A technique was presented for the evaluation of the electron beam

as though it were comprised of individual charge carriers instead of

"smeared" charge. A distribution function describing an ideal beam was

used in the evaluation of the coupling term, and it was shown that the

integral over S(z) could be completed analytically. By proper choice of

other distribution, functions would be possible to describe any reason-

able electron beam or the action of any given electron.

The transmission line formulation as presented in Eqs. 2.103 and

2.104 is an exact expression for dVn/dz and dIn/dZ. No taper terms have

been dropped, and the taper angle is unbounded by the derivation tech-

nique, although greater taper angles would obviously require a greater

number of modes to be considered in the summation terms of these equa-

tions. The approach used in the analysis of the terms consists of
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integration of the basic terms, avoiding differentiation of the series

expansion of the RF fields to insure convergence of the solution."'"3

The beam-field coupling term as derived provides for a self-consistent

(mutually dependent) solution for the propagation of an RF field in the

presence of an electron beam within a waveguide. The coupling term is

applicable to any form of RF field that may be expanded in terms of

normalized basis vectors.
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III. TRAJECTORY FORMULATION FOR THE ELECTRON BEAM

3.1 Introduction

The equations describing the behavior of the electrons will be

derived in this chapter. The connection between the particles and the

RF fields required for self-consistency is expressed in the use of the

RF fields derived in Section II as the fields driving the particle

motions; i.e., the evolving fields derived in Section II are used to

represent the impact of the RF fields on the trajectories and energy of

the electrons. The equations derived in this chapter are part of what

is known as a single-particle analysis, indicating that each particle is

considered independently. Physically, this means that the space-charge

effects are neglected. The beam model is introduced in this chapter as

well, and the utility of the model is pointed out.

Section 3.2 presents the beam model. The chosen model is that of

an annular beam of equally distributed beamlets formed by electrons

moving under the influence of the strong, mainly (but not purely) axial,

dc magnetic field. The electron beam model is capable of representing

both types of beams currently used in research.

The primary slow variable transformation is presented in Section

3.3. The transformation involves the expression of the transverse

momentum in terms of a slowly varying magnitude and a phase variable

that varies at the cyclotron frequency. The form of the transformation

allows the separation of the effects of the RF interaction from the

nonperturbed do motion.
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Section 3.4 is an extensive analysis of the nonlinear coupled

differential equations required to describe the trajectories of the

electrons. Three variables are required to describe the momentum. A

slow variable transformation is presented for the momentum phase. The

cyclotron harmonics are introduced through the use of a complex adapta-

tion of Graf's addition theorem for Bessel functions. The equations as

derived are fully capable of expressing the trajectory effects of a

tapered dc magnetic field, and restrictions are presented for operation

parameters so as to allow the conservation of electron magnetic

moments. An approximation is introduced that allows the straightforward

calculation of the dc magnetic field influence on the trajectory of

electrons in any form of beam that the general model can be made to

represent. The final equations are considered briefly in view of cer-

tain approximations made in the literature. The form derived allows

analytic comparison of the relative magnitude, and numerical comparison

of the cumulative effects of the various terms effected by the approxi-

mations. With the exception of the approximations involved in the taper

terms, the derived equations are exact.

The equations describing the motion of the guiding center are

derived in Section 3.5. These equations are shown to collapse to the dc

solution upon substitution of proper values for the operating parame-

ters.

In Section 3.6, the differential equation describing the time rate

of change of total energy for the electrons is derived. The final form

for the equation is found to be in a form consistent with expected

results. The purpose of this equation is to verify the trajectory
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equations to insure internal consistency of the solutions. A second

form of verification is found to exist between the momentum equations

and the energy equation. The effect of certain common approximations is

discussed fr-om the perspective of their impact on the energy equation.

Two appendices are included at the rear of this report that per-

tain specifically to material found in this chapter. Appendix B is a

derivation of the mathematical representation chosen for the tapered dc

magnetic field. Appendix C is an explanation of Graf's addition theorem

for Bessel functions and an application of an adaptation of the theorem

to the specific case being studied. The material in these appendices

may be omitted, read when referred to, or consulted independently of the

main text.

The field analysis presented in Section II was performed using E

and H as the basic electromagnetic fields in order to allow for varia-

tions in w, the magnetic permeability parameter. The literature over-

whelmingly uses B as the basic magnetic field, with amplitudes given in

units of tesla (T) or kilogauss (kG). Therefore, the constitutive

relationship B = UH will be assumed valid in this report. 3
0'

3 8  The

reader will then interpret the field quantity B according to this rela-

tionship, for both dc and RF fields, realizing that the presence of J*

o material may be accounted for by a simple multiplication by Vr =11/Uo"

3.2 Geometry of Electron Beam

In this section, the general geometry of an electron beam enclosed

in a cirzular waveguide will be described. The beam, in its general

form, is a collection of beamlets, each formed by the trajectory of an
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individual particle, distributed within the waveguide so as to form an

annular beam. It will be assumed in this work that the beamlets are

equally distributed in such a way as to form a circular annulus. A dc

magnetic field with a strong +z component is assumed present.

Figure 3.1 is a representation of the most general case for a

particular beamlet. The vector r locates the particle (actually an

electron, though numerically modeled as a "macroparticle;" see Section

2.6) as it moves in its RF perturbed orbit. The rectangular axis system

is centered in the waveguide, and lies in a transverse plane S(z).

4 
4.

Vector r is a vector sum of two vectors, r and rLO which locate the

guiding center of the electron, and the electron in its cyclotron orbit,

respectively. The magnitude of rL, IrLI - rL is the Larmour radius.

The wall radius is rw(z), and the wall is characterized physically by

the wall conductivity, a, as discussed in Section 2.5. If no inter-

action occurs between the electron beam and the RF field, the cumulative

motion of the electrons when viewed from ±z would trace a circle of

radius rL centered at ro . A viewer observing the trajectory of the

electrons from off-axis would see a helical path being traced out as a

function of time.

Figure 3.2 is an expanded diagram, allowing for better visualiza-

tion of the configuration. Angle 80 is defined as the angle between r0

and x, where xL is a local unit vector satisfying x • xL = 0, situated

within the Larmour radius of the single electron. Each electron has an

xL associated with its trajectory. Angles 01 and 02 are defined as the

angles between r and r, and between r and , respectively. Initially

it will be assumed that ro, rL, and r, and angles 0., 01, and 02 all
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A

Y

cyclotron orbit path of radius
rL for single electron

SA

L AA

Waveguide wall

Fig. 3.1. Diagram of electron beam within a circular waveguide, with a
single electron and beamlet drawn for clarity. R is the
unit vector in the R direction located within the Larmour
radius of the electron. The z component of the dc magnetic
field points out of the page, and the electron moves counter-
clockwise in its orbit.
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A A
0 XL

ro

cyclotron orbit

path of electron
A

Fig. 3.2. Expanded diagram of an electron beamlet and the asso~iateq
rectangular coordinate system. The three vectors r + r i r
define the position of the electron as a function of %ime.
(X , Y ) are the rectangular coordinates for the position of
the guiding center radius. The magnitude of r varies lin-
early with the transverse kinetic energy of the lectron. The
z component of the dc magnetic field points out of the page.
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vary as functions of time. A discussion of this requirement, which is a

statement of guiding center drift, will be presented in Section V.

Angles 60 , e, and 82 are discussed at length in Appendix C and In

Section 3.5. All angles are defined as positive for counterclockwise

departure from the x axis. The unit vector z points out of the page,

toward the reader. A pair of unit vectors, r and e, are superimposed on

the diagram at the location of the electron.

The angle a is the angle between rL and x, where the relevant x-y

axis system is centered at ro. Angle a will be defined in the following

section in such a way as to represent the angular component of the

cycloidal motion induced by B . Velocities and momenta associated with

the electron will be described in Section 3.4.

It may be seen that by proper variation of the initial values of

r and rLo which are the magnitudes of r and rL, respectively, this

model may be used to represent any beam configuration being studied.

Each particle will be individually initialized, so that the departures

from an ideal beam normally considered may be studied using this

model. For future reference, it will be noted that r0  0 is the beam

type produced by magnetron injection guns (MIG guns), and ro = 0 repre-

sents a gyrotron configuration known as a large-orbit gyrotron (LOG).

Both of these configurations are currently being researched.
2'1 0 ' 3 1'5'

3.3 Preliminaries and Slow Time
Scale Transformations

The Lorentz force equation is the starting point in the analysis

of trajectory equations for electrons. As previously stated, the
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presence of a large dc magnetic field is assumed. The trajectory

effects related to the dc magnetic field may be separated from those due

to the RF field by writing the Lorentz equation as

d Y x Bo -J e l Ej + e x (3.1)dt Ym°  Ym°

where

Ym v (3.2)0

and m is the "rest mass" of the electron. The relativistic factor, Y,

is calculated as

-1/2 " ]1/2

and Y is the value of Y based on initial velocity values. Nonsub-
0

scripted field quantities, E and B, are the RF fields. The trajectory

analysis will use the forms of E and B derived in Section 2.

An essential element of this analysis is a slow transformation

involving velocity or momentum introduced by Rappoport, et al., 6 2 and

used by Fliflat 2 4 and others.10'6, The momentum form of this

transformation is

Px + JPy - JPt exp [j(Qt 0) (3.14)

where each quantity is shown in Fig. 3.3. and are the momenta in
-X y -
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Y -

Pt PY

rLL

A
Yo - XL

ro cyclotron orbit0 path of electron

A
x

X0 x

Fig. 3.3. Diagra7 of the trajectory of a single electron with phase

a -= + 0 and transverse momentum pt. Pt is always at

right angles with rL' and leads it by 900. 2L is a unit

vector in the R direction, located in the Larmour radius.

Rectangular coordinate points (x0 , Yo) and (x, y) are the

guiding center and electron positions, respectively.
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the x and y directions, respectively. pt is the magnitude of the vector

sum of Px + p y which is

y
Pt =  + 2)1/

Angle a is the azimuthal position of the electron relative to

(x, Y0 ) and xL. Q is defined as24

A %0 he BozZ)
Q 0 in( 

(3.5)7Ym
0 00

0 is defined as a function of initial conditions, Y0 , mo and B oz 0),

and thus represents the contribution to phase angle a due to dc condi-

tions. The time variable T is defined as

St - t 0(3.6)

where t0 is the time (corresponding to longitudinal position z0 ) at

which the electron entered into. the interaction region. In a sense,

then, T may be thought of as an elapsed time of interaction. With Eqs.

3.4 and 3.5, it is apparent that the quantity OT represents the motion

of an electron whose trajectory is unperturbed by interaction with RF

fields. An electron moving with an aximuthal variation given by

exp[Jrt] would be spinning (cumulative motion viewed in a transverse

plane) in a circle, 6ith frequency Q given by Eq. 3.5. 0 is a time

varying quantity, having a value of zero at t = to. Strictly speaking,

- O(T), and 0 evaluated at x - 0 should be some nonzero value
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representing the phase of the electron as it enters the interaction

region (i.e., at z - z0). This nonzero value may be eliminated by

assuming a different initial phase, backing the electron up in space,

so to speak, so that no information is lost and no assumption is made by

using

al =o " [QT + 0]10=o " 0 (3.7)

With these definitions, P may be seen as the variable whose value is the

cumulative phase difference between the dc or unperturbed (without RF

interaction) and the RF or perturbed (with RF interaction) motion of the

electron after some elapsed time r.

The validity of the slow time transformation may be verified by

writing the position of the electron in Fig. 3.3 in rectangular coordi-

nates and assuming dc conditions. Letting (xt, yt) represent the total

position of the electron, we write

xt = X + x = X + rL cos a = X + rL Cos (Q 
+

(3.8)

yt = Yo + y = Y + rL sin a = Y + rL sin (2T + t)

Taeing the time derivative yields

dx

dt rL cos (QT + =-r L sin (QT +

(3.9)
dYt dd= t = - [rL sin (QT + rJJ = rL9 cos (OT + )
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Using

r Lg 1 v t  (3.10)

Equations 3.9 may be rewritten as

dxt A v- -v t sin (QT + 0) (3.11)

dYt A-= Vy vt Cos (QT + 0) (3.12)

The real and imaginary parts of Eq. 3.4 yield

Re{p x + Jp y}- Re{Jpt exp[j(SIr + l)]j

px -pt sin (DT + 0)

or

vx  -vt sin (nT + 0) (3.13)

and

Im{p x + jpy I Imlipt exp [J(+T )]}

py p t Cos (Qv + 0)

or

v t Cos (O + 0) (3.14)
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Equations 3.11 (3.12) match Eqs. 3.13 (3.14) and the validity of Eq. 3.4

is established. The usefulness of the transformation is seen in the

comparison of the rates of change of pt, Px, and p y as a function of

time. Under dc conditions, Pt will have a zero time derivative over

a 27 phase change. Both px and p y will vary from over a range of magni-

tude 21ptl in the same period. Thus, pt is a slowly varying variable

for transverse momentum. A slowly varying phase variable will be intro-

duced in Section 3.4.

The electron beam is assumed to be traveling in a vacuum, charac-

terized by EO and op where the speed of light, c, is given by

c = [ouo

3.4 Derivation of Electron Trajectory Equations

In this section, the equations describing the trajectory of an

electron moving in a cylindrical waveguide under the influence of a

strong dc magnetic field and an RF electromagnetic field are derived.

The trajectory is described in terms of three momentum related vari-

ables, pt and , discussed in the last section, and pz = Ymo z

The form of the dc magnetic field is chosen to allow for the

theory to address the effects of a tapered dc magntic field in conjunc-

tion with the tapered wall capability of the field theory derived in

Section II. The consideration of a tapered magnetic field produces

three additional force terms when compared to analyses assuming the
4

presence of a magnetic field of the form B = B 0Z.2
'
2 7 9

''
5 1

#
5 3 9 7 7

0 0
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Equation 3.1 is rewritten as

dt F 0 a (315)

where

0 ox oy y oz (3.16)

and

F xox
F p x B •y (3.17)

oy YM 0 

F z
oz

and where

a -iei + x - (3.18)

and the components of a may be defined as

a X  x
xx

ay = -lef I _ -+ Y X (3.19)

zz

The notation F is chosen to represent the fact that Eq. 3.3 represents0

a force on the electrons due to the presence of a dc magnetic field.

Selecting the x and y components of Eq. 3.15, taking the time derivative
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and use of Eq. 3.4, yields

(c) (d)

d J+ dt JP exp [j(Q' + #)]I -F - iF + a + a (3.20)
dT dt d-t ox oy x y

Term (c) of Eq. 3.20 may be expanded as

dd {Jt exp[j(Qv + P)] = j exp[j(QT + ] dt + JPt + JPt dt) (3.21)

Using Eq. 3.21 in Eq. 3.20 yields

(dPt a + = -F - F + a + ja (3.22)
j xpj(z €] dt + Jt + Jt d) --- ox -Joy +  x Jy

Rearranging and using the shorthand notation,

= Q + 4 (3.23)

introduced earlier yields

dPt ( a d) Je-j(_ -jF + a + jay) (3.2)

Forming the complex conjugate of Eq. 3.24 and using the complex number

identity,

Re{Iz} -- (z +

yields
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(a) (b)

dpt "[2 FOX + JFoy eJa + (ax - Jay) e J a

+ (Fox + JF oy) e - j a - (ax + Jay) e] (3.25)

A value for dO/dt may be derived from Eq. 3.22 using the same process.

The result is

dl 1 _(F +jF ) e-Ja+ + e-ja
dt 2pt L ox oy x y

+ (-Fox + JF oy) ej a + (ax - ja y) eja I Q (3.26)

Note that two equations are now derived to represent the transverse

momentum, as would be expected. The longitudinal momentum equation is

found by taking the dot product of z with Eq. 3.15, yielding

dp =az F (3.27)

dt z oz

The dc magnetic field is assumed to be of the form

B = B z + B r (3.28)

where Bor >> Boz. Bo may also be written as

0  oz (3.29)
Soz 6 z
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Equation 3.29 is derived in Appendix B. Using Eqs. 3.29 and A.13, B0

may be expressed in rectangular coordinates as

aB A
BO Boz 7 oz os (e) x + sin (e) ] (3.30)

o oz 2 z

Using this form and Eqs. 3.13 and 3.14, the terms involving Fox and Foy

are expanded in rectangular coordinates to yield

]' l[P~ozc ~s ( c ) + r p z aB~ zm  2 z
F ocos (a) + - sin (e (3.31)

ox Y LtoZ2 3z ()

Similarly,

le rp z B 1z
Fy YM L 2 az Cos () + zsin (a (3.32)

0~

Foz is treated by expanding p, and B is the cylindrical coordinate (to

take advantage of B = 0). This yields

F = lI r p t 3 B z cos (a - e) (3.33)

oz •rm 2 3z

Equations 3.30 and 3.31 may be combined to produce

F + jF pB B - j rP B e j  (3.3 ')
ox oy Ym°  t oz 2 9z )

and
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J z 1Boz -J8-Fox+ JFo " -PBoz e - J
°  - Jr Bz e (3.35)

F0x oj y Ym 0 pB~e - 2 3z )
Using Eqs. 3.34 and 3.35 in the evaluation of terms (a) and (c) of Eqs.

3.26 and 3.27 yields

(c)

dPt = .[(ax ia) eJa - (ax +Jay) ej ymo rPz -
B z~

-a )-Jay ( + +a )-Cos (a - 8)

(3.36)

and

0d (a + Jay) e - J a + 0- Jay) e j a  - 1 - _y (3.37)

dt 2p tL eicjyx y 2

Using Eq. 3.33 in Eq. 3.27 yields

dP z _e rPt Bozdp- J az m 2 cos (a - 0) (3.38)

dt z Ym 2 3z
0

Konopinski4 1 notes that, in the presence of a tapered dc magnetic

field, electrons gyrating about an off-axis magnetic field line are

subject to additional forces when compared to those gyrating about a

field line exactly on the axis. The magnitude of these additional off-

axis gyration forces is small when compared to the on-axis forces.

Also, the on-axis gyration force terms are small when compared to the

other trajectory terms, i.e., the terms of a. It is therefore reason-

able to'modify term (c) of Eqs. 3.36 and 3.38 according to the "adia-

batic approximation." Consideration of the conservation of electron
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magnetic moment identifies three adiabatic invariants, (BrL), (p2/B),

and (Yp), where an adiabatic invariant quantity is defined as a quantity

unchanged during the period of any one Larmour orbit, and U is the

electron magnetic moment.'' 41 " ' 2  The most useful of these invariants

is the second form, which may be interpreted as

22
Pt2(Z )  Pt2(Zo

B t - 0 (339)

The principle approximation involved in the use of the adiabatic

approximation is

r

r 0< 1 (3.40)
rL

Under this approximation, r = rL, and all transverse momentum is in

the 0 direction. Under these conditions, kinetic energy is conserved

because the force resulting from Bor is everywhere perpendicular to the

momentum p0, and the relation

A t = Ap(. 1

is established. The z force term resulting from Bor may be written as

Fet (3.42)
oz Ym P or

0

Substituting the form for Bor given in Eq. 3.29, and applying the adia-

batic approximation yields
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lei rLPt DB oz (3.43)Foz Ymi0  2 az

Writing the Larmour radius, rL, as

rL - (3.44)
0

yields

2
Pt 1 oz

oz 2Ym B az
0 OZ

Equation 3.45 is the equivalent form of Eq. 3.33 found by using

the adiabatic approximation. It should be noted that Eq. 3.33 reduces

exactly to the adiabatic form when Eq. 3.40 is applied. Applying the

adiabatic approximation to term (c) of Eq. 3.36 yields

lii rpz aB PtPz 1 3BOZ tZOZ (.6
m _ cos (a- e) (3.46)Ym 2 z 2m B z

0 0 OZ

Nusinovich sO derives conditions for the maximum relative magnitude

of (3B /az)/B under which the mirroring effect and the guiding center

drift induced by the taper may be ignored. The most restrictive of the

two conditions is

aBiozi
E <<(3.147)

B r
oz 0
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This condition places restrictions on the maximum taper rate in a

fashion consistent with the adiabatic approximation.

The electron trajectory equations may be rewritten as

dpt J [ax - jay) ej  - ax + Jay) e-ja PtPz 1 B

dt 2 y+ 2Ym0 Bo- -3z (3.48)

_ 1 La + jay) e- j  + (a - eja (3.49)
dt 2pt

z a t 1 oz (.50)
dz -z 2Ym B 3z

0 OZ

Equations 3.48, 3.49, and 3.50 are a set of differential equations

describing the trajectory of a single electron. The two terms involv-

ing B oz/3z and the 0 Y0/Y term result directly from the presence of a

tapered dc magnetic field. The 3B /az terms are not changed in theOZ

following analysis, and thus are not carried. They will be added back

to the equations when needed.

The components of a (defined in Eq. 3.19) may be expanded in

rectangular components as

a = -tel (Ex + v B - v B ) (3.51a)x y z zy

ay = -let (Ey + vz B - vx B ) (3.51b)

a = -let (v xB - VyBx) (3.51c)
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where Ez - 0 for a TE mode. Using Eqs. 3.11, 3.12, A.16, and Euler's

form for angle a, Eqs. 3.51 may be rewritten as

F V
a - -lel [(E cos (e) - E6 sin (W)) + -t (eJ + e-J')B (3.52a)

- V (B sin (8) + B8 cos (e))]

a , -lei [(E r sin (e) + E8 cos (W)) + vz(B cos (e) - B8 sin (6))

- j .- (e j a - eja) B (3.52b)

a z = -lei [eja (jB - B) - e - j  (JBy + B,) (3.52c)

Equation 3.52c may be rewritten (using Eq. A.18) as

az = -Jel I.L [ej (jB 8 - Br) e- 8 - e j  (JB + B) eJ (3.53)

Using Eqs. 3.41 and A.16 allows the quantities (a x ± jay ) to be

rewritten as

(ax ± ja J -lel [(Er ± JEe) e±J - v _(B8 ± B) e±je + vtB

(3.54)

Equations 3.53 and 3.54 are the components of the trajectory

equations written in a form revealing the dependence of the trajectories

on the RF fields. The next step is the derivation of the field
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components in a form consistent with Section II. The transverse field

components are found by use of Eqs. 2.9, 2.11, and 2.18. The resulting

components are

E V 1 C R) elme
rm m r De m r mn

E V k I ( ) -jme
em O Vm m mn ktm Jm(R)e

B =-I -LCIk J I(R) e- m
rm m - arm m mn m bm m

B e -I 1 i m C I J (R) e-JmO (3.55)

e m r j r mnmm

where

R __ ktmr (3.56)

has been used. Bz is given by Eq. 2.25 and written here for conveni-

ence.

B Vmk (3.57)zm = - mm

Equations 3.55 and 3.57 represent the components of the mth (TE) mode.

Terms (a) and (b) of Eq. 3.54 may be rewritten (using Eq. 3.55b)

as

Er + JE = ±jVML+ m eje (3.58)
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and

B ; JB - JI mL m e
j a (3.59)

where L+ is an operator defined a524

L 4+m e 6m (3.60)

With these results, Eq. 3.54 may be rewritten as

(a x ± jay) = -le [±j (Vm - VzI m ) L+Pm + vtBz e±j] (3.61)

Substituting of Eq. 3.61 into Eqs. 3.36 and 3.37, multiplying by

exp(jwt), and taking the real part of the result yields

dPt Re e(v (L+ m + Lm e ja) exp(jwt); (3.62)
dt 2 mja +j

d- Re ej [ -v I ) (L+m e-Ja L ej a
d" [1 Pt m z m -L

- 2 tlm mm exp(jwt) Q (1 - Y, (3.63)

By a similar process, Eq. 3.38 may be rewritten as

d Re j-ej t ' in [Lm eja + L+4,m e - j ] exp(Jwt)J (3.64)
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Equations 3.62, 3.63, and 3.64 are general trajectory equations

for a single particle. At this stage, the ability to consider cyclotron

harmonics is not present. The mathematical scheme used to analyze

harmonics involves the application of Graf's addition theorem for Bessel

functions.' The theorem, the quantities involved, and its application

to the present physical model are found in Appendix C. Physically,

Graf's theorem allows the formation of expressions for the RF fields at

the guiding center of the electrons, thus giving rise to the cyclotron

harmonics. Choosing a single mode and a single harmonic to interact

with allows the trajectory equations to be written as

dpt -Jel C- JJ(Ro) (3.65)

dO el -J )Re V I tm t Y Ve j

dt pt mn m-s RO) Js(RL J m z m sow e

- 0 1 -(3.66)

dP r= -Je J Ro) CS((RRe I er(367)
dtL m (3.67)

where

r ( - sQ)T + Wt 0  sO - (m - s)@ 0  (3.68)

and

Ro k tmr (3.69)
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and

RL r ktmr L  (3.70)

and s is the cyclotron harmonic chosen for interaction. The time deriv-

ative of r may be expressed as

dr d I(o ' ("1dt = - SQ) + WtO - so - (m - s)e - (W- sQ) - s --t71

so that a new phase variable r may be used in the differential equations

in place of 0. The new phase equation is

dt SO Y sle . J (RO ) 2SJ(
- Pt mn m-s ( 0  JsRL)

(c)

V _ v I tm t. Y j
Re m - Vm SOW Vm e (3.72)

All components of the RF field present in the wavegulde are now

present in the trajectory equations. The RF Bz component is represented

by term (c) of Eq. 3.72. If the entire RF magnetic field is assumed to

exert negligible force on the electrons, the system of equations simpli-

fies considerably, and may be written as

dp t dJ()
d -lel Cmjs(R0 ) sr L Re IV e (3.73)
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dr - _Rs) Pt(R°)L Js(R) Re JV e ir (3.74)
dtt - r- L fL I

dp - 0 (3.75)
dt-

The full set of equations describing the motion of the electrons,

including dc magnetic field taper terms, is

dPt Js (RL) t(V pe p zl~ z  1z
p t -le! CnJms(Ro) Re (V - VI) ej r  + B

(3.76)

dr=  so - sl- l C j (Ro J (R
dt YT , Pt mn m-s 0 rL sRL

tRe L vI . V ejr  (3.77)m ej[ z m sQW Yom

() s(L R e r  I 2 3B
dz -lel vC e(R° R 2mo oz
d- t mn m-s o arL m 2Ym 0 B3oz7

with r given by Eq. 3.68.

3.5 Derivation of Guiding Center
Motion Equations

In this section, the equations describing the motion of the dc

guiding centers are derived. The necessity of these equations is

discussed in Section V, where it is found that under some conditions,
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motion of the dc guiding centers of the electrons must be considered.

These equations are derived in a manner maintaining the self-

consistency mentioned in earlier portions of this work. The derivations

begin by writing the time dependent total (sum of dc and RF contribu-

tions) position of the electrons. The needed equations were used in

Section 3.3, and are rewritten here for convenience,

x = Xo + rL cos (Q + t) (3.8)

y = + rL sin (QT + €) (3.9)

where, as in Fig. 3.3, (x, y) is the location of the electron, and

(X0 , YO) is the location of the guiding center. The purpose of this

section is the derivation of time-varying expressions for the value

of (XO , Y0 ). Time derivatives of Eqs. 3.8 and 3.9 are

dx dX dr T
dt dt + dt Cos + ) - rL + sin (QT + 4) (3.79)

dY drL ( )
dt = + L sin (QT + 0) + rL + L41 cos (QT + 0) (3.80)

dt dt dt L Q dt)
.

Solving Eq. 3.79 (3.80) for dX 0/dt (dY 0 /dt) yields

o dx L t+ + )d- dt dt Lo 
L  + o) rsin (QT + 0) (3.81)

dYo dy dL ( d4 o (.2
d- 0 .dt - Ld- sin (QT + ) - rL  a + ( O [T + f) (3.82)

dt dt -dt - os
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Using Eqs. 3.11 and 3.12 for the velocity terms yields

d v + rL (9 d sin -T ) drLcos (OT + 0) (3.83)

7 1 L1vt +dt} dt

v t L  - cos + - - sin (nT + o) (3.84)
t rL (a+ It)]cs(OJ dt

The Larmour radius is rewritten using the momentum equivalent of Eq.

3.10, and the result is

dXo Pt - o + + d-.,) sin (Q, + ) - dpt I cos (QT + (p (3.85)
dt m F 0 dt pt c

0 0 Pt

dYo Pt 0 d) s0 O + 0) dPt L sin (QT + P)] (3.86)
dt m-- 7 ct/ dt p t (

These equations are rewritten in terms of r, and rearranged to yield

dX Pt o - s s in ( + ) L co s ( Q T +

dt 2 [Y o dt--Cs dt pt

(3.87)dY 0)tY0]
oY -1 co - d 0 + p) dPt 1 sin (O + 1)

d-T7 = mo 0 L s -S s t os dt p t

(3.88)

As a partial check of the validity of these equations, substitu-

tion of dc values of pt' rL, Y, r, and Q show that the right-hand side

collapses to zero, with the result

dX
0ot, 0 (3.89)
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dY0
---- 0 (3.90)dt

which is the expected result.

The nonlinearity of this form of guiding center analysis is seen

in the presence of (dp t/dt) and (dr/dt) on the right-hand side. These

in effect state that the RF effects on the guiding center motion are due

in part to the change in the RF conditions seen by the electrons as they

drift in the waveguide. Graphical analysis of the impact of these terms

is presented in Section 5.4.

3.6 Derivation of Differential Description
of Particle Energy

Chapter III has been a presentation of the analytic tools needed

to model and predict the behavior of the electron beam under the influ-

ence of the dc and RF electromagnetic fields assumed present in the

waveguide. The topic in this section is not a trajectory equation, but

an energy equation. In gyrotron (and peniotron) devices, the goal is to

convert kinetic energy of the electron beam into field energy by a

particular optimization of the electron cyclotron resonance inter-

action. The energy equation derived in this section describes the time

rate of change of kinetic (actually, the total energy is represented,

but only the kinetic part changes) energy for a charged particle, and

thus belongs in this section for essentially the same reason that the

beam~field coupling term belonged in Section II.
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The energy equation comes from the same formulation that may be

used to derive the Lorentz force equation that formed the basis for the

trajectory analysis of Section 3.3. The Lorentz force equation and the

energy equation analyzed in this chapter may both be derived'''"'
1

from the application of Hamilton's principle of least action to the

Lagarangian of a charged relativistic particle moving in the presence of

external electromagnetic fields.

The energy equation may be cast in terms of the particle momentum

as

d(KE) JeI -

dt Ym p - E (3.91)

where (KE) is the kinetic energy of the electrons, representing both

transverse and longitudinal motion. Specifically, Eq. 3.91 yields the

change in kinetic energy; however, since only the kinetic energy is

changing, the total change in energy is also given by the same equa-

tion. Equation 3.91 may be expanded in rectangular coordinates as

d(KE) ( + pyEy3 (3.92)

dt = Y x yy

where Ez = 0 for a TE mode. It is noted that the Ez fields included in

Section II were due solely to the presence of nonideal waveguide

walls. These Ez fields exist within the wall of the waveguide, having

an appreciable value to a single skin depth in the material of the

wall. Since all kinetic energy of any electron contacting the wall will

immediately be lost to the interaction, these fields are not considered

- 111 -



in the present analysis. Equations 3.13 and 3.14 may be used, along

with Euler's form, to rewrite Eq. 3.92 as

d(KE) e Pt jaE - Ex ( E y

S( o Jea(E - JE ) -e- a JE (3.93)
dt Ym 2 L x y x Yj]

where the shorthand notation a = OT + t has been used. Equation A.19 is

used to transform to cylindrical field expressions, yielding

d(E)t JePtym -Je ] E+JE(-4
i L_ j e j a (Er - JE ) e - j  - e - j  (E E) ej e 3.2dt Ym (Er je -ea(r J6e

Now the same process used in Section 3.4 (outlined in Appendix C) is

used to yield an expression for d(KE)/dt that extends to cyclotron har-

monics. Equation 3.58 is substituted into Eq. 3.94, Graf's theorem is

applied, the time factor exp(jwt) is multiplied in, and the real part is

taken. This process yields

d (KE) Rel Le P t V C R)[ R i ( ] e 3} 5
Re{-YI 2 m mn tm i-so0 S1L ~dt =- VCm 1< VmntJm sR oj IJsRLJ - JsIR]ej r  (3.95)

where Eq. 3.68 was used for r. Rearranging and making use of the Bessel

function identity, 6 1

B(x) (x) - B (x) (3.96)n 2 - n-2 n~l

yields
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d(KE) C J (R ) s(RL) Re er  (397)dt Y 0  t- ° tmnJ os 0 rL I m

This result is a differential equation to be used in the calcula-

tion of the change of energy of the electrons under the influence of the

electromagnetic field. As would be expected for an equation dealing

with the gyrotron interaction, the rate of energy loss is proportional

to the transverse momentum. This reflects the saturation mechanism that

limits the efficiency of the gyrotron interaction for nonfundamental

cyclotron harmonic operation. 1*' 1'7 2  In a device optimized for the

gyrotron interaction, irregardless of the cyclotron harmonic chosen for

interaction, the saturation mechanism that limits the interaction is

phase trapping, which occurs when an average electron loses enough

(transverse) energy that it no longer gyrates at a frequency matching

the RF wave frequency.

This equation also presents the clearest picture of the ideal

limit of efficiency for a gyrotron device. The available kinetic energy

is that which is represented by transverse motion. This result would

tend to support the use of the assumption that dpz/dt << dpt/dt.

The principle application in the present work is as a verification

of trajectory analysis; i.e., Eq. 3.97 is used to verify that the pt and

Pz values for each particle represent the correct amount of kinetic

energy for the particle. It is interesting to note that

dPt dPz d(KE)vt d +Vz d- dt
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which may be written as

d d(KE) (3.98)
Ym dt dt

where the representations in Eqs. 3.76, 3.78, and 3.97 are used and

taper terms are dropped. This provides a separate form of verification

of both the analytic validity of the equations and of the numerical

values calculated using these equations.
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IV. NUMERICAL IMPLEMENTATION OF LARGE SIGNAL NONLINEAR THEORY

4.1 Introduction

Sections II and III are analytic in nature. They present an

analysis of the gyrotron interaction under a specific set of assumptions

and are subject to certain physical laws. In order for the analysis and

presentation of the models in these two sections to be useful, the

analytical models must be coupled in a single, unified numerical model

and implemented on a computer.

Section IV explains the process of collecting the disjointed

pieces of work found in previous sections into a single cohesive numeri-

cal model. The computer code which implements the model is named AMINUS

and is referred to as such for the remainder of this report. The code

is written in Fortran, conforming largely to the 1977 ANSI standard for

the Fortran language. The nonconforming aspects of the code were

included to take advantage of machine specific features available on the

Hewlett-Packard 1000 computer used for this work. This computer is

maintained by the Department of Electrical Engineering at the University

of Utah for research purposes. Due to the use of machine specific

features, AMINUS is not portable, although the extensions to the ANSI

standard used are "semistandard" extensions found on many computer

systems.

Section 4.2 provides a description of the final analytic set of

equations. The process of preparing the numerical model necessitates

the addition of a new equation. Terms included in the system of equa-

tions for convenience are also discussed.
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Section 4.3 presents the derivation of the coupling term (Ebf) in

a form specific to circular waveguides. This derivation is accomplished

via the application of Graf's addition theorem for Bessel functions.

Graf's theorem itself is discussed In Appendix C.

Section 4.4 is a flow chart type discussion of the process used to

solve the numerical model presented in Sections 4.2 and 4.3. The method

of programming used to preserve the advantages of the RF field theory is

discussed briefly.

Section 4.5 deals with the choice of the algorithm used to inte-

grate the differential equations in the numerical model. The decision

criteria, the evaluation of each of the types of algorithm with respect

to the criteria, and the final choice are discussed. The selected

algorithm is based on the Gill implementation of the fourth order Runge-

Kutta algorithm.

Section 4.6 presents the method used for identification of syn-

chronous frequency parameters. In order for the gyrotron interaction to

occur, a specific relationship between the field frequency, the wave-

guide cutoff frequency, and the electron cyclotron frequency must exist.

Section 4.7 is a discussion of the process of verifying that

AMINUS results accurately represent the gyrotron interaction. The

verification process was quite extensive, and involved the use of

several stages of testing. It was found that excellent agreement

existed between AMINUS and results predicted by various methods, includ-

ing previously published data. It is noted that some error unavoidably

exists in the numerical model.
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Section 4.8 is a summary of the numerical implementation process

and a discussion of AMINUS itself with regard to the analytical model.

4.2 Preparation of Numerical Model

Sections II and III presented the equations required to calculate

the derivatives for, respectively, the RF electromagnetic field quanti-

ties and the particle related quantities. The combination of these two

independent derivations into a unified numerical model is presented in

this section. Equations 2.103, 2.104, and 2.105 contain the derivatives

of the field quantities in the form we will begin with. Equations 3.76,

3.77, 3.78, 3.87, 3.88, and 3.97 contain the derivatives for the

particle quantities for a single particie. These equations are col-

lected and written here for clarity.

dV-2= n j Z I + I + jk I Z1 (4.1)
dkIz n n Tkn k k nk k

dl kd n z V * Ijdz - J -Vn - TkIk jk YnkV k Ebf (4.2)

n k k

dpt o 'B(R o PB

dt t -e 1 CrnnJm-s 0 r L  Re IVm - vzIm eJr * 2Ym 3z (43)

dr (w_ 2 O) slel (R 2-J(
dt - Pt mn m-s 0 r Ls L

Re j V - v I t tm Y Vm]e (4. )
M z m SOW Yo

0 

M
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- v C J (R ) Us L Re eir Pt 1 oz (4.5)
d- e Vt mn m-s 0 ar R 2Ym B Ez

L 0 oz

d- = 0 -- Psn1(w - sin (QT + t) -d Pt COS (nT +

(4.6)

dt-cos m+ dt pt

(4.7)

d(KE) _Le 3J-( )j
dt r PtCmn ms(R s L Re j Vm  (4.8)

It is immediately recognized that, for a model in which N macro-

particles are used to represent the electron beam, the system of equa-

tions described in Eqs. 4.1 through 4.8 is of the form shown in Fig.

4.1.

Since there are six equations per particle, plus two equations

describing the RF fields, the system of equations depicted in Fig. 4.1

is said to be of order 6N + 2, where the order refers to the total

number of equations calculated at each new longitudinal position. As

written, the system consists of 2 complex equations (for V and I) and 6N

real equations (or 6N equations involving only the real part of complex

quantities).

For the model to be internally consistent, it is required that a

single variable be selected as the independent variable. The derivation

of the beam coupling term (see Section 2.6) was predicated on the
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R Equations describing RF

- electromagnetic fields

dpt

dt
dpz

dt Equations describing particle number 1
dYo

a(r,T)
Y(Pt,Pz)

d(KE)
dt

Equations describing particles

2 through (Npart - 1)

dpt
dt
dr
dt

dpz
dt

d~t Equations describing particle number Npart
dYo
dt

a(rT)
(PtPz)

d(KE)
dt

Fig. 4.1. Diagrammatic representation of the system of
equations used in the numerical model of an
N-particle representation of the electron beam.
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selection of z as the independent variable. The transformation

d dz d d Pz d
dt -dtdz z dz Ym dz

is introduced to allow the particle equations to be calculated as z

dependent quantities. Equation 4.9 is rearranged, and when applied to

the time derivative of a general function F produces

Ym
dF o dF (4.10)d- pz dt (.0

Using Eq. 4.10 as a transformation rule, the previously presented

particle equations are now written as

dpt ,m J -j V I t1 Boz
-Jel Pz Cmn m-s RLM z j __ B

(4.11)

dz=- o °  sn Y slel iC Pt J-s (R ) - Js(RL)

xRetvI t V e (4.12)Re m Vzlm saw Yo

dp Pt Ro (R) I 2 B
- -jej C -J (R )s L Pe r 1 oz

dz mn p rnM-s 0 Dr L Reti - 2p 1 -
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do Pt0o Yo dr 1 dP

dz" too--F- rm °  - Y/d* CO cos + ' . Pt dz I -

(4.15)
d (KE ) 0 Pt J s 0 Y o) + eJ r (4 16)

dz m 0z a mn m-s0 arL e

and a new equation is added that calculates the quantity

dt = 0 (4.17)
dz Pz

for each particle. This allows the particles to move with their own z

velocity, vz - pz/(Ym0 ).

The requirement for this transformation, or for the selection of a

single independent variable, may be seen from a consideration of the

numerical modeling process. First, recall that the present work is

focused on the building of a self-consistent model, which was introduced

in Section 1 and explained further in Section 2.6. The fundamental

principle behind self-consistency is that the RF fields are based on

and/or perturbed by the currents in the waveguide, and the particles in

the waveguide are subject to the forces resulting from these current

based and/or perturbed RF fields. If the fields and particles were not

constrained to exist at the same independent variable (z or t), they

would be disconnected from each other by not a physical, but a numerical
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process, and the self-consistency and physical relevancy of the solution

would be destroyed. In effect, the forces on the particles at a time

t1 (or a spatial location z ) would be calculated based on the fields as

they were at some other time t2 (or spatial location z ) It is like-

wise possible to consider problems In terms of the RF fields being

perturbed by the particle distribution and energy as occuring at some

other temporal or spatial location than the point at which the fields

are being evaluated. The selection of a single independent variable

forces the model to represent the physical interaction of the RF fields

and the particles as they propagate together down the waveguide. Numer-

ically, this requirement has forced the system of equations up in order

via the addition of an equation of the form in Eq. 4.17 for each

particle. The resulting system is of order 7N + 2.

In addition to the seven derivative equations per particle now

calculated each iteration, two more equations per particle have been

added in the computer implementation of the analytical model. These

equations are added for three reasons: convenience, usefulness in

tracing quantities which vary in z but which have no analytic derivative

form, and for use in the verification of accuracy. The first of these

additional quantities is Y, the relativistic correction factor, which is

calculated numerically as

F Pt + P
= + ( (4.18)

Calculation of Y each time pt and Pz are updated (at each new longi-

tudinal position) allows the total power in the electron beam, the
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energy in each macroparticle, and the ensemble electronic efficiency to

be calculated. The total power and the energy per particle are used in

the evaluation of conservation theorems and provide a method of verifi-

cation which is discussed in Section 4.8. The ensemble electronic

efficiency may be calculated directly from knowledge of Y for each

particle as

N

j 1  ( .19)
nel Y 1

Equation 4.19 is derived and discussed briefly in Appendix D. There is

no derivative equation for Y in this model, rather it is calculated at

the top of each computational cycle for use in subsequent calculation of

new derivative quantities.

The second nonderivative quantity to be added to the model is

a = OT + @ (see Fig. 3.2), where $ is the variable storing the phase

effects of the RF fields on the particle momentum, a contains this

information in a much more accessible form than r (as calculated in Eq.

4.12), and so, at each cycle, a is calculated as a function of r.

With these two additions, the final system of equations used to

numerically model the gyrotron interaction is derived. The system is

now of order 9N + 2, and is shown in Fig. 4.2. A single set of

equations (which is also the entire set of equations for a one particle

system) is given as

dV nn kk k (11.20)
- jk z I + I T V jk Z Inkk

k k
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Equations describing RF
electromagnetic fields

dpt
dz
d
dz
dPz

dz

d__ Equations describing particle number 1

dz
a(r, )
'YPtPz)

d(KE)
dz

dt
dz

Equations describing particles
2 through (Npart - 1)

dpt
dz

d
dz

dPz

dtz

dy_°  Equations describing particle number Npart

dz
a(r,, )

^APt,Pz)

d(KE)
dz

dt
dz

Fig. 4.2. Diagrammatic representation of final syst4 of
equations used in the computer implementation of
the analytic model. The system is of order 9N + 2.
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dl k

n k

dp t Ci J ()Js(RL) - Pt 1 B otl J Re (Vm VCI ) e(R - Bedz p z cmn mn-s 0 r L  2 B oz 3z

(4.22)

dr Y__m (- s - slel o C jL Jsd-' = PZ x (R-s (RL
dz p ~t L-

x Re t V - v I t ti Y V ejr (4.23)m z m sQW Yom

dp a J(R) 2 2 B
z - tel Cmn Jr-s (Ro) srL x Re Im ejr B B zdz mnPZ MS 0 a L m2p z Boz a

o z0z
M[ ) -° + sin(D-p-0 z s ( .2

dz m a - d TO P d CS t

(4.26)

d(KE) Pt J s L)dz = pe inn Cmnm-sR° s er 1
erL Re Vm  (4.27)

Ymn

dt 0 (4.28)

dz 15
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Y "f[Pt Pz) (4.29)

- f(r, t) (4.30)

The system of equations in Eqs. 4.20-4.30 is highly nonlinear, as

can be seen from the presence of dpt/dz and dr/dz in Eqs. 4.25 and

4.26. The nonlinearity of the system was also pointed out when it was

shown that the time derivative of the particle energy could be written

in terms of the vector product

p. d_ d(KE) (3.98)
YM dz dz

4.3 Specific Form of Beam-Field Coupling Coefficient

The final general analytic form for Ebf was presented in Section

2.6. The result was given in Eq. 2.115 as

N vti * enrti) -Jt iEb " -jel w--2 I e (4.31)
bf 2r i=l vzi

Equation 4.31 is a general form, which, by use of appropriate expres-

sions for vti and en, may be used in systems characterized by rectangu-

lar or cylindrical geometry. In this section, the needed expressions

will be derived for application to a circular waveguide geometry.

The vector transverse velocity may be written as (an extension of

Eq. A.17)

t vt Jr + ) e - (4.32)
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The recipe for calculating the analytic expressions for en is given In

Eq. 2.11a. The scalar wave function * mn is given in Eq. 2.9 as

*mn m C mn m(R) e-JmO (4-33)

en is a function of mn and is calculated as

e - Vt~n m z

- - t x *mn

r + 1 x CmnJm(ktn) e +mG

[ j ma r] eTm
r r a nr (k n)e

= Cmnktn [Je(R) - j mR) (4.34)

Equations 4.32 and 4.34 may be used to calculate the dot product term in

Eq. 4.31.

4 4* m 1 (m-1)e j
vt en = CmnVtktn J(R) + J(R) e - ) e

The bracket term may be reduced Via use of2"
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Jm-(X) - J I(X) + ! JxN

where J'(x) denotes the derivative of J. with respect to x. The result
m

is

* ** i(m-l~e Ja'
vt • en w Cmn vt ktn Jm-l(R) ej ~ - ) e a  (4.35)

Equation 4.35 is a function of true geometry coordinates; that is,

the spatial variables are expressed in terms of the absolute position

relative to the geometric center of the waveguide. The expression as

written is not capable of dealing with the presence of cyclotron har-

monics. The application of Graf's addition theorem for Bessel functions

(see Appendix C) to Eq. 4.35 will transform the expression to one in

which the spatial variables are expressed in terms of the guiding center

variables discussed in Section 3.5. Further, the resulting expressions

will be capable of expressing the effects of the cyclotron harmonics on

the coupling term. The portion of Eq. 4.35 dealt with in the applica-
tionof raf' thoremis j(m- 1 )8

tion of Graf's theorem is e Jml(R), for which an expansion is

given in Appendix C, Eq. C.16. Substitution of this result into Eq.

4.31 yields

N v - rE~~ vte kI u -Re (4.36)
Ebf lel Cmnktn 2 i1 Vzi Jm-s (I oi) J (R(4

where r is defined in Eq. 3.68.

Equation 4.36 is the form of Ebf implemented in the computer

code. It should be ribted that a phase term consistent with previous

particle calculations has resulted in the present analysis.
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4.4 Numerical Solution Flow Chart and Process

This section will describe the steps within the computer code

involved in solving the system of equations discussed in Section 4.2.

In total, in excess ot twenty-five subprograms are involved in the

solution of the problem. Some of these calculate Bessel functions and

other standard quantities and are not discussed further.

The flow chart in Fig. 4.3 presents a sketch of the computer

program. It should be noted that several z-dependent quantities,

including Boz, rw, and Zw, are calculated in separate subprograms. This

arrangement allows a great deal of control over the physical device

these quantities model. Wall tapers are modeled by having the wall

radius subprogram, RWZ, return a value that corresponds to a chosen

waveguide profile. Similarly, dc magnetic field profiles are repre-

sented by appropriate values of Boz returned by subprogram BOZ. Sub-

program ZWZ serves a similar function, returning a numerical value

representing the researcher's choice of electrical characteristics for

the waveguide wall. Each of these three program units may return values

found by one of three methods. One method would consist of a table of

data giving the profile at specific points and the use of an interpola-

tion routine to calculate values for longitudinal positions not specifi-

cally included in the table. The second method would be in the form of

algebraic relations for each smoothly varying section of the profile,

with the profiles calculated as a function of z. Each of these first

two methods would be based on input data provided by the researcher

before the run began. The third method would be based on an
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Run completed, or error
condition detected AIN

(Record final results andI ST I[ perform final accuracy checks

return derivative quantities to allow
updating of field/particle quantities to
current longitudinal position

R4GTl do aother stp DE VSl

record intermediate
results and form
screen plot RWZ

I STATS IzwzlT
I RNPLOTI---

With these z dependent physical and

operational parameters calculated,

calculate E bf, field derivatives, and

particle quantities and derivatives

I

Fig. 4.3 . Flow chart for computer simulation of gyrotror inter-
action as modeled by Eqs. 4.20-4-30 and Eq. 4.36.
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optimization scheme in which the profiles are selected in such a way as

to optimize with respect to a selection interaction parameter, e.g., RF

power, electronic efticiency,3' or rate of gain.

The physical problem at hand is as follows: Given an injected RF

electromagnetic field of known phase/amplitude, and an injected electron

beam of known distribution in space/momentum, and derivatives describing

the change in each of the known quantities, what will the values of the

important quantities be as the interaction takes place? This problem 4s

thus cast as an initial value problem, and is solved by successive

evaluation of spatial derivatives, with each evaluation advancing the

interaction forward in z. The principal tasks involved in this process

are clear. First, the RF field and the electron beam must be initial-

ized with quantities accurately representing the chosen physical charac-

teristics. Initial information should then be stored, and the deriva-

tives are evaluated describing the rate of change with respect to z over

the interval z(t = t) to z(t = t ) Intermediate information is

stored, internal checks are performed on the accuracy of the results,

and the progress of the interaction is checked to determine if continua-

tion is in order. The final z may be 'chosen prior to the beginning of

the computer run, or it may be chosen by the program itself based on

some operator chosen criterion. Possible criterion for stopping the run

might be based on efficiency, power characteristics, and/or any of a

number of internal error conditions in the numerical evaluation mecha-

nism. When the final iteration has been completed, additional data are

written to file, and the run is terminated or begun again with different

Input data.
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One of the methods of intermediate evaluation of the interaction

used in the present work has been interactive screen plotting of the

particle positions at selected intervals. This has allowed the

researcher to develop a visual picture of the initial bunching process

and the postsaturation debunching process.

4.5 Choice of Integration Routine

This section will describe the process of selection of a numerical

integrator routine. Given the solution flow chart of Section 4.4, the

integrator algorithm selection is a significant aspect of the work.

There are several theoretical alternatives, and for each theoretical

alternative, there are several variant forms of implementation.

There were three principal considerations in the selection.

First, the algorithm must be robust. Limitations in the algorithm must

not limit the applicability of the computer code to physically noninter-

esting cases. Second, the error inherent in these types of algorithms

must not cause unacceptable loss of accuracy. Third, the integrator

algorithm should progress from step to step as quickly as possible,

which implies that the number of derivative evaluations per step should

be as few as possible, where the minimum is limited by the first two

considerations as well as the algorithm itself.

The classes of algorithm vary considerably in their robustness.

The predictor-corrector (or multistep) methods are the least robust of

the three classes,31 having considerable difficulties with functions

that do not vary smoothly.60  The extrapolation type routines are

coupled with either rational function 38'60'7 3 or polynomial extrapola-
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tion.' '0 1  Poles and combinations of poles in the extrapolating func-

tions may cause the extrapolation step to fail, and although the

algorithm may continue to run, the answers have no significance.' ° It

is generally accepted that the rational function extrapolation is

superior due to convergence behavior and behavior. 60 '3' The Runge-Kutta

methods are very robust and capable of dealing with functions with rapid

changes or even functions who change rapidly at some values of the

independent variable and slowly at others.

The predictor-corrector methods are capable of very good accuracy

when they can cope with the demands of the function behavior. The order

of accuracy is variable depending on the series expansion of the func-

tion, but fourth order accuracy is easily obtainable.'8'38 The extrapo-

lation routines are capable of at least fourth order accuracy and may be

extended to sixth order for some "well-behaved" functions.," The Runge-

Kutta algorithm may be written in orders up to six, although the fourth

order algorithm is almost universally used when Runge-Kutta is the class

of algorithm of choice.'1

The consideration of speed is the point at which the algorithms

show the greatest differences. In applications where the 'functions

being evaluated are complicated, or where a large system of equations is

being integrated for each function call, the number of calls is a good

indicator of relative speed7 3 because the overhead of the integrator

algorithms will not vary much. The extrapolation algorithms typically

use the fewest function evaluations per step, and Runge-Kutta the most

calls per step. The extrapolation routines can be coupled with less

accurate integration methods because of the improvement gained by the
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extrapolation, and thus can get by with as few as 1.5 function calls per

step. 60 The well-developed predictor corrector methods are coupled with

polynomial interpolation, and thus reduce the number of function calls

per step to two to three.6' Each of the classes of routine may be

coupled to a step size optimizer, although the predictor corrector

methods require a large amount of overhead calculation for such cases, 6"

and it is not common for adaptive step size to be used with predictor-

corrector methods. In cases of optimization of step size, the extrapo-

lation routines have a clear edge in overall speed for applications in

which function calls are expensive.

The actual testing of the various algorithms included versions of

some publicly available Integrat!on packages. DESOLV, a professionally

written PECE (predictor-estimator-corrector-estimator) algorithm was

considered. 6 8  The researcher also wrote and tested several different

versions of Runge-Kutta, predictor-corrector and extrapolation routines.

The nature of the problem at hand excluded the basis predictor-corrector

methods based on robustness. DESOLV was able to handle the equations,

but ran very slowly when forced to render the same accuracy as other

routines. There are several actual methods for implementing the Runge-

Kutta algorithm. The selected basic algorithm was written by the

researcher based on an algorithm given by Burden, et al.'1 The frame-

work was used, and the actual calculation process was rewritten to

utilize the Gill method.' This method was coupled with an adaptive

step-size driver routine by Press, et al. 60 for testing. It was found

that the problem was well enough behaved that an adaptive step-size

driver cost more in overhead than it provided in step-size optimiza-
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tion. Thus, the final choice of integrator algorithm was a simple Gill

implementation of the fourth order Runge-Kutta method. This final

choice of algorithm was then rewritten using the vector instruction set

(VISP3 available on the HP 1000 on which the simulation work was per-

formed. The VIS commands perform vector instructions very efficiently,

and their use sacrificed no accuracy while significantly decreasing the

time spent in the integration algorithm during simulation runs.

4 .6 Identification of Synchronous
Frequency Values

This section will identify the relationships that must exist

between the RF field frequency, w, the electron cyclotron frequency, 9,

and the waveguide cutoff frequency, w co in order for synchronism

between the field and the particles to exist. Given these synchronous

values, detuning parameters may be used to determine actual operating

frequencies.

At synchronism, the beam mode (fast cyclotron mode) is character-

ized by

w - so - k v = 0 (4.37)
zz

where s is the cyclotron harmonic number and 9 is given by Eq. 3.5.

Also at synchronism, the waveguide mode is given by

-2 _ k2C2 k2c 2 = 0 (4.38)
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These equations may be rearranged to the forms

k L (w - sQ) (4.39)kz = v
z

( 2 2o) (4.40)

where

2 ~2

k 2 -o (4.41)t 2

has been used. The square of the right-hand side of Eq. 4.39 must equal

the right-hand side of Eq. 4.40.

1 - so)2  - 1 (2 - 2 (4.142)

v C 2  W
z

Equation 4.42 may be rewritten as a second order polynomial in w,

2
2 22 vz2

-2 - 2 + 2 = 0 (4.43)
y 2 2cc

z

where

2-- 1/2

[lA1z (14.44)z 2

has been used. Application of the quadratic rule, and subsequent alge-

braic manipulation yields
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~(4.45)
(S)synch Oc

and

Wsynch -z W co(4.46)

where the subscript "synch" indicates synchronous values. Selection of

the RF mode, beam voltage, wavegulde radius, and harmonic number thus

determine unique synchronous values for w and Q. Within the computer

code, two detuning parameters, FDETUN and BDETUN, are used to scale the

synchronous values to the desired operating values.

4.7 Verification Tests

This section deals with the process by which it was determined

that the numerical values generated by the computer code AMINUS accu-

rately represent the gyrotron interaction for any given set of operating

parameters. Several methods of verification are discussed. The discre-

tization of a physically continual process leads to unavoidable error in

the form of the integration algorithm, which causes both local error

(within one iteration) and cumulative error (summed errors over the

entire length of the run). With these errors and the error due to the

assumptions discussed in Sections II and III, it is seen that verifica-

tion does not involve producing perfect results, rather, results that

fall within an allowable margin for error. The definition for the

"allowable" error is based in the present work on the magnitude of the

input quantities and the operating regime, and is discussed further on

- 137 -



the following pages. Results of AMINUS are compared with previously

published data.

The natural progression for verification is from simple to com-

plex, from individual pieces to the whole interconnected system of

program, subprograms, and etc. The individual pieces of the present

model are the electron beam and the RF electromagnetic field. Each has

been tested under conditions representing the absence of the other. The

testing of the interconnected system is also a multistep process and

contains various parameters and results that may be scrutinized for

accuracy and consistency.

The testing of the beam with no RF input power is a test of the dc

behavior of the electron beam. The total momentum should be unchanged,

and the ratio of pt over Pz at the end of the run should be exactly the

same as the input ratio. The guiding centers should not move, and the

paths traced out by the orbiting particles should be perfect circles,

with each particle traveling the same distance. AMINUS was run under

these conditions, with varied beam voltages and a values (ao = Pto/Pzo )

for extended lengths of up to 100 cyc . In all cases, AMINUS passed the

dc beam test. I

The testing of the RF field in the absence of the beam is known as

"cold testing." For this test, the quantities under scrutiny are the

phase change of the field, the magnitude of the field, and the conserva-

tion of field power. For this test, the conductivity of the wall was

set high enough so as to represent a semi-infinite value, thus modeling

an electrically perfect wall, i.e., one having no loss. Under these

conditions, the field phase should change by 2w every RF wavelength, and
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the total power in the RF field should remain unchanged. There are two

variations on this test. The first is the true cold test. The second

test models the simultaneous presence of both the RF field and the

electron beam with the constant amplitude, but with the beam does not

influence the RF field. This test is affected by setting Ebf - 0 for

each run. (This second variation also allows the AMINUS to model the

interaction in a perfect waveguide.) AMINUS passed both variations of

the cold test for a broad range in input power levels and frequencies of

operation.

With these two "individual piece" tests accomplished, the next

phase of testing is to allow the simplest interaction of the two sys-

tems. This test is essentially the second variation of the cold testing

phase, with different quantities being considered. This phase of test-

ing allows the checking of the motion of the electron beam under the

influence of a constant amplitude RF field. One of the quantities that

may be examined for accuracy in this form of test is the electronic

efficiency, both in the linear growth regime and at saturation. Results

produced by AMINUS were compared to results published by Golomb, et

al. 3" and found to match the accuracy of the plotted data.

There are two tests useful for verifying the internal consistency

of the code. These are the first tests of the connected systems repre-

sented in AMINUS. The first of these involved the conservation of

power. The total power in the model initially is the sum of the beam

power, given by the product of the beam voltage and current, and the

injected RF power, given by 0.5 x Re(VnI*) for the nth mode. If the

walls are represented as loss-free by the use of a scaling factor that
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forces the conductivity to be very large, the sum of the power at any

longitudinal position must equal the initial sum. Physically, this

implies the assumption that all power lost by the beam is coupled into

the injected mode. For cases in which the injected mode is the dominant

mode (TE 1), and the frequency is sufficiently far away from the next

mode up in frequency space, this is a valid assumption. For cases in

which the injected mode is not the TE1 1 , but is instead a higher order

mode, the assumption that all the power given up by the beam is coupled

into the desired RF mode would require further verification to substan-

tiate the claim. Nusinovich58 deals with this topic in some depth. The

present work embraces this assumption because the parameters chosen for

the test preferentially optimize a selected mode, and it is anticipated

that once the selected mode has begun growing, it will not allow the

significant growth of any parasitic modes. Though the problem of mode

interaction and competition is an experimentalist's challenge, it has

been possible to operate gyrotron TWA's at nonfundamental mode/harmonic

numbers; thus lending experimental evidence to this theoretical assump-

tion.6"8 '  AMINUS has been tested under a large range of operating

conditions for a number of modes (both TEmn and TEOn) and the normalized

error in total power [PT) is always less than 0.85 percent, where the

power error between z = L and z = 0 is calculated as

%E = T 100% (4.47)
PTIo

This test is essential in establishing the validity of the chosen form

for Ebf, since the coupling of the beam to the RF field is accomplished
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by this term. This conservation of power test is, of course, equivalent

to a conservation of energy test, and the energy error showed the same

tendencies and magnitudes as discussed for the power error. The error

present is assumed to be produced by the integration algorithm, since a

semi-linear relationship between %E and longitudinal length of interac-

tion exists.

A second internal test involves the energy of the beam particles.

There are two methods for finding this value present within AMINUS. The

first method uses the hot gamma values, and the relativistic form for

the energy of a moving particle is discussed in Appendix D. The second

method is the differential equation carried for each particle, an

example of which is Eq. 4.27. The disagreement between the final values

for these two methods is always less than 0.01 percent. These two

internal consistency tests then serve to establish a high degree of

accuracy for the calculations within AMINUS.

Extensive verification calculations have been carried out in which

the results of AMINUS are compared to two papers reporting work done at

the Naval Research Laboratory. Additionally, calculations were carried

out to allow comparison with numerical results published recently by

Golomb, Goren, Ron, and Hirshfield. 31 These papers1 8 '1 9 allow verifica-

tion of AMINUS results for several GTWA operating modes. The first test

was conducted for varying values of BDETUN, the magnetic detuning

factor, and Pin' the input RF power. The data points were prepared by

finding Pin such that the saturation efficiency corresponded to a power

gain of 20 dB, where
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Pout " Pin X 10 (G/l0) (4.48)

The data used for this test are listed in Table 4.1 in the form utilized

by AMINUS and in the form reported in Reference 18.

Table 4.1. GTWA operating parameters used in comparison of AMINUS
with Reference 18, from which these data were drawn.

AMINUS Reference 12

v- 2.076 x 10-
3

V = 70.82 keV V = 70.82 keV

Io = 9.48 A Io = 9.48 A

Bo = 12.87 kG B 0 '12.87 kG

FDETUN = 100 kz = 1.96 cm-1

rw = 5.37 mm rw 5.37 mm

RONORM = 0.48 ro = 2.52 mm

ALPHA = 1.5 vto/c = 0.401

Vzo/C = 0.268

Figure 4.4 contains the data drawn from Chu.' The published form

of the plot was expanded and the 'alues of the plot were extracted for

comparison. It is seen that for BDETUN values from 97 to 100, the

comparison is very good. Chu predicts the maximum saturated efficiency

to occur at BDETUN - 95.7, whereas AMINUS predicts the maximum will

occur at 96. Golomb's results' show a maximum at 96.8, indicating that

96 is within the range of values found by other researchers. This test

checks the performance of AMINUS for fundamental mode, first cyclotron
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Fig. 4.4. Comparison of AMINUS results with Chu.1 6  The plot of satu-
rated efficiency versus BDETUN shows excellent agreement for
BDETUN in the range. 9 6-10 0  The RF frequency was set to the
grazing incidence value predicted by Eq. 4.46. The physical
or laboratory frame efficiency is obtained by multiplying the
normalized efficiency by 0.73.
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harmonic operation. Testing of the performance of AMINUS for operation

at higher order modes and higher harmonic operation was done by compari-

son with results in Reference 19. Comparison was done for m - 0, n - s

M 1, 2, 3, 4, with RONORM (- r0 /rw) - 0.48, 0.44, 0.41, and 0.40 for n -

1, 2, 3, 4, respectively. The beam energy level corresponding to Y -

1.14 (V - 70.82 keV) was used. With the exception of m, n, and s, the

input data in Table 4.1 were used for the present test as well. Chu's

results were found by interpolating from an expanded plot. Figure 4.5

shows that the results predicted by the two theories are so close that

the error in reading values from the published plots is more significant

than the differences seen on the figure. Comparison between Golomb2 2

and AMINUS was carried out for values of BDETUN in the range [1, 1.06].

The results of the two theories/codes were indistinguishable to the

accuracy of the published plots.

The next verification step was the calculation of linear regime

growth rates and comparison of AMINUS results to the results of analytic

work published by Fliflet 2 and Chu. 18' 1' For the input parameters

presented in each of these references, results of AMINUS calculations

with the published results were very good.

A single data set was run to check the performance of AMINUS in

the CARM regime, which may be characterized by two conditions, given

as 12124

-2 << 1 (4.49)
ph
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Fig. 4.5. Comparison of AMINUS results with Chu.' e The plot of effici-
ency versus mode/harmonic number for TE0N shows excellent
agreement for the two theories/codes for, nonnonfundamental
mode/harmonic operation. The RF frequercy was set to the
grazing incidence value predicted by Eq. 4.46.
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1- B << 1- S-- (4.50)
pph

where Bph is defined as the ratio of Vph/c, and B is the ratio of

Vzo/c. The published values used as input data for the CARM simulation

were found in Fliflet,21 and are listed in Table 4.2.

Table 4.2. Input data for CARM regime test
case. Drawn from Reference 24.

V = 1 MeV

I o  = 500 A

Vto ' 0.33 c

Vzo-- 0.76 c

TEll mode

r w  = 5.4 mm

Vph = 1.015 c

B = 13.2 kG

nsa t -- 22% (laboratory quantity)

Pout = 110MW

Fliflet predicted 50 dB growth for the given parameters, and a

saturated efficiency of 22 percent. AMINUS predictions were for 50.4198

dB growth and a saturated efficiency of 22.0297 percent. It is impor-

tant to realize the magnitude of input data for this run. A total power

of 500 MW was contained in the beam alone. The magnitude of these

parameters, along with the -110 MW RF power output, provided a consider-
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able test of the internal accuracy of AMINUS. As a result of this

simulation run, provisions have been made to allow AMINUS to model

devices in which very large levels of RF and dc power are present. The

total power error given by Eq. 4.47 was slightly above the 1 percent

criteria discussed below, but deemed acceptable in view of the input

parameter magnitude.

The verification process consisted of checks on accurate predic-

tion of the behavior of the electron beam and the RF fields in the

waveguide, checks on the internal consistency of results, and comparison

with previously published results. The main error lies in the conserva-

tion of energy/power. The present work has adopted the value of 1

percent error as a maximum acceptable value. The error is greatest for

runs in which the linear growth rate is very high (-4 dB/cm). For cases

of moderated linear growth rate (-2 dB/cm), the error rarely exceeds 0.4

percent for even low Pin and long interaction simulations. This error

bound, accompanied by the very close agreement with published data,

would seem to establish that both the analytical analysis and model and

the computer implementation of that model are accurate.

4.8 Final Discussion of Numerical Implementation

Section 4.8 is a summary discussion of the numerical implementa-

tion of the analytic theory. Section IV has presented the process of

forcing an analytic theory into a form usable on a computer. The

general terms have been broken down into programmable pieces. The

process for making calculations based on these pieces has been dis-

cussed, along with the numerical tools required for the calculations.
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Specifically, an algorithm was selected for use in the integration of

the 9N + 2 order system of equations. The process of verification was

discussed in the linear fashion In which it was carried out.

Although the system of equations is technically of order 9N + 2,

within AMINUS the system is actually of order 9N + 4. The differential

equations for V and I are complex (since V and I are complex), and thus

would require an integrator capable of integrating complex equations.

It is always possible to separate a complex equation into two real

equations, one representing the real part of the complex equations, and

the other representing the imaginary part. The complex version of the

algorithm discussed in Section 4.5 was written to allow comparison of

accuracy and speed, as compared to the real version of the algorithm for

a system of order 9N + 4. It was found that the most straightforward

method was to carry V and I as four real quantities, Vr, VI, Ir, and Ii ,

combine them into two complex quantities for the calculation of the

differential equation, separate the differential quantity into its real

imaginary parts, and then to update the real and imaginary parts of V

and I independently.

A prime consideration in the writing of a computer code of the

size of AMINUS, which is approximately 2500 hundred lines of Fortran, is

speed. The relative speed of the integration algorithm was discussed in

Section 4.5, but there are other ways of increasing the running speed of

the program. In circular geometry, Bessel functions are utilized to

match the boundary conditions for the radial variable, as discussed in

Section 2.3. The standard method for achieving high accuracy in the

computation of Bessel functions for cases in which the magnitude of the
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argument may vary over a large range is based on a reverse summation

stability property of the series representation of Bessel func-

tions.1 '60 This is a very time-consuming process, with fully 50 percent

of the total run time for AMINUS spent in the Bessel function routine

when the normal technique is used. Several authors, e.g., 31, 30, and

1, offer small argument approximations for cases in which the argument

of the Bessel function is less than unity. By comparison of the results

given by Abramowitz and Stegun,' results given by the longer method of

calculation, and the results of the small argument approximation, it was

concluded that sufficient accuracy was maintained for arguments less

than 0.8. Several authors, e.g., 20, 28, 24, 56, and 58, have used

these small argument approximations in their work, both in analytic and

numerical calculations. The use of this approximate numerical method,

along with the speed enhancement discussed in Section 4.5, reduced the

run time for AMINUS by a factor of 6.

AMINUS is a reasonably efficient implementation cf the numerical

model corresponding to the analytic work of Sections I. and III. The

integrity of the anlytic work has been maintained by a coding style

heavily dependent on the use of subprograms. The self-consistency of

the theory has been preserved by the calculation of Ebf for each new z

location and corresponding modulation of the RF fields. The numerical

model is a compromise between the requirements of minimum size/run time

and the need for maximum accuracy/information.

The calculations in AMINUS are carried out in terms of physical

parameters. For this reason, AMINUS results do not require the exten-

sive calculations often necessary to convert the numerically generated
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normalized parameters to physical quantities. Numerical values gener-

ated by AMINUS may be examined directly for information about the gyro-

tron interaction, and may be converted directly to physical dimensions

or values for use in design of new devices or examination of operating

devices. The researcher questions the value of obscuring data by the

extensive normalization process often used, when it is not necessary for

efficient accurate numerical simulation of GTWA devices.
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V. RESULTS OF RESEARCH

5.1 Introduction

To date, the results of this research effort fall into four cate-

gories. These categories are:

1. Identification of the problem and generation of device based

solutions.

2. Development of the numerical tools needed to implement and

predict the behavior of the solution and verification again of

the existing related work.

3. Derivation and analysis of beam-field coupling term applicable

to nonfundamental cyclotron harmonic operation.

4. Preliminary results from the computer cce'e.

The problem to be considered is twofold. The first problem is the

presence of unwanted oscillations in experimental devices. Oscillations

have been predicted48 and experimentally observed."' 5  The second

problem is the limited bandwidth of convention GTWA devices. For radar

applications, particularly for ECM/ECCM usage, it is essential that

incoming radiation within a known frequency range be amplified in an

essentially uniform manner. This has been attempted via the use of a

reverse injection configuration first suggested by Lau.'' 6 The second

portion of the problem under analysis has been the creation of a method

for numerically representing and simulating such a device. The discus-

sion of the first category of results, problem, and model work is dis-

cussed in Section 5.2.
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The second category of the result involves the design and Imple-

mentation of a numerical model capable of dealing with the problems

identified and modeled inon of the first category of results, problem,

and model work is discussed in Section 5.2.

The second category of the result involves the design and imple-

mentation of a numerical model capable of dealing with the problems

identified and modeled in Section 5.2. This was accomplished by writing

two separate but related computer codes. The first, AMINUS, was dis-

cussed at some length in Section IV. The second code, TELINGN, was

written to predict the linear growth rate for TE modes for given input

conditions. These codes and their verification are discussed in Section

5.3. The reader is referred to Section 4.7 for the exhaustive discus-

sion of the verification of AMINUS.

The third category of results involves the identification and

testing of a beam-field coupling term. This term was first derived by

Baird. 2'4  The term provides a vital link in the self-consistent theory

presented in this report.

The final category of results for the present work represents

early results of simulation runs by AMINUS, and studies on the limita-

tion of a commonly used analytical approximation (see Eq. 3.47). Varia-

tions of efficiency as a function of RF and magnetic detuning are dis-

cussed. The variation of gain and saturated efficiency as functions of

current are also presented. The simulation results are based on an

optimum design calculation performed by Naval Research Laboratory scien-

tists.19
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5.2 Results Related to Problem and
Solution Identification

This section discussed results achieved and falling in category 1,

as explained in Section 4.2. As mentioned in the introduction, the

problem under consideration is twofold: dealing with oscillations and

the simulation of a wiceband GWTA. When the traveling-wave amplifier

configuration of the gyrotron was first considered, it was viewed as a

simple arrangement capable of producing great amounts of RF power. The

circular waveguide is perhaps the simplest waveguide structure, although

the rectangular waveguide (also used extensively in experimental

efforts) is also a simple structure. Both the circular and the rectang-

ular waveguide are used in experimental work, both were studied early in

the development of the GTWA, and predictions were made that lead to the

construction of several experimental devices. The shortfall of the

numerical models was realized in the pres.:ce of undesired oscillations

in the devices, at a frequency slightly below the waveguide cutoff

frequency.48  These were explained variously as oscillation induced via

coupling to other modes7 5 or with significantly more theoretical basis

as the onset of an absolute instability.4"'''I Given the fact that RF

propagation below cutoff is subject to exponential decay, this discovery

proved very problematic for experimentalists.

The theoretical basis for these oscillations was studied in some

detail by Lau, et al.,"' - 0 in a series of articles published in 1981,

and also by Wachtel" who identified and discussed the four modes

corresponding to the fourth order dispersion relation. It was deter-

mined by Lau that the oscillations had two identifiable causes. The
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first was due to a feedback process caused by imperfect output

couplers. Given the peak output power levels generated in GTWA devices,

it may be seen that even a highly efficient output coupler may reflect

a significant amount of RF power back into the interaction region.

This type of problem was found to be existent in experimental work"' at

Varian Associates. The solution implemented was neither efficient nor

elegant. The solution involved coating the interior of the waveguide

with a lossy material so as to suppress the growth of the unwanted

oscillation by decreasing the effective loop gain to a tolerable

level. The problem with this solution is that it reduces the output

power, although by a small amount.5 0  A second proposed solution is the

use of a shortened interaction length. For a desired growth rate, this

will impose a new restriction on the power output, as may be seen in

Fig. 5.8.

The second type of oscillation is not related to the reflection

problems, but rather is related to the strength of coupling between the

electron beam and the RF field. This coupling strength is strongly

dependent on the magnetic field match.4 '''' 2  If the current and

magnetic field match are such that the coupling is sufficiently weak,

the GTWA will operate as predicted by a basic convective (nonabsolute)

instability."3 For higher current levels and for magnetic field values

greater ti8rnr ttre-synchronous value (see Section 4.6), Lau showed that

instabilities always exist and may or may not be absolute." In that

work, absolute instability was predicted to set in at current levels

substantially below the desired operating level (since efficiency scales

approximately as Il/3, as in conventional traveling-wave tubes').
0
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Further, for values of magnetic field resulting from above synchronous

magnetic tuning, the unwanted oscillations set in at even lower cur-

rents.4m  Lau, et al., derived linear relations predicting the. oscil-

lation start current, Ist , for various levels of magnetic detuning. The

analytic simulation of the same current levels under conditions of

noninfinite wall conductivity predicted increased current levels for

which the GTWA can operate according to the convective instability.

The theoretical solution to this problem is based on the use of

frequency selective loss mechanisms within, or coupled to, the inter-

action region.' The concept may be represented as in Fig. 5.1. The

qualitative loss profiles of the various schemes is represented in Fig.

5.2. (For detailed quantitative analysis, see Reference 52.) The ideal

solution would be in the form of frequency selective absorption mech-

anism with a delta function frequency spectrum of absorption, i.e.,

Loss(dB) = f[6(W - Wmi), where w is the frequency at which the unwanted

oscillations occur. To use the language of delta functional calculus,

the loss mechanism would "sift" out the unwanted frequency and absorb

the power in that cscillation mode before the mode had grown enough to

be carrying a large fractional amount of the total RF power in the

guide. One experimental device has been built with the primary wave-

guide fabricated of graphite in order to deal with this oscillation

mechanism." That method was dependent on operation very near cutoff,

where the coupled or auxiliary wavegulde concept could be constructed to

provide loss at an arbitrary frequency. Thus, it is felt that the

auxiliary waveguide is a much more palatable solution to this problem.
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Waveguide I
Waveguide 1I

EII, AII

Continuous coupling
mechanism

Fig. 5.1. Schematic representation of continuously coupled auxiliary
waveguide. Waveguide I contains the primary interaction
region. Waveguide II is filled with a lossy dielectric
and is geometrically shaped (radius varied) to provide
loss at the desired frequency (in relation to the cutoff
frequency in waveguide I) at each longitudinal position.

(After Reference 6.)
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Loss (db)
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i

Fig. 5.2. Qualit~tive diagram of concept of loss profile as a function
of Aw = w - w . Important concept is the ability to vary
Aw by appropriate choice of loss mechanism. The peak loss
frequency from the coupled cavity may be selected by proper
choice of cavity dimensions.
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The implementation of a simulation for the proposed solution is in

the form of a computer code (AMINUS) in which a great deal of control

has been retained over the electrical characteristics of the wave-

guide. The conventional models for the RF fields, which are in the form

of a second order differential equation, can not provide the same degree

of control. They are thus limited severely in their ability to model

application of the theoretical solution. The field model derived in

Section 2 is cast in the form of two first order differential equations,

Eqs. 2.103 and 2.104. These equations contain terms that permit calcu-

lation of the impact of specific forms of loss and taper. The relative

magnitude of change induced by any given configuration may be assessed

by comparison to the dominant (ideal waveguide) terms in each equa-

tion. Earlier researchers, e.g., Rha, 6 4 were forced by the analytical

complexity of loss and taper modeling terms derived under the conven-

tional model to neglect these terms. The concept of auxiliary coupled

waveguide cavities is represented in this theory as a loss associated

with a specific, researcher specified, area of the wavegulde wall. A

cavity of known dimension filled with a known dielectric may be easily

represented by a wall loss term. It is also anticipated that several

regions of very high RF loss will also be representable with AMINUS. It

is clear that neglecting these terms is restrictive at least. Thus, the

derived transmission line field model gives the researcher a much

greater investigative tool than previous models.

The second major problem addressed in this work has been the

simulation of a wideband GTWA. It may be noted that a similar effort

employing very different methods is under way at the Naval Research
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Laboratory.3 The conventional arrangement of a gyro-amplifier device is

for the RF signal to be injected at the end of the tube nearest the

electron gun. The field then propagates in the same direction of the

beam, and conditions are arranged for the interaction to occur. The

reflective mode device, proposed by Lau,' offers several advantages in

terms of bandwidth and ease of signal injection. Figure 5.3 shows a

figurative comparison of the two configurations. The longitudinal

cofiguration and gain response are idealized in Fig. 5.

A reflective mode, wideband, GTWA has been built, based on data

supplied by Lau in Reference 48, with results reported in Reference 6.

Values for Ist and other performance parameters were close to those

predicted by Lau. The problem lies in the fact that, as pictured in

Fig. 5.3, a significant portion of the growth of the wave will occur

below cutoff. The standard normal mode theories, as mentioned in Sec-

tion 2, do not allow integration across cutoff, and so are not a satis-

factory solution. The proposed solution again lies in the application

of transmission line theory, which does not suffer the aforementioned

restriction. With the transmission line formulation, any chosen

quantity may be expressed as a z dependent quantity, allowing the

researcher full control over the waveguide wall configuration, electri-

cally (conductivity/skin depth) and physically (radius).

As pointed out in Section I, the device based problems studied in

this report dictated the formulation of a new large signal nonlinear

theory of the gyrotron. The new theory is the combination of the trans-

mission line formulation found in Section II, and the single partlcle

ballistic theory found in Section III. These two are fully self-

- 159 -



e beam

factorm forwav

travelin in Av

Fig. 5.3. Comparison of conventional GTWA (a) and reflective mode 07WA
qJn bolic geometries. Note that RF propagation belowte

cutoff frequency (for z such that zf 1 < z <z Co) is subject
to exponential decay in the direction of propagation.
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consistent due to two steps taken during the derivation of the theory.

First, the fields are not fixed in amplitude. A coupling term, Ebf, was

derived that provides an analytical model for the influence of the

electrons on the RF fields. The magnitude of the fields is directly

influenced by the electron beam, where the influence of the beam is

based on the actual location and momentum of each individual charge

carrying macroparticle. The second step taken was the use of these beam

modulated RF fields in the trajectory equations. The fields are modu-

lated by the beam, and these fields are used in the calculation of the

forces on the electrons as they drift down the interaction region of the

device. Self-consistency in a theory may be viewed as a closed circle,

with each segment of the circle dependent on the other segments. By

combining a theory for the RF electromagnetic fields, a theory for the

electron beam behavior and a method for allowing the beam to influence

the fields and vice versa, the theory is made self-consistent. This

claim of self-consistency was verified in Section 4.7. Thus, a substan-

tial portion of the results in this report consists of the generation of

a new large signal nonlinear theory of the GTWA, a theory capable of

dealing with the specific problems under investigation in this report,

as well as the conventional simulation considerations.

5.3 Results Related to Development
of Numerical Tools

This section will summarize the results falling in category 2, as

noted in Section 5.1. The principal accomplishments in this category

have been discussed at some length in Section IV, but will be dealt with
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briefly here. The second area of accomplishment in this category has

come in the form of programming tasks identified as needed to support

AMINUS. Several new routines have been written for various purposes,

the most of important of which allows the calculation of the small

signal, linear regime growth rate given several input parameters.

AMINUS is a collection of approximately 25 program units. These

units serve various purposes, including data acquisition, calculation of

synchronous and tuned frequency parameters, automated screen plotting of

electron distributions, integration, and calculation of special func-

tions. AMINUS implements a single mode approximation of the transmis-

sion line field model and the exact computer equivalent to the particle

equations. The set of equations programmed directly into AMINUS is

found in Section 4.2.

It is well known that any departure from an idealized electron

beam will result in altered (usually degraded) gyrotron performance,

implying that a useful research code should be able to represent

nonideal electron beams. Each particle is individually initialized in

AMINUS, thus allowing the freedom to represent a number of different

initial beam conditions. This method seems to be much simpler in

implementation than the method proposed by Golomb.2 The method of

treatment of nonideal electron beams is no different from the method for

treating ideal beams, save the initialization process. Internal checks

are maintained to assure that the longitudinal motion of the particles

relative to the plane of the ring is not sufficient to invalidate the

model. AMINUS automatically corrects for the energy lost by electrons

that intercept the wall, and alerts the operator of the interception.
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Also, it will be shown in Section 5 .4 that certain combinations of

detuning parameters cause the beam to be so far away from synchronism

with the RF field that the beam absorbs net energy, rather than giving

up net energy. This eventuality is also provided for by an internal

check.

The principal support program written for this research effort was

TELINGN, which was written in ANSI 77 standard Fortran on a personal

computer. The verification process discussed in Section 4.7 was supple-

mented by the independent calculation of the small-signal linear regime

growth rate for TE modes for each set of operating parameters. This

provided an independent verification that the calculations within AMINUS

did not represent an accelerated or decelerated rate of energy

exchange. This program also provides an independent research tool by

allowing the gain rate to be predicted without the time and expense of a

full scale simulation run.

As has been mentioned throughout this report, one of the primary

objectives of this research effort was the generation of a self-consis-

tent large signal simulation code for nonstandard configuration gyro-

amplifiers. This task has been accomplished in full. AMINJS incor-

porates beam modulated RF fields (via E bf), calculates electron trajec-

tories based on these modulated fields, and is thus fully self-consis-

tent. AMINUS is useful for any TEmn mode of arbitrary cyclotron har-

monic number.
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5.4 Results Related to New-Beam Field
Coupling Coefficient

This section will present a brief discussion of the significance

of the beam-field coupling term, Ebf, as derived in Sections 2.6 and

4.3. The general form found in Section 2.6 is applicable to a wide

class of waveguide geometries. The specific term as calculated in

Section 4.3 is accurate and simple to calculate.

The final form for Ebf (Eq. 2.115) may be used for any waveguide

geometry for which solutions to the 2-D scalar wave equation may be

found by separation of variables. The process of deriving the pieces is

dealt with in some detail in Section 2.6 and will not be discussed

further here. It is significant that a term has been derived which is

geometry/coordinate system independent. The previous methods have been

similar, but have often used some type of approximation to yield a

closed form solution, and thus sacrificed accuracy in order to reach a

solution. Equation 2.115 is derived without any approximations and

yields excellent agreement with other methods of calculating the RF

field magnitude (as discussed in Section 4.7).

Equation 4.36 is the form of Ebf that results from the evaluation

of vt and e. Equation 4.36 explicitly includes the effects of opera-

tion at nonfundamental harmonics, and is applicable for beams with

either axis encircling or nonaxis encircling electron trajectories.

This term is the final required ingredient in a truly self-consis-

tent computer simulation code. It provides the proper connection

between the beam and the RF fields by allowing the RF field perturbing

contribuiton of each specific charge carrying particle to be explicitly
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calculated and summed. The accuracy of this approach is revealed in the

accuracy and ease of computation discussed in Section 4.7. The total

error in energy/power is seldom greater than 0.5 percent, whereas other

recent publications"1 have noted that it was necessary to enforce "the

conservation of the total energy of the- electron beam and the RF

field .... every few wave periods." This seems to imply some redistribu-

tion of accumulating error, which is not required in AMINUS due to the

accuracy of Ebf in expressing the coupling of the energy given up by the

beam into the RF fields.

5.5 Results Related to Simulation and Analysis
of Gyrotraon Traveling-Wave Amplifier

This section presents the results in category 4. These results

may be broken down into three subcategories, which are:

1. Results dealing with the development of AMINUS. The concept

of a minimum number of particles being required to represent

an electron beam is presented, along with the physical parame-

ters found to influence that number. The methods of initial-

izing the macroparticles used to represent a beam according to

the beamlet model are presented.

2. Results dealing with guiding center motion are presented.

3. Results of AMINUS simulation runs are presented. Several

relationships between input parameters and results are con-

sidered.

These results do not represent the limits of AMINUS. Rather, they

are the results available at the time of preparation of this report.
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The numerical results are primarily based on variations of the Navy

Research Laboratory design for a 35 GHz GTWA, as presented in Table 4.1,

or on the consideration of a TEOn mode operating under similar input

conditions.

Within AMINUS, the electron beam is represented as a collection of

macroparticles, each carrying the charge and mass of many electrons.

These particles have the same trajectories as electrons under the influ-

ence of the RF field because they have the same charge-to-mass ratio

(1.758 10 11 C/kg) as an electron. In order to accurately represent

the electron beam, it is necessary to represent all phase relationships

between the transverse velocity vector and the RF field vector. It is

possible, by using a single particle, to determine the phases of the

particles that will be "good" particles, i.e., those particles which

give up energy to the RF field, and the phases of the particles that are

"bad" particles, i.e., those particles which will absorb energy from the

RF field. By finding the phase relationship corresponding to the best

of the good particles, it is possible to identify the maximum possible

efficiency, which, in the gyrotron interaction, corresponds to the

conversion of all kinetic energy associated with the particle's trans-

verse motion to RF field potential energy. With this knowledge, it

would be possible to describe the theoretically perfect electron beam.

This beam would be composed of particles having this optimum initial

phase relationship with the RF field. Research into the formation of

this type of beam is currently underway.3  For general purposes, the

interaction of a single particle with the RF field is not an accurate

predictor of the Interaction of a normal electron beam with the field.
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The question at hand is the minimum number of particles required to

accurately represent the interaction. The minimum number of particles

was determined by choosing a set of input parameters and then varying

only the number of particles used to represent the beam. The electronic

efficiency was used as the gauge by which the accuracy was evaluated.

The number of particles, N, was increased from 4, by single particle

increments, and the efficiency was observed to asymptotically approach a

value. For N < 12, the efficiency was constant, showing that 12 par-

ticles were required to represent a real electron beam. The minimum

value of N, Nmin, varies with current and current density. Under the

assumed beam model, the current density varies inversely as the square

of RL, which is itself a function of the magnetic field strength and the

particle kinetic energy, as shown by Eq. 3.44.

Yvt
rL -- t (3.44)

0

by varying Y, vt, and i (or Bo), the size of r L is changed. For a given

set of parameters, increased current and/or current density increases

N s never less than 12, but is sometimes greater. TheseNmin* Nmin

findings suggest that one of the first tasks associated with any

thorough simulation study should be the determination of Nmin* Obvi-

ously, lower values for Nmin are desirable, since the time (and cost) of

a simulation run will vary directly with the number of particles used to

represent the beam.

There are two separate methou3 for initializing the ring of par-

ticles representing the electron beam. The first is to launch tie
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particles at different times from the same spatial locations. In this

method, the particles are distributed in time over a single RF period.

The second method, adopted in this report, is to launch the particles at

the same time from different spatial locations. In this method, the

particles are distributed in space over a single RF wavelength. This

concept was discussed briefly in Section 2.6 with regard to the form of

the beam~field coupling term. A researcher using the second method has

two options for the actual assigning of initial values. The ring of

particles may be built with a single guiding center radius value, ro, a

single guiding center angle value, eo, and various RF angle values.

Consulting Fig. 3.2, it can be seen that this would correspond to a

single densely filled beamlet, with initial values of a varied so as to

equally distribute the particles around the guiding center. The second

option would again assign each particle the same guiding center radius,

but would vary 00, and assign each particle the same initial value

of a. This would correspond, again consulting Fig. 3.2, to one beamlet

per particle, with the values of 6 varied so as to equally distribute0

the beamlets, and a single initial value of a assigned to each par-

ticle. Both representations produce the same results, but they offer

the r-searcher two views of the same physical process. Again, the

essential element in the initialization of the electron beam is that the

spectrum of phase relationships between the transverse velocity vector

and the RF field vector be adequately represented.

The results of subcategory 2 deal with changes in the radial

guiding center coordinate, ro .  The magnitude and impact of these

changes Is not universally agreed upon. As recently as December 1996, a
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significant Naval Research Laboratory research effort 2 was published

while stating specifically that analytic results were formulated by

"neglecting drifts of the electron guiding center due to the RF

fields." As recently as June 1988, a paper was published as a study of

the saturation processes in gyroamplifiers while neglecting any guiding

center drift. 3' On the other side of the coin, papers have been

published in which it was deemed necessary to track the motion of the

guiding centers, including work by Ganguly 30 and Rha.6 4 In view of the

results following, it is not surprising that different researchers take

differing views on the need for explicitly considering the guiding

centers. Figure 5.5 is a plot of normalized guiding center drift for

the TEOno n = s = 1, 2, 3, 4 modes. The input parameters are those for

the Naval Research Laboratory design, with BDETUN = 100, and the power

input set at a level that produces 20 dB power gain at saturation

efficiency.

As can be seen from the figure, the motion can be insignificant

(< 0.5 percent) or very significant (-8 percent). The impact of guiding

center motion may be evaluated analytically by considering the beam-

field coupling coefficient, Hsm ,  identified by Chu,' 7  Li and

Hirshfield, 5 2 and Fliflet.21 Hsm is given by

Hsm = [Js_m(Ro]2[s(RL)]2 (5)

For the mode in the figure with the greatest guiding center drift, the

TE 0 3 (with s = 3), the optimum setting for R 0= k tn r ) is 0.1o

R w.9 For the mode under discussion, Hsm has the value
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Fig. 5.5. Plot of normalized guiding center motion as a function of
mode/harmonic number for the TEon modes. Pin was main-
tained so as to produce 20 dB power gain at saturation.
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H3 0 -J2(Ro)JjtRL) (5.2)

For the mode under discussion, a guiding center drift of 8 percent

corresponds to a 6 percent decrease in the value of Hsm depending on Rot

indicating an important diminution in the coupling of the beam and the

RF fields.

Computationally, simulation runs take far less time if the guiding

centers are assumed fixed. The reason is simply the number of equations

that do not have to be calculated, which, in this report, is two equa-

tions per particle per iteration. These results suggest that accuracy

demands that simulation results calculated under the assumption of zero

guiding center drift must be verified in a run in which the guiding

centers are allowed to move.

The final subcategory of results consists of simulation results

gathered from AMINUS. Several aspects of these results have been

alluded to already in the paragraphs immediately above and in Section

4.7. The first of these results is Fig. 5.6, which is a plot of normal-

ized efficiency as a function of magnetic detuning.

For values of BDETUN greater than 102 .54 , the synchronism between

the beam and the field was so totally destroyed that the beam could not

be bunched by the field and acted as an active absorber of RF power.

The saturated efficiency decreases monotonically in a nearly linear

fashion until BDETUN exceeds 102. For values of BDETUN > 102.54, the

gain/efficiency is always less than zero.
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Fig. 5.6. Normalized efficiency as a function of magnetic frequency
(or flux density) detuning for the TE0 1 mode, s = 1.
The operating values, except for BDETUN are those found
in Table 4.1. Pin was adjusted to the maximum value for
which 20 dB gain could be attained. BDETUN is the ratio,
in percent, of the operating magnetic field to the syn-
chronous value predicted by Eqs. 4.45 and 3.5.
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The second type of variation studied was efficiency as a function

of RF frequency detuning. FDETUN is the frequency detuning parameter in

AMINUS, and is defined as the ratio, in percent, of the RF frequency to

the synchronous value predicted by Eq. 4.46. Figure 5.7 contains these

results.

The figure shows three features of interest. First, the synchron-

ous frequency offers the lowest efficiency of operation. Second, the

curve does not vary monotonically, rather, it is in the for- f a para-

bolic curve, a peak exists at FDETUN = 97, and the efficiency falls off

sharply on either side of this local maxima. Third, the efficiency

increases sharply as the RF frequency is tuned above the synchronous

point.

The first and third of these observations may be explained by

considering the dispersion relation for the electron beam, given as

so
w= kv + 0 (5.3)

zz <Y>

where <Y> is defined as an unweighted average of the hot gamma values

for the ensemble of electrons or macroparticles. As the electron energy

decreases via the interaction with the RF field, <Y> will decrease, and

a frequency set at the synchronous value will soon be too low. Thus, a

frequency greater than the synchronous value will cause a favorable

exchange of energy for a longer period of time as the average energy of

the electrons decreases with the progressing interaction. The second

observation is not yet fully explained, but the parabolic shape of the

curve may be explained as follows. For FDETUN less than 100, the RF
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Fig. 5.7. Normalized efficiency as a function of RF frequency detuning
for the TE0 1 mode, s = 1. The operating values are as in
Table 4.1, with the exception of FDETUN (varied) and BDETUN
(= 100, to give synchronous value of magnetic field). Input
power level adjusted to yield 20 dB gain at saturation.
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field immediately begins pushing the electrons, causing them to give up

kinetic energy. FDETUN less than 100 moves the RF frequency closer to

the waveguide cutoff, which causes kz to be smaller. This then causes

the RF field and the beam to interact strongly until the decrease in

<Y> causes the frequency mismatch to be too great to achieve a high

efficiency. This also corresponds to the high linear regime growth

rates predicted by Fliflet 2
4 as the quantity (k/kz - 1) - (v p/C - 1)

increases. For FDETUN - 100, the fields are never able to exert as

great an influence on the electrons because neither the magnitude of kz

nor the overtuning of the RF frequency aids the interaction.

The third simulation result presented is closely related to the

explanation offered for observations discussed above. The variation of

interaction length required to reach saturation as a function of RF

frequency detuning is shown in Fig. 5.8. The operating parameters and

data acquisition process are as in the previous figure.

The monotonic increase in length is related to the time required

for the beam to be bunched and phase trapping to occur. For lower

values of RF frequency, the field begins pushing the particles immedi-

ately, and loses synchronism more quickly as a result. These two fac-

tors produce the short interaction length shown in Fig. 5.8, and the

lower efficiency shown in Fig. 5.7. Higher frequencies will not inter-

act as effectively with the beam until the net average energy of the

beam has been decreased through a relatively inefficient exchange. The

field takes longer to bunch the beam so that the net beam energy loss

can occur, which produces the longer saturation times. The shape of the
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Fig. 5.8. Variation of saturation length,
Lsat, with RF frequency detuning.
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two RF detuning analysis plots agrees with Golombs' (qualitatively, a

different case was considered).

The final numerical simulation result to be reported deals with

the relationship between RF power in, Pin, and saturated efficiency and

power gain. Figure 5.9 shows these results. The input data for this

plot are as shown in Table 4.1, with the exception of the input power

(which was 3.425 kW in the Navy Research Laboratory design).

The efficiency curve monotonically decreases as the input power is

increased. This may be explained in part by the fact that the electron

bunch is formed slowly (Lsat scales inversely with P in) enough that the

electrons that are bunched quickly have not slipped out of phase and

begun gaining energy before the last electrons to be bunched are giving

up their energy. The bunch is formed well, and under the influence of

the weaker RF field, the bunch remains in synchronism with the field

longer.

The power gain curve is less straightforward to interpret.

Neither segment of the gain curve with negative slope produces a situa-

tion of increased power in producing decreased power out. The slopes

are such that the rate of increase of power out with increased power in

is only diminished, not negative. It is possible that the point for P

= 1 kW may be too far below the power level of the beam to be signifi-

cant (-28 dB down). The points at Pin = 9 and 10 kW are also not fully

explained either.

These numerical results are samples of the capability of AMINUS.

They have displayed the ability of the code to predict the quality of

interaction as major input parameters are varied over large ranges.
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Fig. 5.9. Saturation efficiency and power gain as a function of P in,
Efficiency decreases monotonically as Pin increases. The
power gain curve tends to increase as Pin increases.
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AMINUS is an effective tool for gaining understanding of the complicated

cyclotron maser interaction, and for predicting optimal interaction

parameters based on the increased understandings. Based on the exten-

sive verification process discussed in Section 4.7 and the automatic

error checking precautions within AMINUS, the reliability of the numeri-

cal results is high.

5.6 Summary of Results

The results of this report may be summarized by noting the areas

addressed in the previous sections. The GTWA device limitations of

unwanted oscillation and narrow bandwidth were studied, and device based

solutions were proposed in the form of spatially located frequency

selective loss, and a tapered interaction region and dc magnetic field.

These proposals pointed out the shortcomings of the available analytic

theories and indicated the need for a new large signal nonlinear theory

of the GTWA capable of dealing with the proposed configurations. The

theory is a combination of a transmission line formulation for the RF

fields and a single particle ballistic theory for the electron trajec-

tories. The theory is capable of describing the interaction mechanism

for applications in which both taper and nonideal walls are present.

The theory is made self-consistent by a beam-field coupling term derived

in the context of the transmission line formulation, and by the use of

the variable magnitude RF fields In the trajectory calculations. The

theory has been implemented in a computer simulation code and verified

by a lengthy and rigorous process. The simulation code has been applied

to the investigation of the effects of detuning the RF and do frequency

parameters.
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VI. CONCLUSIONS AND RECOMMENDATIONS

6.1 Introduction

This final section of the report is devoted to a brief review of

the results of the research contained in this report and identification

of remaining research objectives related to the present work. For the

detailed discussion of the results, both analytic and numerical in na-

ture, the reader is referred to the Table of Contents and Sections I-V.

The actual results are discussed in Section 6.2. These results

include device based solutions to actual operational problems with GTWA

devices, the derivation of an analytic theory capable of describing the

physical configurations arising from the application of the device based

solutions, a numerical implementation of the analytic theory, and numer-

ical results drawn from the simulation code.

The conclusions based on the research findings are summarized in

Section 6.3. Conclusions regarding the usefulness of the transmission

line formulation for the RF electromagnetic fields, the basic form of

the beam-field coupling term, the usefulness of the simulation code for

modeling, increasing understanding, and design work are drawn and dis-

cussed.

Section 6.4 is 'devoted to recommendations for further work with

regard to both analytical and numerical study of the problems identified

in Section 1.2. These recommendations deal with the verification of the

method for dealing with the RF fields in the region Zfl < z < Zco, the

identification of a faster integration algorithm, extensive simulation/

modeling work, and the development of an optimization scheme for the

- 181 -



location of optimal (i.e., higher values of Ist and increased opera-

tional bandwidth) operating parameters for GTWA devices.

6.2. Summary of Research Accomplishments

This section presents a brief summary of the results obtained and

reported in this report. The results in this report may be broken into

four distinct categories. The primary results of each category will be

summarized in this section. The reader is referred to Sections II and

III for the derivation of the analytic theory, Section IV for the dis-

cussion concerning the numerical implementation of the analytic theory

into a simulation code, and to Section V for the full discussion of the

research findings.

The first category of results deals with the device based solu-

tions proposed and developed to circumvent two specific problems that

currently limit the usefulness of the GTWA. The first of these problems

is the occurrence of unwanted oscillations, which begin at lower than

desired current levels, and which occur at a frequency slightly below

cutoff and therefore not at the optimum for gain and/or efficiency. The

solution proposed for this problem is in the form of a frequency selec-

tive loss mechanism that would absorb any power involved in the oscilla-

tion at the unwanted frequency. The second problem investigated is the

narrow bandwidth of the normal configuration of the GTWA. The proposed

solution for this limitation is in the form of a reverse injecti*'n

configuration coupled with a tapered waveguide and a contoured dc mag-

netic field.

The research that leads Lo tne next category of results was unde"-
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taken in order to develop the analytic tools needed to study the device

based solutions mentioned above. The theories available were not able

to adequately address the physical implementation of the solutions, thus

indicating the need for the use of a different analytic approach. In

particular, the theories available were not suited to address the con-

cept of a spatially located, frequency selective loss mechanism, nor

were they suited to address the reverse injection scheme. A largw sig-

nal nonlinear theory of the gyrotron traveling-wave amplifier was devel-

oped by combining a transmission line formulation for the RF electromag-

netic fields with a single-particle ballistic model and theory for the

electron trajectory calculations. The transmission line formulation is

an excellent tool for the analysis of tapered and/or nonideal wall wave-

guide interaction regions. The transmission line approach was chosen

because it yields terms specifically derived to address each type on

nonuniformity in the waveguide, including the case of the simultaneous

presence of both types of nonuniformity, and because it is based on a

waveguide mode expansion, yielding a profile coefficient for the elec-

tric and magnetic fields of each separate mode. A very important aspect

of the transmission line formulation is the beam-field coupling term

that arises naturally during the derivation. This coupling term is pre-

sented in a general term and in a form specific to the circular wave-

guide configuration being investigated in this report. The selected

form for the trajectory equations uses the same type of field represen-

tation and allows for the case of a tapered dc magnetic field. The

guiding center formulation was also derived in a consistent fashion as

well.

- 183 -



Collected together, the individual pieces of analytic work result

in a cohesive analytic description of the GTWA interaction, with the

capability to deal with a number of complicating, but useful adaptations

to the standard configuration. The derived theory is capable of dealing

with the conventional GTWA device configurations with the equal or

better accuracy as compared to the previously available theories. The

significance of this work lies in the fact that nonstandard configura-

tions may be dealt with by use of the theory derived herein. That is,

all the Information previously available to theoreticians may be found

in this theory, as well as information describing the effects of elec-

trically nonideal waveguide walls and/or tapered waveguide walls.

Further, the theory is derived in such a fashion so as to allow the

analysis of multiple element interaction regions, examples of which

would include loss elements used to protect the electron gun, lossy

waveguide regions, auxiliary waveguide coupling mechanisms, severs, and

other stabilization elements. Thus, the theory derived herein surpasses

previously available theories in the generality and realism of physical

configurations that may be analyzed.

The next category of results follows again naturally from the

previous category. The analytic theory discussed above has been coded

into a simulation program, presently called AMINUS. AMINUS retains all

the necessary components and capabilites needed to consider the device

based solutions discussed as the first category of results. The simula-

tion code has the ability to consider the effects of guiding center

motion, or to perform calculations under the assumption that the centers

do not move. AMINUS has been time optimized by the use of small
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argument approximations where appropriate, and by the use of a machine

dependent vector instruction set in the integration algorithm. The code

is written to implement the self-consistent theory discussed above, but,

for the purpose of run time speed, may be used as a nonself-consistent

code for rough results. A rigorous verification scheme was devised and

carried out, and the code passed all phases with excellent results. The

numerical results of the computer code were shown to agree with the

results published previously by Chule9'1 and Fliflet. 2
4 The simulation

results were compared for gyroamplifier devices operating in both the

conventional (Sph - 3 - 10) CRM region, as well as the CARM regime

(8ph > 1). A supporting code was written to calculate the linear regime

small signal gain rate for given input parameters. These two codes, the

internal calculations of AMINUS, and all tested published results are in

substantial agreement, indicating that AMINUS is an accurate, numeri-

cally robust simulation code.

The final category of results deals with the numerical results

gained either in the development of the computer simulation code dis-

cussed above, or in the use of the code in simulation based studies.

The development phase results dealt with the form chosen to represent

the electron beam. It was found that a minimum number of particles,

namely, Nmin > 12, was required to adequately represesnt the range of

possible initial phase relationships between the electron motion and the

RF field. The simulation studies were done to examine the effects of

detuning either the RF field frequency or the dc magnetic field (cyclo-

tron frequency) from the synchronous values. It was found that the

synchronous value of the RF frequency corresponded to the lowest value
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of saturation efficiency. The variations in efficiency with RF detuning

were explained by consideration of the beam dispersion equation. The

analysis indicated that the interaction corresponding to below synchron-

ous RF tuning was aided by a small value of kz, which is characterized

by a large linear growth rate, and that above synchronous tuning was

aided by the decreasing value of <Y>, which allowed the RF field to

remain synchronously coupled to the electron beam long enough to yield a

high efficiency value. It was found that the saturated efficiency was

peaked at about 0.96 times the synchronous value, and sharply decreased

in a linear fashion as the dc magnetic field is adjusted up through the

synchronous value. It was found that, for the design considered, a dc

magnetic field greater than 1.0254 times the synchronous value created a

circumstance in which the RF field could not bunch the electron beam,

and the beam became an active energy absorber.

For the parameters tested in detail, the slope of the saturation effici-

ency versus detuning parameter was approximately 9 percent decrease in

saturation efficiency per 1 percent increase in magnetic tuning, and

similar findings were observed for other operating conditions. The

saturation length was found to increase monotonically for Increased RF

frequency tuning, with the lowest possible detuning falling just

above wsynch /Yz in the frequency spectrum. It was found that the

saturated efficiency/power gain vary approximately monotonically in an

inverse/direct way with increased RF power. The guiding center motion

was studied as well for various mode and cyclotron harmonic numbers and

found to be significant in some cases and insignificant in others,
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indicating that care must be used in claiming and/or assuming zero

guiding center motion in the analysis of GTWA devices.

6.3 Conclusions Based on Research
Accomplishments

This section details some conclusions reached through a considera-

tion of the research findings contained in this report. These conclu-

sions fall into three categories:

1. The validity and usefulness of the transmission line formula-

tion.

2. The validity of the beam-field coupling term.

3. The value of the derived simulation code.

As has been extensively discussed in this report, the device based

solutions proposed herein were not adequately dealt with by existing

analytic theories of the gyrotron traveling-wave amplifier. It would

have been possible to alter those theories to handle at least the

tapered waveguide problem, and possibly the nonideal wall problem as

well. It was determined, though, that a completely new approach was in

order to provide a clear treatment of the two device based solutions.

The transmission line theory does not require any assumptions, nor does

it require linearization, and so has an exactness about it not foung.in

kinetic theory. Within the report, a single RF mode has been assumed to

propagate in the waveguide, and that mode has been represented

exactly. It has been possible using the transmission line formulation

to derive terms specifically addressing the presence of the two types of

waveguide nonuniformity involved in the device based solutions.
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Further, earlier work" that considered only a single type of nonuni-

formity in the waveguide has been corrected by this approach."'" In

the case of a single nonuniformity, the equations presented reduce to

the proper form. This then leads to the conclusion that the transmis-

sion line formulation for the RF electromagnetic fields is a powerful

analytic tool. This tool has been exploited in the research reported

herein for cases described by a cylindrical coordinate system to a great

advantage. This tool could also be applied equally well to devices

operating in a geometry best described by a rectangular coordinate

system.

The second conclusion deals with the validity of using a distribu-

tion function constructed of spatial and velocity delta functions. The

concept had been proposed by several authors, '13 6
1  but, to this

author's knowledge, has not ever been implemented into a computer simu-

lation code. The implementation has allowed a practical verification of

the validity of this simple form for the coupling term. The accuracy of

the implementation in this report has been verified by comparison of the

amount of energy given up by the beam and the amount of energy gained by

the RF fields. The agreement between the two values was found to be so

close that the error inherent in the numerical integration process is

suspected to be the primary, if not sole, cause of disagreement.

The final conclusion concerns the usefulness of the simulation

code, AMINUS, for increasing the understanding of the physical interac-

tion mechanism of the gyrotron interaction in an amplifier configura-

tion. It has been shown that AMINUS is capable of accurately predicting

the interaction behavior under a large range of input parameters,
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Including the interaction that occurs below the classical waveguide

cutoff point and the interaction occurring for cases in which the beam

and field are so severely detuned that no amplification is possible.

The nonlinear behavior of GTWA devices may be modeled using AMINUS under

operating conditions simulating various irregular waveguide configura-

tions, including, but not limited to, those proposed in Section 1.3.

Several physical explanations have already been made based on the simu-

lation results presented in Section 5.5. It has been concluded that the

claim of zero guiding center motion is not always valid, but must be

justified on a case by case basis.

The most fundamental conclusion is that the analytic and numerical

tools needed for a fuller evaluation and simulation of the operating

characteristics of gyrotron traveling-wave amplifier devices are now in

place. The tools described in this report allow the simulation of the

gyrotron interaction in waveguide interaction regions, which more

closely represent the current state-of-the-art experimentation than was

possible by use of previously available research tools. The interaction

regions may be fully general, including electrically nonideal walls

and/or tapered waveguide regions. The presence of these types of

uniformities has defeated or severely limited the usefulness of previous

theories.

6.4 Recommendations for Further Study

This section will identify several tasks whose successful comple-

tion would provide additional insight into the operation and modeling of
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GTWA devices and an even more useful computer simulation tool. The

recommendations are four in number:

1. Further study of the proper method for representation of the

below cutoff properties of the beam-wave interaction.

2. Identification of an integration algorithm requiring fewer

function evaluations.

3. Extensive simulation and modeling studies.

4. Design and implementation of an optimization scheme using

AMINUS as the function being optimized.

Questions have been raised concerning the appropriateness of the

method chosen to represent the electron cyclotron maser interaction when

the RF electromagnetic wave has frequency w less than the local cutoff

frequency, w o(z), in a tapered waveguide.3  Within this report, it is

assumed, with what Is believed to be valid analytical justification,

that the RF wave may be modeled as though it were launched or injected

from a point labeled zfl In Fig. 5.3 with a very small initial ampli-

tude, even when the launching point has a corresponding waveguide radius

less than the cutoff value for the launched mode. The qualitative

argument for the model is as follows. Actually, the wave is launched

and travels in the -z direction, as shown in Fig. 5.3. The classical

cutoff radius occurz at zco at which point the wave coherently reflects

and begins to travel in the +z direction. The reflection does not occur

in a single plane, though, but may be represented as a wave being expo-

nentially damped as it travels further into the cutoff region, zfl < z <

zco, until at zfl the wave has been diminished so that it has a very

small or infinitesimal magnitude. Viewed as a modeling problem, it is
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seen that Zf1 may be represented as the field launching point, and the

wave will grow exponentially in the +z direction (seen by the exponen-

tial decay in the -z direction). It is well known that RF waves do not

truly propagate, and that no energy can travel down the waveguide for

regions in which w < w . *61' '
3 2 It is also known that attenuation

co

occurs, 6IP37132 thus validating the physical picture developed here and

shown in Fig. 5.3. It is held, then, by the findings in this report,

that it is possible, and even necessary, to model the RF field in the

cutoff region as explained here. It is known that a significant change

occurs in the amplitude of the RF wave in this region,' which makes it

imperative that this region be subject to numerical simulation. Given

the stature of those asking the questions (principal researchers at the

Naval Research Laboratory), it is deemed that the questions should be

investigated fully.

A discussion of the process used to choose the integration algo-

rithm was presented in Section 4.5. The final choice was a custom

written, time optimized implementation of a fourth order Runge-Kutta

(RK4) algorithm. The RK4 algorithm is handicapped by the requirement

that the function being integrated be evaluated four times per step.

For an application in which the function evaluations are expensive, such

as is the case in AMINUS, the number of evaluations must be held to a

minimum. Reseaarch is currently under way for an algorithm with the

same robustness as the presently used algorithm, but which uses fewer

function evaluations. Though this may seem like a small point, the

simulation code run time (and thus run-time expense) will scale approxi-

mately as the number of function calls per step.
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No case need be made for the third recommendation, which is an

extension of the cases and configurations studied by simulation. Exten-

sive work needs to be done on the design and modeling of the loss mecha-

nisms, as well as optimization of the waveguide and magnetic field

contour. The difficulty in experimentally achieving the analytically

identified optimal dc magnetic field profile has been documented.4 6 A

scheme for modeling the profile has been noted in a recent work.3' This

scheme would result in a smooth profile, which would presumably be

easier to experimentally implement, and which reflects consideration of

not only the waveguide taper, but also the changing electron energy.

Automation of the process of designing and simulating loss mechanisms,

waveguide wall taper, and dc magnetic field taper would provide a help-

ful simulation tool in the study of complex cavity GTWA devices.

Finally, it is recommended that the present simulation code be

configured so that an identifiable result is the power in the backward

wave, the amplitude of which is denoted a-(z), thus giving rise to the

name of the present simulation code, AMINUS. The oscillation start

onditions may be studied by identifying the current value at which a

perfectly matched device breaks into oscillation for a (L) is signifi-

cantly smaller than a (L), where a+(z) is the power in the forward wave

at z. Ideally, a would be zero, but a sufficient and more practical

condition would be to require that a- be 20 to 30 dB down from a+ . At

that point, the device would make the transition from an amplifier to an

oscillator, and the current would be identified as Ist* The optimiza-

tion would be in the form of an optimization of a real function of two

real variables, i.e., MINfa-(w, 10)0 . The values of a- corresponding
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to (w, Io ) points could be thought of as contours in a three-dimensional

space, where the surface so constructed would represent the start oscil-

lation conditions for a GTWA device. The objective of this recommenda-

tion would be to raise the entire surface and/or to locate the local and

absolute maxima on the surface.

Research on each of these recommendations, by this researcher, is

currently underway at the University of Utah. Results on the first and

second recommendations are considered imminent. Work on recommendations

three and four is underway, and results are anticipated, but due to the

nature of the work, will take longer to achieve.
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APPENDIX A

VECTOR AND SCALAR RELATIONSHIPS

Several vector and scalar relationships and theorems are listed in

this appendix. These relationships are used in various parts of the

report and are collected here for convenience.

x, y, and z are unit vectors in the rectangular coordinate system.

r, 8, and z are the unit vectors in the circular coordinate system. The

circular coordinate system Is actually a subset of the set of coordinate

systems strictly called cylindrical coordinate systems."5 For purposes

of brevity within this report, cylindrical coordinates will be under-

stood to refer specifically to the circular cylindrical coordinate

system. Quantities A, B, and C are vectors which may be formulated in

either of the two coordinate systems mentioned above. Quantities * and

p are scalars and also may be formulated in either of the two coordinate

systems.

The triple cross product may be expanded as3 s

The scalar quantity given by A • B x C may also be evaluated in

any of the following forms given by s"

A B [BC = [BCA CAB] (A.2)

The chain rule for differentiation of the product of a scalar and

a vector is"
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The two-dimensional Leibnetz rule for the integration of the dot

product of two vectors is

(a) (b) (c) (d)

4P and f A,+D
A 8 ds - f "-zB"ds + f A ds + A- . B dtdS(z) S(z) S(z)

(A.4)

The quantity nb is the value of the outward normal variable at the

boundary of S(z). Examination of Fig. 2.1 reveals that an b/az is just

the slope of the boundary in the n - z plane. Therefore, an b/az =

tan (eT).

Two forms of the two-dimensional Green's theorem for scalar func-

tions are used herein. These two forms may be written as4

(a) (b) (c)
2 4 a

f Vtp ds + f V V p ds = 4L . dt (A.5)S(z) S(z) z

(a) (b)

f V2P _PV2 d L PL d2 (A.6)
S(z) an an

where t is the closed countour around S(z), and n is the outward normal.

Stoke's theorem may be written as3s

f (+ + ) , +s o 4; + , d

S(z)
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The transmission line formulation always uses ds - z ds, as in Fig. 2.1,

so that Stoke's theorem may also be written as

f • z ds - A • h (A.7)
S(z)

The manner in which this theorem is used involves a vector of the form,

A = pV t (A.8)

With this form for A, two forms result,'

I ~ px~) ds- *di (A.9)S(z) t 9.

and

f dp x ) S-- t (A.)
S(z) V t 

(At+O)

The components of C may be expressed in rectangular coordinates as

C - CxX + Cyy + CzZ (A.11)

C - C cos e + C sin 8 (A.12)r x y

Ce - -Cx sin e + Cy cos 8 (A.13)

The vector, C, may be expressed in cylidnrlcal coordinates as
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C - C r + C e + C z (A.14)

and transformed into the equivalent rectangular terms by using the

relationships s

C C cos 8 - C sin 0 (A.15)

C - C sin B + C cos B (A.16)y r e

Using Eqs. A.15 and A.16, a relationship is derived between a

combination of transverse unit vectors in the two coordinate systems.

x + jy = (r cos e - e sin e) ± (r sin e + e cos e)

- r1cos e ± j sin e) + jO(J sin e ± cos B)

- r(cos e ± j sin e) ± je(cos e ± j sin e)

so that

x_ Jy - (r ± je) e (A.17)

Equation A.17 also holds for the conversion of the components of vector

quantities from one coordinate system to the other. This may be veri-

fied by dot multiplying the left-hand side of Eq. A.17 into the vector

expressed in rectangular form, and the right-hand side of Eq. A.16 into

the vector expressed in oircular cylindrical form.
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APPENDIX B

EXPRESSION OF Bor IN TERMS OF MAGNETIC FIELD TAPER

The dc magnetic field is assumed to have the form

Bo oz +Borr (B.1)

where

B >> B
oz or

Taking the divergence of B, and using Maxwell's divergence relationship

for B yields

B oz
VB - B +-- Or r or +3Z

i Dr oz

r r ror 3 Tz

f 3(rBor) - oz fr ar

1 2 ozrB - -ror 2 az

1 3oz
B -- r (B.2)or 2 Dz

Equation B.2 allows Bor to be expressed in terms of the taper of Boz,

and is the transformation used in Eq. 3.46. 36
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APPENDIX C

EXPLANtTION AND APPLICATION OF GRAF'S ADDITION
THEOREM FOR BESSEL FUNCTIONS

The basic reference for this appendix is Abramowitz and Stegun,

Handbook of Mathematical Functions, p. 363.1 The formulation is also

used and applied in articles by Chu,1 7 Fliflet,2  and other researchers,

though without any elaboration. Graf's theroem as stated' is

B (w) Cos (,b) 7 B (u)J (v) C (ka) (C.1)
V sin k=- B+k( kVsin

subject to the condition

1v e+Jal < jul (0.2)

where B represents a Bessel function of the first or second kind, or a

complex sum or difference of the two.

Figure C.1 shows the geometry used in Graf's theorem. The func-

tion served by Graf's theorem, geometrically, is the expression of a

triangle in the form of two sides and an included angle as opposed to a

single side and an adjacent angle. Physically, the theorem allows the

expansion of the RF fields at the guiding center of the electron

orbits. This process identifies the strength of the field detected by

the electron itself, and reveals the utility of the beam model chosen in

Section IV.
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in cyclotron orbit

A

XL

Fig. C.l. Geometry used for Graf's addition theorem for Bessel
functions, overlaid on a single beamlet cross section
to identify the use of the theorem's variables.
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The form of Eq. C.1 used in the present work is found by adding

the cosine portion of Eq. C.1 to (-J) times the sine portion. The

resulting expression is in a form useful for expressions involving

exponential functions of angle.

B (w) e- = B +k(U)Jk (v) e- j ka (C.3)
k

The expressions found in Section III that were modified by appli-

cation of Graf's theorem were (from Eq. 3.60)

L+_ m e = +C mnk tmJml(R) e e (C.4)

The values for the radial variables are clear from Fig. C.1, but

the angular values require further consideration. Figures C.2 and C.3

(a copy of Fig. 3.2) are diagrams of a beamlet with additional angles

labeled for convenience. From a comparison of Figs. C.1 and C.2, the

values of the angles a and b are

a :

(C.5)

b 2

For the case pictured in Fig. C.2, in which r lies exactly on x,0

the relation

2  + ( 'T + ) (C.6)
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Fig. C.2. Beamlet geometry for thespecial case when 0
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Fig. C•3. General beamlet geometry. The guiding center
has been rotated azimuthally by angle e

0
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may be observed. Figure C.3 may be thought of as the same beamlet with

the guiding center azimuthally displaced by an angle 8 0. Figure C.3 is

the general case, and the standard case would involve a beam composed of

beamlets with an equal distribution of Initial e values. For theO

beamlet in Fig. C.3, the relationship equivalent to Eq. C.6 is

82 - e 0 + (r + t) - I (C.7)

or

2  + e 0 - (OT + 0) (C.8)

The value for eI is obtained simply as

8 1 e - e0 (c.9)

Substitution of Eqs. C.8 and C.9 into Eq. C.4 yields

L_ e j a =±C k e -J[(m)e±(T+)] -J(ml)81  (.10)

L+ =±Cmkt0eJm;l(R) e(.O

The scalar wave function is transformed using Graf's theorem in Section

3.6. It may be written in a form similar to Eq. C.10 as

-j[(m-s)e0-sUat $)]

a C mn ms(Ro)Js(RL) e (C.11)

The substitution I = m T I is made in Eq. C.10, and the result is
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substituted into Graf's theorem in the form given in Eq. C.4. This

yields

-J[ie o+( +) ]  -JkB
L a +Cmntm e 0.ek,(R l1k(RL) e

-Jk[ n+eO-(n'r+$)] -J [c(m;1)eO+(fl *,c,)]

-+mnktm k~m.;l[Rok RLe e

k

- _+Cmnktm Jm+k*l 0oJ~k(RL) e

The summation indices are shifted according to

-q = k T 1 (C.12)

so that

k ---q _± 1

and

-k =q z I

which yields

L ; =C -J[(m-q)e +s( T+C) (L+ m e J ±C -mn ktm i Jm=q(Ro0)J q;l[(R L) e o(.3

q- =

Now a single harmonic, the sth harmonic, is selected by taking the

sth term in the summation. This yields
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- [ (m-s)e0 +s( T+)]
L +* M  j  ±C mnk tmJ msR o)Ji 1 (R L) e (C.14)

By a similar process, *m may be expanded from Eq. C.11 to yield

.- J [(m-S) 0- S(QT O)]
'F C mnjms(R0)Js(RL) e (0.15)

The expansion of eJ (m- l)e Jm_l(R) is needed in Section IV. Use of an

index substitution similar to Eq. C.12 allows the straightforward appli-

cation of the theorem. The result is

eJ (m-l)e m (R) - Jm-s (Ro ) J s (RL) e- (.16)

Equation C.14 is substituted into Eqs. 3.62, 3.63, and 3.64, the

result multiplied by exp(jwt), and the real (physical) part is taken.

This process yields Eqs. 3.65, 3.66, and 3.67. Also used in the process

is the Bessel function identity in Eq. 3.96. The value of r, defined in

Eq. 3.68, follows directly from this process. Eq. C.15 is substituted

into Eq. 3.58 and the result into Eq. 3.94. The same process described

above is then used to find Eq. 3.95.

It is interesting to note that the condition placed on the use of

Graf's theorem in Eq. C.2 is always met in the present application.

Consideration of the effects of diminishing ro on angle a reveals that

the limiting case of ro = 0, which produces r - rL, produces a value of

a - 0, so that Eq. C.2 is always satisfied in the physical situations

dealt with in the assumed beam model.
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APPENDIX D

DERIVATION OF ELECTRONIC EFFICIENCY RELATIONSHIP

The total energy (TE) of a relativistic particle of mass mo and

velocity v is given by5s

TE -m c2  (D.1)

where

=- [ v (D.2)

and TE(O) is the initial total energy. We define Y as the value of Eq.o

D.2 based on the initial velocity. In our case, this is the velocity

of the particle prior to any interaction of the particle with the RF

fields. The energy associated with this value is

(0) = Y m c2  (D.3)

With this formulation, the kinetic energy (KE) of the particle may be

written ass s

KE ( )m0C2 (D.14)
KS = [-l1)rnc 2

We then define a normalized electronic efficiency for exchange of

kinetic energy as

K KE(O) - KE(Z) (D.5)
net - KE(O)
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Using Eq. D.4, the most general form of Eq. D.5 for an ensemble of N

particles would be

ne, - o ~ pni -) lj- -c ~ (D .6)

where the possibility of an initial spread in velocity or momentum has

been assumed. If we assume an initially mono-energetic electron beam,

with kinetic energy given by Y 0 , we may write as

0N

n et m m~ 2 [ 0  C ,2 (-

or

1N

p=l 
(D7et Y - 1  (D.7)

0

Equation D.7 yields the electronic efficiency of an ensemble of elec-

trons by measuirng the change in kinetic energy for the ensemble,

including "good" and "bad" electrons.
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APPENDIX E

DERIVATION OF A CYLINDRICAL COORDINATE EXPRESSION
FOR TRANSVERSE VELOCITY

The general expression for the transverse velocity in cylindrical

coordinates is

4

Vt Mvr + v e (E.1)

Equations 3.13 and 3.14 may be substituted into Eqs. A.12 and A.13 to

yield

Vr ' -vt sin(a) cos(e) + vt cos(a) sin(e)

= vt[cos(a) sin(e) - sin(a) cos(B)] (E.2)

and

ve = v t sin(a) sin(e) + vt cos(a) cos(e)

= vt[sin(a) sin(e) + cos(Ca) cos(e)] (E.3)

The products of trigonometric functions may be reduced to a single

expression to yield

v - vt sin(a - e) (E.4)
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ve M vt cos(a-e) (E.5)

Substitution of Eqs. E.4 and E.5 into Eq. E.1 yields

vt M vt[-sin(a - Or + cos(a - e)e] (E.6)

Equation E.6 is Eq. 4.33 in the text. Equation E.6 applies to both

axis-encircling and nonaxis-encircling electron orbits.

A similar expression for vt may be written using Eq. A.16. This

expression offers certain advantages and is used in Section IV in the

process of manipulating Ebf into its simplest form.

vt . vt(r + je) e (E.7)
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APPENDIX F

DISPERSION RELATIONS FOR VARIOUS BEAM AND WAVEGUIDE CONFIGURATIONS

This appendix presents the dispersion relations derived by Lau, et

al., in References 48 and 50. These dispersion relations were derived

as approximations and adjustments to Eq. 1.6 of the text, which is

repeated here for clarity.

For a cold beam, with no velocity or energy spread, and an ideal

wall waveguide, the normalized dispersion relation was found to be

(W2 _ 72 _ 1)(w - kBz - bc)2  - (F.l)

where

W A RF cutoff frequency

co

k
k z

mn

V
Sz zo

z c

V

t to

A nc
b

Co

A 4vcBtoHsm

ec Y= 2 kW2Y rk 2
o w mn co
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and Hsm is defined in Eq. 1.4

For a warm beam, i.e., one having velocity spread and/or total

energy spread and a lossless waveguide, the dispersion relation is

F- _ <v, 2 j <AY )j 2
-- - - c (F.2)

1_2_) - b) z z { C

where

Sf(Avz )f(r,p,t) d3p
A -®

<AVz -f r(;,,t) d3p

represents a spread in z velocity and

I f(A)f(r,p,t) d3p
<AY> A -=

Wf f(r,p,t) d3 p

-UW

represents a spread in the total energy of the electrons in the beam.

For a cold beam and a lossy waveguide, the dispersion relation is

{W 2-k [12 (j - 1)j (w- k$B- b)2 E~ (F.3)

where 6 is the skin depth of the waveguide wall, defined in Eq. 2.77,

and it was assumed that 6/r << 2.
w
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