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1. INTROQUCTION

——————————————r—

Universal Energy Systems, Inc. (UES) was awarded the United States
Air Force Summer Faculty Research Program on August 15, 1984, The
contract is funded under the Air Force Systems Command by the Air Force
office of Scientific Research.

The program has been in existance since 1978 and has been conducted
by several different contractors. The success of the program is evident
from its history of expansion since 1978.

The Summer Faculty Research Program (SFRP) provides opportunities
for research in the physical sciences, engineering, 1ife sciences,
business, and administrative sciences. The program has been effective in
providing basic research opportunities to the faculty of universities,
colleges, and technical institutions throughout the United States.

The program is available to faculty members in all academic grades:
instructor, assistant professor, professor, department chairman, and
research facility directors. It has proven especially beneficial to
young faculty members who are starting their academic research programs
and to senfor faculty members who have spent time in university
administration and are desirous of returning to scholarly research
programs.

Beginning with the 1982 program, research opportunities were
provided for 17 graduate students. The- 1982 pilot student program was
highly successful and was expanded in 1983 to 53 students; there were 84
graduate students in the 1984 program.

In the previous programs, the graduate students were selected along
with their professors to work on the program. Starting with the 1985
program, the graduate students were selected on their own merits. They
were assigned to be supervised by either a professor on the program or by
an engineer at the Air Force Laboratories participating in the program.
There were 92 graduate students selected for the 1985 program.

Again in the 1986 ‘program, the graduate students were selected on

their own merits, and assigned to be supervised by either a professor on
the program or by an engineer at the participating Air Force Laboratory.
There were 100 graduate students selected for the 1986 program.

Follow-on research opportunities have been developed for a large
percentage of the participants in the Summer Faculty Research Program in
1979-1983 period thrauqh an AFOSR Minigrant Program.

On 1 September 1983, AFOSR replaced the Minigrant Program with a
new Research Initiation Program. The Research Initiation Program
provides follow-on research awards to home dnstitutions of SFRP
participants. Awards were made to approximately 50 researchers in 1983.
The awards were for 3 maximum of $12,000 and a duration of one year or
less. Substantial cost sharing by the schools contributes significantly
to the value of the Research Initiation Program. In 1984 there were
approximately 80 Research Initiation awards. .

1
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PREFACE

The United States Air Force Graduate Student Summer Support Program
(USAF-GSSSP) 1s conducted under the United States Air Force Summer
Faculty Research Program. The program provides funds for selected
graduate students to work at an appropriate Air Force Facility with a
supervising professor who holds a concurrent Summer Faculty Research
Program appointment or with a supervising Air Force Engineer. This is
accomplished by the students being selected on a nationally advertised
competitive basis for a ten-week assignment during the summer
fntersesston period to perform research at Air force
laboratories/centers. Each assignment is in a subject area and at an Air
Force facility mutually agreed upon by the students and the Air Force.
In addition to compensation, travel and cost of 1living allowances are
also paid. The USAF-GSSSP is sponsored by the Air Force Office of
Scientific Research, Afr Force Systems Command, United States Air Force,
and is conducted by Universal Energy Systems, Inc.

The specific objectives of the 1986 USAF-GSSSP are:

(1) To provide a productive means for the graduate students to
participate in research at the Air Force Weapons Laboratory;

(2) To stimulate continuing professional association among the
Scholars and their professional peers in the Air Force;

(3) Jo further the research objectives of the United States Air
Force;

(4) To enhance the research productivity and capabilities of the
graduate students especifally as these relate to Air Force
technical interests.

During the summer of 1986, 100 graduate students participated.
These researchers were assigned to 25 USAF laboratories/centers across
the country. This two volume document is a compilation of the final
reports written by the assigned students members about their summer
research efforts.




LIST OF 1986 GRADUATE STUDENT PARTICIPANTS

NAME /ADDRESS

Susan M. Abrams
University of 11linois
Dept. of Bioengineering
Chicago, 1L 60680
(312) 996-8661

William H. Acton
University of New Mexico
Dept. of Psychology
Albuquerque, NM 87131
(505) 277-4121

Julte A. Albertson

Washington State University
Dept. of Mechanical Engineering
Pullman, WA 99164-2920

(509) 335-8654

Jay H. Ambrose

University of Kentucky

Dept. of Mechanical Engineering
Lexington, KY 40506

(606) 257-2663

Mark R. Anderson

Purdue University

School of Aeronautics and
Astronautics

Grissom Hall

W. Lafayette, IN 47907
(317) 494-5154

Stanley F. Anton

Rutgers-The State University
of New Jersey

Psychology Department
Psychology Bldg.

Busch Campus

New Brunswick, NJ 08903
(201) 932-4036

DEGREE, SPECIALTY, LABORATORY ASSIGNED

Degree: B.S., Human Factors
Engineering, 1984

Specialty: Zoology
Assigned: HRL/OT

Degree: M.A., Applied Behavioral
Science, 1984

Specialty: Psychology

Assigned: AAMRL

Degree: B.S., Mechanical
Engineering, 1985
Specialty: Mechanical Engineering

Assigned: FJISRL

Deqree: M.S., Mechanical
Engineering, 1985
Specialty: Mechanical Engineering

Assigned: APL

Degree: M.S., Engfineering,
Aeronautics and Astro-
nautics, 1984

Specialty: Engr. Aerconautics and
Astronautics

Assiqgned: FDL

Degree: M.S., Cegnitive

Psychology, 1986
Specfalty: Cognitive Psychology
Assigned:  AAMRL

i




Christopher P. Antworth
Florida State University
Department of Chemistry
Box 13

Tallahassee, FL 32306
(904) 644-1274

Sherif A. Aziz

Wright State University
Systems Engineering
School of Engineering
130 Eng. and Math Bldg.
Dayton, OH 45435

(513) 873-2403

Alan H. Baginski
University of Lowell
Electrical Engineering
Lowell, MA 01854
(617) 452-5000

Joseph M. Boroughs
Unfversity of New Mexico
Psychology Department
Albuquerque, NM 8T
(505) 2717-a13 1

Dale T. Bracken
University of Georgia
Dept. of Psychology
302 Morris Hall
Athens, GA 30602
(404) 542-8362

Angela M. Braun
Trinity University
Biology Department

715 Stadium Drive

San Antonio, TX 78212
{512) 736-7011

David A. Bridenstine

Arizona State University

Mechanical & Aerospace
Engineering

Tempe, AZ 85287

(602) 965-329

Degree:
Specialty:
Ass?gned:

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Deqree:
Specialty:
Assigned:

Deqree:
Specialty:
Assigned:

Deqree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

ii1

B.S., Chemistry, 1980
Chemistry
ESC

B.S., Systems and
Biomedical Eng., 1984
Biomedical Engineering
AAMRL

B.S., Electrical
Engineering, 1983
Electrical Engineering
RADC

M.A., Psychology, 1981
Psychology
AAMRL

B.S., Psychology, 1985
Psychology
HRL/1D

B.A., Biology, 1986

Biology
SAM

M.S., Engineering, 1985
Engineering
ML




Paul E. Bussey

University of Colorado at
Colorado Springs

Austin Bluffs Parkway
Colorado Springs, CO 80933-7150
(303) 593-3351

Timothy T. Clark
University of New Mexico
Mechanical Engineering
Albuquerque, NN 87131
(505) 27171-21761

Otis Cosbhy, Jr.

Meharry Medical College
School of Medicine

1005 0. B. Todd Jr. 8lvd.
Nashville, TN 37208
(615) 327-6223

Jennifer L. Davidson
Department of Mathematics
Unfversity of Florida

201 wWalker Hall
Gatnesville, FL 32611
(904) 392-0268

Douglas W. DeHart

University of Wisconsin-Madison
Dept. of Engineering Mechanics
1415 Johnson Drive

Madison, WI 53706

(608) 262-3990

Brian J. Doherty

Duke University

Biomedical Engineering Dept.
Durham, NC 27706

(919) 684-6185

Degree:

Specialty:
Assiqgned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assiqgned:

Degree:
Specialty:
Assiqned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

iv

B.S., Electrical
Engineering, 1986
Electrical Engineering
FISRL

BSME, Fluid Dynamics, 1983
Mechanical Engineering
WL

BS, Natural Science, 1983
Natural Science
SAM

M.S, Mathematics, 1986
Mathematics
AD

B.S., Engineering
Mechanics, 1985
Engineering Mechanics
RPL

B.S.E., Bioenginnering, 1984
Bioengineering
AAMRL




Franklin J. Dunmore

Howard University

Dept. of Physics and Astronomy
2355 Sixth Street, N.W.
Washington, D.C. 20059

(202) 636-624"

Michael P. Farr

Pennsylvania State University
312 Steidle Building
University Park, PA 16802
(814) 863-0154

Christopher A. Feild
Dickinson College
Box 914

Carlisle, PA 17013
(717) 245-1533

Michelle J. Ferry
Wright State University
Dayton, OH 45435

(513) 873-2855

Carl V. Frank

Univ. of Southern Mississippi
Computer Science Dept.
Southern Station, Box 9157
Hattiesburg, MS 39406-9157
(6071) 266-3216

Beverley A. Gable
Ohio University
Psychology Dept.
1222 Carriage Hill
Athens, OH 45701
(614) 594-7167

Michael D. Garner

University of North Carolina at
Greensboro

Physics Dept.

Greensboro, NC 27412

(919) 379-5844

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Deqree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assiqgned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

B.S., Physics, 1982
Physics
ML

M.S., Polymer Science, 1984
Polymer Science
ML

B.S., Chemistry, 1986
Chemistry
ML

B8.S., Chemistry, 1984
Chemistry
AAMRL

B.S., Computer Science,
1985

Computer Science

SAM

B.S., Psychology, 1984
Psychology
AAMRL

B.S., Physics, 1984
Physics
RADC




Maurice B. Gilbert
Meharry Medical College
Medicine Department
1005 Or. D.B. Todd Blvd.
Nashville, TN 37208
(615) 327-6111

Beverly E. Girten

Ohto State University

Exercise Physiology and
Physiological Chemistry Dept.
College of Medicine

333 W. 10th Avenue

Columbus, OH 43210

(614) 422-1462

Ellen S. Goldey
Miami University
Zoology Dept.

210 N. Main #4
Oxford, OH 45056
(513) 529-3451

Alfred W. Gordon
Atlanta University

pDept. of Biology

360 Westview Drive, S.W.
Atlanta, GA 30314

(404) 681-0251

Nadia C. Greenidge
New York University
Dept. of Anthropology
25 Waverly Place

New York City, NY
(212) 598-3258

Peggy J. Grigsby

Wright State University
Physics Department
Dayton, OH

(513) 873-2950

Deqree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

vi

B.S., Biology, 1982
Biology
SAM

M.S., Exercise
Physiology, 1983
Physiotogy,
AAMRL

B.S., Biology, 1984
Biology
AAMRL

B.A., Biology, 1976
Biology
SAM

M.S., Physical Anthropology
Physical Anthropology
AAMRL

M.S., Mathematics, 1978
Mathematics
ML




Brad L. Halverson

Washington State University

Dept. of Civil and Environmental
Engineering

Sloan Hall 102

Structures Section

Pullman, WA 99164-2914

(509) 335-4921

Charles R. Hammond
Vanderbilt University
Dept. of Mechanical and
Materials Engineering
P O Box 1592, Station B
Nashville, TN 37235
(615) 322-0892

Darren E. Hart

Texas A&M University

Dept. of Psychology
College Station, TX 77843
(409) 845-2581

Peter V. Hlinomaz

University of Michigan-Dearborn
4901 Evergreen Road

Dearborn, M1 48128

(313) 593-5420

Stephen Hom

Massachusetts Institute of
Technology

Mechanical Engineering Dept.
77 Massachusetts Avenue
Cambridge, MA 02139

(617) 253-5028

Jamal A. Hussetn

University of Toledo
Mechanical Engineering Dept.
2801 W. Bancroft

Toledo, OH 43606

(419) 537-2620

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

vii

B.S., Civil Engineering,

1985
Civil Engineering
WL

M.S., Mechanical
Engineering, 1983
Mechanical Engineering
AEDC

B.A., Psychology, 1984
Psychology
HRL/MO

8.S., Electrical
Engineering, 1985
Electrical Engineering
RADC

M.S., Structural
Engineering, 1977
Structural Engineering
ML

M.S., Mechanical
Engineering, 1986
Mechanical Engineering
APL




David W. Jansen

Dept. of Zoology

Washington State University
Pullman, WA 99164-4220
(509) 336-3564

Karl K. Klett, Jr.
University of Wyoming
P 0 Box 3905
University Station
lLaramie, WY 82071
(307) 766-6150

Raymond M. Kolonay

Ohio State University
Dept. of Civil Engineering
2070 Niel Avenue

Hitchcock Hall, Room 470
Columbus, OH 43210

(614) 422-21N

Craig A. lLangenfeld

Ohio State University
Mechanical Engineering Dept.
305 Stonemill Road

Dayton, OH 45409

(513) 299-3218

Tieu-Binh Le

Wright State University
Chemistry Dept.

Dayton, OH 45435

(513) 873-2855

Mark W. Lisee

University of Lowell

Dept. of Electrical Engineering
Box 2615

North Campus

1 University Avenue

Lowell, MA 01854

(617) 452-5000

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Deqree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Spectalty:
Assigned:

viii

M.S., Zooclogy, 1980
Zoology
AAMRL

B.S., 1979
Astrophysics
AFGL

B.S., Civil Engineering,
1985

Civil Engineering

FDL

B.S., Mechanical
Engineering, 1986
Mechanical Engineering
APL

8.S., Chemistry, 1985
Chemistry
ML

B.S.E.E., expected 1988
tlectrical Engineering
AFGL




Robert K. Littleton
University of Colorado
Physics Department

Austin Bluffs Parkway
Colorado Springs, CO 80903
(303) 593-3000

George A. Liu

Meharry Medical College
Dept. of Physiology
1005 18th Avenue, North
Nashville, TN

(615) 327-6413

1sabel Lopez

Wright State University
Dept. of Chemistry
Dayton, OH 45435

(513) 873-2855

Michael M. lukes

Florida State University
Meteorology Dept.
Tallahassee, FL 32306
(904) 644-6205

Wayne R. Lundberg

wright State University

Dept. of Physics and Mechanical
Engineering

3640 Col. Glenn Hiway

Dayton, OH 45435

(513) 873-2954

Wiltliam A. Marty

Unfversity of Oklahoma
tlectrical Engineering and
Computer Science

202 West Boyd, Room 219
Norman, OK 73069

(405) 325-4721

Mary R. McGill

Eastern Kentucky Unfversity
Dept. of Chemistry

1661 Foxhaven #3

Richmond, XY 40475

(606) 624-9772

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Deqree:
Specialty:
Assigned:

Degree:
Spectfalty:
Assigned:

Degree:
Spectalty:
Assigned:

Deqree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

ix

B.S., Chemistry, 1975
Chemistry
FISRL

B.A., Chemistry, 1386
Chemistry
SAM

M.S., Chemistry, 1985
Chemistry
AAMRL

B.S., Meteorology, 1973
Meteorology
ESC

8.S., pPhysics, 1985
Physics
ML

B.S., Electrical
Engineering, 1985
Electrical Engineering
AL

B.S., Chemistry, 1985%
Chemistry
ESC




Jennifer McGovern-Weidner
University of Florida
Dept. of Psychology

114 Psychology Bldg.
Gainesville, FL 3261
(904) 392-0605

Dara C. Merenski
University of Dayton
Computer Science Dept.
300 College Park Drive
Dayton, OH 45469
(513) 229-2343

Peter D. Meyer
University of Montana
Physics Department
Missoula, MT 5980
(406) 243-6535

Douglas R. Moore

Univ. of Southern Mississippi
Dept. of Polymer Science
Southern Station Box 10076
Hattiesburg, MS 39406-0076
(601) 266-4868

Eric V. Morris
Meharry Medical School
1005 18th Street, N.
Nashville, TN 37208
(615) 327-6000

Russell Moy

Dept. of Chemical Engineering
The University of Michigan
2135 Dow Building

Ann Arbor, M1 48109-2136
(313) 764-3379

Glenn D. Munkvold

University of Texas at Austin
Dept. of Chemical Engineering
Austin, TX 78M2

(512) 471-1046

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specfalty:
Assiqgned:

Degree:

Specialty:
Assigned:

Degree:

Specialty:
Assigned:

M.A., Gifted Education, 1983
Psychology
SAM

B.S., Systems Analysis, 1986
Systems Analyst
HRL/LR

B.A., Chemistry, 1984
Chemistry
AD

B.S., Chemistry, 1977
Chemistry
ML

B.S., Biological Sciences,
1984

Pharmacology

SAM

MSE, Chemical Engineering,
1982

Chemical Engineering
FJISRL

B.S., Chemical Engineering,
1984

Chemical Engineering

SANM




Conrad R. Murray
Meharry Medical College
1005 D.B. Todd Blvd.
Nashville, TN 37208
{(615) 327-6111

Victorta T. Nasman
Northwestern University
Psychology Department
CRESAP Laboratory

633 Clark Street
Evanson, IL 6020
(312) 492-7643

Sharon E. Navard

Univ. of Southwestern Louisiana
Dept. of Statistics

USL Box 44187

Lafayette, LA 70504

(318) 231-67172

Bernadette P. Njoku
Meharry Medical College
School of Medicine

1005 D.B. Todd Blvd.
Nashville, TN 37208
(615) 327-4098

David P. Norton

Louistana State University
Dept. of Electrical and
Computer Engineering
Baton Rouge, LA 70803
(504) 388-5488

Roland L. Palmer

The University of Alabama-
Tuscaloosa

Psychology Department

Box 2968

Unijversity, AL 35486
(205) 348-5083

panjel S. Park

Univ. of Southern California
Aerospace Engineering
Universfity Park

Los Angeles, CA 90089-0126
(213) 743-111M

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assiqgned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

xi

B.S., Pre-Medicine, 1983
Medicine
SAM

B.A., Psychology, 1983
Psychology
SAM

M.S., Statistics, 1984
Statistics
AD

B8.A., Chemistry, 1982
Chemistry
SAM

M.S., Electrical
Engineering, 1986
Electrical Engineering
RADC

M.A., Psychology, 1985
Psychology
HRL/MO

MSAE, Aerospace
Engineering, 1985
Aerospace Engineering
FOL




April G. Parker

The Ohio State University
Dept. of Ceramic Engineering
177 Watts 2041 College Road
Columbus, OH 43202

(614) 422-2960

Deborah L. Parker
Tulane University
Psychology Department
2007 Percival Stern Hall
New Orleans, LA 70118
{504) 865-5331

Werner K. Perry

University of Florida
Computer and Info. Sciences
3117 S.W. 29 Avenue
Gainesville, FL 33312
(904) 374-89M

Frank M. Pitman

Clemson University
Mechanical Engineering Dept.
Clemson, SC 29631

(803) 654-5140

Amy B. Powell

Texas AM University
Psychology Department
College Station, TX 77843
(409) 845-037)

Surya Raghu

Yale Unfversity

Dept. of Mechanical Engineering
Mason Laboratories

Box 2159

New Haven, CT 06520

(203) 436-8676

Degree:

Specialty:
Assigned:

Degree:

Specfalty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Deqree:
Specialty:
Assigned:

Degree:

Specfalty:
Assigned:

B.S., Ceramic
Engineering, 1985
Ceramic Engineering
ML

M.A., Experimental
Psychology, 1985
Psychology

HRL/LR

B.S., BEG-CIS, 1986
Engineering
AD

B.S., Mechanical
Engineering, 1985
Mechanical Engineering
FDL

B.S., Psychology, 1984
Psychology
HRL/MO

M.S., Engineering, 1980
M.S., M. Philosophy, 1986
Aeronautical Engineering
APL




Mark L. Ratcliff
University of Tennessee
) Space Institute

* Dept. of Mathematics
U.T.S.1. Upper E
Tullahoma, TN 37388
(615) 455-0631

Christopher Reed

University of Florida

Dept. of Engineering Sciences
Gainesville, FL 3261

(904) 392-0961

Greqgqg A. Reger

Univ. of Texas - San Antonio
Life Sciences Dept.

6900 Loop 1604 W.

San Antonio, TX 78285

(512) 691-4458

Anthony E. Restaino

State Univiversity of New York-
at Albany

Dept. of Atmospheric Science
1400 Washington Avenue

Albany, NY 12222

(518) 457-3987

Dennis W. Richardson
Pennsylvanta State University
Dept. of Electrical Engineering
322 Atherton Hall
University Park, PA
(814) 862-7595

16802

Kyle W. Ross
University of New Mexico

Dept. of Mechanical Engineering
Albuquerque, NM 87131

(505) 277-27161

Deqree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assiqned:

Degree:

Specialty:

B.A., Math, 1984
Mathematics
AEDC

M.S., Engineering Science,
1984

Aerodynamics

AD

B.S., Dietics, 1981
Dietics
SAM

B.S., Meteorology, 1984
Meteorology
AFGL

B.S., Electrical

Engineering, 1983 -
Electrical Engineering

AL

B.S., Mechanical
Engtneering, 1982
Mechanical Engineering




Susan E. Sadofsky
Boston Universtiy
Math Department

111 Cummington Street
Boston, MA 02215
(617) 353-2560

Yolman J. Salinas
Meharry Medical College
School of Medicine

1005 Dr. D.B. Todd Blvd.
Nashville, TN 37208
(615) 327-6308

William D. Schmidt

Indiana Univ. of Pennsylvania
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Job/Task Difficulty and Job/Task
Experience: A Literature Review

Chlamydomonas Phototaxis as a Simple
System for Testing the Effect of
Drugs on Vision

Research for the Development of an

Executive System Prototype for
Unified Life Cycle Engineering

xxii

Graduate Researcher

Susan M. Abrams

William H. Acton

Julie A. Albertson

Jay H. Ambrose

Mark R. Anderson

Stanley F. Anton

Christopher P. Antworth

Sherif A. Aziz
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Mesopic Visual Function in Aircrew
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Thermal Characterfzation of New
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of Polybenzothtazole
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in Male Fischer 344 Rats
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Aerospace Medicine

The Effects of High Noise Levels and
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Effects of Acceleration Stress Upon
Blood Lipid Levels

Microfracture Patterns in the Lumbar
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Effects of Coherent Scattering on IR
Absorption in Doped Semiconductors

A Modification of the ACSYS Preprocessor
Code for use with the SAMSONZ Finite -
Element Program

Automation of the Method of Optimal
Design

Empirical Confidence Intervals for a
validity Coefficient Under Range
Restriction: An Application of the
Baotstrap

An Analysis of Residual Output Noise
from the R.A.D.C. Speech Enhancement
Unit

Knowledge for the ULCE Expert System
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Designing an Energy Storage
Contatiner for Storing Lithium
Hydride Between 300K and 1200K
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Silahydrocarbon Lubricants

Computer Software Development in a
Study of Executable Image Efficiency

Optimization of a Material to be used
to detect Incident Microwave
Radtation by IR 1maging

Synergistic Effects of Antimalarial
Drugs and Hyperoxia on the Growth
of Malaria Parasites in Culture

The Metabolism of Isopropylcyclohexane
in Male Fisher 344 Rats

A Comparative Study and Evaluation of
Four Atmospheric Dispersion Models
with Present or Potential Utility

in Air Force Operations

A Load-Balancing Modification to
A. George's Incomplete Nested
Dissection Algorithm for Mapping
a Compact Irregular Quadrilateral
Finite-Element Mesh onto the
Hypercube Parallel Processing
Architecture

Guide to ISPX: The Interactive Signal
Processing Executive

Polynucliear Aromatic Hydrocarbons in
Particulate Turbine Engine Exhaust
and From Combustion of Single
Compound Fuels

Electroencephalography and Online
Analysis: An Evaluation of Some
Avaflable Choices

Program Code: Style and Conventions

Synthesis and Time to Explosion Studies
of Some Potential High Explosives

Polybenzimidazoles: Solubilization,
Modification and Synthesis

xXxv

Tieu-Binh Le

Mark W. Lisee

Robert K. Littleton

George A. Liu

Isabel Lopez

Michael M. Lukes

Wayne R. Lundberg

William A. Marty

Mary R. McGill
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57
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59
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63
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MBTI Psychometric Study of United
States Air Force Aircrew Personnel

Chemical and Electrochemical Behavior
of Aluminum Electrodes in Acidic
T-Methyl-3-Ethylimidazolium
Chloride/Aluminum Chloride Room
Temperature Molten Salt Electroyltes

0BOGS Studies

Effects of Acceleration Stress Upon
Blood Lipid Levels

Heart Rate Self-Reqgulation: The Effects

of Increasing Cognitive Demands
Modernization of Statistical Software

Visual Characteristics in Pilots with
Central Serous Retfinopathy

Residual Carrier Concentration
Dependence on the Arsine Pressure
for Gallium Arsenide Grown by
Hydride-Based VPE

Frequency and Temporal Information
Processing

Parametric Numerical Simulation for
Hypersonic Flow Over a Compression
Ramp

Characterization of Alkoxide Derived
2irconia Toughened Fused Silica

On the Measurement of Vartables
Impacting the Performance of
Fiightiine Maintenance Crews

Image Algebra Preprocessor and Image
Algebra Executive

Decentralized Control of Large
Fiexible Space Structures

Empirical Confidence Intervals for a
Validity Coefficient Under Range
Restriction: An Application of the
Bootstrap

xxvi

Eric V. Morris

Russell Moy

Glenn D. Munkvold

Conrad R. Murray

Victoria Nasman

Sharon E. Navard

Bernadette P. Njoku

David P. Norton

Roland L. Palmer

Daniel S. Park

April G. Parker

Deborah Parker
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Frank M. Pitman
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73

74
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76
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18
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80

81
82
83
84

85

86

87

Study and Control of Organ Pipe Type
Oscillations in a Horizontal
Combustion Tunnel

A Locally Implicit Numerical Method

Adaptive Grid Generation for Viscous
Flow Problems

An Ultrastructural Study of Mossy Fiber
Terminals Isolated from the Mamalian
Brain

Response of Downslope and Florida
Mesoscale Wind Systems to Physio-
graphic Features

Atmospheric Modeling for Operational
Tactical Decision Aid

An Experiment to Characterize the
Turbulent Flow of a Circular Free
Jet of Helium

Weather Attenuation

MBTI Psychometric Study of United
States Afir Force Aircrew Personnel

Analytical Computer Modeling of the
NPN BICFET Device

Jet Diffusion Flame

Mechanisms of Chromatic Contrast

Computer Simulation of Physical Phenomena

A Discussion of Boundary Element Methods

Automatic Program Generation from
Specifications

A Study of the Use of Optical Combus-
tion Diagnostics on Premixed Flames
and Solid Rocket Propellant Flames

Expansion of USAF AAMRL/THT Electron
Microscopy Division Capabilities with
Respect to Specimen Preparation and
Analysis

xxvii

Surya P-hu

Mark L. Ratcliff

Christopher W. Reed

Greqg A. Reger

Anthony E. Restaino

Dennis W. Richardson

Kyle Ross

Susan E. Sadofsky

Yolman J. Salinas

William D. Schmidt
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Laura Sewall
Loren T. Simpson
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Martin A.P. Strnat
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Translation of TRW's ADAPT-11 to a
Perkin-Elmer 0S-32 Environment

MBT1 Psychometric Study of United
States Air Force Aircrew Personnel

High Power Density Evaporative Cooling
Visualization of Jet Diffusion Flames

The Effects of Stress and Crisis
Conditions on Decisfon Making

Numerical Calculations of Thermal and
Dopant Diffusion in lon-Implanted
Laser-Annealed Silicon

Void and Boundary Layer Effect on the
Stress Distributfon Near Cylindrical
Inclusions

Experimental Studies on Heat Pipe
Coupling and Condensation Rates
in Packed Beds of Spheres

An Investigation of Prospective Media
for Thin Film Fabrication of 111-vV
Semiconductors

Study of Oxygen-Related Defects in
Electron-Irradiated, Boron-Doped
Silicon

A Study of the Finite Element Method
in Limited Area Weather Prediction
Modeling

Synthesis and Polymerization of
Dinftropropyl Vinyl Ether

Development of a High Speed Infrared
Detection and Recording System with
Resident Image Processing and
Graphic Data Display for Support

of Remote Defense Nuclear Agency
High-Powered Pulsed Microwave

Source Measurements

xxvitit

John E. Swift

Moussa P. Tamer

Donald E. Tilton
Shun P. Tschen

Cheryl A. Ulmer

Joseph C. Varga

Gregory L. Walker

Mark M. Weislogel

Steven Wicelinski

Celeste B. Williams

Cornell L. Wooten

John S. Wroblewski

Jon D. Zobel, Jr.
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Studies of the Dimensionality of Subjective Workload and

ﬁ. Standard Loading Levels in a Continuous Recall Task

:' by

William H. Acton

ABSTRACT
Data from a study which employed Multidimensional Scaling
techniques to suggest optimal workload rating scales were
analyzed. The results indicated that two types of task
characteristics were related to judgements of task similarity:
overall task difficulty and requirements for central vs
perceptual/motor processing. These conclusions were based on
the multidimensional scaling results and on analyses in which
univariate ratings were regressed onto the scaling results.
In other research, parametric evaluation of the CTS Continuous
Recall task showed that both task performance and subjective
ratings of mental workload were significantly different for
three levels of task difficulty produced by combinations of

item complexity and number of items to be held in memory.
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) I. Introduction

I received an Master of Arts degree in Human
». Performance from Wright State University, Dayton, and am
currently enrolled in a doctoral program in Cognitive
Psychology at the University of New Mexico. My master's
i thesis was an investigation of the relative sensitivity

of subjective workload rating scales to different types

of task demands. Between the two academic programs I

worked at AAMRL as an SRL support contractor, and was
involved in both the behavioral and subjective workload
metric development programs. Since 1 was familiar with
the workload program, I was assigned to work at AAMRL.

II. Objectives of the Research Effort

I had two primary goals for the summer:

l. To complete the data analysis for a study begun last
year at the AAMRL workload laboratory. The purpose
of the study was to use Multidimensional Scaling
({MDS) methods to help define an optimal set of
workload rating scales,

2. To experimentally reevaluate the current Criterion
Task Set (CTS) version of the Continuous Recall task.

A number of CTS users have reported that the most

demanding level of the current Continuous Recall task
is too difficult to provide useful information. The j#
objective of this study was to establish new loading

levels for the task that would more readily lend
themselves to dual task and other types of

performance assessment research. —1
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I1I. Data Analysis for the MDS Study

A major issue in the use of workload rating scales
concerns the number and types of scales that should ke
used to provide a complete description of load.
Generally, correlations between different scales are
' moderate, so it is difficult justify selection of any
specific scale or set of scales. Derrick (1981) used

Multidimensional Scaling (MDS) methods to help explain

dissociation between different categories of workload
metrics, and commented on the utility of different
rating devices for explaining the scaling solution
obtained. MDS uses data on the proximity of rating
stimuli to produce a scaling solution that is depicted
in an n-dimensional space. The purpose of this research
(begun last year at AAMRL) was to evaluate the utility
of MDS for defining the smallest possible number of
scales that provide a complete description of operdtor
workload.

}In the study, 24 subjects performed each of sixteen
tasks on four consecutive workdays. In the fourth
session, subjects also rated the tasks on eleven
separate rating scales designed to assess various
aspects of the subjective experience of mental work,
such as emotional stress, effort, memory demands, etc.

In a fifth and final session, all possible pairs of the

tasks were rated for the similarity of the mental work
they entailed. These similarity ratings were the data

from which the multidimensional scaling solution was
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derived.

At the point when I began the summer program, the
only analysis that had been completed was the MDS
scaling itself. The results suggested that ratings of

task similarity were best scaled in a two dimensional

space. The three dimensional scaling model did not fit
the similarity data much more closely, and the third
dimension could not be identified in an intuitively
satisfying way.

The method used to identify the two observed scaling
dimensions was a traditional one: MDS scale values for
the experimental tasks were regressed onto scores from
the unidimensional ratings obtained in the fourth

session. The results were as follows:

Regr. Wts. -
Rating Dimension Mult.
Scale 1 2 Corr P
Time Pressure -.59 ~.72 .52 .008
Perceptual Load -.19 ~.56 .44 .02
Display Complexity .07 ~.34 .14 .36 B
Memory Load -+54 -.13 .18 .27
Cognition -.72 -.45 77 .0021
Effort -.48 -.81 .76 . 0001
Response Demand -.42 -.66 .84 .0001
Emotional Stress -.41 -.83 .75 . 0001
Overall Difficulty -.21 -.89 .61 .002 -
Fatigue -.25 -.74 .80 . 0001
Estimated .12 .77 .76 .0001

Performance

Multiple correlations for the perceptual load, -
display complexity, and memory load scales were
nonsignificant at the p=.061 level. All other scales
were significantly related to the location of task -

stimuli within the scaling solution space. Ratings of
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overall difficulty were most closely related to task
locations on Dimension 2 of the MDS solution, although
several other types of ratings were also more closely
related to Dimension 2 than Dimension 1, including
emotional stress, effort, fatigue, and time pressure.
Only unidimensional ratings of cognition, defined by
requirements for thinking, calculating, analyzing and
deciding, produced a larger regression weight on scaling
Dimension 1.

To clarify these findings, stepwise multiple
regression analyses were performed in which univariate
ratings were treated as predictor variables and MDS task
scale values as dependent variables. As expected,
ratings of overall difficulty were the best simngle
predictors of Dimension 2 scale values, accounting for
84% of the variance., The cognition scale was the best
single predictor of Dimension 1 scale values, but
accounted for only 53% of the variance. However, the
combination of cognition and perceptual load ratings was
an excellent predictor of task values on Dimension 1,
accounting for 89% of the variance.

In the only other major analysis, normalized
performance scores were regressed onto each of the
univariate rating scales. Two of the scales were
significantly related to performance but did not
interact with subject: emotional stress (F=6.38, p=.012)

and overall difficulty (F=4.99, p=.026). These scales

were good predictors of performance and were used in
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Iv.

toughly the same way by all subjects,

Recommendations

Although univariate ratings of cognition were
significantly related to one of the MDS derived
dimensions, they were not good predictors of task
performance, and might not be good indice. of workload.
However, primary task performance itself is not always a
good index of workload. To determine the value of
ratings of cognition and overall difficulty for workload
assessment, they would have to be explicitly compared to
other workload metrics such as secondary tasks or
appropriate physiological measures. A logical extension
to this study would be to experimentally perform this
sort of comparison.

Another limitation of this research arises from the
restricted number of stimuli that can be employed with
MDS methodology. Since the number of required paired
comparisons increases exponentially with the number of
stimuli, it is generally impractical to include more
than 16-20 rating items. Unfortunately, it may be
impossible to adequately represent the universe of human
ta< 5 in such a small set. Also, the types of tasks
employed in this study may have been different in

crucial ways from the sorts of tasks performed in

real-world work settings. It might therefore be
valuable to compare these findings with MDS dimensions

derived from similar research in operational AF systems. !*
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Empirical Evaluation of the Continuous Recall Task

The other major goal for the summer was to reevaluate
the current Criterion Task Set (CTS) version of the
Continuous Recall Task. The CTS is a battery of
standardized loading tasks with empirically determined
training characteristics and information processing
requirements. The battery was intended for application
to a wide range of theoretical and practical problems in
human performance assessment such as workload metric
evaluation and measurement of environmental stressor
effects. The tasks which compose the battery were
selected so as to collectively impose demands on a wide
range of basic mental capacities. The current
Continuous Recall task is intended to impose
requirements on short term memory functions, and
consists of three demand levels which vary in the number
and complexity of items which must be retained.

Recently, users of the CTS have reported that the
most difficult level of the task, which requires that
four digit items be compared to items three back in the
stimulus series, is too demanding. Error rates are so
high that performance approaches chance levels, and this
may affect the workload actually imposed by inducing the
subject to employ load reducing strategies. Such
strategy shifts may undermine the ordering of the
current lcading conditions. That is, the highest level
of the task may not necessarily impose the greatest

demand, if a load shedding strategy is adopted.
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To provide data for establishing a more moderate
“high demand" condition, and to evaluate the
intrusiveness of subjective workload ratings on task
performance, a parametric study was conducted. The
method employed in the study was in keeping with the
standard experimental procedures that are used in all
CTS parametric research. Subjects performed a variety
of candidate demand conditions which were produced by
factorially combining two variables known to influence
performance and subjective rating of workload: number of
digits in the to-be-remembered items (one, two, and
three digits), and number of items to be simultaneously
stored (comparison of each stimulus to the stimulus one,
two and three positions back in the series).

All nine demand conditions were performed twice in
four separate sessions conducted on consecutive
workdays. In all sessions but the first, task
conditions were randomly ordered within the 18
three-minute trials. 1In the first two sessions, summary
reaction time and percent correct data were presented
after each trial so that subjects could maintain an
appropriate balance between speed and accuracy. SWAT
ratings (see Reid, Shingledecker and Eggemeier, 1981)
were produced in one of the last two sessions (randomly
determined) so that otherwise identical conditions could
be compared to determine the intrusiveness of ratings.
To avoid rating bias, feedback was not made available in

the last two sessions.
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VI.

Results

Mean reaction times and percent correct response
scores for the nine memory demand conditions are shown
below. The values in the table represent means taken
across both replications in each of the last two
sessions. Collapsing in this way seemed justified in
light of the fact that differences in performance on the
task in the SWAT rating and non-rating conditions were
negligible: mean reaction times in the rating conditions
were 2.329 sec, compared to 2.188 sec in the rating
conditions, a difference of less than 2/1¢ sec. Percent
correct scores were 94.¢1 and 93.93 for the same
conditions, respectively. If further statistical
analyses indicate that these differences are
statistically reliable, decisions about new task loading

levels may need to take this into account.

Number Number
Back Digits (msec) 3C
1 968 98.58@
1 2 916 97.4¢
3 1065 98.70
1 2286 96.78
2 2 2128 97.95
3 2558 94.89
1 3212 95.86
3 2 3551 87.38
3

3649 77.93

The number back variable clearly had a greater

impact on reaction times than did the number of digits
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in the stimuli. However, within the three back
conditions, percent correct scores were greatly

r influenced by the number of digits. Errors were at 5%
or less for all conditions except 2 digits - 3 back and
3 digits - 3 back.

VII. Recommendations

The fact that errors are considerably increased for

two and three digit numbers in the three back condition
suggests that these conditions may not be suitable for
the revised version of the Continuous Recall task.
Since the motivation for this research was to eliminate
strategy shifts that may result from overload, it would
seem logical to recommend selection of final task
levels from among the conditions producing roughly
homogeneous percent correct scores. Another potential
difficulty with the two and three digit versions of the
three back condition was indicated by a comment made by
one of the subjects in the study. She noted that to
make successful performance possible, one can memorize
only one of the digits, and ignore the others. While

this could also be done in the one and two back

conditions, subjects did not report doing so, perhaps
because high accuracy could be maintained in these
conditions without resorting to a truncating strategy.
As in all CTS research, selection of three loading ) 11
levels should be based on pairwise statistical

comparison of all condition means, both for performance

.

and subjective data. Unfortunately, I was not able to
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complete the paired-comparisons in time to include them
in this report. However, the initial summary
statistics presented above suggest that it will be
possible to discriminate three significantly different
levels of task demand that will be within an acceptable

range of workloads.
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An Investipation of Unsteadv Veorticitv Productiorn bv z Pitching Airfoil

by

T.R. Troutt
J.A. Albertson

Abstract

This research investigation concentrated on developing insight into
the unsteady aerodynamics produced by pitching airfoils in uniform
airstreams. The specific experimentzl situation addressed involved a
two~-dimensional NACA 0015 airfoil which was pitched at constant rates
through angles of attack from 0-60 degrees. The experimental results
analyzed included high speed motion picture flow visualizations and
simultaneous pressure measurement from eighteen chord locations dis-
tributed over the surface of the airfoil. The research techniques
employed involved both the development of simple analytical procedures
for computation of the vorticity generation rates by the surface of the
pitching airfoil and digital image techniques for enhancing and quanti-
fying interpretations of the wvisualization results. The analytical
results demonstrate that the nondimensional parameter u+ = 6c/U, where &
is the airfoil pitching rate, ¢ is the airfoil chord length, and U is
the free stream velocity, should be the primary parameter for predicting
the relative influence of pitching rate and free stream velocity on the
unsteady aerodynamics around an airfoil. This result agrees closely

with experimental findings. The results from the image analysis tech-

niques show that the initiation of the dynamic stall vortex on the
airfoil top surface corresponds closely to a halt in the increase in
lift as a function of attack angle curve. The subsequent fast growth of
the dynamic stall vortex is found to accompany a rapid decrease in the —!$

lift on the airfoil.
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I. Introduction

My previous related research interests have been in the areas of
turbulent free shear flows and reattaching separated flows. The domi-
nant proportion of my efforts in these areas has involved the acquisi-
tion and analyses of experimental data with the objective of developing
improved understanding of the role of quasi deterministic flow struc-
tures in the development of these turbulent flows. Representative
publications associated with these previous efforts are given in
references 1, 2, 3, 4, 5.

The unsteady aerodynamic research pursued by graduate student, Ms.
Julie Albertson, and myself this summer was a natural extension of my
previous experience involving separated and turbulent flows. The
specifié area studied this summer involved the analysis of unsteady
separation phenomena created by pitching airfoils in a uniform air-
stream. The motivation behind this work involves the interest of the
U.S. Air Force in developing improved understanding of the aerodynamics

produced by unsteady maneuvering of high performance aircraft.

II. Objectives of the Research Effort

The primary goal of this research program was to improve under-
standing of dynamic stall phenomena associated with airfoils undergoing
rapid accelerations or pitching motions. This goal was pursued through
two avenues involving analyses of experimental data acquired previously
by the aeromechanics directorate at the Seiler Research Laboratory. The
two research avenues followed were: 1. The development of a simple

analytical technique to understand and quantify the vorticity generation
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rates from the wunsteady surface motions and instantaneous suriace
pressure gradients; 2. The development and application of digital
image analysis techniques to enhance both qualitative and quantitative
interpretations of flow visualization results.

One goal which was proposed in my original objectives statement was
to perform additional focussed experiments to supplement and extend
previous studies in this area. Because of some delays in getting a new
wind tunnel facility and associated peripherals into working status no
additional experiments were performed. It is hoped at this time that
additional experiments employing the new wind tunnel facility at the
Seiler Research Laboratory could be performed at a somewhat later time
with the support of the mini grant associated with the USAF-UES Summer
Faculty Research Program. A grant application concerning this work is

in preparation.

III. Aggroach

III.1 Vorticity Generation Analysis

The first avenue of investigation concerned the application of
Morton's (6) vorticity generation analysis to the problem of vorticity
production by a pitching airfoil,

Morton's analysis shows that the vorticity generation in a homoge-
neous fluid may only take place at rigid boundaries and that the gener-
ating mechanisms are the tangential surface pressure gradient and the
tangential surface acceleration of the boundary.

This deduction can be mathematically represented by the equation

ar, | 25 dU_
T -°F () M (D
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where d?z/dt is the flux of z direction vorticity from the surface {(the
z axis is tangential to the surface anc normal to the s direction), ¢ is
the fluid density, (%E)o is the tangential pressure gradient along the
rigid surface in a direction normal to the z axis, and dUS/dt is the
tangential acceleration of the rigid surface. This equation explicitly
separates the effects of the fluid dynamics through the pressure gradi-
ent from the effects of the rigid surface acceleration on the vorticity
generation rate at the surface. Although the surface pressure gradient
is dependent upon the flow and cannot easily be obtained for turbulent
flows, except from experiments, the surface acceleration term can be
easily calculated for specific experimental situations.

For the case of an airfoil pitching about a fixed pivot the surface

acceleration term can be given by the following relation

= = r, 16% cos(8 + €) + & sin(s + €)] (2)
where r, is the radial distance from the pivot point to the specified
surface position, G is the airfoil rotation rate, € is the angle between
the chord axis and T, £ is the angle of the local surface tangent and &
is the rotational acceleration. A diagram showing the various geometri-
cal quantities and the employed coordinate system is given in figure 1.

For the specific airfoil experiments evaluated thus far, & was
maintained constant during the measurements so equation (2) reduces

simply to

dU
S

T =5 &% cos(® + £) (3)

The surface acceleration term for a specific airfoil geometry pitching

about at a fixed pivot at a constant rotation rate is thus solely
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\
dependent on ¢~. Competition between the pressure gradient terr and the

surface acceleration term with respect to vorticity generation Ior

22,2 .
constant density flow can therefore be scailed by a ¢ /U  or gc/U where ¢
is the chord length of the airfoil and U is the free stream velocitw.
This nondimensional parameter has in fact been noted previously by
Walker and Helin (7) as the primary controlling factor in their pitching
airfoil experiments. This parameter was assigned the symbol a+ by
Walker and Helin (7) and will therefore be referred to as such through-
out the rest of this report.

Figure 2 shows the computed values of the vorticity flux density
trom the top surface of a NACA 0015 airfoil as a function of chord
position for various wvalues of the parameter u+. For these curves the
hinge position was located on the airfoil chord at 0.25 ¢ from the
leading edge. This hinge position was used for the bulk of the pitching
airfoil experiments conducted at the Seiler Laboratory. The results
show that both positive and negative vorticity is produced by the top
surface of the airfoil with a zero vorticity flux located approximately
at the hinge chord location because the sum of the two angles (§ + )
goes through 90° in this vicinity. Since the NACA 0015 is a symmetric
airftoil the bottom surface vorticity production is a negative of the top
surface generation rate, and the total instantaneous vorticity genera-
tion produced by the tangential surface acceleration of the pitching
airfoil will be identically zero at all times. In addition one can also
conclude from Morton's (6) discussion that the total vorticity produc-
tion from the tangential surface pressure gradient will also identically

cancel at all times such that nc net vorticity is created by the body.
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Vorticity generatior froc the tangenticl surface acceleration Ior
the upper surface pitching about various hinge positions is shown in
tigure 3. As the hinge position is moved down tne chord the relztive
amounts of positive and negative vorticity generation change with the
zero flux positicn corresponding closely to the pivot location.

The determination of the vorticity generation by the tangential
surface pressure gradients is considerably more complex than the suriace
acceleration analysis since the surface pressure gradient depends
directly on th. flow character. To evaluate this generation term point
surface pressure measurements from previous experimental results pro-
vided by Major J.M. Walker, Chief of the Mechanics Directorate at the
Seiler Research Laboratory were analyzed. The raw surface pressure data
was obtained from 18 pressure transducers located at various downstream
position along the airfoil surface.

Typical surface pressure measurements are shown for a value of u+ =
0.2 at various attack angles in figures 4a-d. Both the instantaneous
coefficient of pressure curve and its tangential surface gradient are
shown in each figure. The surface pressure gradients at all angles of
attack are positive over most of the airfoil top surface. According to
equation (l) these positive gradients will produce positive z direction
vorticity. This positive vorticity production will tend to induce
reversed or separated flow close to the airfoil. This is, of course,
the situation that arises in steady aerodynamics as the attack angle
nears the stall angle, and the separation region spreads over the
airfoil surface. For pitching airfoils this result is avoided by
apparently preventing the spread of the separation region over the

entire upper airfoil surface.
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A comparison of the two vorticity generation terms can now be made.
The negative z vorticity produced by the surface acceleration term
downstream of the pivot location will tend to counteract the positive
vorticity produced by the surface pressure gradients. However, for
cases involving relatively low a+ values (0.1 - 0.4) it would not appear
that the surface acceleration values are of comparable magnitude to the
levels of pressure gradient encountered even at moderately low angles of
attack. The large influence of the airfoil pitching wmotion on the
maximum coefficient of lift observed by Walker, Helin and Chou (&) can
thus apparently not be explainéa easily through a simple superposition
of vorticity generation terms. Since the pressure gradient term is a
product of the fluid dynamics of the system small changes in the
boundary conditions must be reflected as large effects in the flow

through the nonlinearity of high Reynolds number flow. It therefore

appears that well designed experiments are needed which better separate
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the individual vorticity generation terms sc¢ that their separate effects

can be better understood.

II1.2 1Image Analvsis of Flow Visualization Experiments

The influence of airfoil pitching motion on the development of
stall formation ard the relationship between dynamic stall vortex growth
and lift and pressure drag over the airfoil were studied using digital
image analysis of flow visualizatiorn results previously obtained. The
subject of the flow visualization was also a two dimensional NACA 0015
airfoil driven at constant pitching rates over attack angles from zero
to 60 degrees in a uniform air stream. The digial image analysis
techniques were performed using an International Imaging System 57C.
Photographs obtained from high-speed moticn film taken at u+ values of
0.1 and 0.2 were studied over angles of attack between the formation of
the stall vortex and its eventual detachment from the airfoil surface.

The major objective of the image analysis technique was to clearly
determine the stall vortex boundary from each photograph. Once this
vortex boundary was defined the vortex growth and position could then be
quantified as a function of attack angle.

The first step in the image analysis procedure employed an imaging
technique which enhanced the contrasts between light and dark areas of
the smoke streakline flow over the airfoil. The resulting image from
this technique was then used to determine the leading and upper edges of
the stall vortex at each attack angle.

Determination of the trailing edge of the stall vortex was somewhat
more difficult since this edge merged with the thin turbulent separation

region covering the remaining portion of the airfoil. This difficulty

3-10




was overcome by tracking the trailing edge of the dynamic stall vortex
backwards in time from its eventual departure from the airfcil suriace.
Enhanced flow visuzlizatior pictures from four attack anglec are dis-

. + . . :
played in figure 5 for an « = 0.1. The development of the dynamic
stall vortex region with increasing attack angle is readily zpparent in
these figures.

The vortex area growth as a function of attack angle was quantified
using an image analysis program to color the vortex region. A 6 x 6
pixel grid was then placed over the artificially colored area. The
number of grid squares associated with the colored region were then
computed to produce a reasonably accurate vortex area estimate. For

+ X . .
each o value the area measurement was initiated when the dynamic stall
vortex was first discernable on the top surface of the airfoil. The
area measurement was then continued untlil the vortex became clearly
detached from the airfoil surface or the maximum attack angle was
reached.

The relationship between the vortex location and the pitching
motion of the airtoil was determined from measurements of the vortex
center on an axis perpendicular to the chord. The vortex center was
defined to be halfway between the leading and trailing edges of the
stall vortex at each angle of attack and was obtained from the digitally
enhanced images used in the vortex growth measurements. The vortex
growth and location data obtained were then plotted as a function of
angle of attack.

+
Vortex growth as a function cf ¢ plots at constant a values but
s , +
differing a@ and U values are shown in figures 6a and b, for a wvalues of
. + . . L
0.1 and 0.2 respectively. The curves for @ = 0.1 in figure 6a indicate

.. + .
similar growth rates at constant a for each vortex if allowance is made
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-
for the slightly different vortex initiatiorn angles. Trne « = (.0

curves in figure 6b also show similar growth rates which appear slightiy
+

slower than the « = 0.l curves.

Figure 7 shows experimentally measured lift coefficients as &z

; + o . .
function of a for an ¢ = 0.2 from & similar airfoil. These data were
turnished by Ww.D. Siuru from analyses of experiments periormed by the
Sejler Laboratory Aeromechanics group. The 1lift coefficient curves
indicate that a general reduction in 'slope occurs near an attack angle
of 24° which corresponds closely tc the observation of the vortex
initiation discussed previously. The curve acquires a negative slope
near an attack angle of 38° which also corresponds closely to the
initiation of the fast vortex growth previously mentioned.

Figure 8, also from Siuru's analyses, displays the experimentally

< s +

measured pressure drag coefficient as a function of a for an « = 0.2.
The drag coefficient increases up to approximately 40° and then begins &
steady decrease. The beginning of this decrease appears to correspond
closely to the detachment of the stall vortex from the airfoil surface
shown previously.

Plots of the stall vortex center location as a function of attack

. . + .

angle are shown in figures %a and b for « = 0.1 and 0.2 respectively.

. . P ;
The similarity of the curves at constant values of a« indicates again

. + . :
the importanc= of a as a parameter for this unsteady flow. In addi-
tion, the attack angle at which the stall vortex center moves into the
x/c = 0.25 position coincides with the angle at which the stall vortex

. +

growth rate undergoes a rapid increase for both o values of 0.1 and
0.2. This result indicates that a possible connection between the pivot
location and the dynamic stall vortex behavior may exist. Further

experiments are needed to clarify this possibility.
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IV. Conclusions

The following conclusions from this study apply to a NACA 0015

airfoil pitching at constant rates.

1. The nondimensional parameter « + was shown to be associated
with the ratio of vorticity generation rates by unsteady
surface motions and surface pressure gradients.

2. The maximum value of 1lift obtainmed by the pitching airfoil
occurs near the angle of attack at which the dynamic stall
vortex becomes apparent.

3. The rapid growth of the dynamic stall vortex with increasing
attack angle was found to coincide with decreasing wvalues of
life.

4. The departure of the dynamic stall vortex trom the airfoil
surface was found to coincide with a decrease in the pressure

drag.

V. Recommendations

This study has shown that important insights into the nature of
unsteady vorticity production from pitching airfoils can be developed
through the use of simultaneous flow visualization and point sensor
measurements of flow variables. In addition the use of digital image
analyses techniques was shown to enhance and clarify interpretatioms
from the visual information. It 1is recommended that the analysis
techniques employed here be used on certain additional focussed experi-
mental situations to further examine the effects of unsteady vorticity

production on airfoils. Three experimental studies which appear to have
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high potential for further analvses using the technique emploved in this

research are:

(28]

L. A study of airfoils subjected to translational accelerations
such that the effects of vorticity generation from surface
pressure gradients and unsteady surface motions can be more
explicitly separated.

2. A study of airfoils {for which the pivor location is changed to
determine if the surface distribution of the vorticity genera-
tion from the unsteady acceleration term is an important
tactor.

3. A study of airfoils pitching at low o values to determine how
small values of wunsteady motion are able to cause large

changes in the aerodynamic forces on the airfoils.
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An _Apparatus for Transient Saturation Measurements in a Heat Pipe
by
J. H. Ambrose

ABSTRACT

This report describes the design and fabrication of an apparatus
which will be used to obtain direct measurements of the liquid
distribution in a heat pipe wick during transient and steady state
operation. Attenuation of x-rays by the liquid in the wick will be
utilized for measuring the saturation as a function of time and position.

Saturation measurements have been made in heat pipes in the past
using radiography. However, all cases of detailed measurements were
limited to the case of steady state operation. Real time neutron imaging
systems are still under development and these present the most promise
for imaging of liquids through metals. X-ray radiography is usually not
very useful because the metals attenuate x-rays strongly while liquids
attenuate x-rays very weakly.

To facilitate accurate saturation measurements using x-ray
radiography, a special heat pipe was designed with beryllium walls which
are relatively transparent to x-rays. Thus, the attenuation of the wall
material has been kept very low, enabling the use of very low energy
x-rays. A synthetic fabric is used as the wicking material and it too is

fairly transparent. The liquid attenuates x-rays strongly enough to be

seen through the wall and wick material. Transient measurements will be
accomplished by taking rapid exposures of the apparatus at short time
intervals, and determining the saturation distribution with a recording

microphotodensitometer. _!ﬁ
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I. INTRODUCTION:

Heat pipes will play a major role in thermal energy management for
future Air Force space missions. As such the transient behavior of such
devices should be well understood so that thermal control systems can be
designed to operate effectively over a wide range of loading conditions.

During the 1985 AFOSR/UES summer program, the author investigated
transient heat pipe response [1]. The analytical and experimental
investigation focused on dryout and rewetting of a heat pipe subjected
to a pulsed heat input. The analytical model was a simple
one—dimensional model to predict the liquid movement in the wick during
dryout and rewetting. The experimental work consisted of measuring the
transient external temperature profile of a screen wick, water heat pipe
subjected to pulsed heat loads. Considering the highly simplified nature
of the one-dimensional model, the agreement between theory and experiment
was good.

Although the simplified model of transient response provided useful
information, it is the author’s goal to obtain a more detailed
understanding of the mechanisms involved in transient response of the
heat pipe. The actual heat and mass transfer processes occurring in the
heat pipe wick during transient operation are definitely more complex
than those of the model. A slightly more refined finite element model
was developed in which the wick pores were modeled as a series of
capillary tubes with semi-spherical menisci. This allowed the liquid
pressure to be related to the amount of liquid present in any area of the
wick. This saturation dependence of the capillary pumping is central to
the problem of modeling the wick as finite elements. The capillary tube
model proved to be too crude to describe the actual dependence. To
accurately model the saturation dependence of the pumping requires more
study. If the finite element model is to be compared with experiment, a
detailed measurement of the liquid movement in the wick is also

neccessary.
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. II. OBJECTIVES OF THE RESEARCH EFFORT:

F

The goal of the author’s research project was to develop an

h' experiment which would enable direct measurement of the liquid satuation
| in the wick of a heat pipe as a function of both position and time. The
t operating conditions within the heat pipe apparatus should closely
resemble those in actual heat pipes which would be useful for thermal

control systems. This experiment should also provide for detailed

L]

measurement of internal temperatures of the wick and vapor core of the
heat pipe. From this experiment, valuable information should be

attainable regarding the transient behavior of the heat pipe working

fluid under a variety of operating conditions.

III. ALTERNATIVE METHODS:

Several methods of obtaining a direct measurement of the saturation
in the heat pipe wick were considered. The relative difficulty and
merits of each of the methods were assessed. A major consideration was
whether a given method could be implemented while still maintaining an
apparatus which resembled an actual heat pipe in operation. The
different alternatives which were considered are outlined below.

Advantages and disadvantages of each method is discussed.

a. Neutron Radiography:

Neutron radiography is an excellent candidate for imaging of
some fluids within metal containers. This is a result of the very
high absorption of thermal neutrons by fluids such as hydrogen,
water and lithium. Neutron images of water and lithium heat pipes ~"
have been used successfully in the past to determine position of
the working fluid [2,3). These were images of a steady state
phenomena. To obtain satistactory transient measurements would
require very large fluxes of neutrons or new imaging techniques ‘*
such as those used for real time neutron imaging. Because very

bigh neutron fluxes are impractical and real time neutron imaging
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is still in the developmental stages [4], neutron radiography was

ruled out as a viable candidate for transient measurements.

b. Capacitance:

Capacitance measurements have been used to measure working
fluid distribution [5] in heat pipe wicks. This method relies on
the change in capacitance between two electrodes produced by the
presence of a dielectric fluid. This method allows good transient
response because the capacitance is measured instantaneously. It
is difficult to obtain detailed local measurements with this
technique because it would require many electrodes within the heat
pipe. Also, the requirement that the wick form a nonconducting

path inhibits the use of metallic wall materials.

c. Attenuation of Laser Beam:

This method would allow local, transient measurements to be
made in a grooved or transparent wicked heat pipe. The probable
boiling which would occur in the wick would seriously affect the
accuracy of such a measurement. Vapor bubbles in the wick would
provide many reflecting interfaces oriented at all arbitrary
angles to the incident beam, making accurate measurement of liquid

amounts impossible.

d. X-ray Radiography:

This method is difficult to apply to imaging of fluids
because of their low attenuation of x-rays. Conventional heat
pipe wall materials such as steel and copper attenuate much
greater than the working fluid. However , if a weakly attenuating
wall and wick material were selected, an accurate measurement of

the working fluid distribution could be obtained.
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X-ray Diffraction:
X-ray Diffraction has long been used for the measurement of

thin coatings on metals [6]. The collimated beam of x-rays is

directed at an angle onto the surface and is partially reflected

from the substrate material. The beam is attenuated as it passes

through the coating material. This method could be applied to

measuring liquid amounts within a wick. However, because of the

low diffracted intensity, the measurement must involve counting

the x-ray quanta rather in order to be accurate. The method is

thus only useful for one local measurement per detection device.

After considering the above methods for obtaining the transient
saturation measurement, x-ray radiography was selected as the most

feasible for obtaining saturation measurements as a function of both

position and time.

iv. DESIGN OF HEAT PIPE APPARATUS:

Having selected x-ray radiography as the most viable method, the
task of designing an apparatus consisted of determining the best geometry
and materials. The design must resemble a conventional heat pipe in
operation, and also allow the x-ray attenuation of the working fluid to
be at least as great as that of the other elements. The heat pipe design

is shown in figure 1. The different elements of the heat pipe design are

described in the subsections that follow.

a. Wall Material:
The wall material of the heat pipe is most important, because

the conventional heat pipe wall materials such as steel and copper

would absorb (at least two orders of magnitude) more x-rays than

4-6




the working fluid. Beryllium was chosen for the wall material
because it is very transparent to x-rays and also is a strong
metal and a good conductor of heat. There are some disadvantages
to using beryllium but it was felt that all of these could be
overcome. Beryllium has not been applied as a heat pipe material
to date, and hence compatibility with working fluids is not known.
Much information exists on the corrosion of beryllium in water,
and from this, it would appear to be incompatible. The corrosion
of beryllium by water can be controlled by using high purity
water, but even at the lowest corrosion rates reported(<0.l mils
per year, defilmed weight loss, [7]) the evolution of hydrogen
from the oxidation reaction would be significant. 1If the
outgassing is enough to affect the performance of the heat pipe in
a short time(days) then two courses of action may be taken. The
first is to change working fluids. Candidate fluids other than
water which will be considered include freon, methanol, ethanol
and acetone. The other action is to electroplate the beryllium
with a layer of copper or other more compatible metal. The
electroplating of beryllium has been investigated extensively [7]
and can be accomplished without undue problems. The plating would
have to thin, of one micron or less with copper, to ensure that it

will not attenuate x-rays too strongly.

b. Wick Material:

The wick material would also represent a larger x-ray
absorber than the working fluid if a conventional metal screen
wick were used. Synthetic screening fabrics were chosen because
they are identical to the metal screens in geometry but are much

weaker absorbers of x-rays. The screens are made of polyester,

teflon or polypropylene monofilaments and are available in a wide
variety of meshes and thread diameters. The temperature rating of
the fabrics ranges from 121 °C for polypropylene to 260 °C for

teflon and is suitable for low temperature heat pipes such as .‘
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water. The major difference between the synthetic fabric and
metallic screens is their lower thermal conductivity. However,
Phillips [8) has shown that the thermal conductivity of the solid
phase has only a weak effect on the effective conductivity of
fluid saturated screen wick samples. Water will wet only the
polyester wicks but the other liquids mentioned above will wet all

three types of wick material.

c. External Heat Load:

It is important to obtain detailed measurement of the
saturation in the evaporator section of the heat pipe because this
is where the significant variations will occur. The method of
heat input usually used fsr heat pipe tests are nichrome or cther
metallic electrical resistance heaters and these would greatly
interfere with radiography in the heated region. 1Two alternatives
were available to provide heat input without greatly reducing the
incident x-ray intensity. The first was to construct a very thin
resistive element of a low atomic number material. The second was
to use radiant heat input, allowing a gap through which x-rays
could pass unabsorbed. The second method is advantageous because
it does not absorb x-rays. Problems arise in the measurement of
the radiative heat input, where a small error in temperature on
one surface can produce a large error in the calculated heat flux
value. An electric resistance heater was chosen because it would
facilitate accurate measurement of the heat input. The heater is
fabricated from thin (0.035") graphite strips which are relatively
low absorbers. The ends of the graphite strip are coated with
aluminum by a flame-spray process to provide good electrical
contacts and thus ensure more uniform heating. Very thin (0.001")
mica sheet will be placed between the graphite heater and the
beryllium wall to provide electrical insulation.

The heat flux rejected from the condenser is lower than the

heat flux input to the evaporator because of the condensers larger




area. Heat removal will be accomplished with forced air
convection. This method has been proven effective for cooling

heat pipes with moderate heat transport rates.

d. Temperature Measurements:

It is important to have detailed temperature measurementis but
at the same time not to upset the flow of working fluid with the
measurement probes. To accomplish this, many very fine
thermocouples will be fed through the heat pipe wall and imbedded
in the wick at regularly spaced locations. The layout of the
thermocouples is shown in figure 2. The positioning minimizes the
intrusion into the liquid and vapor flow. The very fine diameter
wires are difficult to seal with conventional feedthroughs.
Therefore a special feedthrough was constructed by scaling the
wires into a 1/8" tube with epoxy and then feeding this through a

conventional compression seal.

v. EXPERIMENTAL PROCEDURE:

This section describes the method which will be used to obtain the
saturation measurements. The key elements of the experimental apparatus
are:

. Heat pipe

. X-ray machine

. Data logger

. Coolant flow . !*

1
2
3
4. Power supply
5
6. X-ray shutter mechanism
7

« X-ray film and advance mechanism

The heat pipe is first cleaned, purged and filled with the

o




appropriate amount of pure degassed working fluid. It is then
positioned between the x-ray tube and the film. Thermocouple readings
are taken with the data logger. Power input to the graphite heater is
via the low voltage, high current DC power supply. The experiment is
controlled remotely from outside of the x-ray facility.

Measurements may be made under transient operating conditions by
using the shutter to expose the x-ray film for a period of approximately
two seconds. Power input to the x-ray tube is at 15 kilovolts peak to
obtain the best resolution of the working fluid. At least 10 mA of tube
current is used because of the short exposure times. The x-ray film is
then advanced by the remotely controlled advance mechanism so that an
unexposed section of film is in place. Subsequent exposures may be made
at intervals of as little as a few seconds. The time and duration of
each exposure is noted for comparison with power input and temperature
readings from the data logger. A feedback loop will be programed into
the data logger to prohibit condensate from forming on the unwicked walls
of the heat pipe. This feedback control will compare the vapor
temperature to that of the unwicked walls, and will turn on low power
heating foils attached to the walls as necessary. In this way the
unwicked walls will be maintained at the vapor temperature.

Once the test is completed, the x-ray film must be developed and
processed to obtain the saturation data. X-rays of completely saturated
and completely dry wicks are taken as calibration standards for the
densitometer. Each exposure is scanned by the recording micro
photodensitometer along several different lines. The photodensitometer
is a double-beam type in which a single beam of light is split, passes
through both the film sample and reference wedge, and is recieved by a
photomultiplier. Any difference in intensity causes movement of the
reference wedge to the corresponding density location, and the recording
pen is connected to the wedge. In this way, relative exposure of exact
locations on the film may be recorded on a chart. The exact density of
the film at any location is related directly to the amount of the

incident x-ray beam which was not attenuated by the apparatus. By




comparison with the calibration standards, the chart of density vs.

location is converted to one of saturation vs. location for a given time.

VI. RECOMMENDATIONS:

The apparatus and experimental technique described in this report
might be applied to investigation of other thermal management topics of
interest to the Air Force. One such area is the investigation of melting
and freezing of thermal storage salts. Another area is a study of the
effectiveness of condensate removal obtained with various wicked radiator

surfaces.
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FLIGHT CONTROL SYNTHESIS

WITH PRACTICAL DESIGN CONSTRAINTS

by

Mark R. Anderson

ABSTRACT

0f the many requirements a flight control system must meet, the most
important dissues relevant to preliminary design are: closed-Toop
performance, stability robustness, and control law complexity. For the
f1ight control problem, closed-loop performance is defined by how well
the augmented vehicle dynamics meets given airworthiness specifications.
However, these specifications must be met within the constraints imposed
by the control surface actuation hardware. The apparent design
trade-off between meeting flying qualities specifications within

actuation constraints is discussed.
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I. INTRODUCTION:

I received a Master's Degree in Engineering from Purdue University
in December, 1984. Since that time I have been studying techniques to
address handling qualities objectives in flight control design as part
of my doctoral research requirements. Preliminary research in this
area, reported in Ref. [1], led to a proposed flight control law
synthesis strategy which forms the basis for work this summer.

Because the problem area encompasses both aircraft handling
qualities specifications and flight control synthesis methods, I was
assigned to the Air Force Flight Dynamics Laboratory (AFWAL/FIGCB) for

the summer research period.

II. OBJECTIVES OF THE RESEARCH EFFORT:

A simplified block diagram of the design strategy proposed in Ref.
[1] is shown in Fig. #1. This diagram represents the various parts of a
design program beginning with the desired handling qualities
specifications to a simple, low-order dynamic compensator required to
meet the primary design objectives of closed-loop performance and
stability robustness. With the backbone of the design procedure
defined, the primary goal for this summer was to explore the potential
weaknesses in the program by identifying theoretical gaps which might
occur in use. This objective was accomplished primarily through an
intensive 1literature review of methods available to address the

requirements of each section (or block) of the proposed design
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procedure.

Some of my specific objectives were:

1. Pinpoint the advantages and disadvantages of the various
model-reference design algorithms available in literature.

2. Determine if "perfect" or "exact" model-following is necessary
to meet the design objectives of the flight control designer.

3. Investigate the effects of non-linear elements (i.e., actuator
hardware constraints) on the design process results.

4. Determine if model-reference design methods or specification
models can be tailored to minimize the dynamic complexity of
the resulting controller.

Detailed analysis and significant conclusions from this summer
research period will be published in an Air Force Flight Dynamics
Laboratory Technical Memo (Ref. [2]). The remainder of this final
report constitutes a brief summary of the major results of this

research.

IIT. MODEL-REFERENCE DESIGN TECHNIQUES:

From a pilot's perspective, a good airplane is one in which the
pilot can perform his mission adequately, safely, and predictably.
Including these desired characteristics in aircraft design invariably
leads to defining specifications which the aircraft must meet to assure
the pilot can complete his mission.

These specifications form the basis for the flight control

designer's objectives. Whether they are incorporated directly in some
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mathematical representation (i.e., frequency or time domain
requirements) or they exist only in the mind of the designer, these
properties must be incorporated into the design process.

One class of multivariable control synthesis techniques which
readily accepts the definition of desired dynamic characteristics (as
opposed to simple regulating or tracking design methods) is generally

known as model-reference or model-following design techniques. These

methods use some mathematical description of the desired model dynamics,
to derive the appropriate control law which will allow the plant vehicle
to behave similarly.

Over the summer research period, much of the available
model-reference design literature was reviewed in order to evaluate the
ease in which each algorithm could be used to address important flight
control design objectives. Table #1 dincludes a general grouping of
algorithms studied with regard to objectives important in this specific
research problem. Details of this evaluation will be included in Ref.
[2], Appendix A.

In general, it was found most model-reference design algorithms can
be placed in one of two groups depending on their block diagram
structure. One group includes designs requiring dynamic control system
elements in the feedback path only, as shown in Fig. #2. The other
group consists of designs which may require both feedforward and
feedback control elements. This structure is shown in Fig. #3. One can
see in Table #1 (Column 5) the structure of the resulting control system
has a significant impact on the control effort required in

implementation. This trend results from the generally higher feedback
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gains required to force the augmented vehicle to "follow" the model
dynamics, represented in the feedforward compensator of Fig. #3. An
in-depth analysis of this effect is presented in Ref. [3].

Of particular interest are algorithms which can provide "perfect" or
"exact" model-following. These algorithms, represented by an ‘X' in the
fourth column of Table #1, result in feedforward and/or feedback
compensation which will allow the augmented vehicie to behave exactly
1ike the specified model dynamics. In practical application, perfect
model-following is very difficult to achieve in the presence of finite
bandwidth control surface actuation hardware. However, solution methods
and closed-loop properties of perfect model-following systems should be
understood since they provide an "ideal" which actual designs can
approach. A detailed analysis of perfect model-following constraints
and synthesis techniques are 1included in Ref. [2], Appendix B.
Conditions for perfect model-following are derived as well as solutions
for state feedback and state feedforward/ feedback structures.

When perfect model-following is not possible due to Timitations of
control surface actuation hardware, a reasonable approximation is
required which can effectively balance model-following fidelity with
actuation control effort. Of the model-reference design techniques
discussed in Table #1, the quadratic optimal model-following formulation
can address this apparent design trade-off through the cost functional
formulation. It 1is worth noting both the quadratic optimal implicit
modei-following and explicit model-following with error rate weighting
algorithms can provide perfect model-following, when possible.

Therefore, if properly defined, these algorithms will converge to the
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b solutions (and closed-loop properties) discussed in Ref. [2], Appendix
B. The application of quadratic optimal model-following techniques to

] flight control design is covered in detail in Ref. [3].

IV. ACTUATION CONSTRAINTS AND IMPLEMENTATION

The technical paper cited in Ref. [3] includes a succinct discussion
on the effect of finite actuator bandwidth on the flight control design
process. Control surface actuator rate and deflection 1limits are
addressed by including the turbulence response characteristics of the
quadratic optimal cont-ol law designs.

The effect of a non-linear actuator deflection rate 1imit saturation
on system stability margins is studied in Ref. [2], Appendix C. This
study led to the definition of regions within the frequency domain in
which stability robustness with respect to actuator rate saturation can
be measured. The designer can use these regions as a guide in designing
& control system less likely to be affected by actuator rate limiting.
The study also considered a method wusing designed actuator
cross-coupling in the analysis.

Once the state feedback control law has been designed using the
recommended model-following design methods, proper measurement-based
implementation 1is required. Ref. [1] recommended using robust state

estimation methods(4:5] to derive a full-order dynamic feedback control

law equivalent to the state feedback control law. These methods will
retain the stability robustness properties of the state feedback system.

Several controller reduction schemes are available which might . !i




reduce the dynamic order of the full-order compensator defined above.
However, because controller reduction methods approximate the full-order
controller, some closed-loop properties may be altered by the reduction
process. Namely, flying qualities requirements may not be met when the
reduced-~order compensator is implemented.

A method 1s proposed in Ref. [2], Appendix D which combines
quadratic optimal model-following, robust state estimation and a
balanced controller reduction technique so the low-order control law
might be "tuned" to regain desired flying qualities. Hopefully, dynamic
compensators resulting from the design methodology will be simple enough
that the experienced designer can use conventional feedback design rules
to effectively tune the controller for ‘'"optimal" closed-loop

performance.

V. RECOMMENDATIONS:

1. Although excellent results can be obtained using model-following
techniques to meet handling qualities objectives, the designer must
sti111 use experience as a guide in choosing appropriate quadratic
cost function weightings. Specific relationships between quadratic
weightings and their effect on equivalent closed-loop handling
qualities parameters could prove helpful to the inexperienced user.

2. State feedback control laws should directly dincorporate handling
qualities objectives within the constraints of actuation hardware.
Similar methods which incorporate constraints of measurement sensor

hardware on robust state estimator development process should be




investigated. For example, many current aircraft flight control
systems use very low bandwidth angle-of-attack probe measurements
for stability augmentation. One would expect that low bandwidth
sensor dynamics would affect not only stability robustness
properties but also closed-loop performance unless they were
included in the design process.

Once an equivalent full-order dynamic compensator has been defined,
controller reduction techniques can be used to reduce the dynamic
order of the control 1law, thereby reducing the control law
complexity. However, the reduction process must retain properties
which define both the stability margins as well as the handling
qualities of the system. It has not been determined which reduction
procedure will produce the best results under these conditions
frequency-weighted reduction techniquesli6] may offer the best
solution since the weighting process can accent a specific frequency
range (1.e., the gain crossover region).

The sensitivity of the final reduced-order control law designs to
operating point changes should be investigated for both the feedback
only and the feedback/feedforward model-following design structures.
Specific circumstances under which either control structure is
preferable in flight control design can then be defined.

It is hoped that a thorough investigation of the areas recommended
above will completely define an efficient multivariable synthesis
methodology which can incorporate a variety of design specifications
as well as hardware 1limitations. Once defined, the true merit of

the design procedure will be revealed by exercising the methodology




on relevant design problems. While 1longitudinal dynamics were
studiea in Ref. [3], a lateral-directional case study should be
completed using these methods. Other applications in the aerospace
industry, such as engine control and flight simulator design, might

also be considered.
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h- The Effects of Flow Rate and zdgc

Rate on the Perception of 3elf Speed

by

Stanley Anton

ABSTRACT

An experimental design was developed to determine the
individual effects of {low rate and edge rate on the per-
ception of egospeed., Flow rate and edge rate, normally
linxed in the environment, were tested separately by
holding one constant while varying tne other. A computer
generated flow field consisting of earth tone textured
blocks was devised which could independently cause the
Tlow rate and the edge rate to accelerate or decelerate.
Subjects were instructed to pedal on an exercise bicycle
at the same rate as the moving flow field. Preliminary
results suggest that the dominant effect on the perception
of egospeed is flow rate, at least for viewing durations
of 30 seconds. One recommendation is to have the subject
actively control the rates of change of the flow field by

his own motion.
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I. INTRODUCTION: I received my master of science from

Rutgers - The State University of New Jersey in the field
of visual perception. My area of special interest is in
motion perception. My master's thesis was on the perception
of motion in depth. Furthermore, my particular expertise i3
in the perception of self-motion, also known as egomotion.
The rese:-rch being conducted in Dr. Rik Warren's lab-
oratory at Armstrong Aerospace Medical Research Laboratory
is an analysis into the stimulus conditions which give rise
to the perception of egospeed.
Since my background znd interests were similar to tne
type of research being éonducted by Dr. Warren, I was grented
a summer fellowship to work on the problem of egospeed.

II. OBJECTIVES OF THE RESEARCH EFFORT: The overall ob-

jective of the egospeed research is to determine the rela-
tive contributions of two known factors which influence the
perception of egospeed, namely, flow rate and edge rate.

My individual objectives were:
1. To supervise the design of a computer-generated display
which nas the capability of presenting separately variable
flow rates and variable edge rates which are normal.y linked
together.
2. To design an experimental procedure which ultimately
will be used in a formal investigation of the problem.

3. To collect preliminary data which are based on & more
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quantitative description of the resuits than had previoustiy
been gathered in cther studies.

IIZ, DEFINITION OF FLOW RATE AND EDGE RATE: Flow rate is

defined as the observer's velocity scaled in eyeheights

per second. Therefore it is a functionof both zow fast

the observer is moving and his altitude. In the present
case we are concerned only with travel over level grourd
which reduces flow rate solely to a function of velocity.
Edge rate is defined as the number of texture edge elements
traversed per second. Optically this would mean the rumber

of optical edges which move past the fixed retina per

second.

In order to demonstrate how flow rate and edge rate are
normally linked, it will be assumed that the observer is
traveling at a constant altitude over level terrain in which
equally spaced edges are present., If the observer then
moves at a constant velocity, both flow rate and edge rate
will be constant and the perception of egospeed will be
constant. If, however, the observer accelerates, then not
only will his velocity increase and thus his flow rate, but
he will also pass more edges per second than a moment
before. His perception of egospeed will be one of accel-
eration. But again, here both flow rate and edge rate could

have contributed to this perception. The same holds true

for deceleration except that here the perception of egospeed
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is one of slowing down.

IV. BASIS OF RESEARCH: Stimulus information is constantly

bombarding our sensory organs. In the case of vision, ilight
rays impinge upon the retina under the conditions of eyes
opern and sufficient lighting, while the specific light
pattern devends on the location of the eyes relative to a
light emitting source or reflecting surface. The type of
information available becomes all the more complex when
either we move relative to the environment or the environ-
ment moves relative to us. However, this does not mean that
just because the information is available it is necessarily
used by the visual system. In the case of the information
available through flow rate and edge rate, one, both, or
neither may contribute to the perception of egospeed.
Furthermore, even if they both contribute they may do so in
varying degrees.

The purpose of the current research is to investigate
the individual influences of flow rate and edge rate on the
perception of egospeed. Research has already been directed
at the contributions of both but the results have been ccn-
tradictory and inconclusive.

Denton (1976, 1980) has shown that edge rate alone will
affect the perception of egospeed. 1In one study he held
velocity constant while reducing the spacing between the

edges along & simulated rectilinear track while subjects
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viewed the display for 250 seconds. He found that thic
had the effect of perceived acceleration. However,

Warren (1982) found a strong effect of flow rate on ego-
speed perception especially when the exposure duration was
no greater than 6.5 seconds.

The above results are apparently contradictory and
suggest that a rigorous comparison of flow rate and edge
rate needs to be made. In order to do so, a display woulé
have to be created which could isolate flow rate from edce
rate to test each independently.

The purpose of the present series of experiments is to
test whether observers are affected more by flow rate or
edge rate in their ability to detect changes in self
velocity. In order to do this, an exercise bicycle was
hooked up to an IRIS 3020 graphics computer which generates
the moving displays. The observer's task would then be to
pedal at a velocity which is equivalent to the velocity ot

the moving display. Therefore, only i1f the observer ver-

. ceived a change in the speed of the display would a chznge

in bike pedalling velocity be expected. So, for example,
if the display depicted a constant flow rate but an accel-
erating edge rate a quantifiable measure of the perceived
edge rate acceleration could be determined by noting how
much, if any, pedal acceleration took place.

V. METHOD: The first task was to generate a display which




| could separzzely present variable flow rutes and variatle
edge rates, This was accomplished througa = program run

on the IRIS computer wnich was hooked up to & rear
projector that presented the lisnlays onto 2 2.4 meler x

1.8 meter screen. The displays depicted flat, rectilinearly
textured planes. The moving displiays arc under combduter
control and can also be activated by -2 observer's oun

pedalling motlion.

The display consisted of textured tlocks that sinmuliated

a sidewalk which extended to optical infinity. Tie Dblocks
are earthtone colors to simulate a more rez.’stic scerne.
The observer sits four feet in front of the display while
being horizontally centered and vertically thre= fourtins
of the way up the display. The horizon line is at eye level.
Since the purpose of my research was to test the feasi-
bility of running these exveriments under sucih conditions
certain factors had to be determined. Before investigating
the influence of flow rate and edge rate, s preliminary
study was conducted to see if pedalling at a constant ve-
locity for a period of time in the laboratory was possible.
Different time durations were used to see the optimal time
that the observer could pedal comfortably at a constant
rate while still being able to collect sufficient data per
trial. It was determined that 30 seconds was suitable.

However, this was true only for the condition in which the
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observer was instructed to pedal at a comfortable rate,
Another condition in which the instruction was to pedal at
a walking rate proved to be impossible and should be dis-
continued. HKHowever, only a narrow range of tension was

set on the wheel. A different tension level may facilitate
the abllity to pedal at a walking rate.

A second factor which had to be controlled for was the
position of the eyes during a trial., Five different eye
conditions were employed. They were: (1) Fixating the
horizon; (2) Fixating the middle of the flow field;

(3) Fixating the bottom of the flow field; (4) Tracking fron
top to bottom and (5) Free viewing. The results of this
preliminary study indicated that by fixating the horizon
line it became difficult to see the moving elements. Also,
tracking from top to bottom was too difficult a task and

was a distraction to the main task. Therefore, these two
eye conditions are not recommended. However, either of the
three other conditions proved satisfactory and either could
be employed.

With the above parameters set, an investigation into
the effects of variable flow rates and edge rates on per-
ceived motion could be made., One important feature of the
program used to generate these variable rates is that flow
rate can be made to accelerate or decelerate while edge

rate is held constant and conversely edge rate can be made
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to accelerate or decelerate while flow rate is neld constant.
Since the bulk of my appointment time was spent in
refining the experimental design and specifying the parti-
cular elements to be incorporated into the computer progran,
little data could be collected on the central problem. How-
ever, a preliminary study was conducted. In this study two
observers were run separately and were instructed *o siz
comfortably on the exercise bicycle. Each observer was
instructed to begin pedalling to keep pace with the moving
display as soon as it appeared. The observer was instructed
to notice any change in the display's velocity and to re-
flect those changes by appropriately adjusting his pedalling
rate. The observer was allowed free viewing since it is
the most natural viewing condition. He was told that each
trial would last 30 seconds and to stop pedalling after the
trial ended. Each observer was run for 25 trials. 1In five
of the trials the flow rate was constant while the edge rate
accelerated. In another five trials the flow rate was

constant while the edge rate decelerated. In the third set

of five trials the edge rate was held constant while the flow

rate accelerated. In the fourth set of five trials the edge
rate was held constant while the flow rate decelerated. 1In
the final five trials both flow rate and edge rate were

held constant. The trials were randomly presented. For

the acceleration trials the flow and edge rates for the
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. textured blocks were increased by 2.0 percent over the
previous block and for the deceleration trials the rates

were decreased by 2.0 percent. This means that for the

acceleration trials a block's velocity moving down the
screen would be 2.0 percent faster than the previous block's
velocity for flow rate acceleration and the block's size
would be 2.0 percent smaller than the previous block's
size for edge rate acceleration. For the deceleration
trials a block's velocity moving down the screca would be
2.0 percent slower than the previous block's velocity for
flow rate deceleration and the block's size would be 2.0
percent larger than the previous block size for edge rate
deceleration. The initial edge block size was set at two
meters long. The initial velocity was set at 20 meters per
second.

There was a 60-second rest period between each trial.
At the conclusion of each trial the observer received feed-
back about his performance with a graph whica showed his
velocity as a function of time.

The following conclusions can be reached: (1) When flow

rate is held constant and edge rate accelerates little, if

any, perceived acceleration is reported; (2) When flow rate
is held constant and edge rate decelerates there is a small
but noticeable perceived display deceleration; (3) When edge

rate is held constant and flow rate accelerates a very large "!i

In




display acceleration is reported and (4) When edge rate 1is
held constant and flow rate decelerates a fairly notice-
able deceleration is reported.

Tentatively it can be concluded that flow rate exerts
a much greater influence on the percention of speed than
edge rate., However, these results ure very preliminary and
should be taken as such. In fact, one of the sirons points
of this design is that guantifiable data can be collected.
Therefore, firm conclusions cannot be reached until such
measures are recorded.

VI. RECOMMENDATIONS: (1) The procedure in which the

observer is instructed to pedal at a velocity equivalent to
the velocity of the flow field should be continued. It
forces the observer to attend to the display which is crit-
ical to the success of the experiment. It also has the
advantage of attaining a quantifiable measure ol the ob--
server's verceived velocity of the display. This, in turn,
allows the experimenter to graph the relative influences of
flow rate and edge rate under the conditions of one being
held constant while the other is variable,

(2) In one sense the procedure used in these initial
studies involved active participation on the part of the
observer. The observer's task was to pedal at the velocity
he perceived the flow field to be moving at. However, in

another sense the observer was acting passively. Normally,

-




when one locomotes through the environment, he cont:rcls
where he is going and how fast he is getting there. In the
present experiments, the displays were preset so that no
action on the observer's part influenced what happened in
his visual field. 1In order to realistically sinmulate what
takes place during real locomotion, the movement of the dis-

play should be contingent upon the observer's own movementi.




g p——

-r' o

REFERENCES

Denton, G.G., "The Influence of Adaptation on Sub-
Jective Velocity for an Observer in S5imilated

Rectilinear Motion," ERGCHOMIC3, Vol. 19, No. &4,

pr . 4092430,
Denton, G.G., "The Influence of Visual Pz-.tern on

Perceived Speed,"” PERCEPTION, Vol. 9, »p. 393-4C2.

Warren, R., D,H. Owen, and L.J. Hettinger,
"Separation of the Contributions of Optical Flow
Rate and Edge Rate to the Perception o EZgospeed

Acceleration,” Wright-Patterson Air Force Base,

1982,




* 1986 USAF-UES SUMMER FACULTY RESEARCH PROGRAM/

GRADUATE STUDENT SUMMER SUPPORT PROGRAM

Sponsored by the
AIR FORCE OFFICE OF SCIENTIFIC RESEARCH
Conducted by the

Universal Energy Systems, Inc.

’ FINAL REPORT

A DISPERSION-CORRECTED HPLC/FACP METHOD FOR MEASURING SORPTION

ISOTHERMS OF SUBSTITUTED AROMATICS ON SOIL ORGANIC MATTER

Prepared by: Chris Antworth
Academic Rank: Research Assistant
Department and Chemistry Department
University: Florida State University
Research Location: Headquarters Air Force Engineeering and

Services Center, Environics Division,

Tyndall Air Force Base, FL

USAF Research: Mr. Thomas Stauffer
Date: August 8, 1986
Contract No: F49620~85-C-0013




A DISPERSION-CORRECTED HPLC/FACP METHOD FOR MEASURING SORPTION

ISOTHERMS OF SUBSTITUTED AROMATICS ON SOIL ORGANIC MATTER

by
Chris Antworth
ABSTRACT

A High Performance Liquid Chromatography (HPLC) method was
developed in order to study the sorption of substituted
aromatics on various fractions of soil organic matter (SOM).
Isotherms were calculated from the desorption branch of a
single breakthrough curve via the Frontal Analysis by
Characteristic Point (FACP) technique. Using nonretained
solutes, a dispersion correction was incorporated into the
calculations and the resulting dispersion-corrected HPLC/FACP
method was shown to produce isotherms similar to those
generated by the conventional Frontal Analysis (FA) method. The
FACP technique, however, greatly reduces analysis times.

Sorption isotherms of a number of substituted aromatic
compounds, each representing a different type of specific
solute polarity, were determined on several SOM fractions. The
resulting K3y values indicate that each SOM fraction possesses
a unique set of active sites. These results imply that the
sorption of relatively polar organic compounds cannot be
adequately explained by the hydrophobic model, and suggest a
series of experiments to determine at what level of solute

water solubility the hydrophobic model needs revision.
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SECTION I

INTRODUCTION

The source, transport and fate of organic pollutants in

groundwater is currently a subject of major interest to

environmental scientists. Organics in groundwater are of ]
particular concern to the U.S. Air Force because of the

potential for aquifer contamination from Air Force

operations. Two classes of nonionic organic chemicals pose

the greatest threat from routine operations:
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(1) cleaning solvents and degreasers such as
trichloroethylene and tetrachloroethane
(2) jet fuel components such as benzene,
nitzobenzene, toluene and naphthalene.
In recognition of the potential for polluting groundwaters at
and/or near Air Force installations, the Environics Division,
Air Force Engineering and Services Center, Tyndall AFB has
launched an extensive program to study the behavior of these
compounds in groundwater. One aspect of this subject the
Environics Division has identified as particularly important
is the sorption of nonionic organics onto soil and aquifer
materials. The objective of this research effort was to
develop a rapid and sensitive High Performance Liquid
Chromatographic (HPLC) method for quantifying the sorptive
characteristics of various components of soil and aquifer
media.

I and my research group at Florida State University have
been studying the surface chemistry of heterogeneous
geological materials for a number of years. This effort is an
extension of my graduate work in the Biogeochemical
Laboratories at Indiana University. Although the
heterogeneity of natural soils and sediments makes their
mo’ecular characterization difficult, we have made
significant progress using innovative chromatographic
approaches combined with modern, state-of-the-art
spectroscopy. In the research activity summarized in this
report, Chris Antworth, a graduate student working under my
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direction, and myself have attempted to combine our knowledge
of organic geochemistry and experience with physico-chemical
chromatographic techniques to develop a routine method
applicable to one of the Air Force's primary environmental

research projects.

SECTION 1II
OBJECTIVES OF THE RESEARCH EFFORT
The primary objective of our research activity was to
develop a rapid and sensitive HPLC method for characterizing
interactions between nonionic organic solutes and soil
organic matter (SOM). It has long been recognized that the
sorption of sparingly soluble organic compounds onto soils is
dominated by the natural organic carbon fraction of the soil.
However, accurate characterization of organic solute - soil
organic matter interactions at the molecular level has proven
to be a difficult and largely unobtained goal to date. With
the development of our HPLC method, which is capable of
producing large amounts of data in a relatively short period
of time, we sought to address the following questions
regarding organic solute - soil organic matter interactions.
(1) What role do the various SOM fractions play in the
sorption of nonpolar and polar, functionalized
solutes?
(2) Can the "specific sorptivity" of SOM be described as
the sum of the sorptivities of its various

fractions?




(3) Does SOM differ significantly in its sorptivity, or

is the driving force for sorption the tendency for

nonionic organics to remove themselves from water?
(4) At what level does water solubility or

hydrophobicity begin to dominate the sorption

process.

SECTION III

EXPERIMENTAL

Solutes. Chemical compounds were initially investigated for
their utility as "solute probes"™ for this work based on their
acidic, basic and dipolar characteristics. Using a molecular
polarity scale developed for analytical HPLC, we chose
compounds which represented one apex (acid, base or dipole)
of the Snyder Selectivity Triangle (l). In this way we
isolated the important polar interactions responsible for any
sorption phenomena. The solutes which proved most effective
in this regard and which were chosen as polar probes were: o-
cresol (2-methylphenol, proton donor), aniline (proton
acceptor) and nitrobenzene (dipole interactor). In addition,
benzene was used as an indicator of the extent of nonspecific
dispersion interactions. Phenol, resorcinol (1,3-
dihydroxybenzene), potassium benzoate and calcium chloride
were all used at various times as nonretained, conservative
solutes for void volume and dispersion correction
calculations. Note that all solutes except calcium chloride

are aromatic. This allows sensitive detection with a
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conventional HPLC UV monitor.

All solutes were of analytical reagent grade or better.
Aniline and nitrobenzene were further purified by
distallation, with distillate fractions having boiling ranges
of <2 C collected for use in sorption studies.

Soil Organic Matter. Soil material used in these studies was

obtained from a commercial supplier. The so0il itself is an
organic rich material commonly referred to as "Minnesota
Peat". An organic rich soil was chosen for these initial
studies so that the organic matter would not have to be
concentrated by removal from the inorganic matrix. The
organic carbon content of the total soil organic matter was
estimated to range from 20@-44%.

The initial soil material was fractionated into various
organic chemical fractions according to a standard extraction
protocol (2) used by organic geochemists to isolate the
primary components of soil and sedimentary organic matter:
lipids, humic/fulvic acids and nonextractable humir (3). We
initially intended to study each fraction separately.
However, it was not possible to retain the humic/fulvic acid
fraction in the sorption columns once they had been removed

from the organic matrix because of their relatively high

water solubility. We therefore analyzed the total soil

organic matter, sequentially extracted each fraction and
analyzed the residue remaining after each extraction phase. . .‘
Data is available for three residues: total SOM, SOM -

lipids, and SOM -~ lipids - humic/fulvic acids (or humin). In
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view of the changes in chemical behavior of the humic/fulvic
acid fraction once it had been removed from the organic
matrix, we feel this approach is actually more representative
of natural conditions in soils and sediments.

Experimental Apparatus. The instrument used for these studies

was a modified Waters HPLC. The system consisted of a Waters
6000 pump, Valco 6-port HPLC injector valve and Waters 440 UV
absorbance detector. Short, precision-bore (8.007" 1.D.)
connecting tubing was used throughout.

The primary modification of the system involved the use
of large volume sample loops in the injector rather than the
conventional small volume (5-58 ulL) loops used in analytical
HPLC. By filling the larger loops with a probe solution of
known concentration with the valve in the FILL position and
then swithching to the INJECT position, a sharp step function
change in solute concentration occurs in the column. This
technique simulates a Frontal Analysis (FA) injection.

Each SOM fraction was lyophilized, frozen with liquid
nitrogen and gently crushed in a mortar and pestle. The
resulting material was size sorted and the 38-53 micron
subfraction isolated., These 38-53 micron particles were then
mechanically mixed with 37-44 micron pellicular silica gel to
produce a 5% (w/W) mixture and the resulting mixture dry-
packed in 75mm x 4.6mm I.D. stainless steel columns. The
pellicular silica gel used in this work is a nonporous, low
surface area adsorbent. Initial adsorption experiments
demonstrated essentially no uptake of the solute probes by

the silica gel, and it is thus considered an inert support
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matrix.

Isotherm Calculations. Isotherms were calculated from the

desorption branch (diffuse rear boundry) of single solute
breakthrough curves by the Frontal Analysis by Characteristic
Point (FACP) method (4). A sufficient volume of probe
solution was injected to produce an equilibrium concentration
of solute throughout the column. The injection valve was then
returned to the FILL position, reintroducing pure water. This
time is taken as ty for calculation purposes.
Individual points on isotherms are calculated from the
diffuse rear boundry using the governing equation (4)
C
q(C) =_1 § (v-vg)dC (1)
M "0
where g(C) is the concentration of adsorbed solute in
equilibrium with the mobile phase concentration (C), M the
mass of adsorbent, V the retntion volume and Va the void
volume of the system.

The FACP technique, in contrast to the more
conventional FA method, does not take into account
dispersional broadening of the front that occurs in the
column. In order to refine the FACP technique we have
introduced a dispersion correction which employs the diffuse
rear boundry of a nonretained solute breakthrough curve.
Isotherm points are now calculated using equation 2, where §
is a sensitivity factor (umoles/unit area), F the volumetric
flow rate and the subscripts tp and cp refer to test probe

and correction probe respectively.
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q(C) =_%jF*(Areatp - Areacp) (2)

This method of isotherm calculation is depicted in Figure 1.
Solutes were determined to be nonretained by comparing

their retention volumes with those of calcium chloride and

column void volumes determined gravimetrically (5). These

comparisons agreed within 3%.

SECTION 1V
RESULTS AND DISCUSSION
A, RELIABILITY OF THE HPLC/FACP METHOD

Before beginning extensive studies of organic solute -
SOM interactions a series of experiments were conducted to
determine the reliability of the dispersion-corrected
HPLC/FACP technique. We use the term "reliability" here to
mean the extent to which this technique produces isotherms
similar to those produced by conventional and accepted
procedures. These initial experiments addressed two major
uncertainties associated with the FACP method: (1) Does the
dispersion correction adequetely account for dispersion? (2)
What effect does flow rate have on isotherm results?

The first question was addressed by comparing isotherms
determined by the FA, corrected FACP (C-FACP) and uncorrected
FACP (U-FACP) methods. Comparisons for cresol (weakly
retained) and aniline (strongly retained) sorbed on the humin

fraction are summarized in Figure 2 and Table 1. K3y values
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were calculated from an exponential fit of sorption data (a
Freundlich isotherm). Figure 2 and Table 1 indicate that the
dispersion correction significantly improves the accuracy of
the FACP calculation, assuming the FA isotherm to be the
primary standard for comparison. The improvement is more
significant for the less strongly retained solute (cresol),
This is an entirely expected result since, for strongly
sorbed solutes such as aniline, broadening of the rear
boundry is dominated by sorption rather than dispersion
effects.

The effects of mobile phase flow rate on calculated
isotherms was studied by generating FACP isotherms (again,
cresol and aniline on humin) at 0.2, 0.5, 1.8 and 2.8 mL/min.
In addition, van Deemter (6) curves were also calculated. A
van Deemter curve describes the kinetic efficiency of a
chromatographic system by fitting Height Equivalent of a

Theoretical Plate (HETP, or H) data to equation 3
H=2A+ B/v + Cv (3)

where v represents mobile phase linear velocity and A, B and
C are constants characteristic of a particular system. A
minimum in a van Deemter plot, given by B/C, corresponds to
the velocity at which sorption, desorption and diffusion
kinetics are optimally balanced.

van Deemter plots and the corresponding isotherms for

cresol and aniline on humin are displayed in Figures 3 and 4,

respectively. Ky yalues calculated from the isotherms are
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summarized in Table 2. It appears that a van Deemter minimum
is observed for cresol at 0.3 cm/min (0.2 mL/min). No such
minimum is observed for aniline, however, and this is
probably due to its greater affinity for the humin fraction.
(Note that the van Deemter minimum is equal to B/C, and C is
proportional to Kg).

The data of Table 2 indicate that, when operated near
the van Deemter minimum (i.e cresol), the HPLC/FACP method
results in isotherms substantially similar to those produced
at the actual minimum. As mobile phase velocities deviate
from optimum, however, significant variations (10-15%) in Kg
will result, particularly for stronly retained solutes.

B. CHARACTERIZATIONS OF SOLUTE INTERACTIONS WITH SOM
FRACTIONS

It is generally accepted that, when the organic matter
content of soils approaches some level (71%, ref 7), SOM
dominates the sorption of sparingly soluble organic solutes.
When such a situation exists the distribution coefficient can

be approximated with equation 4

Kg = Koo * foc (4)

where K, . is the organic carbon partition coefficient and f_ .
the fraction of organic matter. Reported K . 's are generally
within 3-5 for a particular solute regardless of the nature
of SOM. This has led several workers to conclude that
hydrophobicity, and not affinity for SOM, drives the sorption
process (8).

The variations observed in Koc values have led us to
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believe that, at some level of water solubility, the driving
force for sorption becomes the solute's affinity for S04 and
not its hydrophobicity. Such a hypothesis further leads to
the conclusion that a somewhat soluble organic solute should
exhibit different affinities for different types of SOM.

To test these assumptions we have determined Ky values
for the sorption of polar solutes on the major chemical
fractions of soil and sedimentary organic matter. These Ky
values are summarized in Table 3, which reveals significant
differences in the sorptive characteristics of the three SOM
fractions. One of the most significant differences occurs in
the uptake of aniline when lipids are removed. This indicates
that the relative abundance of acidic active sites increases
and, possibly, some acidic sites are activated with lipid
removal. It is also interesting to note that aniline uptake
does not decrease substantially with removal of the
humic/fulvic acid fraction. This would indicate that, when
these materials are bound to the SOM matrix, their acidic
functional groups are not "free' but are probably involved in
cross-linking reactions.

The steady decrease in benzene uptake probably reflects
the removal of hydrophobic groups from SOM with each
extraction phase. The essentially constant uptake of cresol
is an indication that few basic active sites are preser - in
SOM. The similarity in Ky's of benzene and cresol on humin
probably reflects a complete lack of basic sites in this

material.

.




SECTION V
RECOMMENDATIONS
The results presented in this report, although
peliminary, raise a number of interesting and important
guestions. However, the most significant result of the
research is undoubtedly the demonstration of the utility of
the HPLC/FACP method for characterizing organic solute - soil
organic matter interactions. This method provides a rapid and
reliable technique for addressing basic questions in sorption
phenomena - questions which would be difficult to address by
conventional batch methods because of their inherent slowness
and imprecision.

Recommendations for further studies using the HPLC/FACP

technique include the following.

l. Comparison of batch and dynamic (chromatographic)
methods, particularly the effects of mobile phase
flow rate.

2. Parallel studies of less soluble organic compounds.

3. Chemical and spectroscopic characterization of the
SOM fractions.

4, Correlation of Kgr K and water solubilities (or

oc
octanol-water partition coefficients) for a group of
organic compounds varying widely in solubility.

At what point does the hydrophobic model break down?
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Computer Simulation of the Cardiovascular System Under +Gr Stress
by
Sherif A. Aziz

ABSTRACT

A state-variable model of the cardiovascular system under +Gz
stress was implemented. The model ( which includes simulation of the
arterial and venous systems, heart, baroreceptor control of the heart
and venous tone, and inputs for acceleration force and externally
applied pressure ) was used to study the impairment of cerebral function
during +Gz stress. It was found that even though eye level blood
pressure decreases significantly during Gz stress, cerebral blood flow
is maintained due to a compensatory mechanism which compares favorable
with the experimental results found in the literature. This model will
be used to investigate the effectiveness of anti-G suits. Finally, a
preliminary design of a closed-loop control system for an anti-G suit
was carried out. It was found that it is possible to control both the
rise time (which is needed for the improvement of G-valve) and the
overshoot of the suit pressure. More work needs to be done both in the

simulation and design areas.
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I. Introduction

I received my B.S. in Systems and Biomedical Engineering from Cairo
University. I am currently working on my M.S. in Electrical Systems
Engineering at Wright State University. 1 have always been interested
in the application of Control Theory to Biological Systems.

The Harry G. Armstrong Aerospace Medical Research Laboratory
(AAMRL.) at Wright Patterson Air Force Base has been involved in studying
the effects of high onset rate, high sustained +Cz forces on pilots.
They are working on developing new control schemes to increase +Gz
tolerance.

During the ten week appointment, I worked on the implementation of
a Cardiovascular Model which should aid in the design of an Anti-Gravity
suit controllers and the prediction of the benefits of different control

schemes.

II. Objectives of the Research Effort

The overall objective of this research is to study existing methods
of increasing +Gz tolerance to acceleration forces and to propose a
control strategy to improve the design of existing g-suits. We feel
this can be done if the effects of the +Gz forces on the cardiovascular
system and the existing methods of improving +Gz tolerance are better

understood. Our objectives were:

1) To study existing mathematical models of the cardiovascular
system under +Gz forces. Develop a computer simulation of one
of the models and study the effects of +Gz forces on the
cardiovascular responses such as eye and leg level pressures
and flows.

2) Study the existing protective mechanism such as g-suits and
straining maneuvers and develop a computer model of the
g-suit.

3) Propose a closed-loop control strategy to improve the design

of the existing g-suit.
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I1I. Implementation of the Cardiovascular Model:
The cardiovascular model chosen for our purpose was the one

developed by Chu [1] and is explained briefly in Dr. Rattan's final
report. The model was implemented using the computer-aided design

package, MATRIXx [2].

3.1. MATRIX :

=2

MATRIXx is a powerful programmable matrix calculator with excellent
graphical capabilities. With it you can solve complex, large-scale

matrix problems.

3.2. SYSTEM BUILD:

System Build is a capability in MA'['RIXx which provides an
interactive, menu-driven graphical environment for building, modifying
and editing complex computer simulation models. Simulating system
performance under both nominal and strained environment 1is easily

accomplished with System Build.

3.2.1 BASIC BUILDING UNIT - A BLOCK:
System Build basic building unit is the block. System Build has a
large library of different types of blocks The main block categories

are:

SUPER BLOCK

GAIN BLOCK

PIECE-WISE LINEAR FUNCTIONS
DYNAMIC BLOCK

TRIGNOMETRIC FUNCTIONS

USER CODE BLOCK
CO-ORDINATE TRANSFORMATION
SIGNAL SOURCES

LOGICAL FUNCTIONS

© PN DA wN -

U = Input = =% y = Output

x= Slates

Fig. 1 General Architecture of a Block
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The system prompts the user for the type of block, block name,
block parameters, number of inputs and number of outputs. The next step
is to determine the simulation time duration and the 1input forcing

functions. Once that has been done, the model is ready to run.

3.2.2., SUPER-BLOCK:

A very important type of block is the SUPER-BLOCK. This block can
have up to six other blocks interfaced in any way. The most important
advantage of a SUPER BLOCK is that it can contain other SUPER BLOCKS.
This permits the nesting of SUPER-BLOCKS as seen in Fig. 2.

I'4 Eaiting ST

o -
" "
by
) ."4'
r

Editing § y

Fig. 2 Nesting SUPER-BLOCKS

This nesting property makes it possible to implement complex systems

that contain any number of blocks.

3.3 Modeling of an A Segment in the Arterial Tree Using System-Build:

Each segment of the arterial tree is modeled by two nested super

blocks. Fig. 3 shows an A element of the arterial tree.




pPay - Qas
nreer

MeDEL

The equations

Fig. 3 A Element of the Arterial Tree
used to implement such a segment are:

&P =P__,

8, =94 -, @

dQ. &P _ Q Rl
de © L (3)

+ PGn - Pn (1)

an
Tae = 4 (4)

where Vn is the volume of blood in the segment. Figs. 4 and 5 show an

example of such a segment. The segment shown is A2.

SUPER-BLOCK SEGA2 has the following inputs and outputs:

INPUTS:
PAl

QA3
G

OUTPUTS:
PA2

VA2

Pressure of segment Al
Flow in segment A3

Gravitational profile

Pressure of segment A2
Flow through segment A2
Volume of segment A2
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PA4 PA2

G PG2 1 l:._\\yﬁ\ STATRZ |3 fagé
R = aP2 > [SUPER
GRIN BLOCK[™

1o [-.3/ 402\ |

QA3

editing : SEGAZ2 (Continuous)

Fig. 4 Segment A2

| PA2 |
~EONAZ_J1 LJl'UOLUHE B vAz R
ALGEE LIMITED
+  EXPR INTEG
s NS: 1
[—. |I=4 013[ ' jI:1 0:1]
aP2
LQ2
FLou  |a
K
s 1
NS: 1
0:1 I1:1
Editing : STATAZ (Continuous) QHZ

Fig. 5 State A2
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These outputs are used to interface the segment with the surrounding
segments. Internally., SEGA2 calculates AP2 and AQ2 and sends them as
inputs to the SUPER-BLOCK STATA2. STATA2 then forms the differential

equations Qn and Vn in the block EQNA2. The differential equations are
then integrated using the integrator FLOW and limited integrator VOLUME.

3.4. Interfacing an A Segment with the Rest of the Model

As an example of this case, we take segment A2:

. SEGA2 is first interfaced with the Ascending Aorta in
SUPER-BLOCK AAORTA as shown in Fig. 6.

. The Ascending Aorta is interfaced with the rest of the
arterial tree in SUPER-BLOCK ARTERI (Fig. 7).

. The arterial tree 1is interfaced with the rest of the
Cardiovascular Model in SUPER-BLOCK CIRCUL (Fig. 8).

. The G-Profile and G-Suit models are then added to the
Cardiovascular Model in SUPER-BLOCK GSTRES (Fig. 9).

3.5 MODEL SIMULATION:

The total number of SUPER-BLOCKS needed in the model is 90. The
pressure, volume and flow from each segment is available as output
resulting in a total number of 99 outputs.

The integration algorithm used in the simulation is Variable Step
Kutta Merson. The time increment chosen is 0.0025 sec. and the relative

and absolute tolerance are taken to be 0.001.

IV. Results
Figs. 10, 11, 12 and 13 show the output of the model for a +6 Gz

profile. For more discussion on these results, refer to Dr. Rattan’s

final report.
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[SEGARZ 1 L SEGA3 |3
SUPER| | » [SUPER
=BLOCK SBLOCK P
3
1:3 0:3 ~{ 133 0:3
| SEGA4 4-]
| [SOPER
BLOCK[™
(=3
0:3 1:3
Editing : AARORTA (Continuous)
Fig. 6 Ascending Aorta
[RSUBC_[1 L [UPPER 2 [CSUSC 3
[SUPER| SUPER| .}l SUPER
=BLOCKP | | =BLOCKP =BLOCK P
|I:2 D:SI 1:2 0:27 l_. 1:2 0:3
[ RAORTA ]sg LOWER s-J
SUPE SUPER
BLOCK[ ¢ SsLock
e ¢
[0:3 'Izs[zL_‘ P33 1:3
Editing : ARTERI (Continuous) 1

Fig. 7 Arterial Tree
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L‘l | ARTERI |3

HERRT (1
SUPER SUPER L,
BLOCK [ BLOCK
3
1:2 0:5 |I=3 CJ:84|
|PLHNRY P ]SYSTNC P'J
SUPER| 4 — SUPER
sLOCK[™ BLOCK™
0:3 I:1 0:5 1:1
Editing : CIRCUL (Continuous)
Fig. 8 Circulatory System
|GRRUTY P [:ﬂ CIRCUL 3
Esu: SE]R l =rsTJF€§ =
SLOCK l BLOCK
]ItG 0:1 l (ﬁ j1:3 0:97]
J
[ PCUFFB |S :
I
SUPER] !
=BLOCK ™ |
1
0:1 1:1 |
l
Editing GSTRES (Continuous) |

Fig. 9 Model of Circulatory Sytem Under G Stress

and Compensation of Anti-Gravity Suit
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V. Recommendation for Future Work

1. The computer simulation of the cardiovascular system we have
developed takes approximately 24 hours of CPU time for the
G-profile shown in Fig. 14

s
TIME 1IN SEcs

sem - ememaae

(]
. t '

Fig. 14 +Gz Profile

In order to effectively use this simulation, it is important that the
simulation be speeded up. A new version of MATRIXx released recently
has an option called HYPER-BUILD. Our initial study indicates that this
option may speed up our simulation by a factor of approximately 10.

2. Present computer simulation assumes all the resistances,
inductances and capacitances of the arterial tree to be fixed.
The simulation should be modified to include the nonlinear
effects of these variables.

3. Modify the cardiovascular model and computer simulation to
include G-suits and study their effects.

4. The present cardiovascular model assumes the leg as a
peripheral element B. To study the effects of sequential
G-suit, the multielement arterial tree should be modified to
include the thigh and calf parts of the leg.

5. The lumped venous model needs to be replaced by a multielement
model in order to get more accurate blood distribution under
acceleration stress or external applied force.

6. To study the effects of various maneuvers, such as M1, L1, the
model needs to include external pressure sources around the
thoraic area.

7. Study the technique of pulsating G-suit synchronized with the

heart.

)
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P

Obtain a multivariable transfer function model using the
state-space representation of the multielement arterial tree.

The proposed closed-loop servo controller designed is just a
preliminary design. Time-domain and frequency-domain
techniques should be used to design an optimal controller.
The effort should be made to design a multivariable control
system which should include eye level pressure and heart rate

as inputs.
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Inefficiencies of High Transmission Delays on

Computer Protocols and their Applications

by

Alan H. Baginski

ABSTRACT

The performance of the Transmission Control Protocol (TCP) was
studied in order to find inefficiencies in a high transmission delay
environment, It was determined that improvements to the TCP <could be
made in the connection set up procedure, the window size assignment
algorithm, and the handling of transmission errors so that the delays
may be minimized. The performance of a process synchronization
application using a communication protocol such as the TCP was also
studied for inefficiencies in the context of a high delay environment.
A hierarchical mutual exclusion algorithm was proposed. The benefits
that these results could bring to the performance of the Cronus

distributed operating system is discussed.
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I. Introduction

I received a BSEE from the University of Maryland. I am currently
a candidate for a Master's degree in Computer Engineering at the
University of Lowell concentrating in computer software.

Since the Cronus distributed operating system project sponsorea by
the Distributed Systems section at the Rome Air Development Center is
using existing communication protocols, the suitability of these
protocols for this application is in question. The study of the effect
of high delays on protocol performance is a small part of this larger

problem.

I[I. Objectives of the Research Effort

The ultimate objectives of the research will be to determine the
efficiency of the communication protocols used with the Cronus
distributed operating system designed by Bolt Beranek and Newman, Inc.
and to recommend changes in the protocols or introduce new communication
protocols for distributed operating system applications.

My individual objectives were a subset of the overall objectives.
These objectives were to study the efficiency of these communication
protocols in a high transmission delay environment that might be found
with communication between Cronus clusters and to recommend
improvements. Another objective was to determine if high transmission
delays in the Cronus cluster architecture would affect the performance
of distributed operating system applications using the communication

protocols and to recommend improvements.
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* ITI. High Transmission Delays

The performance of a computer network with constant and relatively
_ low communication delays and the performance of the applications which
use the computer network should be predictable and efficient. The
performance of a network and its applications is not so predictable,
h however, if nodes in the network are geographically remote from other

nodes because some communications delays will be high. The Cronus

distributed operating system with clusters of nodes at BBN in
Cambridge,MA and at the Rome Air Development Center in Rome,NY is an
example of such a network. The effects of high delays on the
performance of the TCP protocol and a synchronization application wili
be examined.

To understand the effects of a high transmission delay on the
efficiency of a communication protocol, consider the throughput of a
communication line with the following characteristics where bits sent

must be acknowledged by the receiver:

D - transmission delay in seconds
T - transmit time per bit
A - bit acknowledge processing time

The time needed to transmit one bit is the transit time (T), the bit

acknowledge time (A), and twice the transmission delay (D) to send the
bit and to return the acknowledgement. Since only one transit time was

used to transmit useful information, the bandwidth utilized (BW) is:

T
BW = ~eccoceaa- (1)
T+A+2D
If the sender is allowed to transmit up to W unacknowledged bits the : ‘%

bandwidth utilized is increased to
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BW = —eecocaca- for WT <= T+ A+ 2D

it
—

for WT> T+ A+ 2D

where W is called the window size. Bandwidth utilization is maximized
when the time it takes to send a window of bits, WT, is greater than or
equal to the time needed for the initial bits sent to be acknowledgea,
(T+ A+ 2D). In this case, the sender can continuously send bits since
there will never be more than W unacknowledged bits at any time. From
(2), it is seen that as delay increases the window size must double the
increase 1in delay in order to utilize the same percentage of bandwiath.
If the window size is not large enough to keep the sender continuously
transmitting, messages sent on the communication line will experience a
delay greater than twice the transmission delay of the line.

Even if the communication protocol is optimal, the delay for
sending messages is still twice the transmission delay. This message
delay could be quite large and have adverse effects on the performance
of applications using the communication protocol when compared to a low
delay case. These effects occur when applications are interactive in
nature and the delays are additive. The effects are at a minimum when
applications are not 1interactive and the delay must be incurred only
once. Therefore, applications of a communications network which are
interactive must be modified so that the degree of interactivity is

minimized in cases where there are high transmission delays.




IV. TCP Inefficiencies in a High Delay Environment

The TCP is an end to end, reliable, connection oriented protocol
which provides a process tc process communication service. The TCP
accepts streams of data octets from the user and, at its control,
segments the octets to send to the receiving TCP. Each of these octets
is assigned a sequence number. Reliability is achieved through the use
of acknowledgement messages containing the sequence number tnat the
receiver expects to see next. Unacknowledged octets must be
retransmitted until acknowledged. To prevent a fast sender from
overloading a slow receiver, flow control is provided by the receiver
advertising a window of acceptable sequence numbers starting from the
acknowledgement sequence number. The window size will expand and
contract depending on the load on the receiving TCP from this and other
connections. Connections are established through a handshake procedure
to ensure reliability and to pass initial sequence numbers and window
sizes.

In a high transmission delay environment, several TCP features such
as the connection set up procedure, the window mechanism, and the
handling of transmission errors operate inefficiently. These

inefficiencies will be examined and solutions will be proposed.

TCP Connection Set Up

The TCP requires a three way handshake procedure to initiate a
connection between processes. Ouring this procedure, messages are
exchanged to initialize the sequence numbers and window sizes for both
directions of transmission. No user data may be transmitted.
Therefore, regardless of the duration or the size and number of messages

of a connection, a round trip transmission delay is incurred before any
9-6




TERT

- - - - - =

useful data can be transmitted.

This inefficient handshake procedure is tolerable for small
transmission delay connections because the round trip delay is small
when compared to message transmission times. As transmission delays
increase, the connection set up time will be a greater percentage of the
message transfer time. In addition, the round trip delay caused oy the
conpection set up procedure does not take into account to the normal
message delay which, of course, will be longer with high transmission
delays. There are two ways to eliminate the inefficiency of the TCP
connection set up procedure. The first is to provide permanent
connections to processes which are distant to each other. The second is

to allow data to be sent during the connection set up request.

Permanent Connections

Processes which have high transmission delays, exchange messages
frequently, or require the lowest possible delay could be assigned
permanent connections. Every message that would normally require a new
connection and messages that depend on this message will be delivered
one round trip transmission delay time sooner. In order to make sure
the connection 1is healthy during the times the connection is inactive,
messages confirming the current window size and sequence number should
be sent periodically.

Providing permanent connections to processes does not come without
a cost. TCP resources must be dedicated to a probably lightly used
connection at all times. The TCP must allocate some of its memory to
provide a non-negligible window size to the connection. It is also
possible that lower level protocol resources must also be dedicated.

This does not seem to be the case with the IP protocol.
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Connection Initiation Requests with User Data

If user data could accompany a connection request and if other data
segments could be sent before the connection request is acknowledged,
the round trip delay caused by the three way handshake procedure can obe
eliminated. Of course, if the receiving TCP does not have the buffers
to accept the data or there are errors in the connection request or
data, the data should be ignored. Sending data to a receiving TCP which
has not advertised a window size suggests changing several aspects in
the window size concept.

One such change would be to require TCPs to set aside memory for
its idle connection ports in the event the TCP receives a connection set
up request accompanied by user data. The memory which should be set
aside is not negligible since these connections may be high transmission
delay connections. As discussed above, the window size for a connection
must be at least an amount of data in which the time it takes to
transmit this amount is greater than the time it takes to acknowledge
the initial segment of the data in order to allow the sender to
continuously transmit. The set aside memory would be replenished by not
advancing the window from existing connections or from the closing of
connections. Care must be taken to ensure that it is unlikely that the
set aside memory is over requested if several TCPs initiate connections
simultaneously. When this occurs, data must be rejected and eventually
retransmitted. If this happens frequently, so much data is
retransmitted that performance deteriorates more than the performance
improves be allowing data to be transmitted before connections are
ack now ledged.

A possible solution to reduce the probability that data is rejected
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is to introduce a long delay service bit in connection initiation
messages that would indicate whether a connection vill use the set aside
memory. A tradeoff could now be made between the amount of TCP memory
set aside for future connections and the number or type of connections

that will be allowed to use the set aside memory.

Window Size

The transmission delay is minimized if the window size is large
enough so that the sender can continuously transmit data segments. This
window size becomes larger for high delay connections. Since the TCP
does not distinguish between high and Tow delay connections in assigning
window sizes, high delay connections will routinely receive insufficient
window sizes. An algorithm which allows a TCP to optimally assign
window sizes based on transmission delay is needed to improve the
performance of high delay connéctions.

An efficient manner to inform the receiving TCP of the proper
window size is in the connection set up request. A field in the
connéction set up request indicating the transmission delay between TCPs
or the time stamp of the message in which the delay can be calculated
could be introduced. The optimal window size producing the least delay
and use the least resources can now be determined. From the optimal
window sizes of all the connections and which connections are using the
set aside memory, a TCP can optimally assign window sizes for each
connection from its capacity. For example, high delay connections would
normally be given larger window sizes than low delay connections. Thase
connections which request large window sizes and use the set aside

memory would be guaranteed its optimal window size.
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Transmission Errors

To minimize the delay of a message, transmission errors must pe
minimized and those- that do occur must be detected by the sender as soon
as possible. In order for a transmission error to not increase tne
transmission delay of a message, the error must be detected by the
sender before it has transmitted its window of unacknowledged bits. If
the sender has a window of unacknowledged bits outstanding, it must wait
for knowledge of which data is in error or for the advancement or
enlargement of the window to continue transmitting useful data. In a
high transmission delay environment, this waiting is proportionately
longer than for low transmission delay environments.

By assuming that lower level services are not one hundred percent
reliable, the number of transmission errors "cannot be reduced unless
duplicate data segments are sent along different routes. This will
increase the probability that one copy of the data arrived at the
receiver properly. This solution is not feasible, however, since
communication costs would rise sharply and any reduction in delay
resulting in fewer transmission errors would be more that offset by the
increase in delay caused by transmitting two copies of all data.

To detect transmission errors at the sender as soon as possible, a
negative acknowledgement scheme at each site along the transmission path
including the destination site is needed. At each site in the route,
the data segment should be copied as it 1is retransmitted. Currently,
the IP protocol will test the header checksum and only retransmit if it
is correct. There is no checking of the data and there are no negative
acknowledgements. If there is an error, the header should be returned
to the sender with a negative acknowledgement. If there is an error in

the header, it will be impossible to correctly determines and notify the
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source of the message and the data must timeout before it can be
retransmitted. Receiving negat’ve acknowledgements may allow the
u sending TCP to retransmit a data segment and possibly have the aata
acknowledged and the window advanced before the sender has completely

sent its originally allotted window.

V. Process Synchronization Inefficiencies in a High Delay Environment

Eventhough the communication protocols may be efficient, hign
delays may still exist in a network. For the same reasons that
communications protocols may be inefficient, applications usiné these
protocols may become inefficient as transmission delays increase.

A common application of a distributed operating system is to
provide mutual exclusion among a number of processes on different nodes
in a network. Four traditional methods - distributed, centralizeg,
ring, and token request- have been used to provide this application
function and all are useful depending on the number of processes, the
network architecture, the scheduling algorithm, and the performance
desired. When there are high transmission delays and, possibly, many
processes which require mutual exclusion, each of these synchronization
methods becomes inefficient in some manner. The Cronus distributed
operating system with clusters of nodes at BBN and the Rome Air
Development Center 1is example of a network architecture that would
exhibit this behavior. The four synchronization methods and their

inefficiencies in the presence of high transmission delays will be

discussed and an improved synchronization method using a hierarchical
combination of the traditional methods is proposed. For this i
application, it is assumed that there are n processes, one per node, of _!1

which only one may he in jts critical section at any one time.
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Distributed Synchronization Method

In the distributed synchronization application, a process that
wishes to enter its critical section sends a request message to each of
the other processes. When the requesting process receives replies from
all the other processes, it may enter its critical section. Each
critical section entry request, therefore, generates 2(n-1) messages.
If a process 1is in its critical section or has requested to enter and
has higher priority when it receives a critical section request from
another process, it waits until it exits its critical section pefore
replying. Otherwise, it replies immediately.

This algorithm works efficiently when there are only a few
processes with low transmission delays between them. The communication
costs in providing mutual exclusion is low because the number of
messages will be low. The performance of fhe algorithm will be good
because the amount of time that elapses when one or more processes
wishes to enter its critical section while no other process is in its
critical section will be minimized. To see that this is true, there are
two cases to consider - contention for mutual exclusion and no
contention for mutual exclusion. In the contention case, the wasted
time when no process is in its critical section is the time between one
process leaving its critical section and the next process entering. In
the distributed synchronization method, this time is one message delay
from the process leaving its critical section to the process entering.
In the no contention case, the time wasted is the time between a
critical section request and the critical section entry. In the
distributed synchronization method, this time is two message delays -

one to request the critical section and one to receive all the replies.
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In either case, these messages are low delay messages.

AS the number of processes increase and high message delays are
present such as in the RADC-BBN Cronus architecture, the communication
costs of the algorithm increase and its performance deteriorates. The
communication costs rise because the number of messages rise due to the
increase in processes and, on average, half of them will be high delay
messages between the clusters. The performance of the algorithm
decreases with contention because half of the time the process leaving
jts critical section and the process entering will be in different
clusters. If there is no contention the deterioration of performance is
worse since the both of the two messages delays will be high delay
messages. This 'is because the request for the critical section must
always reach processes in the other cluster and these processes must

reply.

Centralized Synchronization Method

In the centralized synchrbnization method, a coordinator process
ensures that only one process is in its critical section at any time. A
process wishing to enter its critical section must send a request
message to the coordinator process. The process may enter its critical
section when it receives a permission message from the coordinator. The
process must notify the coordinator upon exiting its critical section
with a release message so that the coordinator may allow other processes
to enter their critical sections. Therefore, the centralized
synchronization algorithm requires three messages per critical section
request- a request, permission, and release message.

This algorithm works efficiently for networks that exhibit

centralized control and have a large number of nodes that have low
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transmission delays between them. The communication costs are low since
only three messages are required per critical section entry. Tne
performance is rather predictable and gobd because the time wasted when
processes could be in there critical sections but are not is two message
delays for‘both the contention and no contention cases - a release or
request message to the coordinator from a process and a permission
message from the coordinator to a process.

In the Cronus architecture, the performance will be poor and
unpredictable. Zero, one, or both of the message delays will be high
delay messages depending on the location of the coordinator ana of the
processes involved. In the no contention case, the process requesting
the critical section may or may not be in the same cluster as the
coordinator process. In the contention case, the process leaving its
critical section and the process entering may or may not be in the same
cluster or in the cluster of the coordinator process. On the average,
the time wasted will be one high delay message and one small delay
message. Also, the algorithm will not be fair in the no contention case
because processes in the same cluster as the coordinator process will
receive better service. Communication costs are still low, however,
since there will be only three messages per critical section request

regardless of the number of processes.

Ring Synchronization Method

In the ring synchronization method, the nodes of the network are
arranged in a physical or logical ring. A token "message" is passed
around the ring from node to node whether or not the processes at these
nodes want to enter their critical section.

This algorithm works well in a "high" contention environment since
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only a few token messages are needed before the token arrives at a node
whore process wishes to enter its critical section. In a no contention
case, the algorithm is poor since on average n/2 token message delays
are required for the token to arrive at a node whose process wants to
enter its critical section. The communication costs for this algorithm
can be significant if no process wishes to enter its critical section
for long periods of time since token messages will be uselessly passed
around the ring.

In the RADC-BBN Cronus architecture, the performance of the
algorithm may still be satisfactory if there is high contention. Only
one of the possibly several message delays will be a high delay message.
This message would correspond to passing the token to the other cluster.
The performance of the algorithm for 1ittle or no contention will be
extremely poor since there will almost always be a long message delay
before a process enters its critical section. In some cases there would
be two long message delays if a cluster did not contain any process

which wants to enter its critical section and it was passed the token.

Token Request Synchronization Method

This synchronization method is similar to the ring synchronization
method except that the token is not passed to another node unless the
process at that node requests it. This is accomplished by having each
process that wants to enter its critical section send messages to all
the other processes in a manner similar to the distributed
synchronization method. Every process saves enough information from
these request messages to determine the priority of each critical
section request. After a process leaves its critical section, it senas

the token to the next process to enter its critical section. If there
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are none, the process keeps the token until there is one.

The token request method requires a higher communication cost than
the ring method but higher performance is achieved. The communication
costs are higher since each critical section request generates n
messages- (n-1) for the request and one to receive the token- whereas
the ring method usually will require only a few messages. The
performance is superior in the token request method because only one
message delay time is wasted to pass the token if there is contention or
two message delay times wasted to request the token and to have it
passed if there is no contention.

If there are high transmission delays and more nodes, communication
costs rise because there are more messages and half of them will be high
delay messages. The algorithm's performance will be poor if the next
process to enter its critical section is in a different cluster as the
process currently in its critical section. The performance ~ill be good
if both processes are in the same cluster. Notice that the token
request synchronization method performs just as well as the distributed
synchronization method in the contention case except that communication
costs are lower in the token request method. This is due to the fact
that there are (n-1) reply messages with the distributed method while

only one reply- the passing of the token- in the token request method.

Combined Hierarchical Synchronization Method

To improve upon the four traditional synchronization methods for a
network with many nodes and a cluster architecture, the amount of
intercluster, high transmission delay communication must be reduced.
That is, the actions of requesting to enter a critical section or

changing the process which is in its critical section should not require
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intercluster communication as much as possible. The combination of the
traditional synchronization methods 1in a hierarchical manner exhibits
this behavior.

This synchronization method ensures only one process will be in its
critical section by ensuring that only one cluster is in its “critical
section” and only one process in this cluster is in its critical
section. Therefore, one of the traditional synchronization methods can
be used for mutual exclusion of the clusters and one for the processes
within the clusters. The choice of synchronization methods depends on
the number of objects requiring mutual exclusion and w«hether a
distributed or centralized control policy is naturally present in the
network. For example, a large number of processes in a cluster will
require many messages with the distributed synchronization method but
few with the centralized method. If the network was part of a
distributed operating system, providing synchronization by centralized
control would probably be inefficient.

The hierarchical synchronization method improves performance and
reduces communication costs by allowing several processes in a cluster
to enter their critical sections before allowing processes in otner
clusters to enter theirs. Therefore, much of the communication to
change the process in its critical section will be intracluster low
delay messages. Occasionally, there will be high delay intercluster
messages but only for the purpose of changing the cluster in its
“critical section” and this will happen infrequently in comparison with
the amount of low delay intracluster messages. This synchronization
method does not allow a first come first serve mutual exclusion as do
the traditional synchronization methods, but the method is fair in terms
of the amount of time a process will have to wait, on average, to enter

its critical section.

L




VI. Recommendations

.I This..research assumed a high transmission delay for messages
] between TCP layers in, for example, two Cronus distributed operating

1 system clusters. The actual performance of the TCP for the Cronus

clusters in Rome,NY and Cambridge,MA should be measured to determine if
the performance of the protocols between the clusters ana, therefore tne
performance of the distributed operating system, suffers from hign
transmission delays.

I[f these high delays do occur, several communication protocol
changes should be made. First, the round trip celay caused by the TCP
connection initiation procedure should be modified to reduce or
eliminate its effect. Second, and probably most important, it must be
ensured that these high delay connections are ensured a large enough
window size so that the transmitting TCP is not constantly waiting for
the receiving TCP. Finally, if a cause of the poor performance of the
TCP is a high transmission error rate, a negative acknowledgement scheme

should be implemented so that the sending TCP does not have to wait for

data segments to timeout.

Several changes should also be made in the structure of the
applications using the communication protocols if high delays are !*
present. These changes should minimize the amount of high transmission B
delay communication between Cronus clusters for example. A hierarchical
structure proved to be efficient in a process synshronization '
application. Applying this structure to other distributed operating _!1

system applications should be attempted.
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COGNITIVE RESOURCES AND MULTI-TASK COST

by
Joseph M. Boroughs

ABSTRACT

The construct of cognitive resources is reviewed with
special emphasis on the need to develop design principles
and guidelines for reducing multi-task cost. Although the
concept of cognitive resources has been widely accepted by
cognitive psychologists it does not represent the only
manner in which multi-task interference can be viewed. The
number of alternative views is numerous, however, and no
relevant alternative theories have been developed. It is
recommended that the Air Force initiate a program of basic
research which aims to identify those aspects of tasks

which are the greatest causes of multi-task cost.
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I. INTRODUCTION:

My graduate work in cognitive psychology at the
University of New Mexico is advised by Dr. Peder Johnson.

I have worked closely with him on research concerning
attention which has employed dual-task and priming metho-
dologies. Additionally I have pursued independent research
in tachistoscopic word and letter recognition. Presently,
I am conducting a general review of the literature in
visual attention and perception in preparation for advanc-
ing my dissertation research proposal.

Dr. John Forester and several other researchers at the
Armstrong Aerospace Medical Research Laboratory are
interested in establishing a program of basic research into
questions of attention and performance in multi-task
environments. The initial phase of this endeavor comprises
review of relevant empirical and theoretical work on the
topic with the objective of reformultating some of the
basic issues. Dr. Forester knew of my background and
present objectives, and I was awarded the opportunity to

work with him in developing this project.

IT. OBJECTIVES OF THE RESEARCH EFFORT:
Dr. Forester and I agreed upon three objectives which
would meet his needs in developing a research proposal as

well as facilitating my goal of reviewing literature per-
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tinent to my dissertation proposal., First, I was to survey
the recent psychological research literature for articles
relevant to attention and performance in multi-task
environments. Second, I was to read as many of these arti-
cles as time would permit and to recommend articles impor-
tant to the proposed research effort. Third, I was to meet
frequently with Dr. Forester in order to brief him on the
information I was encountering and to discuss whatever
issues arose concerning the development of the research
program. These objectives remained unchanged throughout
the research period.

I successfully covered a large territory in reading as
well as in discussions. 1In this report 1 present a concise
overview of the points which were most influential in shap-
ing my recommendations. 1In the following sections I out-
line the basic problem area of multi-task cost, review the
theory of cognitive resources, and discuss issues which

motivate the recommended strategy toward the problem.

ITI. THE PROBLEM OF MULTI-TASK COST:

Two simple facts converge to create a serious problem
for the Air Force. Fact 1l: Timesharing several tasks gen-
erally results in poorer performance on all the tasks when
compared to doing each task separately. This decrement in
task performance is called multi-task cost. Fact 2: Many

jobs in the Air Force inevitablv involve multi-task
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environments. Pilots are prototypical since they usually
must perform several tasks concurrently, and this basic
aspect of flying simply cannot be eliminated by task res-
tructuring. Consideration of these two basic facts leads
to an unfortunate conclusion: the intrinsic multi-task
nature of many Air Force jobs is itself a factor which lim-
its human performance. Since human limitations often
represent the limits of whole systems, reducing multi-task
cost and thereby improving human performance is a highly
desirable objective.

Achieving this goal requires the development of design
principles and guidelines for structuring tasks which occur
in combination. The number of possible alternative ways to
structure the various tasks is large even for an environ-
ment consisting of only two or three tasks, and trying all
the combinations for each environment in need of improve-
ment is simply infeasible. Human factors researchers in
the Air Force have looked to basic research in cognitive
psychology for theory and data which would allow tasks and
combinations of tasks to be structured in a principled
manner. What cognitive psychology presently offers is
resource theory, and no viable alternatives appear to be
forthcoming. This theory is briefly described in the fol-

lowing section.
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IV. RESOURCE THEORY:

A major evolutionary shift is visible in the brief
30-year history of cognitive psychology. The first modern
attempts to understand the mind were structural. Research
sought to establish the basic parts of the mind and how
they interacted. Eventually most psychologists became
disenchanted with this approach and came to think more in
terms of processes. The concept of cognitive resources is
very much a part of the process view of the mind, and the
increasing usage of the term has paralleled the shift away
from structural accounts of cognition. Presently the term
enjoys widespread acceptance and is often used interchange-
ably with "attention", "capacity",and sometimes "effort."
The position taken here is that "resources" is a key con-
cept within a general theory of cognitive performance, and
its meaning is best understood within that theoretical con-
text, whereas the other terms mentioned have connotations
extraneous to that context. The enthusiasm of cognitive

psychologists for the concept of resources is not merely

due to congruence with current trends, however. The theory
surrounding the concept is itself simple and powerful.

The process view of the mind assumes that all impor- _mj’
tant behavior depends upon the execution of cognitive
processes. The fact that humans are capable of a wide

variety of behavior depends upon the fact that we possess a é
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repertoire of basic cognitive functions which can be assem-
bled into an essentially infinite number of different cog-
nitive processes. At any moment behavior reflects only a
tiny fraction of our capabilities because only a small
number of all the processes we can execute are actually in
progress. The major challenge for the process view is to
articulate how processes are controlled so as to result in
adaptive behavior.

Resource theory consists of a set of closely interre-
lated notions that collectively represent a response to
this challenge. The first notion naturally posits the
existence and basic function of cognitive resources. 1In
order for any process to execute it must have access to
some minimum amount of resources. Further investment of
resources improves the quality of the output of the pro-
cess. Eventually a limit is reached when the process has
access to all the resources it can effectively utilize, and
at that point the quality of the output will depend solely
on the quality of the input (or data) that the process is
manipulating (Norman & Bobrow, 1975). The second notion is
that we have control over the deployment of our resources.
Acting out an intention to do something amounts to selec-
tively allocating resources to those processes which are
required to accomplish the objective. The third notion is

that the resources invested in one process are unavailable
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for use by any other processes, and the fourth notion is
that the supply of resources is limited at any moment in
time. The joint effect of these two ideas is that whenever
several processes are executing simultaneously it is
because each process has access to part of the available
resource pool. TIf most of the resources are committed,
then improved performance in one process can only be
obtained at the expense of performance on some other task.
The four notions comprising resource theory were bor-
rowed from macroeconomics and when dovetailed with the pro-
cess view of the mind they form a simple package. The
power of the theory comes from the fact that several major
characteristics of cognitive performance emerge in a very
straightforward way from this package. Three characteris-
tics are presented here: task difficulty, task selection
and/or prioritization, and multi-task cost. First, what
does it mean for one cognitive task to be more difficult
than another? Strict process views slaved to the computer
metaphor have some trouble providing a satisfactory answer.
Resource theory, by contrast, simply posits the quite rea-
sonable view that one task is more difficult than another
when its processes require a greater investment of
resources in order to produce an output (of acceptable
quality). A related spinoff of this account is that when

the quality of performance in a task is increased, the task
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r is generally more difficult. All this fits very well with
our intuitions about difficulty. Second, the issue of task
selection and/or prioritization is an essential aspect of
control which resource theory handles easily with the
notion of allocation. Again the side effects are just what
we would want: if several tasks are attempted at once, the
relative importance of each task can be taken into account
by differential allocation to the underlying respective
processes. Finally, multi-task cost comes about because
the supply of resources is limited. When more than one
task at a time is attempted, then the supply of resources
must be divided among the base processes, and this typi-
cally results in poorer performance on each task because
the resource allotment is less than would have been possi-
ble if each task were performed separately.

The theory of cognitive resources seems to have a good

deal going for it. It fits nicely with the process view of
mind, it is quite simple, and it readily fits our under-
standing of basic aspects of cognitive performance in an !#
intuitive manner. It is not surprising, given this, that

the theory has been a good catalyst for research ideas. Tt
provides a comfortable framework for thinking about "how
things might work"™, and hundreds of experiments owe their

inspiration and interpretation to the theory.
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V. THE CRUCIAL ISSUE:

Since resource theory seems to be "the only game in
town", I thought it was important to assess whether it has
an "Achilles' heel" ~- any weakness which would undermine
the useful application of the theory to the practical prob-
lem of multi-task cost. 1In my opinion such a weakness does
exist. The problem arises from research motivated by an
issue which is as old as resource theory itself. The basic
question is whether cognitive resources are all alike or
whether there are several different kinds. This issue is
crucial because its implications affect both the strategy
appropriate for reducing multi-task cost within real work
environments and the appeal of resource theory itself,

If a single, undifferentiated pool of resources
exists, then the practical problem of multi-task cost can
be approached simply, but with modest expected results. T1f
several concurrent tasks suffer poorer performance because
they cannot obtain their optimal share of the resources,
then the problem can be reduced exactly to the extent that
each task can be made easier (so it uses fewer of the
available resources). No concern need be displayed over
particular task combinations so long as obvious sources of
peripheral interference are avoided. FRach task simply
needs to be structured so its pe:sformance in isolation is

maximal, Presumably then, each task is making the best
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possible use of the available resources, and joint perfor-
mance will necessarily be the best that can ever be
obtained. Tue only way this outcome could be prevented
would be if some tasks have very different functions for
the marginal utility of resources given different structur-
ings. Notice that this sort of explanation is post hoc
since the functions are hypothetical. No use can be made
of this possibility in a predictive manner, so it does not
constrain the question of proper design. In sum, if one
kind of resource exists, then structuring the whole multi-
task environment is not really required. Multi-task cost
is inevitable and all that can be done is to make the com-
ponent tasks as easy as possible,

On the other hand, if resources are of several dis-
tinct kinds, each with its own limited supply, the problem
of reducing multi-task cost is much more complex, but the
possible benefits are considerable. Say the cognitive sys-
tem has N different kinds of resources, and the quality of
output for any given process depends upon variations in the
supply of at least some and perhaps all of the different
kinds of resources. Each process could be thought of as
having a resource profile which describes how it utilizes
each resource to produce a certain quality of output. Dif-
ferent processes could have very different profiles. Since

external tasks can be restructured so as to change the
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nature of their underlying processes, there is no profile
for a task, per se, but rather a collection of profiles
corresponding to the various ways the task could bhe accom-
plished. Reducing multi-task cost would involve the selec-
tion of a process profile for each component task in a way
that it best fits with the profiles selected for the other
tasks. Good fits would imply little or no multi-task cost,
whereas poor fits could result in dismal concurrent perfor-
mance. Obtaining a good fit is clearly a problem of
designing the whole multi-task environment, and great bene-
fits can result when compared to mixing the task structures
without regard for their complex interactions.

It is clear that very different prospects emerge for
the reduction of multi-task cost depending on whether
resources are alike or different. The issue is also cru-
cial to resource theory itself., As mentioned previously,
the main force of the theory comes from the combination of
its simplicity with the straightforward and intuitive
manner in which it accounts for some basic characteristics
of cognitive performance. Recall that the theory provides
a mechanism for the control of cognitive processes by vir-
tue of the resources invested in them, and also details how
simultaneous processes interact via differential allocation
and competition for the limited supply of resources, 1If

this picture is complicated by introducing several kinds of




resources, then tough questions rather than easy answers
emerge. For example, is the quality of output of a process
controlled by joint allocation of all its needed resources,
or are only some "critical” resources manipulated? Are all
the kinds of resources allocatable will equal ease? 1Is a
given level of output quality obtained only with a particu-
lar combination of resource allocations, or are several
combinations possible? If variety in control is possible,
what determines which "mix" is picked? Clearly a system
with multiple resources could exert control in a wide
variety of ways, and some specification is required before
the behavior of the system is fathomable. What is trou-
bling is that no particular specification seems "natural";
all are just speculation. Whatever specification is arti-
culated will necessarily be fairly complex relative to the
original resource view, Similarly, the new theory would
have to make an account of the basic characteristics of
cognitive performance, and this would also seem more con-
trived than the original theory. If the data rule out the
possiblity of a single resource, then there is good reason
to suspect that the whole resource perspective will seem

less compelling.

As it turns out there are many studies which bear upon
the crucial issue, Wickens(1980,1984) argues persuasively

that certain patterns of results from dual-task studies are
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inconsistent with the hypothesis of a single, undifferen-
tiated pool of cognitive resources. He identified four
such patterns which he labels perfect timesharing, diffi-
culty insensitivity, structural alternation effects, and
the uncoupling of difficulty and structure. Without
describing each of these patterns in detail, suffice it to
say that dual-task interference effects are more complex
than can be accounted for by a single-resource model of the
cognitive system. I think Wickens has done excellent work
in this connection, and the issue is settled: one resource
is not enough. What remains is to consider what to do in
light of this discovery. Wickens chose to develop a multi-
ple resource theory which has turned out to be extremely
influential among human factors researchers. Another pos-
sible course of action, however, is to question the
resource perspective altogether.

Navon{1985) has done exactly that. Rather than assume
multiple resources, he argques for the plausibility of a
cognitive system without resources. Resource theory is a
theory, and the concept of cognitive resources is a
theoretical concept which should require empirical support
like any other theoretical concept. Although multi-task
cost is usually interpreted in terms of resources, other
explanations may work just as well, Navon briefly

describes some alternative sources of dual-task
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interference: cross talk between tasks, difficulty in mak-
ing non-habitual transitions, matching indeterminacy, and

temporary disablement. Each of these could result in

multi-task cost, but they are not resource accounts. Tt is
important to realize that Navon is not offering a well-
formed alternative theory of cognitive function., Rather,
he is trying to show that the concept of resources is not
coextensive with the process view of the mind. Other pos-
sible mechanisms of process interaction exist and should be
developed. Given this, it should be clear that the evi-
dence Wickens offers against a single-resource model is not
automatically evidence in favor of a multiple-resource
model. The patterns of data he denominates argue against
any single-factor account of dual-task interference
effects. The conservative conclusion is that the data show
that multi-task cost is multiply determined. ™he exact
nature of the determinants is hardly constrained -- they
could be resource-like or they might not be. Wickens(1984)
was aware of this limitation when he noted that his theory
might be empirically indistinguishable from Kahneman's 1972
theory which proposed a single pool of resources plus
several additional specific sources of interference.

How does this conservative evaluation of the evidence
bearing on the crucial issue relate to the practical prob-

lem of reducing multi-task cost? I think there are two
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important conclusions to be drawn. The first is that if
multi-task costs are multiply determined, then the problem
is both complex as well as “ikely to produce benefits. The
second is that the resource perspect ve should not be
assumed when approaching this problem. In order to formu-
late design principles and guidelines all of the major
causes of multi-task cost must be correctly identified,
Some of the causes might be well described within a
resource view, but others might not. The failure to dis-
cover these other causes because of a theoretical bias
could prove disastrous to the project. How these conclu-
sions might be implemented is briefly discussed in the next

section.

Vi. RECOMMENDATIONS:

My most fundamental recommendation is that the Air
Force should sponsor a program of basic research focused on
the issue of multi-~-task co +. Several justifications
apply. First, the problem is serious and widespread.
Second, reducing multi-task cost is possible., There are
several studies in which concurrent performance shows very
little multi-task cost, and there are many studies which
show substantial costs. When a range of variation like
this exists, there is the opportunity to move toward the

desirable pole. Third, to devise design principles and
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guidelines an appropriate data base is reguired. Although
much relevant research has been conducted, it serves more
to delineate what that data base should be like rather than
actually being useful as a part of it. 1In order to extract
the desired principles and "rules of thumb" from the data
base, it must provide information of the right type. 1In
this case, the right type of information is how well vari-
ous components of task structure fit together. Relevant
components of task structure need to be identified, and
then these components need to be tested in multi-task
environments to discover "what goes with what". It is
important to recognize that no theoretical basis whatsoever
need be assumed, and 1 recommend a strictly functional
approach. The objective is to find out what to do and what
to avoid rather than attempting to confirm or disprove any

theory.
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Job/Task Difficultv and Job/Task Experience:

A Literature Review

by

Dale Bracken Jr.

ABSTRACT

Industrial/organizational as well as human factors literature
conceptualizes job/task difficulty and job/task experience
through a variety of definitions. It 1is rntecessary to organize
the various definitions of job/task difficulty and job/task
experience in order to better understand their impact on a
study. This review examines the various concepts of job/task
difficulty and job/task experience as literature has related
them %o measures of job/task performance, Job/task

difficulty definitions were collapsed and categorized into a
conceptual scheme of organization, Job/task difficulty measures

were classsified along two dimensions: Definitional referent

which refers to whether job/task difficulty is defined in
terms of characteristics intrinsic %o the task or the performer;

and measurement objectivity/subjectivity which is concerned with

the extent of human judgment involved in the measurement of
difficulty., Jobs/task difficulty as well as job/task experience
literature finds the particular variables to affec! performance
in a variety of wavs. Future research on difficulty and
experience must employ psychometrically sound measures to examine

the relation between difficulty, experience, and performance,
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I. Introduction

} An ultimate goal of the Joint-Service Job Performance
Measurement/Enlistment Standards Project is to link enlistment

standards to measures of on-the-job performance. I¢ has been

suggested that measures of job/task difficulty and job/task

experience may be utilized as surrogate job performance measures
in place of other more expensive and “ime consuming methods. The
purpose of this report is ‘o examine how human factors and
industral/organizational literature has historically linked the
issues of job/task difficulty and job/task experience %o

job/task performance.

II. Objectives of the Research Effort

Recent job performance measurement! research has focused on
social/cognitive information processes involved in performance
rating (DiNisi, Cafferty, & Meglino, 1984). Research on the
prediction of performance continues to focus upon human aptitudes
(Waldman & Avolio, 1986)., Rhodes (1983), Weeks (1984), Maier and
Hiatt (1985), and Maier and Mayberrv (1986), have discussed other
factors, among them being job/task difficultv and job/task
experience that may be crucial in: (a) determining the level of
incumbent job performance; and (b) further defining the
relationship between recruit aptitudes and job performance.

Occasional research has attempted Lo address the issues of
job/task experience and job/task difficulty as they relate %o
performance; however, the definitions and conceptualizations of
literature regarding job/task difficulty and job/task experience

are varied. The primary goal of this literature review is %o
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present the variety of conceptualizations of job/task difficulty
and job/task experience in a format that may clear some of the
confusion and provide insight ¢o the job/task difficulty-job/task

experience relation to performance,

III. The Difficulty of Defining "Difficulty"

According to Locke, Shaw, Saari, and Lathem (1981) "A
difficult task is one that is hard %o do."(p. 126). Several
other more precise definitions of job/task difficulty will
be examined in this section. The plan is to: (a) review the
various definitions of job/task difficulty; (b) provide a
conceptual scheme for organizing these various representations;
(e¢) review various theoretical predictions regarding the relation
between job/task difficulty and job/task performance; (d) discuss
job/task difficulty in the context of situational constraints
that may have direct effects on emplovee performance and, in
addition, may serve to moderate the relationships between
aptitudes and job/task performance; and (e) review predictions
concerning the potential moderating effects of job/task difficully

on the aptitude and performance relation,

ITI.1 Definitions of Job/Task Difficulty

Table 1 lists nine distinct conceptualizations of the nature

and appropriate measurement of job/task difficultv found in this

review of industrial/organizational and engineering psvchological

literature.




Insert Table 1 About Here

IIT.1.1 Normative job/task difficulty is defined in terms of

the amount and relevant resources which are required for

success at a task (Terborg, 1977). Normative task difficulvy,
therefore, is calculated as ‘he proportion of individuals who are
successful on a particular task. A larger proportion of
individuals are successful on easier tasks., Relatively fewer
individuals are successful at more difficult tasks.

III.1.2 Unanchored subjective ratings scales is a method of

defining and measuring job/task difficulty that involves
obtaining difficulty ratings from subject matter experts (SMEs).
These subjective ratings range on a continuum from extremely easy
to extremely difficult; however, ‘hese ratings do not allow
generalizability of difficulty imdices across studies (Ryan-
Jones, 1979),

III.1.3 Manipulated primarv and secondarv %“ask

characteristics notions of job/task difficullyv are most

often found in human factors research, Thus, a

researcher might adjust the difficultv level of a primary task by
varying the complexity of required responses, or ‘he number of
responses necessary for a subject to achieve a pre-determined
criterion of success, Cambell and Ilgen (1976), for example,
manipulated the difficulty of various chess problems by varving
the number of moves needed to achieve checkmate., In other
studies, the difficulty of a primarv task is manipulated by

varying demands incurred bv a secondarv task. For example, Drorv
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(1985) introduced voice communication as a secondary task in
conjunction with the primary task of operating a driving
simulator, Decrements primary task performance measures such as
steering wheel reversals, tracking, and brake reaction time
indicated the extent of the difficulty manipulation. Note that a
secondary task may also be used in a somewhat different context.
Often, the secondary task is performed and measured concurrently
Wwith the primary task. Performance decrement on the secondary
task is used to infer primary task difficulty (Wierwille, Rahimi,
& Casali, 1985).

IIT1.1.4 Abilitv requirements definitions of difficulty,

(e.g. Fleishman, 1978) defined abilities as relatively enduring
attributes of the individual performing the task., Fleishman
(1978) maintained that the importance of various abilities
increases as the difficulty of the task increases., That is,
individual differences in ability play a relatively

smaller role in determining performance on relatively easy tasks
whereas with more difficult tasks, variance in task performance
increases due to individual differences in abilities.

III.1.5 Job/Task Learning Difficultv. The U. S. Air Force

has for some time been concerned with the relations between
job/task difficulty and job/task performance, Mead & Christal
(1970), Fugill (1973), Burtch, Lipscomb, and Wissman (1982), and
Weeks (1984) have canceptualized job/task difficulty in terms of
the average time required for a typical recruit to learn to
perform a given task at an acceptable level of performance, t a
higher level of aggregation, job learning difficulty indices have

also been developed and are referred to as measures of the
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average task difficulty per unit time (ATDPUT) (Burtch, e% al.,

1982).

III.1.6 Production Standards, Locke et al, (1981),

distinguished between task difficulty and goal difficulty by
proposing that task difficulty refers to the nature of the work
to be accomplished while goal difficulty specifies a certian
level of task proficiency against a standard. In a sense, task
difficulty assumes a "quantity %to be produced"™ posture whereas
goal difficulty is referenced to performance intentions and some
prior performance standard.

III.1.7 Perceived job complexitv. Difficulty is sometimes -

defined in terms of literature relating to emplovee perceptions of job
complexity. Although this literature has tended to focus on

relations between employees' task perceptions and levels of
satisfaction, occasional research has investigated relations

betweer complexity and performance, Task difficulty in this

sense is defined as the extent to which emplovees perceive their

Jjob to be characterized as high in Hackman and Oldham's

(1976) core job dimensions (i.e., variety, autonomy ete.),

II1.1.8 Self ratings of percieved workload are often obtained

in human factors research (e.g., Moray, 1982). For example,
perceived workloads of pilots have been measured on the Cooper
(1957), and Cooper-Harper (1969) scales. These scales were
developed to measure the handling characteristics of an aircraft, -
If a pilot chooses to sav that the aircraft was difficult to fly,

he is in effect stating that the task of flying imposes a very

heavy workload. -




II1.1.9 thsiolqg}cal Measures, Wierwille and Conner

(1983), Wierwille, Rahimi, and Casali (1985), and others have
investigated the relationship between various physiological
indicators and manipulated task complexity, This approach
assumes that pulse rate, pulse rate variability, respiration
rate, pupil diameter, and voice pattern will covary with and

indicate the actual difficulty of the primary task.

III.2 Classifications of Job/Task Difficulty

Approaches to defining and measuring job/task difficulty are
diverse., We attempted to provide a conceptual scheme for

organizing the many job/task difficultyv concepts,

Insert Figure 1 Aboul Here

Figure 1 represents a classification of the various job/task
difficulty definitions along two dimensions: Definitional
Referent and; Measurement Objectivity/Subjectivity,., The
Definitional Referent dimension concerns the question:
for each approach to job/task difficulty, is difficulty defined
in terms of characteristics intrinsic to the task itself or in
terms of characteristics of the performer of the task? The
Measurement Objectivity/Subjectivity dimension concerns the question: to
what extent is human judgment involved in the measurement of
difficulty?

The majority of the conceptualizations and measurements of

jobs/task difficulty define difficulty in terms of characteristics
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of the performer which are assessed objectivelv (quadrant 1),

Normative task difficulty is included here since it incorporates
objective data describing the performance of individuals who might
perform a given task, The ability requirements approach also
focuses upon the performer and his/her characteristics as

measured by standardized and objective tests, Performance on
secondary tasks is also generally objectively measured (e.g.
reaction time or tracking) and indicates the amount of attention
that a person is able o devote ‘o the primary task. Finally,
physiological indicators of job/task difficulty are included in this
cell because measures of individuals' biological respornses usually
involve little subjectivity,

Quadrant II includes objective measures of job/task
difficulty defined in terms of characteristics intrinsic to the
task. Primary and secondary task manipulation studies fall
within this cell because experimental manipulations are generally
defined quite explicitly as the job/task performance measures
themselves. The goal setting literature speaks of job/task
difficulty in terms of a "quantityv to be produced" standard, thus
this definition also falls into quadrant II.

Quadrant III includes definitions of job/task difficulty
that lead to subjectively derived measures of characteristics
intrinsic %o the task., SME relative ratings is one example of
task intrinsic difficulty measures obtained from the respondents!
Judgments, Field research on percieved job characteristics also
involves subjective ratings of the complexity of incumbents' tasks,
Still another definition that falls within quadrant III involves

studies containing self ratings of percieved workload.
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Again, individual's perceptions provide the basis for subjective
ratings of the difficulty of the task. The Hackman & Oldham
(1976) and Loher, Noe, Moeller, & Fitzgerald (1985) research on
perceived job characteristics also involves measures of the
person describing the "difficulty" of the task.

Finally, quadrant IV contains subjective ratings of
characteristics intrinsic %o the task performer(s). The notion
of job/task learning difficulty is perhaps the most difficult %o -
classify, There is certainly rationale for learining difficulty
to be included within quadrant IV, Of all the conceptualizations
of "job/task difficulty" identified in this literature review,
the learning difficulty approach was the only one that opted to
operationalize task difficulty in terms of subjectively derived
measures (subject matter expert ratings) and in terms of -
characteristics intrinsic to the task performers (time for the
typical subject to learn to perform a task to an acceptable
performance level, Weeks, 1984)., Still, there exists an equally
strong rationale for the inclusion of learning difficulty within
quadrant III (task/subjective). Learning difficultyv is often
viewed as the military assuming one person whose performance will .
vary directly as a function of the task difficulty itself, This
notion of learning difficulty is represented through the work of
Mead & Christal (1970), and Fugill (1973).

Our conceptual schema for organizing the various notions of
jobs/task difficully clears some of the confusion; however, it is
important to understand that some of the quadrants of figure 2

may still be considered somewhat heterogeneous,
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II1.3 Relations Between Job/Task Difficulty and Performance

Along with the variety of job/task difficulty definitions
exists a variety of theoretical rationale for the relations
between job/task difficulty.and job/task performance. Obaserved
correlations between job/task difficulty and job/task performance
are inconsistent across studies but relationships predicted often
vary as a function of the definition of job/task difficulty
chosen by the particular study.

Rationale for a positive relation belween job/task
difficulty and job/task performance have been offered (Sales,
1970, and McGinn, Day, & Burke, 1984). Sales (1970) contended
that people translate work into goals., If workers are presented
with higher work levels, these are translated into goals that
call for more work to be completed thus, task difficulty may be
positively related to performance under a "quantity produced"
conceptualization of task difficulty., McGinn et al. (1976)
tested Sales' hypothesis by examining over a dozen distributions
of goal setting effects, The results reinfored the notion of a
positive linear relationship between setting specific difficult
goals and task performance.

Many studies find a negative relationship between job/task
difficulty and job/task performance, Rationale for such a
negative relationship has been offered by many including:

Casali & Wierwille (1983), Drory (1985), Hagman & Rose
(1983), McGrath (1976), and Weeks (1984)., Weeks (1984), for
example, contended that the most difficult specialties in the

armed servicex should have the highest aptitude requirement
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minima. Weeks (1984) assumes a strong positive relation between

aptitude and performance such that as a job or task difficulty
level increases, performance should decrease for all recruits of
comparable aptitude levels,

Hagman and Rose (1983) examined the effect of task
repitition on retention and performarnce, The underlying
hyvpothesis of the study was that the more difficult tasks would
result in relatively decreased performance, Performance errors
did decrease, however, through task repitition.

Human factors research also hypothesizes a negative relation
between job/task difficulty and job/task performance. Casali and
Wierwille (1983) found that difficulty (manipulated through
increased workload of a secondary communications task) led %o a
significant performance decrement on a tracking task, Also,
Drory (1985) made a communications task more difficult by adding
a secondary vigilance task and performance suffered with
increased levels of difficulty.

Finally, McGrath's work in the area of job stress suggests
an inverse relation between difficulty and performance
(MeGrath 1976). McGrath defined task difficulty as the extent %o
which requirements of a task fall below, meet, or exceed the
performance of the person, He proposed a negative monotonic
relationship between task difficulty (that is, all other things
being equal, the more difficult the task, the poorer the performance),

Still others have hypothesized that a curvilinear or
"inverted U" relationship exists between job/task difficulty and

job/task performance, Wiener, Curry, & Faustina (1984) argued
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that for any task there is an optimal workload level that vields
the highest level of performance. Any increase or decrease in
the "optimal level” of task demand will result in a performance
decline, McGrath (1976) explained the "inverted U™ hypothesis by
including stress, task difficulty, and performance as follows:
Task difficulty bears a negative monotonic relationship with
performance, Arousal, on the other hand, is shown to bear a
positive relation with performance. Performance is highest at
moderate levels of both task difficulty and arousal. On
extremely difficult tasks, performance is depressed by task
difficulty (McGrath, 1976). On extremely easy tasks, arousal
plays the major role in task performance, Figure 2 shows this

hypothesized relationship,

Insert Figure 2 About Here

Relations observed between job/task difficulty
and job/task performance have ranged from positive %o negative
with no clear trend apparent, The association is further
complicated by the presence of extraneous variables which may be
responsible for the varied conclusions arrived at by literature
concerning difficulty and performance, Some ex‘raneous

variables have been referred o as situational constraints,

ITI.4 Situational Constraints

Many have argued that, as one situational influence upon
behavior, job/task difficulty exerts direct effects on job/task

performance, Most have agreed that the relationship is inverse,
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Peters and O'Conner (1980), and Terborg, Richardson and
Pritchard (1980) have considered the effects of other situational
variables on performance in the context of situational
constraints, These constraints include job related information,
tools and materials, budgetary support, time availability, and
work environment, A general proposition is that changes in the
severity of situational constraints will result in changes in
performarice.

Two general themes in the situational constraint literature
seem equally applicable to the literature relating to job/task
difficulty: (a) environmental variables, in conjunction with
ability, can affect employee performance; and (b) situational
variables may moderate relationships between aptitude and

performance (Schnieder, 1978).

I1I.5 1Interactive Effects

Interactive effects have been suggested between aptitude,
job/task difficulty and performarnce, Maier and Hiatt
(1985), for instance, suggested that the relations between
aptitudes and performance may vary as a function of occupation,
Occupations may, in turn, be rank ordered by occupational
difficulty. Schmidt, Hunter, and Pearlman (1981) examine the
moderating effects of job/task differences upon relations between
abilities and performance in the interest of demonstrating validity
generalization. However, mean differences were found in validity
coefficients across occupational groups and these differences
were quite reliable. Though occupational difficulty was not

explicitly indexed, differential job requirements (e.g., information
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processing) may imply differences in job difficulty.

In accordance, Terborg (1977) also suggested a moderate level

of task difficulty is optimal for differentiating abilities when
performance is the dependent criterion. Very hard tasks as well
as very simple tasks were shown to be of little value in
obtaining differentiation of abilities.

In conclusion, literature relating to job/task difficulty
is characterized by a diverse array of conceptualizations,
Observed relations between job/task difficulty and job/task
performance range from positive %o negative with arguments for
the possibility of curvilinear relations, Situational variables
have been suggested as moderating relationships between aptitude
and performance. Finally, it has been proposed that job/task
differences, including differences in aifficulty, may moderate

relations between abilities and performance.

IV Experience

Literature relating to job/task experience con%ains an
interesting mixture of theories and concepts. Measures taken as
indicators of job/task experience are varied and include such
variables as age, job tenure, years of service to an
organization, vears in career, and number of times a *ask has
been performed. Five general themes emerge from the job/task
experience literature: (a) the effects of age on performance;

(b) economic issues; (c) changes in relations between performance
and job related abilities and skills over time; (d) %he presumed

relationship between job/task experience and job/task
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performance; and (e) interactions between job/task experience and

Jjob/task difficulty in determining performance.

IV.1 Age and Performance

Age/performance relations are not well understood but do
relate peripherally to this review, Rhodes (1983) provided a
comprehensive review of relations between age and performance and
concluded that existing results are mixed. Schwab and Heneman
(1978) suggested that age stereotypes may not have as strong an
impact upon performarice changes as has been previously reported
and Waldman and Avolio (1986) suggested that the type of
performance measure used may be responsible for some of the
inconsistent results, Waldman and Avolio (1986) showed tha®
performance declined with age in the eyes of the employees'
supervisors but this decline was less evident when objective

performance reports were used,

IV.2 Economic Issues

A number of studies in the economics literature have
correlated experience and salary. In efforts to determine the
relation between experience and productivity, Marcus and Quester
(1985) pointed out that this earnings slope 1is %00 often used as
the dependent variable in lieu of a more tangible output
measure, Maranto and Rodgers (1984), and Medoff and Abraham
(1981) note the requisite assumption ‘hat more experienced
workers are highly paid because they are more productive, Some
studies in the economics literature have, however, related

experience measuring to direct measures of performance. These
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studies will be dicussed in section IV, 4,

IV.3 Temporal Changes in Abilities

Temporal change in abilities is another theme seen in the
jobs/task experience literature, Fleishman (1972), for instance,
presented what has come to be known as a "changing-task" model.
This model proposes that abilities which coniribute to
performarnce change over time, Earlier, Corballis (1965)
introduced a concept known as the "changing subject' model. The
changing-subject model assumes that practice on the criterion
task systemmatically and significantly affects the ability levels
of the subjects, The changing-subject model contends
that individual differences in skill learning can be measured
at all stages of practice, Perhaps the most important difference
between the changing-subject model and the changing-task model
lies in the fact that the changing-task model is able o be
examined through factor analysis, The changing-subject model is
historically examined through regression proceedures, Long term
implications of combining the iwo models are discussed by Dunham
(1974). The complex changing-subject changing-task model is the
logical combination of the previous models and emplovs concepts
of ability change from both the changing task and the changing
subject models and is characterized by maximum prediction
ability. This is the only model that is capable of predicting
changes in abilities from inftial performance %o late
performance, Currently, many training programs are reviewed and

their tasks restructured as a result of “he examination of
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findings directly attributable to the implimentation of the

changing-subject changing-task model.

IV.4 The Effects of Experience on Performance

Proposed relations between job/task exeprience and job/task
performance range from positive to negative to arguments for
curvilinear relations., These results are further complicated by
research that suggests little, if any, association between
experience and performance.

Early research cited skill level as an another factor
that, along with experience, influenced measures of job success,
Jay and Copes (1957) measured experience as the number of months
on a job and found a small positive average correlation between
experience and job proficiency. Employee skill level
however, had a stronger affect on performance than did
experience,

Stewart and Sparks (1966) suggested that the
proficiency of chemists increased with years of work. They
showed that the patents issued per man-year, increased
significantly with an increases in years of service as a chemist,
Giniger, Dispenzieri, and Eisenberg (1983) analyzed ‘he relation
between experience and performance of factory emplovees while
holding age constant and found significant partial correlations
between experience and performance for both speed and skill jobs,
Hunter and Hunter (1984) conducted a meta-analysis using age,
education, and experience as the predictor variables with
training and proficieticy measures as the criterion variables,

Estimates of correlations between experience measures and
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measures of training success and overall proficiency were small

and positive (.18 and .15 respectively). Maier and Hiatt (1985)
also found a positive relationship was found between experience

and performance. Scores on a written performance test tended to
increase uniformally with experience,

Other studies suggest a negative relationship between
job/task experience and job/task performance, Medoff and Abraham
(1980) cautioned that, although there seems to be a positive relation
between experience and earnings, there is either zero or a
negative relation between work experience and relative rated
performance, Tiffin (1947) suggest two possible reasons for a
negative relation between job experience and performance: (a)
the more capable employees historically transfer out of the job
or are promoted; and (b) employees with long tenure may actually
be less competent than the younger emplovees with less tenure.

Mathews and Cobb (1974) argue for a curvilinear relation between
Jjob/task experience and job/task performance suggesting that
performatce increases with experience up to five years of
experience on the job and five years of job experience vields the
highest positive correlation with performance among air traffic
controllers, Inversely, controllers with over fifteen vears of
experience show a decriment in performance.

Spiker, Harper, and Hayes (1985) also found a curvilinear
aésociation between job experience and job performance,

Spiker et al. (1985) operationalized experience as the number

of times a task had been performed, Performance of automotive

mechanics was shown to improve markedly as an optimal point of
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experience was approached, The proficiency range peaked and
declined gradually as the mechanics' experience increased past
the "optimal point"™., Research that suggests a performance
decline with a great amount of experience often cites such
variables as lack of motivation, carelessness, and false
confidence as factors responsible for the measures of decreased
proficiency.

Katz (1978) examined an implicit assumption %o the curvilinear
relation between job/task experience and job/task performance, Katz
proposed three stages of job longevity: (a) a Learning Stage
characterized by the individual becoming preoccupied
with learning the tasks and exhibiting behaviors and attitudes
that are expected in the new setting; (b) a Responsive Stage
in which employee satisfaction is most associated with job
dimensions that would yield top proficiency and performance, The
implicit inference is that high satisfaction should yield top

performance; and (c¢) an Unresponsive Stage during which a career

begins to "wind down" and the job is no longer satisfying.
Katz' model thus predicts an increase in performance early in
one's career followed by a gradual decline.

Finally, there are a number of studies that find no
significant relationship between experience and performance,
Cobb (1968) measured experience by the length of service of air
traffic controllers and concluded that: (a) experience
(independent of age) tended to exhibit negligible
relations with performance; and (b) age and experience do not
interact to determine performance. Taylor and Vineberg's (1973)

work with the U.S. Army utility testing project led them to

11-20




conclude that, with respect to experience, mean job

sample scores for "inexperience actives" (those who remained in
the army after %testing and were initially considered more
experienced at ‘heir jobs) did not differ significantlyv from the
scores for "inexperience separates™ (those who left the army
after completion of the utility testing project), The U.S, Armyv
utility testing project provided little evidence in the way of
any clear relationship between job/task experience and job/task
performance,

Maier and Mayberry (1986) performed a feasibility study ‘o
analyze the effects of job/task experience (time in service) on
job performance., Performance was expected to increase with time
in service, They found however, that hands-on test scores
increased only modestly, and many times not at all, during the
first term of enlistment,

Job/task experience literature has indicated positive,
negative and curvilinear relations with job/task performance.
One reason for the diverse findings is represented by the
definitions of job/task experience and the measures of
performance that the researcher chooses to incorporate in ‘he
study. More specifically, any research concerning job/task
experience must initially examine the overall rationale for why
and how experience should have any effect on performance.

Secondly, if job/task experience is considered to be a
possible measure of performance, the researcher must clarify what
is meant by "experience" (i.e., tenure, time in a particular

field, the number of times a task is performed etc.) and why the
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particular definition of experience was chosen for the study.
Finally, there seems to be a reliable notion throughout
industrial/organizational and human factors literature that
experience is something more than the amount of time spent in one
place, In accordance with this notion, the Air Force must
develop meaningful and psychometrically sound measures of
experience to replace the currently utilized but empty
demographics of time spent on a given task., I% would be well
advised for any Air Force research concerning job/task experience
to further examine the various conceptualizations of job/task
experience provided by the literature and to choose the measure of
experience that would seem to be the most reliable surrogate
measure of job/task performance.
results lies in the fact that experience research, on the whole,
is sparse and fragmented. Perhaps clear trends of the relation
between job/task experience and job/task performance will result
as work on job/task experience measures and performance measures

proliferates.

V. Recommendations

Jobstask difficulty and job/task experience literature must
be further reviewed to determine the feasibility of difficulty
and experience as surrogate measures of job/task performance in
the armed services, Currently, researh regarding job/task
difficulty and job/task experience remains fragmented.
Presumably, clear tronds concerning the relation of job/task

difficulty and job/task experience will arise as research
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proliferates, Perhaps, analysis of these trends can aid the

armed services in developing a more reliable, less expensive, and
less time consuming measure of job/task performance tha% can be

used in conjunction with the Walk Through Performance Testing.
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TABLE I

L ™ =]

Definitions of Difficulsy
Normative Job/Task Difficulty (Terborg, 1977)
Unanchored Subjective Ratings Scales (Ryan-Jones, 1979)
Manipulation of Primary and Secondary Tasks (Campbell and
Ilgen (1976), Drory (1985)
Ability Requirements (Fleishman, 1978)
Learning Difficulty (Fugill, 1973, Burtch, Lipscomb, and
Wissman, 1982, and Weeks, 1984)
Task Difficulty ys Goal Difficulty (Locke et al, 1981)
Job/Scope Complexity (Hackman and Oldham, 1976)
Self Ratings of Percieved Workload (Moray, 1982)
Physiological Indicators (Wierwille and Conner, 1983, and

Wierwille, Rahimi, and Casali, 1985)
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FIGURE 1

DIFFICULTY CHARACTERISTICS INTRINSIC TO THE:

PERFORMER TASK
(Quadrant 1) (Quadrant II)
Normative Job/Task Production Standards
Difficulty
OBJECTIVE Primary Task
MEASURES Ability Requirements Manipulation
Physiological Indicators Secondary Task
Manipulation

Secondary Task Performance

(Quadrant 1IV) (Quadrant III)
SUBJECTIVE Learning Difficulty® Unanchored Subjective
MEASURES Ratings Scales

Job/Scope Complexity

Self Ratings Of
Perceived Workload

FIGURE 1 CLASSIFICATION OF JOB/TASK DIFFICULTY DEFINITIONS
ALONG TWO DIMENSIONS: DEFINITIONAL REFERENT, AND
MEASUREMENT OBJECTIVITY/SUBJECTIVITY

]
See text for explanation of ambiguity inherent in Learning
Difficulty
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FIGURE 2

(EFFECT OF DIFFICULTY) (EFFECT OF AROUSAL)

LEVEL
OF
PERFORMANCE

COMBINED
EFFECTS

INCREASING STRESS
(WITH BOTH AROUSAL AND TASK DIFFICULTY VARYING)

FIGURE 2 DIAGRAM OF THE INVERTED U RELATION AS A HYPOTHETICAL
FUNCTION OF TASK DIFFICULTY AND AROUSAL (MCGRATH,
1976)
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CHLAMYDOMONAS PHOTOTAXIS AS A SIMPLE SYSTEM FOR
TESTING THE EFFECT OF DRUGS ON VISION
by
Angela M. Braun
ABSTRACT

The major goal of this program is to develop, refine, and charac-

terize the phototaxis system in Chlamydomonas reinhardtii and then employ

it in the goal of finding and quantifying the effect of drugs which may
enhance dark or color vision in pilots. A major problem associated with
the testing of drugs which may affect vision in animals or man is that
the drugs may affect more than one tissue, organ, or organ system. The
advantage of first testing the effect of the drugs on the ability of a

phototactic alga such as Chlamydomonas to swim toward the light is the

inherent simplicity of the system in which the investigator can control

the variables. Chlamydomonas is a simple, single-celled alga whose pho-

totaxis apparatus biochemically mimics the fundamental vision system of
man.

Major emphasis of our research team, Ms. Angela Braun, Dr. Taboada
and Dr. Moyer has been the simplification of the procedure for producing
phototactic cells and improve the method for measuring phototaxis.

Eight Strains of Chlamydomonas reinhardtii were placed under phototaxis-

inducing conditions and the growth and phototactic ability of the strains
compared in different phases of their growth curves. Various means of
measuring phototaxis were investigated. We were successful in
simplifying and shortening the procedure for developing phototactic cells
and in developing a simple and rapid method for quantifying the phototac-
tic ability of algal cells to any wavelength of light between 400 and 700
nanometers.

Because of the large amount of data generated and the size limita-
tion of the final report, the final reports of Ms. Braun and Dr. Moyer
have been cooperatively blended to provide enough space to include all of

the figures and legends.
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INTRODUCTION

1 graduated from Trinity University in May of 1986, with a
Bachelor of Arts degree in Biology. During the one and one half years
of my undergraduate work, I gained useful research experience working
under the direction of Dr. William H. Stone in his immunogenetics
laboratory at Trinity. Although my training previous to this program
did not involve the field of microbiology, I believe my research
experience will be useful in the technical aspect of this research
effort. My lack of knowledge in the area of microbiology will be com-
pensated by my research collaborator, Dr. Rex Moyer, a microbiologist
who initiated this research project in 1985 during his AFOSR-UES summer
faculty fellowship.

OBJECTIVES OF THE RESEARCH EFFORT
The major goal of this 1986 Summer Fellowship is to develop pho-

totaxis in Chlamydomonas reinhardtii algae in order to find and quan-

tify the effect of drugs which may enhance dark or color vision in
man.
The overall research plan has three component phases:

Phase I. Establish Phototaxis System using Chlamydomonas reinhardtii.

Phase I1. Refine and Characterize the Phototaxis System; Isolate a
Collection of Phototaxis Mutants.

Phase III.Testing the Effect of Drugs on Phototaxis in Chlamydomonas

reinhardtii.

Phase I was completed during Dr. Moyer's 1985 Summer Faculty
Research Fellowship. Phase IIl is to be accomplished in the future and
Phase II is my goal for my 1986 Fellowship and Dr. Moyer's 1985 Mini-
grant. Phase II had four goals: (1) Simplify the procedure for pro-
ducing phototactic cells; (2) Develop methods for the synchronization

of the growth of Chlamydomonas; (3) Improve the laser doppler method

for measuring phototaxis; and (4) Isolation of temperature-sensitive
phototaxis mutants.
MATERIALS AND METHODS
See Dr. R.C. Moyer's report.
RESULTS: {(Continuation from Dr. Moyer's report)
C. Techniques for assessing phototaxis.
As described in Materials and Methods, five different techniques

have been tried to measure the phototaxis of the algal cells.
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Only two of these were studied in any detail because they imme-

diatly showed some promise: the diffraction grating method and

the spectrophotometer method.

1. Diffraction Grating method.
The 100 Al capillaries were filled with an algal suspension
and were placed on a stable, vibration-free surface. The
visible spectrum illuminated the complete capillary. Within
six minutes the algae began to form alternating bands of
dense algal suspension separated by areas virtually devoid of
cells. The poloroid photograph shown below shows this

banding.

-1102 - banding

-1101 - no banding, graining
-1010 - banding

~-1009 - banding

- 656 - minimal banding

- 654 - no bands

- 125 - banding

- 124 - banding

- -

Strains 654 and 1101 did not produce bands under these con-
ditions but all the other strains did. 1Initially we sus-
pected that the banding was a response to specific wave-
lengths of light. This was subsequently disproved by
rotating the platform securing the capillaries by 900 so

that a capillary was illuminated with narrow wavelength band
rather than the complete spectrum. Under these conditions,
the bands form also. We also illuminated the capillaries at a
459 angle with respect to the light. Bands also formed under
these conditions. The banding of the algal cells, although
likely to be phototaxis related, was not wavelength-specific.

Therefore, this technic was abandoned in favor of the
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spectrophotometer method in which the wavelength of light the
cells were exposed to could be accurately regulated.
2. Spectrophotometer method.

As indicated in Materials and Methods, the Spectrophotometer

turned out to be the most useful method of quantifying photo-
taxis. Although this technique was finally adopted late in
the summer, it did provide a rapid and simple way of comparing
the phototactic ability of the different algal strains and
also of comparing the phototaxis of the algal cells under dif-

ferent conditions of growth.

D. Algal Phototaxis.

Algal phototaxis was measured by placing the side-arm con-
taining the cells of the culture flask into the light path and
taking an initial reading. Then, without disturbing the flask or
changing the wavelength setting, turbidity readings were taken at
30 second intervdls for 3 or 4 minutes. If the culture was photo-
tactic, it would steadily increase in turbidity for 3 or 4 minutes
as the algal cells crowded into the light path. Such an experi-
ment is shown in Fig. 6 (See Dr. Moyer's report for Figs., 1-5),
Strain 1009 was grown in a liquid shake culture in HSA broth for
24 hours. An assay was run at 25 nm intervals between 400 and
700 nm., Each assay was run for 3 minutes. The culture was mixed
between each phototactic assay. The 0 0.D. was the difference
between the initial OD and the maximum OD recorded after 3 minutes
of exposure to light at the given wavelength. The initial OD
varied with the wavelength selected from a high at 400 nm (0.D.4p0=
1.05) to a low of below 0.5 for wavelengths of 550, 575, 600, and
700 nm. The wavelengths that stimulated the greatest phototactic
response in strain 1009 were 475 um with a 4 0.D. of 0.50 and 675 nm
with a A0.D. of 0.483. Because the same culture would yield dif-
ferent initial 0.D.'s for the various wavelengths, we normalized
the data by obtaining the ratio between maximum 0.D. at a given
wavelength after the cells have phototaxed for 3 (or 4) minutes,
and the initial 0.D. at that same wavelength before the cells have
begun to phototax. We have expressed this ratio as OD max/OD int.

This is shown in Fig. 7 and more clearly shows the wavelengths
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stimulating the greatest phototactic respouse, 475 and 675 nm.
The OD max/OD int method of plotting the phototactic activity of
the algae to various wavelengths of light clearly normalizes the
curves by relating all of the initial 0.D. values to 1.0. How-
ever, the question of whether all the C. reinhardtii strains

behaved the same or whether initial turbidity which reflects

population density influences phototaxis remained unknown. To
answer these questions, a phototaxis action spectrum of 4 algal
strains was performed: 124, 125, 1009, and 1010. To test if ini-
tial turbidity influenced the action spectrum, strain 125 was
tested at two initial ODgpg readings; ODggg = 0.63 and 0D600 =
0.48. The data were obtained as described in Figs. 6 and 7 but
are not shown. The cultures were 24 hour liquid shake cultures.
Fig. 8 shows the phototactic action spectra for these strains

for the wavelengths between 400 and 700 nm., In Fig. 8, the pho-
totaxis is expressed as A OD. In Fig. 9, phototaxis is expressed
as 0D max/OD int. Both figures clearly show a significant dif-
ference in wavelengths stimulating phototaxis between the

strains tested. When the A OD method of quantifyiang phototaxis
is used to compare the two different concentrations of strain
125, one sees very little difference. However, when phototaxis
is expressed as OD max/OD int, differences between the strains

as well as the between different concentrations of strain 125,
are magnified. Under these two methods of expressing photo-

taxis, the maxima vary in some cases as shown below.

WAVELENGTH/MAXIMA OF PHOTOTAXIS OF STRAINS 124, 125, 1009 and 1010
EXPRESSING PHOTOTAXIS BY A OD AND BY OD MAX/OD INT.

_Aop OD_max/OD int

STRAIN Maxima(nm) Maxima (nm)

124 475 675 475 700

125 0Dgp=0.63 400-500? 650 500 600

125 0Dgp=0.48 450 650-675? 475 675

1009 475 675 475 675
1010 425 650 450-500? 650-7007?
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Under the conditions of this experiment, strain 124 showed

distinct bimodal phototaxis maxima at 475-500 nm and 675-700 nm

whereas the other strains showed a rather broad phototactic
response to all the wavelengths. The maxima recorded above were
not pronounced. The phototaxis action spectra of the two dif-
ferent dilutions of strain 125 suggested that phototaxis was
greater in the more dilute culture. Additional studies need to be
done with this system.

Fig. 10 shows the comparison of the two ways of expressing
phototaxis for one strain (1009). This was a 24 hr shake culture.
The 40D and OD max/OD int scales in Fig. 10 were adjusted so that
at 400 nm they were the same. The two different plots tend to
separate with the OD max/OD int plot being greater as the wave-
length increases.

Several phototaxis action spectrum experiments were performed
with strains 125 and 1009 soon after harvest from HSA agar plates.
Specifically, spectra were determined on 0 hr and 3 hr HSA liquid
shake cultures. The phototaxis was poor. It thus was important
to determine when during the growth of the cells in liquid culture
that phototaxis developed. Figs. 1l and 12 show the results of
phototaxis assays of strain 125 over a 30 hr HSA liquid shake
culture period. Because of the time required for each assay, only
two wavelengths were tried. These were 475 and 675 nm which were
judged to be the nominal phototaxis action spectrum maxima for
strain 125 at dilute cell concentration when plotted as OD max/

OD int. Fig. 11 shows the change in phototaxis of the strain 125
cells with respect to time in culture when the phototaxis is
expressed as A OD. Fig. 12 shows the same data but with photo-
taxis expressed as OD max/OD int, When phototaxis is expressed as
AoD, it appears that phototaxis steadily increases with culture
age with maximal phototaxis occurring at 20 to 28 hours culture
age. Review of Figs. 3, 4, and 5 (Moyer's report) show that at
20-30 hrs culture age turbidity is near stationary phase for
strain 125. There is insufficient data in Fig. 5 to draw any
conclusions about cell numbers/ml at 20 to 30 hrs for strain 125,
This needs further research., When phototaxis is expressed as

OD max/OD int, several new properties of 125 cell cultures emerge.
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DISCUSSION

First, it appears that phototaxis is greater in response to light
at 675 nm than at 475 nm. Secondly, that 125 cells freshly
removed from agar culture are poorly phototactic, but improve dra-
matically by two hours in liquid shake culture. Finally, it
appears that phototaxis occurs in waves, i.e., at 16 hrs, 22 hrs,
and 26 hrs.

The maxima of the phototaxis action spectra in these studies
are different from published values, i.e., 500 nm (Foster, et al.
1985). Thus it is of interest to determine if the phototaxis
action spectra are related to the absorption spectrum of
chlorophyll, the carotenoids, or rhodopsin. This was tested as
follows. Liquid shake cultures were centrifuged at 1,000 rpm as
described in Materials and Methods. The cell pellet was extracted
with 3 ml of acetone. The extract was again centrifuged at 1,000
rpm for 10 min and the cell pellet discarded. The acetone cell
extract was placed in a glass cuvette and the absorption spectrum
determined between 300 and 750 nm against an acetone blank, Figs.
13 and 14 show the resultant spectra of the acetone soluble
extract. Extracts from all the strains were qualitatively similar
with absorption maxima at 433 and 663 nm. These values are simi-
lar to published values for chlorophyll a of 430 nm and 670 nm.

It is known that the maxima vary according to the solveat in which
the pigment is dissolved. Rhodopsin is reported to have an
absorption maximum of 500 nm. Although more data are needed to
draw definitive conclusions, these preliminary data do support
that the phototactic action spectra more nearly reflect the

absorption spectrum of chlorophyll a than they do rhodopsin.,

After considerable investment of time and effort in over-
coming problems associated with the growth medium, and optimal
growth conditions, possible contaminants, and testing various
techniques of assessing phototaxis, we were able to pursue our
stated research goals, The goals receiving highest priority were
the simplification of the Foster procedure for producing phototac-
tic cells and the development of a procedure for measuring photo-

taxis. Although more research in both of these areas is

warrented, we feel we have accomplished these goals but not in
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exactly the way anticipated. Instead of developing a laser-

T e

doppler method of assessing phototaxis, we utilized a spectropho-

Al

tometric method. With this technique of assessing phototaxis, we
were able to compare the phototactic ability of the 8 algal
strains under various conditions of growth. These studies are not

yet complete. We also discovered an interesting banding of algal

cells in 100 pul capillary tubes when exposed to spectral light
that disappeared when the cells were exposed to white light.

We have observed that the various algal strains possess a
mean cell volume which varies over two-fold from the smallest to
the largest cells. Thus the mean size of the algal cells seems to
be an important factor in the relationship between cell number
and culture turbidity. The mean cell volume, represents a com-
posite of all the cell volumes within the population and has
limited use. We feel that studies of the cell size distribution
of the algal populations is in order and should clarify some of
the vagaries of growth and phototaxis.

We have studied two ways of expressing the quantification of
phototaxis. At present we are not in a position to choose one or
the other.

In studies of the phototactic ability of four different algal
strains to a number of wavelengths between 400 and 700 nm, we
observed that different strains yield different phototaxis action
spectra. These spectra are influenced by how the phototaxis is
expressed but that is not the whole answer.

Finally, we have studied the phototaxis to two wavelengths
during the growth of a liquid shake culture and observed that pho-
totaxis increased with the cell growth.

We have done preliminary experiments which suggest that the
phototaxis action spectra of the algal strains is related to the
absorption spectrum of chlorophyll a and not rhodopsin.

VI. RECOMMENDATIONS

The results presented in these reports appear to be novel and

setting the stage for publication. We feel that efforts should

be directed toward repeating the data to obtain verification and

then prepare a manuscript for publication.

In repeating the experiments, we feel that a subset of the
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strains used should be studied more intensely. To date we have
studied a number of parameters independently of each other in all
or most of the algal strains, i.e., cell number, turbidity, photo-
taxis, mean cell volume, culture time, etc. Now it is time to try
to relate these culture parameters to each other in a fewer

number of strains:

Through a number of qualitative studies of the phototaxis of
the 8 algal strains, most of which have not been reported here, we
had concluded that strain 125 was the most phototactic under the
widest range of conditions., Strain 125, however, also appears to
be quite erratic and has proven recalcitrant to yielding reprodu-
cible results regarding its growth and phototactic properties.
Some of our experiments indicated that other strains may be better
models. We interpret these results to indicate that it is still
too premature to select a single strain for intensive study and
as the strain to use in mutagenesis studies. We had observed a
number of indications that we can by no means yet coantrol or are
even aware of all the factors that influence growth and phototaxis
of these 8 algal strains. To proceed ahead with developing
mutants of phototaxis at this point is premature and to do so now,
may result in problems later on.

One of the characteristics of the algae that needs further
study is the mean cell volume. A study was conducted comparing
the morphology of the algal cells at various stages of the growth
curve of the cultures (data not shown in these reports). The
morphology was assessed by observing with a microscope the living
algal cells in a hanging drop and also in stained smears. We
observed more large volume cells and more cells devoid of pigment
late in the growth phase. 1t also appeared that the smaller cells
were more motile. We do not yet know the relationship between the
cell volume of the cells and their phototactic ability. I had
purchased a Coulter Cell Counter with a Channelizer attachment
which has been standing idle in need of repairs. With this
apparatus functional we will be able to obtain a cell-size distri-
bution for all the strains and thus be able to relate them to pho-

totaxis.
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The Trinity Biology Department has recently acquired a

Gilford programable recording spectrophotometer. This instrument

is quite advanced and hopefully can be adapted to generating data
of greater accuracy much more rapidly than with our present
Bio-Tech spectrophotometer. We feel it is important to verify our

completed experiments with the Gilford spectrophotometer.
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Development of a High Speed Infrared Detection and Recording

System with Resident Image Processing and Graphic Data

Display for Support of Remote Defense Nuclear Agency

High~Powered Pulsed Microwave Source Measurements

by
Paul E. Bussey
ABSTRACT

Infrared detection and measurement of electromagnetic
field strengths is used at the University of Colorado at
Colorado Springs (uccs) . In each experiment, the
measurements are of steady-state, continuous wave (CW)
conditions. However, Seiler Labs was asked to support the
test of a pulsed microwave source to be conducted by the
Defense Nuclear Agency (DNA) at the Air Force Weapons
Laboratory (AFWL) in late July or early August, 1986; the
AGA Thermovision 780 system that is wused by UCCS 1is not
suited for such tests. Subsequent investigation revealed
that an appropriate and affordable system could not be
obtained for the test. At that point, a means of adapting
the present system at UCCS to support the test was pursued.
The resulting system consists of the AGA system, and a
modified IBM PC/AT to store the data and do all of the
necessary data/imaye processing at the remote test site. The
effort was a three phase group effort, including hardware

development, software development, and detection material
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I.

Introduction

I received my Bachelor of Science degree in
electrical engineering from the University of Colorado at
Colorado Springs with emphasis on electromagnetics, and I
am continuing to pursue this area in graduate school at
UCCS. Having worked in the electromagnetics laboratory for
over a year with Dr. Sega and Dr. Norgard, I was very
familiar with the infrared techniques for detecting
electric fields currently under development. I was also
quite familiar with the data processing software used 1in
conjunction with the infrared camera system. Thus, I was
asked by Dr. Sega to create a new data processing software
package to be used on an IBM PC-AT, which was to be

interfaced directly to the infrared camera system.
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IT.

Objectives of the Research Effort

The overall objective of our summer project was to
support tests by the Defense Nuclear Agency of high-power
pulsed nmnmicrowave sources using infrared detection
techniques. The duration of the experiment was to be
approximately two seconds, with the pulse~width of the
source being on the order of nanoseconds. The infrared
data acquisition equipment was originally only capable of
recording one frame of infrared information (128x128
pixels, each pixel is represented by eight bits. Only 112
of the horizontal pixel represent valid data) per second,
while this data acquisition speed is acceptable for
continuous wave measurements, it is far from adequate for
making transient measurements for the pulsed source. It
was thus determined that interfacing the AGA infrared
system to an IBM PC-AT, data acquisition speeds of about
six frames per second could be reached, and that this
would be adequate for transient measurements.

My personal tasks included writing the software for
data acquisition, data processing, graphic data display,
and the calibration of an absorbtive screen material for
the extraction of electric field strength from the

isotherm units generated by the infrared camera system.




ITII. Data Acquisition

In order for the PC to obtain the data generated by

the infrared system, an interface card was designed and

built, and controlling software was written by Captain
Fredal and Jon Zobel. By calling these software routines,
the direct memory access (DMA) controller is first
initialized to prepare for data storage. A trigger pulse
with user programmable delay is then generated which can
be used to initiate the firing of the microwave source.
After this, the data from the infrared camera system is
then collected and stored in the PC's memory by the DMA
controller.

My task was to write a main program which could call
these routines, as well as other routines which would
display a false-color image of any of the stored frames of
data (to ensure that the data collected was good), and
store the data on disk. The main program was written to be
menu-driven, and user-friendly.

The false-color image routine displays a false-color
image of a 112 x 128 frame of pixels; each pixel is eight
bits, giving a possible range of 0 to 255 for the pixel
values. This range is divided into ten levels as follows:

0 to 25, 26 to 50, 51 to 75, 76 to 100, 101 to 125, 125 to

150, 151 to 175, 176 to 200, 201 to 225, and 226 to 255.

Each of these levels is assigned a corresponding color.
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Thus, the procedure plots the frame taking one pixel at a
time, determining which level it is in, and then placing a
box of corresponding color in the appropriate place. The
color scale used is based in the color spectrum of 1light,
with dark purple representing the low range (0 to 25),
moving through the blues to green to yellow to orange
representing the high range (226 to 255).

To store the data on disk, a file 1is created to
contain fields of data, and the desired images are then
placed in this file. Any type of disk storage device can
be used with this routine, including hard drives, RAM

disks, and floppy drives.




Iv.

Data Processing

In order to obtain more accuracy from the data
collected by the acgquisition system described above, I
wrote several data processing and data extraction
routines. These routines include statistical averaging of
multiple frames, combining frame by frame averages of
pixel blocks to form a time history of the specified pixel
block, and extracting several rows or columns from a frame
(either previously averaged, or raw data), and averaging
them together.

The statistical averaging of multiple frames routine
was designed to be the workhorse of most of the data
processing. From this, three-dimensional surfaces and
contour maps can be plotted, and data can be "cleaned up"
before extracting rows or columns of information. This
subroutine operates by first averaging a given pixel from
all of the frames selected; the standard deviation about
this average is then calculated. The pixels are then
scanned one by one to determine if they are within plus or
minus one standard deviation of the average; if they are,
then they are included in a new average, if not, they are
discarded. By using this method, the accuracy of the data
is greatly increased, and the sample size of the data can
remain fairly small.

The routine to form a time history of an averaged

14-7
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pixel block was designed so that the infrared camera
system could be used as a tool for making transient
measurements, which was the original purpose of this
project. From this, a two-dimensional plot 1is created
which shows the thermal response of the pixel block with
respect to time.

The routine to extract several rows or columns from a
frame of data and average them together (which we have
termed "slicing") was designed so that the data collected
with this system could be compared with data collected
using more conventional means such as calibrated dipoles
and loops. This also can be used to produce a two
dimensional plot, this time showing the thermal response
of the screen material along a horizontal or vertical
strip.

The main program which controls these routines is
also responsible for setting up global variables, and
calling the various graphics programs used to display the

data. This program is also menu-driven, and user-friendly.
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V. Graphics Display

After processing, the data can be displayed 1in
several formats. When a display format is chosen, the data
and default plot values are set 1in specific memory
locations. The chain-and-execute feature of Turbo Pascal
is then used to run the desired graphics program without
having to exit the data processing program. This feature
proved to be quite useful because the size of the object
code is limited by Turbo Pascal to 64K; the total object
code for the data processing program and the graphics
programs combined is 100K. By using the chain-and execute
feature, all 100K of software can be accessed by the 29K
data processing program.

Once the desired graphics program has been entered,
an initial plot is made using the default values. After
this, however, the user can change these defaults, and add
extra features very simply. A help screen is available (by
typing "help") to show the various changes and additions
which can be made, and the commands necessary to implement
them. When the user is finished with a particular plotting
session, he can return to the data processing program by

typing "“end".

1. Two Dimensional Plotting

This program is used to plot the data generated by 4
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the time history and slicing routines. After the initial

plot, the features available to the user are as follows:

a) help : show help screen

b) new ¢ clear the screen

c) color (number) : set color for subsequent
commands

d) limits x [y] (min) (man) set limits for x [y] axis

.

e) scale x [y] (factor) set x [y] multiplication

factor

f) offset x [y] (offset)

set x (y] offset

g) label with (label) : add texts anywhere on
screen

h) label x [y] (label)

as

set label for x [y] axis
i) label plot (label) : set title label for plot

j)} draw axes

.

draw the axes and labels

k) draw line x1 yl x2 y2 : draw a line from (x1,yl) to
(x2,y2)

1) plot ¢ plot the data

m) print : print the screen

n) end : end the plotting session

These commands can be entered at any time during the
plotting session.

2. Three Dimensional Surface Plotting

This program does 3-d surface plots. It scans the
data from the "front" to the "back", and decides whether
the lines to the new data point are hidden or not. By
doing this, and then projecting the point from a

three-dimensional location to a two-dimensional screen
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location, a gridded

surface map

is formed. After the

initial plot, the features available to the user are as

follows:

a)
b)

c)

d)

e)

£)

g)

h)

i)

J)

k)
1)

m)

n)
o)

p)
3.

frame four

help
new

color

limits x [y/2z] (min)

theta (value)

phi (value)

magnify (factor)

dB 2z

label with (label)

label x [y/z] (label)

label plot (label)
draw axes

frame margins

plot
print

end

Contour Map Plotting

(max)

show the help screen
clear the screen

set color for subsequent
commands

set limits for x [y/2]
axis

set viewing angle from x
axis

set viewing angle from y
axis

set magnification for
plot

toggles z axis in dB
on/off

add text anywhere on
screen

set label for x [y/2z]
axis

set title label for plot
draw axes and labels

draw 3-d frame around
plot

plot the data
print the screen

end the plotting session

This program does contour maps. It scans through the

adjacent pixels
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whether or not any contours c¢ross on or between these
points; if a contour does cross between the points, then
the actual position of the contour is extrapolated
linearly between the points, and the contour is plotted.
After the initial plot, the features available to the user

are as follows:

a) help ! show the help screen

b) new ! clear screen

c) color : set color for subsequent
commands

d) limits x (y] (min) (max) : set limits for x [y] axis

e) label with (label) : add text anywhere on screen
f) label x [y] (label) : set label for x [y] axis
g) label plot (label) : set title label for plot
h) draw axes : draw axes and labels
i) plot : plot the data
j) print : print the screen
k) end : end plotting session
14-12




VI.

Recommendations

The calibration of a new detection screen for the
extraction of electric field strength was not performed
because a suitable new screen material has not yet been
found; this needs to be done as soon as the new screen
material has been chosen.

Although the data processing/graphics display
software works fine as it is, there 1is still room for
modifications to be made. Some suggestions for further
improvement are:

1) Allow the user to add a grid with row and column
numbers to the false-color image to aid 1in selecting
row or column numbers for slicing.

2) Allow the user to change the increment size 1in the
surface plotting routine to enable faster display of
the data.

3) Add a routine to the data processing program which
enable the user to subtract one frame from another, so
that background noise could be recorded initially, and
then later subtracted from any measurements.

4) Allow the user to put more than one slice or time
history plot on a graph.

Many other improvements are possible, but these should

serve as good examples of what could be done.

Because the program listings are about 40 pages, I
have not included them with this report. However, they
are available upon request by writing to the Frank J.

Seiler Research Laboratory, or the UCCS Electromagnetics




laboratory.
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MODIFTCATEION OF A FINITE~-DIFFERENCE, 2-DIMINSTLNAL

BOUNDARY LAYER CODE FOR APPLICATION TO THE

FREE SHEAR LAYER OF AN AXISYMMETRIC JET

by

Timothv T. Clark

ABSTRACT

An existing finite-difference, ’-dimensional boundary laver code was
modified so that it could be applied to the free shear laver of an axi-
symmetric jet. The governing equations and boundary conditions of the
free shear layers of the jet were derived. These equations were non-
dimensionlized and scale factors were found. The non~dimensionalized
equations were expressed in stream-function form and the result was
expressed as finite-difference equations. The derived finite-difference
equations and the boundary conditions formed the basis of modifications to
the code. The code was exercized and the results compared to similarity
solutions. The comparisons indicated that the code yielded reasonable

results.
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NOTE:

LIST OF PARAMFETERS

Total viscosity (non-dimensional)

Constant relating radial growth of the jet to axial velocity (Ft:/S)
Constant relating radial growth of the jet to axial position
{non-dimensional)

Momentum of the jet (1lbm - thlsz)

Radial position (Ft)

Radius of the jet nozzle (Ft)

Radial scale factor (Ft)

Non-dimensional radial position

Radial (cross-stream) velocity (Ft/S)

Radial velocity scale factor (Ft/S)

Non-dimensional radial velocity

Axial (streamwise) velocity (Ft/S)

Axial velocity scale factor (Ft/S)

Non-dimensional axial velocity

Axial position (Ft)

Axial scale factor (Ft)

Nondimensional axial position

A Reynolds number-like scale factor (non-dimensional)

2
Eddy viscosity (Ft™/$§)
Fluid density (Slugs/th)

Kinematic viscosity (FtZ/S)

A prime will denote differentiation with respect to R, e.g.,

U’ = 9U/9R.
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I. Introduction

I received my Bachelor of Science degree in Mechanica! Envineeving from
the University of Maryland in 1983. During the period from 1983 to 1986 I
was emploved by MPR Associates, a consulting engineering firm in the field
of power generation. I am currently enrolled as a graduate student of
Mechanical Engineering at the University of New Mexico.

The research problem at the Air Force Weapons Laboratory involved the
effects of turbulence on the optical properties which influence beam propa-
gation. Professor Truman, of the University of New Mexico has studied the
modelling of turbulent flows. My work at the Air Force Weapons Laboratervy

was performed under the guidance of Professor Truman.

II. Objectives of Research Effort

The overall objective of the research effort is to predict the behavior
of an optical beam traversing a turbulent medium. To accomplish this,
measurements will be made to characterize the behavior of an axisymmetric,
turbulent jet and to document the effect of this turbulence on the propa-
gation of a laser beam through the jet. These measurements will be compared
to the results of numerical evaluations of various turbulence models to
determine the suitability of each turbulence model for predicting the
behavior of the optical properties of the jet medium.

My individual objectives were to:

+ identify a suitable computer code for predicting the behavior of

turbulent shear layers using various turbulence models,

» modify the computer code as necessary to apply it to the problem of

predicting the behavior of free shear layers in an axisymmetric,

turbulent jet, and
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+ verify the computer code by comparison of the computed results to
similarity solutions for a laminar jet and for a turbulent jet using

a simple eddy-viscosity model.

IT1I. Computer Code

The computer code of Cebeci and Bradshaw1 was selected for adaptation
to the problem of predicting the behavior of free shear layers in an axi-
symmetic jet. This code solves for ZJ-dimensional laminar and turbulent
boundary layers by using a finite-~difference approach. Keller's box method
is used to solve the differenced equations. This method is second order
accurate, unconditionally stable and permits the use of non-uniform grid
spacing while maintaining its accuracyz. Additionally, this method solves
the block-tridiagonal form of the finite-difference equations, thus per-

)
mitting efficient solution1'°.

IV. Governing Equations

In order to apply the computer code of Cebeci and Bradshaw to the
problem of predicting the behavior of the free shear layers of a turbulent
axisymmetric jet, the finite-difference equations and the boundary condi-
tions of the code had to be modified. These modifications reflected the
differences between the governing equations of the free shear layers of an
axisymmetric jet, and the governing equations of the shear layers in a
2-dimensional boundary layer.

To determine which of the Navier-Stokes equations govern the behavior

of an axisymmetric jet, the following assumptions were made:




1. The axial (streamwise) momentum of the jet is large compared to the
radial (cross-stream) momentum (i.e., the radial momentum will be
neglected).

2. The tangential velocity and momentum of the jet are negligible
(i.e., no swirl).

3. The fluid is assumed to be incompressible (i.e., the Mach number is

less than 0.3).

4. The jet is assumed to be steady.

5. There is no pressure gradient.

As a result of these assumptions, the governing equations were feound to
be the continuity equation and the axial momentum equation. Based on these
assumptions, the axial momentum equation and the continuity equation were
found to have the following form (in cylindrical coordinates)3:

Continuity

1 dru 3w

r dr az v (1)

Axial Momentum

dw, dw o f13  dwY, 3w} _ (1l o —— | ,
u 37 +w 3z v { T 9T ( T ) + 322 f { iy (rw'u') ( (2]

(Note that u and w are time-mean velocities and u' and w' are the fluctu-

ating components of velocity.) The applicable boundary conditions are:

Iw

at r =0, u=90, 5; = (

at r s o, w=( 1
The last term of equation (2) represents the Reynolds stress, *<‘ﬂ

T = -pu'w’ (2.a)
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The equaticns were next expressed in non-dimensicnal form, and so.ie
factors were determined from order of magnitude evaluations. Alse, the

, , .4 :
Reynolds stress was expressed in terms of an eddy viscosity , defined as

3)

[
Q;‘Q_
g
]
1
[=1
£

The resulting equations in non-dimensional form are

Continuity

LORU W W _R AW _ ,
RIR "3z 2z ZdR ' —

Axial Momentum

=

=
Ut
~

oW W 1d §b__ oWl
17 - — = . 2 - S ) 2 .
(UZ - RW) 52 + W ( 255 =W ) ROR | RE RIR |

The non-dimensional parameters (in upper-case letters) are related toc the
dimensional parameters (in lower-case letters) by the scale factors

(designated with asterisks) as follows.

w = Wuk (6.a)
u = Uu* (6.b)
r = Rr¥ (6.c)
z = Zz% (6.d) o

The parameter b in equation (5) represents the non-dimensional, total

viscosity

b=1+c¢€/v, (7
where ¢ is the eddy viscosity.

On the basis of the order of magnitude evaluation, and the similarity

solution for a turbulent jets’b, the scale factors were taken as follows. )
r* = €,z (8.a)
Co
w*x—* (8.b) -

r




C
1

')* = _—

= !‘ bl
CO

u*=;; (8.d}
C Cl

R¥ = e (8.e)

e AU

In the case of turbulent flow, the coefficient C1 is based on experi-
mental data and is taken as 0.0848.5 In the case of laminar flow, Re® is

taken as 1!, and C, is then calculated from equation (8.e). The ceoetficient

1

C0 is a function of the jet momentum, J, and is expressed as follows.

1/ 3. /'] Re¥*
In

AN T e

c = (9)
o

To further simplify the equations, they were expressed in stream-
function form. In this form the continuity equation is identically satis-

fied and the axial momentum equation becomes
b (Y'Y £y 1Y f oz IR (EY & (£) - (£Y Ll
=@ ] @) @) -2 (@) ®)-F) 5=

where the stream function ¥(R,Z2) is related to the dimensionless stream

function f as follows.

2
Y(R,2) = wXr*“f(R,2) (1)
To facilitate finite-differencing, equation (1U) was expressed as 1 set

of first~order ordinary differential equations. These equations are shown

below.
- 2
F, = f (12.a)
£ .
F)o= R (12.b)
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5 _pr ]l +FR+FF =2 Mk . F bt (12.4)
Re* RFy 2 25y 1REy 37 332 4 =

Finite-differencing of equations (12.a-d) was performed in a manner
similar to that demonstrated by Cebeci and Bradshawi. The details of the
differencing procedures are not presented here. The resulting linearized
differential equations and the boundary conditions are presented below.

Equations (12.b) and (12.c) become

n n 1 {_n n V1 !
(r,), = F ~-F, +h, ='F, +F = ‘R, + R, SN
1 1. 1, 202, 2. .2 ~11
. j=1 ] 1 j j-1 t 1
(r.,) = O SF +h 2oL (14.b)
3731 2. 2. jo2 03, 3 e
j-1 J j j-1
The momentum equation (12.d) becomes
(S.).8F., + (S.,).6F. + (S,),8F, 4+ (S,) 6F
1 3, 2 3, 3 I, 4 1.
i3 37350 il 3T
+ (SS)jGFZ, + (Sb)j”z, = (rz') (l4.a)
h| i~ h|
n-1 1 j n n n n }
(r,), = R, = - [ b.,R.F., ~b, R, .F. .
2 h,Re* 3, ~17§-1 3,
] j 3 1333, -1 5-1"
Q C'.’ )
- %Fg Fl +F, F) } + = :(r? )R, + (F) )“R,_1:
- it -1 3=t T °3 “j-1 I
O S AR SRS L S SIS L L L B L (14.b)
2 3, 1, 1, '3 1. 3 1
i 73 j=1 75-1 i o7 j-1 7j-1
Q
o1 fn b, 1 _ o -n-1 ,
(sl)j = TRow ?bjRj‘ v F - F (14.¢)
i j 3
o4
1 f .n } 1 .n a _n-1
(s,), = % PRyt 5 F -5 F (14.d)
273 h,Re* |} “j-1"j-1{ 2 lJ_l 2 Ij—l
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454)}:1—1,2‘ ,(:;Lq- L
3 J
17}

(S,), =,—1F3 ¢ &l (1a.f)

J - j-1 N
(S.), = ¢ F) R (la.g

J 2727

J
n
(s, ), = aF) R._ Liaihy
6] 22 j=1

n-1 { n-1 : n-14 n-1
Goa T e FgF LT (R = LT -
n-] 1 \ n-1 n-1i n-1 2. .on=1 .

. J - g ) (1u.3)
Ly = [the* | (BRE )% (BRF )70 ¢+ (FF ST (sz\j_f] 1. ]

1 {.n n-11
V] EE_ 'Z + 2 { tla kD
n
011 =1 + q (14.1)
a, =1 -« (l4.m)
Boundary conditions: At R = O, Fl = 0, F3 = 0

At R Large, F, =0

The finite-difference equations and boundary conditions were imple-
mented as modifications to the code of Cebeci and Bradshaw. Additicnal
modifications were made to the input and output routines to make them con-

sistent with the required data for the jet.

V. Verification of the Modified Computer Code

The modified computer code was installed on a mainframe computer and

excercised to verify that the code was performing correctly. Both a laminar
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Jet and 4 turoulent jot were svaluated.  The veralis o1 vhoso o o o
are discussed below.
Note tha: for the laminar jet, the growth rate of the jet, as indicated

by the _ocefficient C decreases as the momentum of the jet increases (sew

1)

equations (8.e) and {Y)). As the momentum of the jet, and thus the Revnolds
number increase, the jet becomes turbulent. The transition Revnoids pumber
was calculated by substitution of the turbulent value of C1 into the tur-
bulent similarity solution for Co and setting the eddy viscosity to -ere
Solving through yields a Reynolds number of /U at the transition fruom lemi-
nar to turbulent flow.

The laminar jet was taken to have a Reynolds number (as defined below)

of approximately J7O.

w(Zr )
0

R3 = ——;——- = 70 (13

The computed results at approximately 50 nozzle diameters downstream of the
nozzle are compared to the similarity solution in Figure 1. The comparison
indicates that the computed results for laminar flow are consistent with
those predicted on the basis of similarity far downstream.

The turbulent jet was taken to have a Reynolds number of 43 x 105.
Additionally, a constant value of eddy viscosity was assumed for the purpuse
of comparing the computed results to those predicted by similaritv. The
computed results at approximately 50 nozzle diameters downstream of the
nozzle are compared to the similarity solution in Figure 2. As shown, the
comparison indicates that the computed results for turbulent flow are also
consistent with the those predicted on the basis of similarity far down-

stream.
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The results of the comparisons of the computed vesulis ro rie o imo-
larity solution for both turbulent and lamivar je's indicite that oo
modified code is yielding reasonable results. This prevides confidence that

the changes to the vode were implemented correctly.

VI. Recommendations

The modified code is intended as a tool for use in the evaluaticn of
various turbulence models. More specifically, the modified code iy intended
to be used in conjunction with the various turbulence models, ana the - -m-
puted results are to be used for correlation which test data to deternmine
which turbulence models best predict phenomena which effect the optical
properties of the jet medium. Therefore, it is recommended that further
use of this code be made to evaluate turbulence models. The models which
show the greatest promise of predicting aero-optical interaction, and which
should be evaluated with the modified code are:

1. a two-equation, turbulent kinetic energy-rate of dissipation medel

with multiple time scalesg’10 and
. 11,12,13
2. a Reynolds stress transport model .
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MESOPIC VISUAL_ FUNCTION IN AIRCREW

by
Otis Cosby., Jr.
ABSTRACT

MesoplC V1310n may prove to be a more important component of
the visﬁal system during USAF night missions than sScotopic vision,
Ninety aircrew members were tested using the Nyktometer (me-
sopic vision tester) undar mesopic conditions, both with and with
-out glare. The subjects were placed into one of three age
catagories: 1) Less than 29. 2) 30-39., 3) 40 and above.
There appeared to be a weak correlation oetween age and Nyktome-

ter performance.
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1 would like to make a few comments on my particular abi-
lities and what led me to work i1n the area of vision research.

I developed an 1nterest in the medical field in high school.
Upon graduation, I entered Towson State University where 1
received a pacnelor's degree in the natural sciences. During
this period. I spent countless hours of volunteer work at The
Johns Hopkins Hospital and served as gresident of the hospi-
tal's Medical Explorers Post for three years. In addition,

1 particirated 1n a summer enrichment program for pre-medical
students at the University of Maryland before entering the
medical school of Menarry Medical College (which I am attending
now) .

Because of my lack ¢t research exposure prior to going to
medical schsol., 1 decided to explore the opportunities available
at Meharry. After talking to professors and visiting both
basic and clinical laboratorias on campus, I became enthused
with the projects underway in tne Department of Pediatrics.
This led to my present assignment, activation and deactivation
of the enzyme glutathione-5-transferase. which involves inves-
tigative work during the academic school vear.

Later, I was informed by Dr. James Mrotek (associate pro-

fessor of physiology) who has spent several summers of research

at Brooks Air Force Base, about the Graduate Student Summer
Support Program. With his assistance, I was able to procure a
position proved to be an invaluable experience since I plan to _ j

pursue a career in ophthalmology.
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And now that 1 was aonle to receive a second appoilntment 1in
this exciting program, [ fuirther strengtahaned my Knowledge
base and abilities to zonduct a research project successfully.

II. OBJECTIVES OF THE RESEARCH EFFORT

1) To prepare the data =coilected from the Nyktometer
studies fuor tne statisticlan.

27 To take the resuits ootained by tne statistician and
express cthem 1n graphical form.

355, To pcepare a paper for pudblication, including the
introduction, methods, and results.

III. INTRODUCTION TO NIGHT VISION

Let's discuss some2 ot the basic principles involved in
night vision.

Night vis:on (or scoptopic vision) differs in a number of
ways from day vision (or pnntopic vision). The retina of the
eye contains photoresptors, namely rods and cones, which are
responsible for receiving lignt stimul:i and in turn generating
nerve impulses whizh are carried to the brain and interpreted
as visual imayes. rods tend to pe activated i1in the rFresence
of 12w 1llumination (nignt vision), whereas cones are more
active in high i1llumination {(day vision). However, both rods
and cones play an important role during conditions of moderate
illumination, and this is referred to as mesopic vision. Be-
cause of .he type of photoreceptor involved. scotopic vision

is not sensitive to colors., but all ~<olors will be seen as

shades of gray. In photopic vision, coiors can be recognized
and visual acuity 1s much greater. In addition, dark adaptation
16-4




time (which 1s the time required for eye adjustment at low
illumination) in scotopic vision 1s longer (about 30 minutes)
than that reguired in photopic or mesopic vision (between five
to ten minutes). Hence, these and other parameters make night
vision a distinct and unique part of the overall visual process.
Iv. THE NYKTOMETER

The basis of my study on night vision focused on the relia-
bility of the German-made instrument, the Rodenstock Nyktometer,
as a tool for assessing night vision (or mesopic vision) in
aircraft pilots.

The Nyktometer has several key features. A screen 1s
provided to prevent the entry of ambient light. This allows
for suitable testing even in a room that is moderately 11lu-
minated. Equipped with a deviating mirror, the Nyktometer is
able to project light from the illumination source onto the 3°
test field of a test type carrier (two tvpes are available),
the background luminance being .032cd/m* (.0!mL) without glare
and 0.1cd/m’ (.03mL) with glare. These test type carriers
have 12 different levels of contrast each., si1x with glare and
six without glare. Positions one through six correspond to
contrast values of .96, .79, .63, .50, .40, and .32, res-
pectively. In addition, minus lenses may be inserted if twi-
light myopia 1s suspected, and the aiming optics of the Nyktome-
ter allows the patient to view the test types at a distance of
four (4) meters.

Other features include its ability to be easily transported

and its capability of testing both monocular and binocular
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vision.

Ninety flyers were tested in my study. First, they
were allowed to dark adapt for five minutes. Then they
were asked to indicate the directions of the key hole
(which correspond to the 12 positions of the test type
carrier) according to clock hours. This was done for
both monocular and binocular vision. Those flyers who
normally wore glasses were asked to wear them during the
testing. None of these flvers nad a diagnosed pathologi-
cal eye condition, nor were their pupils dilated just
prior to the experiment.

V. RESULTS OF THE EXPERIMENT

The participants in this project consisted of a ran-
dom sample of flyers who were referred to the ophthalmo-
logy branch of Brooks Air Force Base for a routine eve
examination. The subjects were placed into one of three
age categories: 1) Less than 29. 2) 30-39, 3) 40 and above.
The age range was from 21 to 64. Approximately 30 subjects
were in each group. The visual acuity for Loth near and far
vision averaged about 20/20.

The results from the Nyktometer were recorded ac-

cording to the number of correct responser from the total

number attempted (both monocularly and binocularly).
Also, data was recorded separately for the positions on ’”J.
the test type carrier without glare (positions one to six)

and with glare (positions seven to twelve). For the

Less than 29 age group., the mean correct number of res- - !%

ponses was 5.2 (standard deviation -1.2) for no glare and
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with glare was 3.6 (s.d.-1.4). The 30 to 39 age group
had a mean of 5.1 for no glare (s.3.-1.0) and 3.2 (s.d.-1.6)
for with giare. The average number cf correct responses
for the 40 and above age group was 5.0 (s.d.-1.1} for
nd glare and 2.4 (s.d.-1.8) for witn glare. Thus. there
1s no significant difference in the mean number of correct
responses among the groups.

Most of the subjects di1d bett2r when they viewed
the kevhold binocularly, rather tnarn monocularly.
VI. RECOMMENDAT 1ONS

With a statistical analysis of the data collected
a baseline could be establised wnich would serve as an aid
in further Nyktometer studies. In our study. we were
mainly concern with the relationship between age and
Nyktometer performance; nhowever, we also looked at the
effects of the total number of flying hours, rating {(e.g.
if the sublject were a pilot, navigator. or other), and
visual acuity. These and other variables may require
furtner study in order to evaluate the potential use of
the Nyktometer by the USAF.

Because of our time limitations, some of the goals
that we originally establised could not be fultfilled:
but an extensive computer analysis will be done, and hope-

fully a publication on this work will be forthcoming.
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A MATHEMATICAL CLASSIFICATION OF A FAMILY OF EDGE DETECTORS

Jennifer L. Davidson

ABSTRACT

A mathematical classification of a family of edge detectors is
presented. The nine edge detectors under consideration are of the
enhancement/threshold type. Edge detection is an important part of the
image processing sequence, as it is a heavily used segmentation routine,
Presently there does not exist a classification scheme which completely
accounts for the behavior of all existing edge detection techniques. This
report defines two types of edge "enhancers," using the structure of the
Image Algebra in which to embed the definition. The classification depends
on the two distinct parts of every edge detector: the masks, and the
function of the image and the masks. Eight of the edge detectors could be
classified as one of the two enhancers, while the lolarithmic edge detector
was left unclassified. The Image Algebra was used as it is capable of
expressing all image to image transformations and can be used as a general
purpose algebra for presenting image processing concepts. Determination of
criterion and image measures for optimizing edge detection using the
enhancer definition is discussed, and suggestions for further research are
given., The principle behind classifying edge detectors and using the
classification to specify and evaluate image measures is to develop a
method which in principle could be implemented in an automated target

recognition (ATR) system.
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I. BACKGROUND. Jennifer L. Davidson is currently pursuing her Ph.D in
Applied Mathematics at the University of Florida. She received her M.S. in
Mathematics in May, 1986. She has worked in the area of image processing
since the summer of 1984, when she participated in the Graduate Student
Summer Support Program at Eglin AFB, Florida, working in the Image Proc-
essing Laboratory. Her course work at the University of Florida includes

complex analysis, numerical methods, statistics, and image processing.

II. INTRODUCTION. Solutions of the problem of automatic target recog-

nition (ATR) is of obvious importance in a variety of military applications.
A general approach in modeling the ATR system is to first segment the image
into regions, attach previously defined labels to the regions, determine a

1ist of relations between the regions, and deduce from that 1ist the target

or object of interest. Figure 1 gives a flowchart of this approach.

IMAGE |» SEGMENTATIONM REGIONAL  —» RELATIONAL OuTPUT
DESCRIPTION DESCRIPTION TARGETS

Figure 1.

Segmentation is an important first step. The information extracted here
is passed on to successive steps in the processing sequence, and how much or
how Tittle gets passed on is determined by the segmentation algorithm. Many
types of segmentation techniques exist, one of which is edge-based segmen-
tation. This technique is a collection of algorithms which locates boun-

daries of objects in the image. After a collection of boundary or edge
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points are chosen, a thinning algorithm can be applied to narrow the edge
width as desired, usually to one or two pixels. Then a linking technique
which links disconnected edges together is often applied. These linked
edges are the output of the edge segmentation scheme. Since this is the
initial stage of the processing, it is crucial that the boundaries output
from the segmentation algorithm be as close as possible to the true boun-
daries that exist in the image, so the maximum amount of exact information
is passed on to successive steps in the processing. Thus an accurate edge-
segmentation algorithm is an essential block of the processing scheme,

There are of course other edge-segmentation techniques {7]. In [5]
there is a discussion on image recognition systems, of which (edge)
segmentation is a part. The purpose of this paper is to discuss one part of
the edge segmentation algorithm: determination of the edge points.

Methods of edge detection can be divided into two main categories:

1) the edge fitting method; and 2) the enhancement/thresholding method

[7]. Edge detection methods of type (2) were the only ones investigated
mainly because of the 10-week time restriction. The Heuckel detector is the
main edge-fitting detector used in the field. It is complicated to code, and
has serious shortcomings [1]. Thus it was decided to omit the study of

these types of detectors.

Although there does not exist a standard definition of an "edge" in the
literature, the basic concept of an edge which is used in design of edge
detectors is fairly uniform. One model uses a step function, and the edge
point occurs where the discontinuity of the function is located. Another
model uses a ramp function, with the edge point most often occurring at the
base of the ramp [2] See Figure 2, solid lines. There are variations of

these models, indicated by the dotted lines in Figure 2.
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Figure 2.

However, for the purposes of digital image processing, the distinction
between these models become irrelevant. This is because the purpose of an
edge detector is to detect and characterize intensity variations of a sig-
nificant nature in a neighborhood of a pixel p, and the discrete nature of
the surface in a neighborhood of p allows either model to be used with
equivalent results.

There are different ways to characterize variations in magnitude of a
collection of pixels in a neighborhood of p, which depend both on the masks
used and the mathematical function of the masks and the image. A rigorous
definition of an edge detector was constructed using a two-part approach.

This is discussed in section VI.

III. Research QObjectives. The research done this summer is concerned

with the first step of edge segmentation, that is, determination of edge
points. A good edge detector reduces the need for complicated thinning
and linking algorithms, so there is strong motivation to use the best edge
cetector for the job. The primary goal of this research effort was to define
an edge detector in mathematically rigorous terms and express several of the

more popular edge detection techniques presently used in image processing in
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terms of this definition. A second goal was to develop criterion and

measures of an image such that if an image measure satisfied certain
criterion then certain edge detectors would be mere useful than others on
all images with that image measure. The definition of the edge detector
would be used in determining and evaluating these criterion and measures.
However, the second goal was not researched in great depth, and a total lack
of articles in the literature on this subject indicates that this area needs
to be investigated in much more detail. The edge detection techniques were
also translated into the Image Algebra in order to facilitate the
investigation into the properties of each technique. The edge detectors

investigated were:

1. Sobel

2. Prewitt
3. Roberts'
4. Kirsch

5. Gradient
1 3 .

6. V G, Laplacian of the gaussian

7. %;fl, the second directional derivative in the direction of the
n

gradient

8. Tlogarithmic edge detector

9. a geometric edge detector

IV. The Edge Detection Techniques. This section gives a brief dis-

cussion of the edge detectors and their formulation in the Image Algebra.
The two template operators from the Image Algebra used are + and v ,

which are defined as follows:

A®T = {(x,c(x)) : c(x) = X aly)tly) ,x € X}
YY’31£>
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AQT = {(xic(0) : x) = W SO L x e Xy
1. Sobel. E(A) = (A@S)rd A®T)? ]flwhere

-tloll - [-21-1
200 = 1310 ] = 1oJ8 lo
-110]) LR
A
2. Prewitt. E(A) = [(A@ S+ (A® TP 12 where
-] o -1 -] _
S(X) = -1 /O/ ‘ T(x) = Io) /0/ 0 .
-1101 Lt
3. Roberts'. E(A) = [(A@® S+ (A@ TP ]2 where
s(x) = |-1]O T(x) = H ~{ 3
o] | . [,]10
4, Kirsch. E(A) = V |A®TL- |, where
(=t
31515 5155
)= |Aols| T [Ble]3 .etc.
31-3]-3 “31-3|-3

5. Gradient.

2
Define f: R -=> R by f(r) = (|r], 180’X(°(r) ) s ’X being the characteris-
tic function. Let A(i) = ( 0, 8(i)) + f(A® M(i)), i=1,...,6, where M(i)
are the masks as below, and 8(i) are the degrees associated with M(i). Then

(A
E(A) = V‘_ A(i) . The gradient is the only edge detector in this report

o=

which associates two values with every pixel: an edge magnitude and an edge
direction. Each M(i) approximates the gradient in one of twelve directions,
the direction being 8(i) or 8(i)+180 (mod 360) degrees, depending on whether

the magnitude is positive or negative, respectively.
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The next two detectors, (723 and 5;; have the same basic theory
behind them: Where the rate of change of magnitude is the greatest is
where the first derivative has a maximum. Where the first derivative has
a maximum is where the second derivative is zero. Thus, the zeros of
these two detectors are where edges are located.

ﬁ]zG. This is the Laplacian of an image which has been convolved
with a Gaussian distribution. The detector is formulated in the continu-
ous case but is easily discretized.

T2 asd® A o) - S" %"-LU _ ‘511:)}
. e

3
2y 24T 26

(-@; q)

6!

The Image Algebra code is:

E(A) = A@H, where H is a translation invariant template defined by:
o . st it v
AORS IORIN IR AR INERICR NS (RO PRt /24
3 2¢t
2 x~(C.j) « X e
7. %L_ . This is the second directional derivative in the direction of

on™
the gradient., It also is presented in the continuous form:

26 L B, <2668y < 40,
on* 7
feedy

Using approximations for the partials gives the discrete form of this

detector. For example, if
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A el

TR TR T

~({O]!

) = (T2 1] 2(x) = ‘(’ 2'0
l - ]
s(x) = F Ux) = FETBIT] Wi = [

then E(A) =(A_+ UfiLA + T) + 2(A + UY(A + W)(A + Z) + (A + N)L(A + S)
(A+ Ut + (A+ W)

The last two detectors are different in structure from the previous seven:
(1]
8. Logarithmic. E(A) = In(A) -[(4In(A) ) ®T ], where T(x) = [ fo.[ 1]
L

'
9. Geometric [8]. E(A) = [(A@T - AQ® 5)" + (AQU - A@N)z]/z

T(x)

>(x)

U(x)

"
-

W(x)

V. The Edge Detector Definition. The definition consists of two

parts, a template definition and an operator definition. Since all
image-to-image transforms, including edge detection techniques, can be
expressed in the Image Algebra, it was decided to use the Image Alge-
bra as a means of writing the definition of an edge detector. It also
facilitates the writing of mathematical properites as the notation is

succinct and expresses the operations clearly with much less writing.

Definition, A differential edge mask or differential edge template with

respect to the convolution operator ® is a template T satisfying:

1. A®@T =0 for a constant image A.
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2. (KA)@®T=k(A®T)
3. A+B)@T=A@T+B@T

Note that it immediately follows from 1 and 3 trat (K + A)@ T =A@®T

for any constant image K.

Definition, A differential edge operator is a function E:Rx--> Rxsuch

that
1. E(A) = 0 if A is a constant image
2. E(kA) = kE(A), k> 0
3. E(K + A) = E(A), K a constant image

The majority of the edge detectors investigated during this research
were differential edge operators having differential edge masks. Two of the
detectors, however, were different in their basic structures: the
logarithmic and the geometric. The following definition distinguishes this

difference for the geometric detector.

Definition. A template T is an edge mask with respect to the convolution

operator @, or simply, a lattice edge mask, if T satisfies:
1. T>0 '

2. (KA)®@T =k(A@T), for A, T, k>0

3. (A+B)@T<A@T+B®T ,A, B, T>0

Remark: Note that (K + A) @T = k(I@T) +A@ T where 1 = {(x,1):x6X].
The geometric edge detector is a differential edge operator with a

lattice edge mask. That it is a differential operator is not obvious.

Upon checking the 3 operator conditions above, it is found that the

geometric detector does satisfy them all. Henceforth a differential edge
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operator with differential edge templates will be called a differential edge

enhancer, A differential edge operator with Tattice edge templates will be

called a lattice edge enhancer. The geometric edge detector is the only

lattice edge enhancer presented here; all the others are differential edge
enhancers except for the log edge detector.

The log operator does not fit any of the above definitions. The world
is not so nice as to make all detectors quickly classifiable. This edge
detector has a mask which satisfies only two parts of the mask definition,
and one part of the differential operator. What differential mask
properties it satisfies are:

1. (KA)Y®T =k(A®T)

2. (A+B)@®T=A@T+B@®T

The operator properties it satisfies are:
1. E(A) = 0, A a constant image

2. E(kA) = E(A), k> 0

At this point a few things can be mentioned. The first seven edge
detectors are algebraic function; the log edge detector involves a
transcendental function, the logarithm. The geometric detector uses a
lattice operation. Thus, it is reasonable to believe that the
following conjecture is true:

Conjecture. Let T(1),...,T(n) be n edge temnlates of either type,
differential or lattice. Suppose that E(T(1),...,T(n)) is an Image
Algebra transform involving only ® ,® , +, V, **, * and algebraic
operations. Then £ is a differential edge enhancer.

A1l the edge detectors studied this summer exemplify this conjecture.
If this conjecture is true, then it is a good classification of a type of

image operators. That needs to be investigated more thoroughly.
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A table of properties of the edge templates and operators is given on
the following page. It also lists what type of edge template and edge

enhancer each edge detector technique is.

VI. History of Previous Research. There has been much research done on

edge detectors [1], [2], [3], [4], [5], [6], [7], [9]. In Pattern

Recognition and Scene Analysis Duda gives a brief but clear discussion on

edge detection. In a recent article, "On Edge Detection," [9], edge
detection is approached from the aspect of numerical differentiation. In
the context of this summer's research, Torre and Poggio's work shows that if
the edge operator E is a differential edge enhancer, then looking for edges
using E requires a smoothening of the image with a Gaussian prior to edge
detection. The next paragraph is a short discussion on this topic.

Numerical differentiation is well-known to be an inverse problem. We are

looking for a solution f(x) in g(x) = Af(x) where Af is the integral operator
X o0
S tdr = wix-24@) 22
-od - ad

u(x) = unit step function. If we are given the data points g(x), and we
could determine f(x), then EL_g(x) = f(x), thus solving our problem of
finding the derivative. 1In ftfre‘s paper, it is shown that numerical
differentiation is an i11-posed problem in the sense of Hadamard, and that
the problem can be transformed to a well-posed problem, that is,

regularized, by convolving the data with a cubic spline. Since the Gaussian

distribution is very similar to a cubic spline, this explains in part why

filtering with a Gaussian is successful prior to application of an edge
detector [9], [6].

However, not all edge detectors can be classified in terms of a !ﬁ

17-11




- (
DETECTOR | SOBEL | PREWITT] ROBERTS | KIRSCH] GRADIENT G 95’:. LOG | GEOMETRIC
n
PROPERTY
EDGE MASK
+ + + + + + + + v
OPERATION !
F KAk khkkkhkkRhkAkrJhhhxhkrkkPrikkrxx k% kA AR AAKRKAAGIAR AR K AR AR AR A LA AR AR AR AA AL A A A A AL T oA A v Ad Rk chxkx _
A@PT=0 X X X X X X X
1 (kA) DT =k(ADT) X X X X X X X X
(A+B) DT = X X X X X X X X

A®T+BOT
KRKAARKKRAKKAKKARRKARKA KA A AR KA RRA AR K AR AR AR AR AR KA AR AA RN AR A AR ARK AR AN AARK AR AR AA A AR

T>0 X
(KA)@T = X

k(A@ T) .
A+B@T<C < A
AQT+BPT ’

**************i*******%*******k****************i*********i******‘************k**********

A const =
E(a) = 0 X X X X X X X X X
E(kA) = kE(A) X X X X X X X X
E(K + A) =
X
E(A) X X X X X X X

******************************r********#*******%*********J******#*****%******k**********

EDGE TEMPLATE
TYPE DIFF DIFF DIFF DIFF DIFF DIFF DIFF | LATTICE

*********************J********Pz********ﬂ*******ir*********ik****** k*****J****** ki kkkhkkkhkk
¥
i
]

EDGE ENHANCER
TYPE DIFF" DIFF DIFF DIFF DIFF DIFF DIFF . LATTICE

TABLE OF EDGE TEMPLATE AND EDGE OPERATOR PROPERTIES




; partial differential operator or a discretization of one; for example the
kr. geometric, log, and rolling ball algorithms are not approximations to

partial differential operators. Thus, viewing edge detection as a problem

in numerical differentiation is not a complete representation of the problem
hl of detecting edges. For the case of partial differential operators, Torre's
work characterizes the problem of detection of edges, and gives one approach

for "optimum" design of an edge operator. Marr and Hildreth [6] discuss

edge detection entirely in the context of filtering with different Gaussian
distributions and taking the Laplacian of the result to locate edges. It is
shown in [3] that this particular edge detector does not detect certain
types of edges ideally. In general, any given theory of edge detection

does not give a satisfactory classification scheme for all existing edge
detectors. A long-range goal is to construct a theory of edge detectors
which is very general and can apply to any existing edge detector or any

derived in the future.

VII. Recommendations. Implementation of most of these edge detectors

6has been accomplished using the Image Algebra Preprocessor available

in the Image Processing Laboratory at Eglin, AFB. This saved much

time in encoding the algorithms. In the case of the enhancers having
differential edge templates, the differential edge enhancers, a smoothening
filter such as a Gaussian convolution should be applied to the data prior to
using the edge enhancer. However, it is still unclear whether a smoothening
filter prior to edge detection is a valid procedure for the remaining two
detectors, the logarithmic and geometric detectors. This is because the
mask associated with each is not a differential edge template and thus

the detector cannot be treated as a partial differrential operator. This
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too needs further investigation.

This summer's research has classifed a certain type of image operators,
namely, edge enhancement techniques, The edge templates and edge operators
each preserve specific properties, and for each edge detector the effect of
each property should be able to be quantized. This information could be
used in determining image measures by which to select an edge operator that
will give the most useful results.

Two avenues of research could provide very useful contributions: 1.
investigation into surface complexity measures, and 2. investigation into
statis- tical measures. To determine surface complexity measures, which
measure the complexity of a surface, properties from differential geometry
will be applied. Much pure mathematical research has been done in
differential geometry, with very few applications in image processing.
There has been much work on stastistical measures of images but specific
application to surface configuration will be consolidated.

These two measures, or a combination of them, could be used in
classifying the surface complexity of an image, and correlations between
these measures and the quantized effects of the properties of an edge
detector might be able to be found. Since not much research has been done in
this area, the results could be extremely beneficial not only to edge

detection but to other areas of image processing.
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I. Introduction

4
I
I have received my B.S. from the University of Wisconsin
at Madison in Engineering Mechanics with emphasis in
! Aerospace Engineering. I have completed a vear ot worb

towards my M.S. deagree in Engineering Mechanics. During that
vear 1 have taken numerous classes in the field of Aercspace
Engineering particularly in the area of structures and
dvnamics. I also have some knowledqe in the area of
vibrations.

The particular research problem encountered at the Air
Force Rocket Fropulsion Laboratory was the design of a model
of a generic larqe space structure. whether it be a
space-based radar structure or a space-based laser
structure. The model had to meet certain specifications as
stated later in the report.

In order to desian the model. they needed someone
familiar with the desian and analysis of structures and also
someone tamiliear with the internal dvynamics of laraqe
structures. With my backaround in Enqineering Mechanics, 1
fit the qualifications.

II. Objective of the Research Effort

The objective of my research this summer was to desiqgn

and analvyre some models of large space structures. In order
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to do s I had to do the following:

M. I first had to become acguainted with the mein frame
computer systems which I would be using to desiagn and analvze
the models. These computer systems were the VAX 730, the CDC
and the FRIME.

E. Second. ! had to learn how to use & computer
modeling proaram to draw the structural models. This program
was called FATRAN and was used on the FRIME system.

C. Third, I had to learn how to use a finite element
program to analyvze the models of the structurecs. This
program was called NASTRAM and was uwsed on either the CDC or
the VAX 750 systems.

D. The fourth cbjective was a personal objective which
was to learn about military life of an Alr Force officer.
This was important due to the fact that I am qQoing on active
thy around January 1987. 1 wanted to see what I probably
would be doing on active duty.

111. Desianing the Models

In order to desian anvything. cne first needs to know
what the object will be used for. This model that I desianed
iz a generic model of & aqrid work for a larqe space
structure. vThe structure could support a radar system or
mavybe a laser systein. It might even be a part of a space
station.

I was first agiven a list of certain specifications that

the model had to fulfill., Some of these are:

18-4

la'



A. First natural freqguency less the 1.0 hertz.

B. Very =tiff in the in—plane directicons.

C. Moderate stiffness in the out-of-plane directions.

D. The displacement in the out—of~blane direction had
to be between 1 and 2 inches.

E. 8Since Z4 sensors would be attached to the model to
measure accelerations, the model ‘= weiaght had to te
high so the sensor/model weight ratio was low.

F. The first 20 fréquencies had to be less than 20
hertz.

G. Finally the modal shapes for each eigenvector had to
be significantly larger in the out-of-plane (z)
direction compared to the in-plane (x,.y)
directions.

After 1 received the list of specifications., I had to
learn how to run the computers in order to construct and
analvze the structure. The first program that I learned was
FATRAN. In using PATRAN I developed & computer drawinaq of
what the agrid structure would look like (see fig.l). Besides
creating & computer drawing from FATRAN, I was also able to
create NASTRAN data cards to run on the finite element
praogram, NASTRAN.

My next step was to learn how to use NASTRAN. In the

actuwal designing of the grid, I made a list of possible

dimensions that probably could be used. For the material, 1
chose aluminum since it was fairly stiff and very ligqht
welght. For each of the possible dimensions on the list, I

ran the NASTRAM proaram and received output from it (see -
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table 1 and fin.2). From the data available, I chose qrid
structure number nine to be the actual qrid. The first and
main reason why I chose that particular structure was, for
the first 25 mode shapes. the deflecticn in the z-direction
was areater than the x or y directions for all except for

number 18. This is crucial because the arid should be

extremely sci+tf 1n the % and y directions and should not have
large deflectione.

The second reason is the first frequency fit into the
range. The third reason is the weiaght of the structure i«
just large enough for the weight of the sensors not to affect
the performance of the model, but not too laraqe to make the
structure too heavy to be realistic.

Attached is a listing of the first 120 frequencies of
the grid and a copy of the coding proaram used to run
NASTRAN.

Iv. Designing Dther Model

The second model designed is & prototype for a
space—-based radar system being constructed at the Jet
Fropulesion Laboratory. For this model 1 was aiven a rouah
drawing of what it should look like and some rough -
dimensions. The structure is 24 ft. in diameter, 12 ft. high
and weighs 100 lbs. From this I created a computer drawing of
the structure (see fig. Z). As 1 did with the qrid

structure, I created data cards along with the drawing.

Usinag thecse data cards, I created a NASTRAN program and
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GRID % DIMENSIONS
1 1.5 X @.285 (STIFFENED BARS)
1.9 X 8.125 (OTHER BRRS)
e 1.5 X 8.25 (STIFFENED EARS)
1.5 X @.125 (OTHER BRARS)

3 2.0 X @0.3@ (ALL BARS)
4 0.32 X 0.5 (ALL BARS)

S .25 X 1.8 (STIFFENED BARS)
0.125 X 1.@ (DTHER BARS)

6, .25 X 1.0 (STIFFENED BARS)
1.2 X 90.125 (DTHER BARS)

7 2.0 X 8.25 (ALL BARS)
8 1.5 X 8.25 (ALL BARS)

9 2.8 X @.25 (STIFFENED BARS)
2.0 X 0.125 (OTHER BARS)

WEIGHT

14. 11

16. 32

56. 01
11.02

11.91

11.91

29. 55
22. 33

2a. 72
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analvzed the prototype. For the prototype I also found out
what the frequencies would look like. A listing of the first

Z0Y frequencies are also attached.

Ve Other Accomplishments

While I was at the Lab, I revised & communication link
between the program FATRAN and the program NASTRAN. bhen |
first arrived. 1 found out that this link last worked about
fowr vears aqo. Since then people had to type MNASTRAM bulk
data cardes into the computer. With this communicatiorn link,
all one has to do is to render a computer drawing of the
model and then run a program which translates the drawinag
into the data cards.

vVI. Recommendations

The result of my 10 weeks of research is the desian of a
generic space structure. The structure is in the process of
being constructed at the Air Force Rocket Propulsion
Laboratory. Also. testing facilities are also beinaq
constructed. The construction should be completed by the end
of October and testing of the arid should begin in November.
The results of the tests will be compared to the theoretical
results produced from the finite element program. When the
results of the test are in, I hope to receive a copy and will
submit a copy i1f UES desires.

As for the communication link, I hope it is being used
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as much as I used 1t. The people at the Rocket Lab
considered the link to be very helpful in the desiqgn of their

structures.
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A BIOMECHANICAL STUDY OF ANTHROPOMORPHIC HEAD-NECK SYSTEMS

by

Brian J. Doherty

T

ABSTRACT

T

Hybrid II, modified Hybrid 1I, and Hybrid III anthropomorphic

manikin head-neck assemblies were studied. Preparations were made to

measure the kinematic and dynamic responses of these mechanical head-neck
assemblies to abrupt decelerations imparted to the base of the neck by a
pendulum test apparatus according to existing DOT specifications for
Part 572 dummy compliance testing and recommended procFcuaures for

Hybrid III compliance testing. Measurements were made of the geometric
and inertial properties of the pendulum and the modified Hybrid II and
Hybrid III test specimens. The actual execution of these tests is
planned for the upcoming year. The measured geometric and inertial
properties and pendulum test performance standards were analyzed to
determine inputs for both the Articulated Total Body (ATB) Model and the
AAMRL Head-Spine Model (HSM). Data sets, which represent the Hybrid II
head-neck system, were developed for the HSM and ATB Model. Simulations
of the Hybrid II pendulum tests were performed and compared to
experimental results to verify the assumptions used to define the

Hybrid II head and neck structures and validate these data sets. More
modeling work still needs to be done. Some additional tuning of the

Hybrid 1II data sets is suggested. Modified Hybrid II and Hybrid III data

sets need to be developed. Simulations of modified Hybrid II and
Hybrid III pendulum tests need to be performed and compared to

experimental results to validate these data sets. ~*!*
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I. INTRODUCTION

I received the B.S.E. degree from the University of Pennsylvania in

Bioengineering, with a minor in Mechanical Engineering. As an
undergraduate, I worked in the Head Injury Laboratory at the Hospital of
the University of Pennsylvania. My Senior Thesis involved studies on
strain detection within a physical model of the head. Recently,

I received a Master's degree in Biomedical Engineering from Duke

University, where I performed Modal Analysis on the human head.

The research problem at AARML/BBM was an investigation of the
geometric, inertial, and mechanical properties of the head-neck systems
of several anthropomorphic test dummies, These dummies are used in the
evaluation and design of aircrew ejection seats. Both experimental work
and computer simulation were included in this research effort. The
problem under investigation at AAMRL/BBM was, therefore, very similar to
the problems I had studied previously. Because of this similarity, I was

assigned to work at AAMRL/BBM.

19-3 |




II. OBJECTIVES OF THE RESEARCH EFFORT

One goal of the AAMRL/BBM research program is to develop a durable,
servicable, and biofidelic anthropomorphic dummy head-neck system with
repeatable and reproducible biomechanical responses. Another goal is to
develop data sets for the Articulated Total Body (ATB) Model and the
AAMRL Head-Spine Model (HSM) which accurately predict the head-neck
kinematics and dynamics of existing dummies in crash environments. To
accomplish these goals, it was desired to measure, analyze, and simulate
the kinematic and dynamic responses of Hybrid II, modified Hybrid II, and
Hybrid III mechanical head-neck assemblies to abrupt decelerations
imparted to the base of the neck by a pendulum test apparatus.

My individual objectives were:

(1) to measure the geometric and inertial properties of the modified
Hybrid II and Hybrid III head-neck systems and the pendulum test
apparatus

{2) to setup the test apparatus and instrumentation to measure the
desired responses of these mechanical head-neck assemblies
according to existing DOT specifications for Part 572 dummy
compliance testing and recommended procedures for Hybrid III
compliance testing

(3) to analyze the measured geometric and inertial properties and
pendulum test performance standards to determine inputs for both
the HSM and the ATB Model.

(4) to compare simulations of the pendulum tests to experimental
results to verify the assumptions uvsed to define the head and

neck structures and validate the HSM and ATB Model data sets.
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III. RATIONALE

In recent years, there has been an increasing awareness of both the
serious consequences that can occur with head and neck injuries and the
effectiveness of biomechanical studies to reduce the likelihood of these
injuries. 1Two sources of information about head and neck injury and
prevention are: (1) experiments with human surrogates; and (2) analysis
of mathematical models. Information from dummy tests is limited. The
use of inanimate devices reduces the repeatability problems associated
with animals and cadavers but raises questions as to biofidelity.
Attempts to improve human surrogate biofidelity are well documented.

When a new manikin design is incorporated into a crash test program, data
bases are generated which describe their geometric and inertial
properties and mechanical behavior. Performance evaluations are
conducted to ensure uniformity of results among different specimens and
laboratories. Compliance tests are developed. Mathematical modeling is
an accepted technique of scientific research. Once validated by
comparison with experimental results, mathematical models are useful,
economical, and versatile engineering tools. They can, in lieu of direct
experimentation with actual physical systems, evaluate the effects of
varying parameters on the responses of systems to a wide variety of input
conditions. In particular, with validated data sets for the Hybrid II,
modified Hybrid II, and Hybrid III head-neck systems, any environment or
test, where the head and/or neck is in jeopardy, could be simulated.

It was expected that the proposed systematic study of the geometric,
inertial, and kinematic and dynamic properties of mechanical head-neck
assemblies would provide useful information to those interested in injury

prevention and crashworthiness.
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IV. BACKGROUND

Experimental Studies

1 Hybrid II, modified Hybrid II, and Hybrid III mechanical head-neck

assemblies were chosen as specimens for this study.

The Hybrid II was the first GM dummy design to have acceptable
repeatability and good durability and serviceability. The Hybrid II

head-neck assembly is a fairly simple system. The head is a hollow

aluminum casting, with a rear cap to allow access to the instrumentation
inside. This instrumentation consists of a mutually orthogonal array of
three uniaxial accelerometers; this array is mounted at the head CG.

Both pieces of the head are covered with a rubber skin., The neck is a
right circular cylinder of butyl rubber. It is solid, except for a small
hole through the middle., Metal plates are molded into each end to
facilitate head-neck and the neck-thorax attachment.

The AAMRL modified Hybrid II accommodates a load cell, for measuring
neck axial and shear loads and moments about the occipital condyles, and
a nodding joint at the occipital condyles. These modifications required
alterations of both the head and the neck. A large hole was cut in the
transverse bulkhead, the load cell and nodding joint were added between
the base of the head and the top of the molded neck, and the
accelerometer array was mounted on top of the load cell. Also, the solid
molded neck was shortened in order to keep the overall height the same as
that specified by DOT for Part 572 dummies. Another modification is the
use of head accelerometers and an aluminum mounting plate unlike the
devices supplied by Humanoid Systems. These modifications are
significant and will probably alter the bending properties and overall

performance of the head-neck system.
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T

The Hybrid III head-neck system is a measurable improvement over
the Hybrid II and modified Hybrid II systems in terms of component
biofidelity in frontal impacts. The Hybrid III design represents
state-of -the~art knowledge of human geometry, weight, inertia, and
biomechanical response. The head is a hollow two-piece precision casting
of 356 aluminum with 76 heat treatment. The thickness of the vinyl skin
is specified and closely controlled to assure biomechanical fidelity and
repeatable head response in hard-surface impacts. As in the modified
Hybrid II, a load cell and nodding joint connect the head and neck. The
molded neck is constructed of alternate layers of aluminum and
75-durometer (shore hardness) butyl rubber elastomer; the rubber layers
are asymmetric to give different responses in flexion and extension.

A steel cable runs through the center of the neck to provide axial
strength. An adjustable bracket connects the neck to the thorax. The
AAMRL Hybrid III dummy was modified to include head accelerometers and a
steel mounting plate, unlike the devices supplied by Humanoid Systems,
and an occipital condyle pin replacement, which permits attachment to the
three-potentiometer unit. These modifications should not significantly
alter the bending properties and performance of the head-neck system.

The head-neck pendulum test consists of a pendulum drop. At the
bottom of the pendulum's swing, the arm impacts a block of honeycomb;
this produces a near-square wave pendulum deceleration pulse., The
head-neck system, which is mounted to the end of the pendulum, does not
undergo any impact. The environmental test conditions, instrumentation
requirements, and test procedures (including the pendulum geometric and
inertial properties and strike plate deceleration pulse and impact
velocity) are specified. For the Hybrid II dummy, the head rotation,

chordal displacement of the head center of gravity, and maximum allowable
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head acceleration are also specified, Hybrid II test procedures and

performance standards are described in the Code of Federal Regulations,

Title 49, Part 572. For the Hybrid III dummy, the moments at the
occipital condyles and D-plane rotation are specified by recommended
Hybrid III test procedures and performance standards, which are based on
the General Motors Calibration Test Procedure, evaluation testing
performed by the Transportation Research Center of Ohio for the NHTSA
Vehicle Rese