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I. Introduction

kAn array antenna is an assembly of radiating elements in one of many possible
geometrical configurations with the outputs of the individual elements in the array
combined to produce radiation of desired pattern shape and gain. The advantages of
array antennas over a single antenna include the following: 1) high gain and high
resolution without increasing the physical size of each element, 2) electronic control of
radiation patterns, such as scanning of main beam and shaping of radiation pattern, and
3) gra‘ff‘fl \dcgradation. )

(Many fechniciugg have been developed in the synthesis of array patterns. Most of
the techniques, however, ignore mutual coupling between array elements. Mutual
coupling is the electromagnetic interaction between array elements. In addition, unless
the antenna elements are perfectly matched in impedance to the connected transmission
lines and/or perfect isolation power dividers are used, there will be coupling through the
feed network. The two fold coupling problem (element-to-element and feed network

coupling) then becomes difficult for analysis and very difficult for synthesis. This is

because coupling from one element to another can travel through the feed network and

1. Introduction 1
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“~ reappear in other elements leading to further antenna coupling; this is an endless
l, coupling effect. ( //? o 1 Pl e— /
o _ i

The coupling effects are minimum in the synthesis of simple patterns such as sum

and difference patterns since these patterns are not very sensitive to the element current

- variations. However, in cases of more complex patterns such as low side lobe patterns
| and shaped beams, mutual coupling can cause significant degradation of the radiation
pattern from the desired pattern.

This report presents new methods to compensate for mutual coupling effects of
both element and feed coupling. The techniques may be classified as synthesis methods
since they lead to realization of specific current distributions across the array in the
presence of practical coupling effects. The synthesis techniques described in this report
use the scattering parameter representation of array antennas and were initially
formulated by Smith and Stutzman [S-1). Element currents can be calculated in the
presence of mutual coupling (array analysis); also a network that compensates for
mutual coupling effects cam be determined (array synthesis). A system of nonlinear
equations was derived by Smith and solved numerically for a compensation network.
Two approaches were used to compensate for mutual coupling: 1) the conventional feed
network is unaltered and amplitude and phase shift devices are placed between it and the
array at each port, 2) the parameters of the feed network are altered slightly in the design
process to anticipate compensation for coupling.

This report marks the finish of a four-year project supported by the U.S. Army
Research Office through the University of Massachusetts. Companion experiments were
conducted at the Physical Science Laboratory of New Mexico State University by
Russell P. Jedlicka and his colleagues. The problem attacked was very challenging,

requiring analysis, numerical computations, and experimental verification. Some aspects

of the experimental results are presented here as they relate to comparison with theory.

1. Introduction 2




However, this report focuses on analytical and numerical methods of array synthesis.
The first major document was Smith and Stutzman [S-1]. Our initial focus was on
microstrip antenna arrays as a testbed (hence, the project title), but the formulation is
completely general and both numerical computations and measurements involved both
microstrip and wire antennas.

Chapter 2 reviews the network representations of array antennas and the general
synthesis technique using network representations. Also in Chapter 2 the system of
nonlinear equations derived by Smith will be reviewed. Chapter 3 reviews current
literature and experiments on mutual coupling compensation. In Chapter 4 three types
of compensation networks will be presented. Chapters 5, 6 and 7 modify the nonlinear
equations for each type of compensation network so that the equations can be solved
numerically. In Chapter 8 the compensation technique is applied to an eight-element
microstrip array. Chapter 9 presents some numerical examples using a moment method
computer program for wire antennas. Chapter 10 gives conclusions and

recommendations for future study.

Reader note: This report and its predecessor [S-1] are lengthy and detailed. Chapter
10 of this report was written to aid the reader in extracting the contributions and
technical results. For a comprehensive summary of the findings from the study refer to

Chapter 10.
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IL. Overview of Array Modeling and Synthesis

2.1 Scattering Matrix Representation of Array Antennas

An array antenna in its most general form consists of N-elements connected to an
N-way feed network and a generator as shown on Fig. 2.1-1. There are several ways to
represent these multiport networks such as in terms of impedance, admittance and
hybrid parameters. The mutual coupling in a network, however, is most easily
represented by scattering parameters, or S-parameters. Unlike other parameters which
are defined in terms of voltages and currents, S-parameters are defined in terms of
incident waves {a,} and reflected waves {b} as shown on Fig. 2.1-2. S-parameters are
normalized reflection and transmission coefficients under the condition that all other

ports are match loaded and undriven [G-1]:

S = 2.1-1
LTI P ( )

A network can be represented with S-parameters in matrix form as follows:

I1. Overview of Array Modeling and Synthesis 4
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/ [SA] \/ Antenna Array

F oF  3F NF
[SF] N-Way
Feed Network
(N +1)F
G Generator

Figure 2.1-1. Network representation of an N-element array antenna.
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[S]

N

Figure 2.1-2. General N-port network as described by [b]=(S](a].
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(bl =[S][a] (2.1-2)

where [a] and [b] are vectors of incident waves and reflected waves at each port, and [S]
is the S-matrix of the network. These wave variables are related to voltages and currents

by

Vi=JZy (3 +b) (2.1-3)
= 7—1_2:- (3, — b)) (2.1-4)

where Z,, is the characteristic impedance of the port i. From (2.1-3) and (2.1-4) the
average power flowing into port i is

Pi== Re{ViI;}

.. 2.1-5)
= (i - b))

It is often convenient to use normalized voltages and currents, where the voltage
is normalized by dividing by the square root of the reference impedance Z, and the
current is normalized by multiplying by the square root of the reference impedance.

When normalized with Z, = Z,,, (2.1-3) and (2.1-4) become
Vi =2 4+ bi (2‘ 1'6)
lj=a,—b (2.1-7)

The power expression (2.1-5), however, remains the same. On the other hand, when the
characteristic impedance of the port i and reference impedance are different (Z, # Z,) a

step change in the characteristic impedance at port i must be assumed before the

I1. Overview of Array Modeling and Synthesis 7




voltages and currents can be normalized by Z,. Throughout this report the normalized
definition of currents and voltages are assumed.

When two or more networks represented by S-matrices are interconnected, a single
S-matrix that describes the overall network can be formulated. In general, q ports of an
M-port network A and an N-port network B may be connected as shown on Fig. 2.1-3.

The combined network is described by the matrix equation
1] {rs*7 o1 |[ 2™
e | = B 8 (2.1-8)
[b7] [0 [s7]])|[a"]
The order of the scattering matrix in the above equation can be reduced using the

procedure discussed by Smith [S-1, Sec.3.1.2]. The resulting scattering matrix for the

overall network is
[SNB] = [Spp + Spcll" = S 'Scr ] (2.1-9)

where the matrix [SA/®] is a square matrix of the order N + M — 2q . The superscript
A/B represents S-parameters for the combined network that consists of the network A
and the network B. The S-parameters on the right hand side of (2.1-9) are submatrices
of original S-matrix in (2.1-8) grouped in external (unconnected) and internal

(interconnected) ports. These matrices are defined by Gupta [G-1] as

[[bp]] [[SppJ[Sch][[apJ]
= (2.1-10)
(bel (Scpl(Sccl J| [ac]
where [a,] and [b,] are the wave variables of the external ports, and [a.] and [b.] are

wave variables of the internal ports. [Syp] and [Scc] are the S-parameters of external and

internal ports, respectively, and [Sp.] and [Scp] are the S-parameters from the external

I1. Overview of Array Modeling and Synthesis 8
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| |
| |
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! i
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I |
| {

M=-q+D"® M=-q+3I"®  (M+N-29®
Figure 2.1-3. Arbitrary connection of M-port network A and N-port network B.
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ports to the internal ports and vice versa. The matrix [S;p] is a square matrix of order

‘ M + N -2q, and [S.c] is a square matrix of order 2q. The connection matrix [T} is
defined as I'y, = 1 if port i is connected to port j and I'j = 0 otherwise. For example, the

submatrices for the networks A and B in Fig. 2.1-3 can be written as

- - -
A
Sartqet Sariqs2 ~ Sesim O 0 .. O
i Shcel Shiia o ShMm O 0 .. 0
[Sepl=| o0 o ) (2.1-11)
0 0 . 0 SZcr Serngsz - SeeiN
t ) 0 0 0 Sg.q.',] S:'q+2 sg,N
. st s, Sty 0 0 0
sd,  s&, 2y 0 O 0
Bed=| W : (2.1-12)
0 o0 0 s} s, Sty
-
0 0 0 S2 S5, Saq
B h
A A A
Sq+|'l Sq+l'2 see Sq+|'q 0 0 Yy 0
. Shi Swz - Sh 0 0o .. 0
Spcl=| T . (2.1-13)
0 0 .. 0 S, St .. Sk,
1\ ¢ * 1
{ 0 0 .. 0 SB, SN2 -~ SNg | q
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[Scpl =

r

A
stq«t-l Sl.q+2
A A
sq.q+l Sq.q+2
0 0
0 0

and the connection matrix is

(1=

0o 0
o 0
0 o
1 0
0 1
0o o0

O o ©o

(2.1-149)

(2.1-15)

where row/column i for i= l...q in I" represent ports 1 through q of the network A and

row/column i for i=q+1..2q represent ports 1 through q of the network B. For

example, I', .,, = 1 since port 1 of network A and port 1 of network B are connected as

shown in Fig. 2.1-3.

When an external port is excited by a generator, (2.1-8) and (2.1-9) can be extended

to allow calculation of wave variables impressed by the generator at the remaining port.

Figure 2.1-4 shows a generator connected to port i of an N-port network. In general, a

generator is expressed in S-parameters as

11. Overview of Array Modeling and Synthesis
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lAIG 2AIG 3AIG (i - 1)A/(;
............ U USRI SRR
r A
| [ ] ® [ ]

]
!
: 1A 2A 3 (i-D*
!
A
| [s*]
1
! A+t NA
|
|
A/G

| c e [s*¢]
|
! G
e e e e o e e e v e e - - - - —— e ————

alin -L

{MG (N = 1)NG

Figure 2.1-4. An N-port excited by a generator at port i.
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bC = §%° + ¢ (2.1-16)

where S is reflection coefficient of the generator and c© is the wave excited by the
generator. The wave variable aC is the incident wave into the generator from a network
connected to the generator. Equation (2.1-16) is a statement of the fact that the signal
that comes out of the generator, bS, is a superposition of waves produced by the
generator and waves reflected from the generator. Ideally, the reflection coeflicient of
a generator is small (S§° = 0). In this case the reflected wave from the generator is equal
to the wave induced by the generator (b®=cS). The multiport combined with the

generator (as in Fig. 2.1-4) can be expressed as

b{J & sA, L. oshyisA o [[at (o] '
| st sh . shwish ollat]| fo
- +| . 2.1-17)
bR | | SRy SRz - SAnishy o fladf fo
o s sh L sh s ofah| [0
b° 0 o0 0 §o sela®| {c
L . L JL . -~

If subscript P is used to denote external ports and subscript C to denote internal ports,

(2.1-17) is of the form

[[bp]] [[Sppl [Spd][[ap]] [[01]
- + (2.1-18)
[bcl (Scpl [Secd L lac] Lecd
The above equation can be reduced to two types of equations, onc¢ that relates the

external ports and one that relates the internal ports. The relationship at the external

I1. Overview of Array Modeling and Synthesis 13




ports (for example, ports 1 through i-1 and i+1 through N in Fig. 2.1-4) can be
described by

[b%°] = [$4/97[a*/%] + [M9) (2.1-19)

where [S4/6] is combined S-parameters for the network and the generator which is a
square matrix of the order N — | obtained using (2.1-9). The wave variables [a*’¢] and
[bA/C] are equivalent to [a,] and [by] in (2.1-18), respectively. The waves induced by the

generator at external ports of the combined networks are obtained from [G-1]
[c*C] = [Spcl(l" — SccT™'[ec] (2.1-20)

where I' defines the connection between the generator and the feed network. The second
relationship derived from (2.1-19) describes the incident waves and the reflected waves
at the internal ports of the combined network (for example, port i and generator port

of the network in Fig. 2.1-4) [G-1};

[ac) = [T - Sccd '[ec) 2.1-21)
and

[bc] = [T[ac] (2.1-22)

Suppose the network of Fig. 2.1-4 has 4 ports and port 3 is excited (N=4, i=3).
The waves induced by the generator at external ports of the combined network (ports

1, 2, and 4) are obtained using (2.1-20) as follows:

I1. Overview of Array Modeling and Synthesis 14




y.‘-ﬁ*‘.xa- “ia e

> -

Ty

e

[c*/®] = [SpcT = Scel™'[ec]

A
R
= 2
A,s -1 -s° &
S¢s 0 (2.1-23)
"S]AJCG
$3,8° -1
g —S‘AJCG

The incident waves at the internal ports of the combined network (ports 3 and S) are

obtained using (2.1-21)

ot
facl=|

-3

= [T~ Sec]™'[ec]

-

A -1
e 0 (2.1-24)
-1 -s° ©

G
-1 | -
$328% =1 | -5fyc®

The reflected waves at the connected ports are obtained from the incident waves using

(2.1-22)

I1. Overview of Array Modeling and Synthesis 15




. . -Ol] -c°

10 —s2.cC
- 3 (2.1-25)
-S?JCG

The above techniques can be used to analyze array antennas. In particular, the
- currents at each antenna element in the presence of mutual coupling can be calculated

in five simple steps.

1. Find the S-parameters of the antenna array, SA, the feed network, S?, and the
generator, SC. This may be done by measurements, by using a mathematical model for
the networks, or by using a CAD procedure such as MCAP (see Section 3.2).

2. Calculate the combined S-matrix for the feed network and a generator, S¥/S | using
(2.1-9) and the waves induced by the generator at the output ports of the feed network,
cF/S, using (2.1-20).

3. Calculate S-parameters for the array/feed/generator network, SA/¥/¢ using (2.1-9).

4. Calculate incident and reflected waves at antenna ports for the array/feed/generator

network using (2.1-21) and (2.1-22).

3. Calculate the element currents with (2.1-7).

I1. Overview of Array Modeling and Synthesis 16
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2.2 The Mutual Coupling Problem

Mutual coupling is the electromagnetic interaction between two antenna elements.
Mutual coupling can significantly aiter the performance of an array antenna. For
instance, it can change the active impedance of the antenna elements (the input
impedance of the elements when the array is fully excited), alter the element excitation
currents, and lead to deterioration of the active element patterns. All of these changes
lead to degradation of the radiation pattern from that obtained with no mutual coupling.
The major effects on the radiation pattern are changes in sidelobe level, and shifting and
filling of nulls. In addition, changes in gain and beamwidth of the main lobe, and other
undesirable effects can occur due to mutual coupling. In general, these effects on the
radiation pattern increase as the magnitude of coupling increases.

A comprehensive summary of mutual coupling studies is given by Smith [S-1}. In
this section the mechanism of mutual coupling in an array antenna and the effect of
mutual coupling on radiation pattern will be discussed. In particular, we will consider
mutual coupling on microstrip array antennas. The basic theory, however, is applicable

to any array antenna configuration.

2.2.1 The mechanism of mutual coupling in microstrip arrays

There are two types of mutual coupling that exist in an antenna array: the mutual
coupling among antenna elements and the coupling through the feed network. Figure
2.2-1 shows the coupling mechanisms in a four element array antenna. The dominant
mutual coupling among the antenna elements occurs through space waves. This type of

coupling is strongly dependent upon the geometry of the array. The interelement

I1. Overview of Array Modeling and Synthesis 17
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Network

(’\; ) Generator

Figure 2.2-1 The mutual coupling in an N element array antenna.
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spacing is the most important parameter in space wave coupling. The mutual coupling
in an eight element microstrip array consisting of 0.3121 spaced quarter-wave patches
which is used in one of the experiments performed for this project (described in Chapter
8) is shown in Fig. 2.2-2. The magnitude and phase of the scattering coefficients S,
between element 1 and j are plotted versus element number j. Both magnitude and phase
of the mutual coupling show strong correlation to the spacing between antenna
elements. This result agrees with the mutual coupling studies conducted by Jedlicka and
Carver [J-1,J-2]. In addition to the element spacing, the shape of antenna elements and
their orientation are important in the space coupling [A-7,J-1).

Secondary mutual coupling in a microstrip array occurs through surface waves on
the array substrate [J-1]. In this coupling the substrate acts as a dielectric waveguide
permitting signals to propagate between antenna elements. The structure of the array
board such as the thickness of substrate, the permittivity of dielectric material and the
length of array are important variables in surface coupling. However, Jedlicka and
Carver [J-1,J-2] have shown that a change in substrate thickness has little effect in
mutual coupling. It implies that the degree of surface coupling is very small compared
to space coupling. Surface wave coupling also occurs in a microstrip feed network as a
secondary mutual coupling effect.

The third mutual coupling component among antenna elements is return loss
represented by S,. This is reflection coefficient of an element when all other elements are
match loaded. The return loss does not alter the element currents when there is no
element to element coupling or when each element is driven by an independent
generator. The most significant effect in these cases are loss of power efficiency.
However, when mutual coupling exist among elements and in the feed network the

return loss significantly changes element current distribution.
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The primary coupling effect in the feed network occurs from the cross talk between
two ports due to nonideal power dividers used in the network. In general, the cross talk
in a power divider cannot be completely eliminated without use of active devices. It is
also well known that passive multiport networks other than two port networks cannot
be matched on all ports. This implies that any feed network for array antennas, even for
a simple two element array, cannot have output ports matched to the antenna elements.

When mutual coupling in the antenna and the coupling in the feed network are
combined very complex feedback loops are created. The overall effect of mutual
coupling on the element excitation currents is nonlinear. This will be illustrated later in

Section 5.4.

2.2.2 The effect of mutual coupling on the radiation pattern

The degradation of a radiation pattern due to mutual coupling in an array antenna
includes increased side lobes and shifting and filling of nulls. These effects are especially
severe when precise control of excitation currents is necessary as in the case of a low side
lobe pattern. The effects on the radiation pattern will be illustrated here using numerical
simulations.

Consider an eight element array with 0.312 wavelength interelement spacing. We
will assume the measured mutual coupling in Fig. 2.2-2. An average element pattern of
c0s*5(0.96) is assumed. Two types of excitations are considered: a sum pattern and a 35
dB Dolph-Chebyshev pattern.

The synthesis of the sum pattern requires equal magnitude and equal phase

excitation on all antenna elements:
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I, = 1.0/0° Is = 1.0/0°
I, = 1.0/0° 1o = 1.0/0° 221
I, = 1.0/0° I, = 1.0/0°
14 = l.OE Is = l.OL(r

This is the simplest form of array excitation. An 8-way corporate feed network consists
of seven 3 dB power dividers as shown in Fig. 2.2-3 is assumed. The S-parameters of
power divider feed networks are derived in Section 6.2. The element currents in the
presence of mutual coupling are calculated using the Fortran program MCAP described

in Section 4.2. Using MCAP the currents are obtained as

I, = 1.14519/22.6°  I5=0.90666/1.9°

1, =0.62643[11.5° I, =1.14473/29.9°
I, =0.96579/28.0° I,=0.84026/26.6°
I, = 0.82951/7.8° Iy = 1.16862/11.1°

(2.2-2)

The plot of normalized radiation patterns for the case with mutual coupling and for the
case without mutual coupling are shown in Fig. 2.2-4. The figure shows that the major
effect on the radiation pattern is filling of nulls. However, other effects such as change
in side lobe levels are very small.

The 35 dB Dolph-Chebyshev array requires the following current distribution [S-2):

[, =0.19154/0.0° s = 1.00000/0.0°
I, = 0.46362/0.0° I¢ =0.78425/0.0°

(2.2-3)
J;=0.78425/0.0° 1, =10.46362/0.0°
I, = 1.00000/0.0° I, = 0.19154/0.0°
I1. Overview of Array Modeling and Synthesis ' 22
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Figure 2.2-3. An 8-way corporate feed network consists of seven power dividers
used in the calculation of the element currents.
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Figure 2.2-4. Normalized radiation patterns of sum array. a) without and b) with
mutual coupling using currents from (2.2-1) and (2.2-2) and a
c0s%$(0.90) element pattern.
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The feed network consists of an 8-way corporate feed network consists of seven 2-way
variable power dividers as shown in Fig. 2.2-3. The power split ratio K| in the figure are
set to yield desired currents when there is no coupling in the array. A detailed discussion
on N-way power divider network is given in Section 6.2. The currents in the presence

of mutual coupling obtained using MCAP are

I, = 0.32639/-36.7° I = 0.63545/-75.3°
I, = 0.50824/-11.3° I = 0.99316/-71.4°
I;=0.73737/-52.3° I, =0.27918/-113.9°
I, = 1.09558/-62.4° Iy = 0.11985/-71.7°

(2.2-4)

The calculated radiation pattern for both sets of currents (2.2-3) and (2.2-4) are shown
in Fig. 2.2-5. The figure clearly shows that the side side lobes increase to approximatly
-25dB for the array with mutual coupling. A change in the beamwidth is also apparent.
Compared to the sum pattern this low side lobe pattern requires more precise control
of excitation currents. It can be concluded from these results that an array that requires

precise control of excitation currents is affected more by mutual coupling.
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Figure 2.2-5. Normalized radiation patterns of 35dB Dolph-Chebyshev array with
main beam steered to -10 degrees. a) without and b) with mutual
coupling using currents from (2.2-3) and (2.2-4) and a c0s°4(0.968)
element pattern.
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2.3 Array Antenna Pattern Analysis Approaches Including Mutual Coupling

Most array analysis is based on the assumption that elements are connected to
independent generators with either forced or free excitation [O-1]. However, array
antennas are usually excited by a feed/generator network, in which case the above
assumption is not applicable. We begin this section with a discussion of independent
generator excitation methods, and follow it with a more general treatment that includes

feed network effects.

2.3.1 Independent generator excitations

In the independent generator excitation case elements of the array are assumed to
be identical and to be driven by independent generators. It is only necessary to consider

the coupling among antenna elements.

Forced Excitation

In forced excitation, the antenna elements are fed by constant-voltage sources or
constant-current sources. In practice it is difficult to create such sources to drive the
elements, but they are convenient from a modeling standpoint. In the case of voltage
sources, as shown in Fig. 2.3-1 the generator imposes constant voltages across the
antenna clements. The element currents are then found from the voltage and the

impedance matrices using
[i1=[z1'[v] (2.3-1)
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Figure 2.3-1. Array excited by constant-voltage sources (forced excitation).
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where Z, represents self impedance of antenna element i and Z, for i # j represents the
mutual impedance between element i and element ). The radiation pattern for this array

is given by [K-1,W-1]

N
F(0, ¢) = (6, 6)) e 2.32)
nm|

where
$n =X, sin 6 cos ¢ + y, sin 0 sin ¢ + z, cos 6

for an array of identical elements with arbitrary locations (x,, Y., Zz,). The coordinate
system used here is defined in Fig. 2.3-2. The currents {i,} are obtained from (2.3-1) and
may contain a linear phase that steers the beam to location (8,, ¢,). The isolated element
pattern, g(0, ¢), is obtained in the short circuited array environment where only one
element is fed by a generator and all other elements are shorted. This is illustrated in

Fig. 2.3-3.
Free Excitation

In the free excitation mode each antenna element is driven by constant incident
power sources as shown in Fig. 2.3-4. This is a more realistic method of feeding array
antennas than forced excitation method [O-1]. Because of the inclusion of the generator
impedances, the change in input impedance of the elements alters both the voltage and
current in each element. In this case the system can be described better with scattering

parameters as
[b] = [S][a)] (2.3-3)
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Figure 2.3-2, Geometry of an arbitrary array antenna

11. Overview of Array Modeling and Synthesis

————_ B,



Figure 2.3-3. Array with all but one elements shorted (forced excitation).

11. Overview of Array Modeling and Synthesis 3

-




L

)]

Zl% ’22% lzs% lz4% l

Figure 2.3-4. Array excited by constant incident power sources (free excitation).
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where a’s and b’s represent incident and reflected waves for the array as discussed in
Section 2.1. The elements of the scattering matrix [S] represent coupling coefficients
between pairs of elements of the array with all others match loaded. The currents at each

element can be calculated using (2.1-7) as
[i"] = [a] — [b] (2.3-4)

The radiation pattern for free excitation is [A-1]

N
F(0, 6) = 80, 6)) 16" (2.3-5)
na]
where g, is the isolated element pattern obtained as in the free excitation case. In (2.3-5)
all mutual coupling effects are contained in the element currents {i’,}.

Alternatively, the radiation pattern for the free excitation can be obtained from

(A-1,W-1]-3]

N
F(B, 8) = ) gunl0, $)1'pes (2.3-6)
n=l
where g,, is the active element pattern for the n-th element which is obtained when only
the n-th element is driven and all other elements are terminated with their generator
impedance (see Fig. 2.3-5). I', is the current that would be flowing without coupling
from other generators which is proportional to generator voltage V,. In other words, the
effect of mutual coupling is contained only in the active element pattern and not in the
element currents [A-1,J-3]. The active element pattern of each element can be calculated

from (P-3,P-4]
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Figure 2.3-5. Array with all but one element match loaded. (free excitation).
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N
Bunl0, ) = 86, 4) ) {Dein (237
Ml

where i is the current in the m-th element induced by n-th generator when all other
elements are match loaded.

The relationship in (2.3-6) is one of superposition and relies on linearity of the
array environment, which is the usual case. The mutual coupling here arises only from
scattering from the array elements. This is different from the fully excited array

discussed next.
2.3.2 Full coupling array representation

Most arrays are fed by a feed/generator network which cannot be represented by
independent generators. This general situation is shown in Fig. 2.3-6. The basic
difference between the independently driven array and the feed network driven array is
the existence of coupling through the feed network in the latter case as well as coupling
between elements. To account for the element and feed coupling, the scattering
parameter analysis discussed in Section 2.1 must be used. Specifically, the element and
feed S-matrices must be combined using (2.1-9), and solved for the incident and reflected
waves at the elements using {2.1-21) and (2.1-22), then solved for the element currents

using (2.1-7). The radiation pattern can be obtained using (2.3-6) but with currents I,:

N
F(O,8)= ) g a6, $)pe (23-8)

nm)
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Figure 2.3-6. Full coupling array antenna.
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Here g',,(8, ¢) is the pattern of each element in the array environment when the
array is operating in a fully excited state. These element patterns cannot be measured
directly, rendering (2.3-8) somewhat useless. [t is, however, useful as a step in the
process of accounting for all coupling effects in a fully excited array. The next section

reveals this.
2.3.3 Approximate approaches to full coupling representation

The first level of approximation we introduce is to approximate the full array active
element patterns in (2.3-8) by the active element pattern of (2.3-6) obtained by exciting
elements one at a time. The current distribution on an element in the array is affected
by neighboring elements. This includes element type, orientation, and position as well
as the neighboring element current amplitude and phase. All these factors affect the
current distribution. However, the current of an individual element is affected primarily
by its own boundary conditions and secondarily by mutual coupling effects. Therefore,
we assume that the element pattern is very well approximated by the case where it is

excited and all other elements are match loaded (e.g. the active element pattern). Thus,

N
F(0, )= 80,0, )1, (2.3-9)

nmi
The next level of approximation in array analysis is to factor the array pattern into
a product of an array factor and an “element pattern” which we call the array element
pattern g,(8, #). The array element pattern is the pattern of a typical antenna element

obtained by measuring its pattern with all other elements match loaded. The element
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usually selected is a central element in the array. Then the array pattern of (2.3-9) is

approximated using

N
F@, $)~8u(0, $)) Lo (2.3-10)
nw=]

where the summation is the classical array factor. The current I, of (2.3-10) is obtained
using the S-parameter array analysis technique discussed in Section 2.1. Employment
of the principle of pattern multiplication requires that all elements be alike (in type and
orientation), that coupling is not excessive (elements not extremely close together), and
that array edge effects are not large.

Further study on derivation of (2.3-8) and approximations used to obtain (2.3-9)
and (2.3-10) are necessary. In particular numerical experiments using computer
programs such as ESP (described in Sec. 9.2) must be conducted to verify these

equations.

2.4 The Synthesis Problem

As seen in Section 2.2, mutual coupling alters the radiation pattern of an array
antenna. To compensate for mutual coupling a network can be placed between the
elements and the feed network. The network is designed such that correct currents are
obtained at the input to the antenna elements in the presence of mutual coupling. A
more useful realization of a compensation effect is to not have a separate compensation

network, but to include mutual coupling compensation into the design phase of the
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conventional feed network which can be handled within the framework of the general
approach introduced here.

In the most general form an array has N-elements, an M-way feed network
connected to a generator, and an N+ M port compensation network as shown on Fig.
2.4-1. This array can be fully described using S-parameters. The antenna elements and
the compensation network are represented by matrices [ S*] and [S¢], respectively. The
combined network of a feed network and a generator is described by a matrix [ S¥/¢] and
a vector [cF/¢] obtained using (2.1-9) and (2.1-20), respectively.

In the synthesis of a compensation network, the matrix [S¢] represents the
unknowns, and the desired (design) element currents are denoted as [I1A] . The S-matrix
of the elements, [SA], and the feed/generator network, [S¥/¢], are assumed to be
known. The relationship between the incident and reflected waves of the compensation

network is given by

r 1 r r .
C C c C C C
bl Sl.l Sl,2 wee SI,N vee Sl,N+M a;
C c C C C c
b, S2 S22 SIN SZ.N+M a
C C c c c c
bN = SN,I SN,2 SN,N . SN,N+M an (2.4-1)
C C c c C c
b+t Snett SN#12 - SNmN o SnerNaMm || aNe
c C C C c c
br+m SN+Ma SneM2 - SNaMN o SNamN+M || aN+M
B J L JL i

where the notation used here is consistent with that in Fig. 2.4-1. In addition, it is clear

from the figure that
b = alt (2.4-2)
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Figure 2.4-1. General form of an array antenna with a compensation network.
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aC = b2 (2.4-3)

for 1 i< N. The wave variables {a*] and [b*] are related to the (specified) desired

currents [1] by

(1*1=[a"1 - [b"] (2.4-4)
or

(a*1=[1*1+ [b"] (2.4-5)
The wave variables are also related to the antenna S-matrix [SA] by

(6" = [(s*)[a"] (2.4-6)

Substituting (2.4-5) into the above equation and solving for the vector [b*] proceeds as

follows
(b1 =[s*101* - b4
[6%7 = [s*101%] - [s*1[b™)
(1 - s*106*1 = (s*1014)
A =[1-s%7'sh0h) (2.4-7)

where [I] is the square identity matrix. It follows from (2.4-5) and (2.4-7) that wave

variables [a*] can be represented as
[a*1=[1%7+ 1= $*77'Cs* 0™ (2.4-3)
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Equations (2.4-7) and (2.4-8) or (2.4-5) relate the wave variables to the known S-matrix
[S~] and the desired currents [1A] .
At the junction between the feed/generator network and the compensation network

(see Fig. 2.4-1),

agn=bf'C (2.4-9)
bn=2a® (2.4-10)

for 1 <i< M. Using (2.1-19), the wave variables at the feed network are related by
[bF/°] = [sFe][a"/°] + [F19] (2.4-11)

It should be noted that the incident wave vector from the compensation network into
the feed/generator network [af/¢] is not a constant vector. Rather, it depends on the
actual compensation network [S¢] . This vector is not necessary in the final solution.
However, these variables play an important role as the intermediate unknowns in the
solution process. To emphasize the fact that the incident waves need to be treated as

unknowns, the vector entries are changed as follows:
U=2a° for 1gisM (2.4-12)

Substituting (2.4-2), (2.4-3) and (2.4-9) through (2.4-12) into (2.4-1) gives

IL. Overview of Array Modeling and Synthesis 42




-1 b‘A
by
by
M
/9 + Zsfj“u,
=
M
C C C
Um| |SNems SNemza ~  SRemn ~ SKamnam || cEC+ ngfuj
L 4 L j=
(2.4-13)
From this the resulting system of nonlinear equations is
N M M
0= —af + ) SEBM+ D SEu, | 10+ Yoy | for1sksN (2.4-14)
P im1 jeel

which follow from the top portion of (2.4-13) and

N M M
0= U+ ) SEb+ Y S| 10+ D 'sH0U, | for N+ 1sk<N+M
jml

ims) j=l

(2.4-15)

which follow from the lower portion of (2.4-13). The system of equations (2.4-14) and
(2.4-15) are in general form. The equations are solved for 8§ which are the scattering

arameters of the compensation network. The variables a,, b, SF/, and cf/S are known,
P pe
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and U, are intermediate unknowns. The nonlinear property in (2.4-14) and (2.4-15)
arises from the the terms Sgy,,U, where both {85} and {U;} depend on unknown variables
{X,}. When generator value G is treated as an unknown (for example, power divider
compensation) the product S¢y,.cf/S also contributes to the nonlinear property of the
equations. These equations cannot be solved for a compensation network until the
relationship between physical parameters and S-parameters of the compensation

network is defined. In other words, we must define functions of the form

S = £(X1 Xaprs Xn) (2.4-16)

where {X,} are complex variables representing network parameters. Three different types
of compensation networks considered in this report are discussed in Chapter 4. In
Chapters 5 through 7 we proceed with solving for required compensation configurations
for three networks.

The system of nonlinear equations are then solved for compensation network
parameters using the Damped Newton’s method [D-4] which is an iterati.~ numerical
technique. A review of the Newton’s method and the Damped-Newton’s method is given
by Smith [S-1, Secs. 5.2-5.4]. The numerical technique is implemented in programs
SANE and SANE-PODCON to solve for attenuator/phase shifter network and power
divider network which are described in Appendix A and Appendix B, respectively.

2.5 Calculation of Element Currents at the Patch Edges

Microstrip arrays are usually fabricated with a section of transmission line attached
between the antenna patches and the board input, which will be called the feed lines as

indicated in Fig. 2.5-1. These feed lines should not be confused with the feed network
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that is fabricated on a separate substrate. The purpose of the feed lines are to excite the
antenna patches with correct mode and polarization.

The S-parameters of the array board represent the combined network of antenna
patches and their feed lines. The currents calculated from the antenna and feed network
matrices using (2.1-7), (2.1-21) and (2.1-22) are the values at the feed line - feed network
junction. In the absence of coupling these currents are equivalent to the array excitation
coefficients. However, in the presence of mutual coupling each antenna element in an
array has a different active impedance. As a result, the relative currents at the patch
edges are different from that of the feed line input. To determine the correct currents
at patch edges, the feed line currents need to be transformed.

Two types of current transformations are necessary for analysis and for synthesis.
In the analysis case, the calculated currents at the board input need to be transformed
to the currents at patch edges. In the synthesis case, on the other hand, the desired
currents at patch edges need to be transformed to the board input currents to compute
the compensation network.

In either case, it is necessary to assume that S-parameters of feed lines [S™L] are
known. Since the feed lines cannot be separated from the antenna patches to measure
S-parameters, an accurate mathematical model for the feed line is required. In this
report the S-parameters obtained from MCAP are assumed to be accurate enough since
the structure of feed line is simple. It is also necessary to assume that the currents at
patch edges actually correspond to the excitation coefficients of the antenna patches.
More rigorous analysis of the patch - feed line interaction can be accomplished using the
method of moment as reported by Pozar [P-9].

In the analysis case the wave variables, the incident waves a and reflected waves b

are known for the specified S-matrices of an antenna array, the feed network and
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generator by (2.1-21) and (2.1-22). The wave variables at the patch edge can be obtained

from the general S-parameter equation:

Cb] =[s™]Ca] (2.5-1)
or
binput sflL Srzl' ainp\.lt
Z| FL oFL (2.5-2)
Youtput S21° S22 || Bourput

where a,,,, and b, are wave variables at board input which are known, and a,,,. and
boupu are wave variables at the feed line near the patch edge. The matrix [SF-] represents
S-parameters of a feed line which may include loss in the line. It is clear from Fig. 2.5-2
that the incident waves to the patches are the reflected waves from the feed line output
and vice versa, i.€., Dy = puen ANd 2 = bpiar  Using these relationships in (2.5-2)

and solving for the wave variables at patches,

FL
binput - Sll Ainput

FL
Si2

Bpatch = (2.5-3)

FL F
Zpazch = 521 inpur + S53 Dpase

sfL (2.5-4)
F 22
- S2ILainpuz + gFL (b'mpul - sflLaMput)

12

Then, the current at the patch edge is
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bpatch boutput binput

Figure 2.5-2. Definition of wave variables at the patch edge and the feed line input
for a microstrip patch antenna.
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Ipaxch = Apaich ~ bpalch

FL b SFL
22 input ~ 11 Binput
= S5 8inpu + = (Binput = 11 input) —
21 “input SFL input 11 “input SFL (2 5 5)
12 12 -
FL

= S} By + _2;_5:— (Binput = ST 2inpus)

In the synthesis case a similar transformation cannot be applied directly because
only the desired currents and not wave variables are specified at the patch edges. It is
clear from (2.1-7) that there is an infinite number of pairs of a, and b, which produce the
specified value of currents I,. To calculate wave variables at the patch edges, the
scattering matrix for antenna patches without feed lines is necessary. This can be
obtained by subtracting the feed line portion of S-parameters from the S-matrix of
antenna patches with feed lines.

Consider the problem of removing a transmission line section of known
S-parameters from the port 1 of a general N-port as indicated in Fig. 2.5-3. We will
designate the original N-port scattering matrix by [S®] and the reduced N-port by

[S®]. The feed line section has an S-matrix of the form

St Stz
S = (2.5-6)
= o sp
Using the interconnection matrix equation (2.1-9),
[$®7 =[Spp + SpclT = Sc)™ Scr ] (2.5-7)

where
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stk o

[s.,., spc]
Scp Scc

St 0

L

Syp represents the scattering matrix

1 1 1 1
0S¥ s® . sRio sP

}
1 1 1 1
0 s§) s .. st o s
) ot (1) ! 1
0 s s .. sQi 0 s®

0 s7 s . siko sy

, ]
0 .. 0:Sy 0

(2.5-8)

0 .. 0:S3 0

for the network with external ports 1,2,....N and S

represents the connected ports. The connection of ports 2™ and 1’ is expressed by

01
[T]= (2.5-9)
10
Evaluation of the right hand side of (2.5-7) proceeds as follows:
-8y 1
r - SCC =
1 -sf}
[s® 1
- 1 1
(C=Scd) ™ =——rr
L-spsit | 1 s
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And finally,

SaS

spsy sl .. s
S5 SEYst) soistis . sils{s(h)
$3:85rS{Y SErsivsty ... sirsiisiR

Sz SSty shsWsly ... sirsiisty

[®) = [Spp + Spcll" = Sce)™ Scp]

(1 = S5rS{SFL + sflstlsiy stisi)
S71S%Y (1 - S5S{)SY + SErsiys(y
1 S2 s(l) (l (lll))s(l) S())s“)
© 1~ sElsD
S (1) (1- (‘))S(l) S(‘)s(‘)
Sisty Stz S{h
(l—Sf,“S 89+ s5sPsy .. (1~ SErsths) + sELss(h)
(1 - SESNSY + s5sisy ... (1~ SErs{hsy + sErssty
(2.5-10)
(1 - SES{HS + SEs@sly ... (1 = s5rsihsiy + sEEsUis(y

Equating (2.5-10) to the original S-parameter matrix, we can obtain four relations.
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S0 s, 32 2] _.S_ 3 j=2..N
TSy~ sPLls)
- k=2..N

Solving the above four equations for the S-parameters S® gives

5 s{) — St
SEF(S11 — Siv) + SISy

sO(1 - s5;s%))

s{) = S j=2..N
1

“”(1 —sfLs{)

(1 H.

s = Sfo j=2..N

Mgl (=2

S(l) s(o) ___s 5, _s X =2 N

ko —sfls®) k=2..N

Generalizing (2.5-15) to (2.5-18) for i-th feed line,

Si(il—l) SFL

SO = .
SEL(sSV — ST + sfLsfl
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s&1(1 - s§3s9)

SV = o j#i (2.5-20)

12
s(1 - sErsY

P = ( = 1) j#i (2.5-21)
S21

0 o= _ SISk A

Six = Six -l (2.5-22)
1 - SFks k#i

To obtain the S-matrix of antenna patches without feed lines, the above process
must be applied sequentially to all feed lines; see Fig. 2.5-4. Thus, the S-matrix for the
array shown at the bottom of Fig. 2.5-4 is [S™] with entries given by (2.5-19) to (2.5-22)
and evaluated sequentially for i=1,...,N. The wave variables can now be calculated for
the antenna patches using (2.4-7) and (2.4-8), and desired currents referred to the board
input are obtained from a process similar to the analysis case.

Subroutines were developed in the computer programs SANE (Appendix A) and
SANE-PODCON (Appendix B) implementing the analysis and synthesis steps discussed
in this section. In particular, equations (2.5-19) through (2.5-22) which calculate
S-matrix of microstrip patches given S-matrix of an array board with feed lines are

implemented in subroutine PREPRC in both SANE and SANE-PODCON.
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Figure 2.5-4. Steps to obtain S-matrix of antenna patches without feed lines.
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I11. Existing Methods to Compensate for Mutual

Coupling

Many techniques have been developed to compensate or partially compensate for
mutual coupling effects in array antennas. Most of these techniques, however, consider
only the element coupling and neglect the second order effect of feed coupling. In
addition, many techniques are applicable only for a specific array geometry or for
specific radiating elements. This chapter presents a review of some existing

compensation techniques.

3.1. Compensation by an Added Network

Perhaps the most popular method to compensate for mutual coupling is to place
a network between the array element network and feed network. The simplest of such
networks are circulators and isolaters [H-11). However, these networks have power loss

in reflection [H-4] and are non-reciprocal causing difference on transmit and receive.
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They are also expensive components. A more practical method to compensate for
mutual coupling is to place a matching network between the array and the feed network.

Hannan, et al. {H-4] developed a theory that accomplishes impedance matching
using networks that connect feed lines. The theory was derived from the proof by
Hannan [H-3] that for an infinite array it is possible to match all elements over all scan
angles for a single frequency and polarization.

Andersen and Rasmussen [A-2] presented an example for synthesis of a connecting
network applied to a finite array. Their technique uses a network that has the negative
of the impedance matrix of the array elements. The network is connected in series with
the elements which reduces the impedance matrix of the overall network to zero. For
the connecting network to be lossless and passive it requires that the element impedance
matrix be purely reactive. This is accomplished by changing the array geometry. A two
element experiment showed a verification of the technique. However, for a three
element array complete compensation was not achieved because reactive mutual
impedance between two outer elements and adjacent elements cannot be obtained
simultaneously.

Davies [D-3) presented an application of a matching network at the input ports of
a Butler matrix network. He showed that for the case of small circularly symmetric
planar arrays such as those used as feeds to reflector antennas, mutual coupling
compensation can be accomplished by a set of fixed phase shifts. This is achieved by
breaking down the array excitation into series of orthogonal circularly symmetric phase
modes, and impedance matching phase mode ports with phase shifters. He claimed that
these networks are independent of changes in the excitation which are necessary to scan
the main beam.

The compensation techniques discussed above are all based on the knowledge of

coupling coefficients between antenna elements. Another approach to mutual coupling
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compensation is to use the radiation pattern of the array. Davis [D-9] showed that
element currents in an N-element array can be approximately determined from the
magnitude and phase of the radiation pattern at N points. This calculation assumes that
active element patterns are similar for all elements. Using the calculated currents,
attenuators and phase shifters are added between the elements and the feed network to
correct for the error in the currents. As it will be shown later in Section 5.4 this process
is nonlinear. Thus, the correction to the element currents must be done iteratively.
Davis applied the pattern analysis technique to synthesize a 35 dB Dolph-Chebyshev
pattern using an 8-clement array. Using the technique the side lobe level were reduced

from -26 dB to -31 dB after several iterations.

3.2. Compensation by Feed Network Modification

The methods treated in Section 3.1 compensated for mutual coupling by adding a
network between the elements and feed network. In this section, we review methods
which allows synthesis of feed networks that include mutual coupling compensation.
Kang and Pozar [K-2] developed two techniques to determine terminal voltages required
to produce the desired element currents using moment method impedance matrices of
array antennas. Then, the calculated voltages and desired currents can be used to design
a feed network. The first technique compensates for mutual coupling by point matching
a desired pattern in a given plane. A more complicated second technique, on the other
hand, corrects the pattern over all space. They show a numerical example of synthesis
of a 30 dB Dolph-Chebyshev endfire pattern using an array of eight parallel dipoles.
Application of these techniques, however, may be difficult for some radiating elements

since the techniques require a moment method impedance matrix of the array. Also the
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techniques neglect the feed network coupling effect which may be significant in a low
side lobe pattern.

Another technique presented by Elliott and Stern (E-1] compensated for mutual
coupling using microstrip dipoles which are fed with electromagnetically coupled feed
lines. In this technique the spatial relation between the dipoles and the feed lines, the
length of dipoles, and location of dipoles are design variables. The self impedance and
mutual impedance of the dipoles are functions of the design variables which were
determined by measurements. Using these functions, a multivariable equation can be
solved for the design variables given a desired radiation pattern, and then realized by the
geometry of the array. Experimental verification of the theory was achieved with a 32

element dipole array [S-3].

3.3. Other Mutual Coupling Compensation Techniques

There are many other compensation techniques that are specific to array
architecture. For example, mutual coupling compensation can be accomplished by
software for a digital beam forming (DBF) array [S-6,H-5]. In a DBF array, the received
signals are detected and digitized at the element level. The digitized signals are then
processed using digital computer to form a desired radiation pattern. Steyskal [S-6)
showed that when the amplitude and phase of signals at each element in an array as well
as coupling coeflicients between elements are available such as in a DBF array, coupling
effects can be cancelled by taking the inverse of the coupling coefficient matrix and then
multiplying the inverted matrix with the signals at each element. Herd [H-5] used this

technique for an eight element array to reduce the side lobe level from -20dB to -30dB.
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IV. Feed Configurations

4.1 Introduction

To compensate for mutual coupling the system of nonlinear equations derived in
Section 2.4 must be solved. These equations, however, cannot be solved until the form
of the scattering matrix [S¢] is specified for the physical configuration of the network.
In this study we considered three types of feed network architectures that involve the
following basic building blocks: attenuator/phase shifter network, variable power divider
network, and transmission line network. This chapter develops the mathematical
representations necessary to solve for compensation. In general, these networks will be
considered as ideal in the sense that ochmic loss in transmission lines and phase shifters
are ignored, and mismatch in the phase shifters and attenuators are also ignored.
However, for the attenuator/phase shifter network, the non-ideal parameters of the

device will also be discussed.
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4.2 Using MCAP to Study Feed Components

The Microwave Circuit Analysis Program (MCAP) which was originally written
at Indian Institute of Technology, Kanpur, is a general purpose program for microwave
network analysis [G-1]. The program has been modified at New Mexico State University
Physical Science Laboratory to enhance its capability. The modifications are discussed
in detail by Henry and Jedlicka [H-1]. Many such microwave CAD codes exist, but this
one is available at no cost and is documented in [G-1). Access to the source code
permitted the modifications.

MCAP evaluates the scattering matrix of an overall network given the
S-parameters of individual components in the network. This is basically a computer
implementation of the interconnected network equation in (2.1-9). The program is
equipped with mathematical models of various stripline and microstrip components.
These models evaluate the S-parameters of the components from their physical
dimensions and their characteristic impedance. The standard components available in
MCAP include transmission line se;.ction, step in the line width (impedance step), bend
in a line at an arbitrary angle, T-junction, coupled lines, series impedance and
admittance, and shunt impedance and admittance. In addition, user supplied S-matrices
for networks with up to 10 ports can be specified as components. After the evaluation
of the overall S-matrix, the program calculates the wave variables and corresponding
currents at all internal ports when an external port is connected to a generator with the
value G = 1/0° and all other external ports are match loaded which is an implementation
of (2.1-21) and (2.1-22).

MCAP was used extensively in our study to analyze antenna element currents from

measured S-parameters of the antenna elements and feed networks. For example, an
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eight element array can be treated as a combination of elements, a feed network and a
generator. The internal ports for this network are the element input ports and the feed
network output ports which are connected to each other. The element currents are
calculated at the junctions between the element ports and feed network output ports
using MCAP. The program was also used to investigate and verify the S-parameters of

compensation networks.

4.3 The Attenuator/Phase Shifter Compensation Network

The basic configuration of the network consists of an attenuator in series with a
phase shifter as shown on Fig. 4.3-1. The attenuator reduces the magnitude and the
phase shifter alters the phase of the signal. The series combination of these two devices
provides the required complex control of the signal flow to compensate for mutual
coupling. The scattering matrix of an ideal attenuator/phase shifter is given as [S-1}

0 Ac™®

S P 4.3-1
[ ] Ae® o ( )

where A is the attenuation and ¢ is the phase delay. This equation assumes that both
the attenuator and phase shifter are matched, so that no reflection occurs (S, =0). It
also assumes that the attenuator provides only attenuation and no phase delay, and that
the phase shifter provides only phase shift. In the subsequent analysis, the ideal
performance via (4.3-1) is assumed. However, representation of non-ideal performance
is discussed next for completeness.

In practice, neither the attenuators nor the phase shifters are ideal devices. The

attenuator introduces some phase shift and mismatch. Similarly, the phase shifter has
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Figure 4.3-1. Graphical representation of attenuator/phase shifter compensation
network.
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some attenuation and mismatch. The S-matrix of attenuator/phase shifter which

includes these non-ideal parameters was derived by Smith {S-1] as follows

[ r,Ble 2% —ABe 44 |
Fp- [ g Fra—1
AIP
ideal ] = _ 21264 (4.3-2)
[Srenian] —ABe 10+ 49 r'_____l"pA
T -1 Pl -1

where A is the attenuation, ¢, is the phase shift and I, is the reflection coefficient of the
attenuator. Similarly, B is the attenuation, ¢, is the phase shift and [, is the reflection
coefficient of the phase shifter. When mismatches of these devices are small enough

such that they can be neglected (I', = ', = 0), the S-matrix reduces to

(4.3-3)

[Sao rismaicn ] = [

0 A Be-j(¢. + ¢p)
ABe'j(¢' +¢p) 0

From this we see that phase shifter loss can be lumped with the attenuator and
attenuator phase shift can be lumped with the phase shifter. Interconnecting
transmission loss and phase shift can be handled similarly.

In the experiment associated with this project, the S-matrix of the form (4.3-3) was
utilized to realize required attenuation and phase shift by the combination of an
attenuator and a section of coaxial cable. It is usually difficult to obtain an attenuator
with the exact value required for the compensation. One can use precision variable
attenuators to obtain exact values. However, they are not practical in a permanent
configuration. In the compensation experiment associated with this project a fixed
attenuator was chosen to approximate the required attenuation. Then a section of

coaxial cable was cut to realize the required phase shift and remaining attenuation.
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4.4 Variable Power Divider Network

The variable power divider network compensates for the mutual coupling in a very
different way from the other two methods discussed in this report. Unlike the
attenuator/phase shifter (Sec. 4.3) or transmission line (Sec. 4.5) networks, the power
divider network is itself a feed network. In this compensation technique, the feed
network and the compensation network are synthesized simultaneously. Only a
knowledge of the S-matrix of the antenna elements is required to solve for the
compensation network.

A general representation of a 2-way variable power divider network is shown in Fig.
4.4-1. The network consists of two parts, a variable power divider and a section of
transmission line. The amplitude control of the output signal is achieved through power
division instead of attenuation. A separate control of phase is necessary since the power
dividers are phase balanced. This network has a definite advantage over the
attenuator/phase shifter network from an efficiency standpoint since power dividers are

ideally lossless.

4.4.1 S-matrix representation of power divider network

In order to solve for the power divider compensation network parameters, it is
necessary to know the S-parameters of the network in terms of K, the fraction of input
power transmitted to output port 2. We will assume that all input power is split between

the two output ports as follows:

P, =(1-K)P,
(4.4-1)
Pz = Kpm
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Figure 4.4-1. Graphical representation of the 2-way power divider network.
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where P, and P, are the output powers from port 1 and 2, respectively, and P, is the

input power to port 3. The power flowing into port i is related to the wave variables as
P, =aa; — bb; @.4-2)
Then (4.4-1) can be expressed as

b,b; — a,a; = (1 — K)(aja; — byb;)

. . . . (4.4-3)
byb, — aja, = K(aja; — byb,)

In general, a three port device such as a 2-way power divider has an S-matrix of the form

sll Sl2 le

[s*°] =15y S Sn (4.4-9)
S31 S3;2 Sy

where [b] = [S™][a]. We assume that port 3, the input port, is matched so that

Sy = 0. When port 1 and port 2 are match loaded, a, = 0 and a, = 0, (4.4-4) becomes

b, Sit 843 Siaf| O
by =[S S22 S;|| 0 (4.4-5)
b, S; S;3 0 ||a

and (4.4-3) becomes

b,b; = (1 — K)a,a,

. . (4.4-6)
b,b, = Ka;a;
since by = 0 from (4.4-5). Using (4.4-6) equation (4.4-5) can be expanded as
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Tanbran dee Clariwlisw ccalia? ol .

b .
s,,=;§-=,/1-xe’¢w

b _ (4.4-7)

With these results and the application of the reciprocal property of power dividers,

(4.4-4) becomes

S" S‘z \/ l - K ej¢“
[s°P]= Si S, JK e (4.4-8)

J1=-Ke¥s K¢ 0

The remaining four S-parameters can be solved for using the unitary property of lossless

networks which is

N . 1 for j=k
Zsjiski = . (4.4-9)
il 0 for j#k

Forj=1and k=3,
S /1-Ke?2 458, /Ke*s=0 (4.4-10)

Solving for S,, gives

Suyl-K P19

Sy =— Y @.4-11)
Next, for j=k=1 in (4.4-9),

S, ST + S8+ 1 —K=1 (4.4-12) B 4
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n‘; .

Substituting (4.4-11) into this gives

|
S, St + _Suyvl-K P —¢n) _Suyl-K e iPu-dn |
JK JK
- . 1-K .
: snsn'*'Tsnsn"K
- KS,,S;; + (1 — K)S,, Sy, = K?
Slls:l = Kz
t §,, = Ke/*n (4.4-13)
Using this in (4.4-11),
. S,y = — /K(l - K) @n+enu—en (4.4-14)
Similarly, for j=k=2,
= $13S12+ S35 + K =1 (4.4-15)
Using (4.4-14) in this and solving for S,,,
S3282=1-K - 5,,5;;
=]—-K-K(1-K)
=1-2K+K?
=(1-K)
. . !
S, = (1 — K)e¥s (4.4-16)
2
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Finally, for j=2 and k=3 in (4.4-9) and using (4.4-7) and (4.4-14),

$21S31 + 522532 =0

— JE(1 - K)¥n=90 4 (1 —K)/K ®a=)

Puu—Pun=0n—9xn

é1=¢xn (4.4-17)

Combining the forgoing results of (4.4-13), (4.4-14), (4.4-16) and (4.4-17), the scattering

matrix of the 2-way power divider of (4.4-8) becomes

Kei®n
[sPD] I meﬂﬂx +é13—on)
[T

- mej(¢u +é13-¢n) ﬂeﬂn
(1 — K)en JK ¥ (4.4-18)
JK %> 0

Adding a section of transmission line of length ¢ to port 2 of the power divider for phase
control as indicated in Fig. 4.4-1 yields the complete S-matrix for the variable power

divider network

Keu
[SPD] = | - /K(l - K) ej(¢" + @13 = dn—p0
JI-Ke*»
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. - mei@u +é13~ ¢ —A) JI_-TI(—ej¢"
= (1 — K)ef#u =260 JK ei®n—0 (4.4-19)
JK én—p0 0

4.4.2 Physical realization of the variable power divider

Many types of power dividers using microstrip technology have been discussed in
the literature and have been implemented. These power dividers can be categorized into
two groups. In 1960 Wilkinson {W-4] implemented an N-way power divider using strip
line. Unfortunately, this device provides only equal power split among the output ports.
For mutual coupling compensation variable power dividers must be used. Hanna
[H-6,H-7] has designed an N-way variable power divider by using a Wilkinson power
divider and attenuators. This design has inherent power loss in the network due to
attenuators and, thus, is not practical as a power divider compensation network. A
general N-way variable power divider does not seem to be practical.

Variable 2-way power dividers, on the other hand, are physically realizable. Branch
guide couplers and in-line power dividers discussed by House (H-2], and hybrid ring and
modified hybrid ring power dividers [A-8,A-9] are some of the common designs for
variable power dividers. In general, these power dividers realize the unequal output
power split by the ratio of characteristic impedances of transmission lines in the device.

These devices are adequate when the power ratio required is relatively small. In the case

of large power split ratio the narrow line width required for the high characteristic
impedance or the wide line width required for the low characteristic impedance would

be impractical to implement. %
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The quadrature hybrid power divider discussed by Bailey [B-2] uses the ratio of the
length of transmission lines for control of power division. See Fig. 4.4-2. In this device
an unequal output power ratio is obtained by exciting the input ports of the quadrature
hybrid with signals of equal amplitude but different phases. The phase adjustment is
made by varying input line length ¢, . Then, the signal at the output ports are the
superposition of two input signals. Any desired output signal amplitude ratio can be
achieved by selecting the proper phase difference as we now discuss.

Bailey has shown that the transmission line length ¢, is related to the output power

ratio by

2/ / P
Oy= -7'3- arctan —P—'- - (4.4-20)
2

The output powers at each port are related to the fraction K by (4.4-1). Thus, the length

of the line required is expressed in terms of K as

1-K
K

p24
¢y =—x—arctan (4.4-21)

When a 4/4 quadrature hybrid is used (¢, = 4/4), the equation simplifies to

l,= -2—'1“- arctan, / L_—E_K_ : (4.4-22)

The value for ¢, is discussed in the next subsection.

4.4.3 Verification of power divider network by MCAP

Before we can proceed to synthesis using power divider networks, it is necessary to

confirm that the network has acceptable bandwidth. Also, the three phase variables in
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Figure 4.4-2. The quadrature hybrid power divider discussed by Bailey [B-2).
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(4.4-18), ¢,,, 9,, and ¢, which depend on the physical configuration of the network
must be obtained. We investigated these points using MCAP.

Figures 4.4-3 and 4.4-4 plot the magnitude and phase response of quadrature
hybrid power dividers as a function of frequency calculated with MCAP. These power
dividers are designed for 2733 MHz center frequency using 1/16 inch substrate with
relative dielectric constant ¢, = 2.5 . Four cases are considered: 1) K=0.4, 2) K=0.25,
3) K=0.1 and 4) K=0.01. The magnitude of the computed output power ratio plotted
in Fig. 4.4-3 shows that the output remains close to the design values of K over about
10 % bandwidth. One the other hand, the phase plot in Fig. 4.4-4 shows that for the
extreme case of K=0.01 the phase difference between the two output ports deviates
from zero for operation off of the design frequency. Thus, some caution must be used
when a large power ratio is required for the compensation network.

Next, the phase variables must be determined. In the case of the quadrature hybrid
power divider, the length ¢, in Fig. 4.4-2 is the only variable undefined. It would be
reasonable to assume that the phase variables depend on the line length. Indeed, this
is confirmed by MCAP as we now show.

From (4.4-18) the S-matrix for the variable power divider has the following phase

components
én R—@y+P3—d3 o3
[ST2] = | n— b1 + b13— d25 én ®2 (4.4-23)
d13 é13 0

For the case f¢_ =0, the phase of S-parameters are calculated by MCAP as
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Figure 4.4-3. Magnitude response of the 2-way variable power divider in Fig. 4.4-2
for K=0.4, K=0.25, K=0.1 and K=0.01 designed for 2732 MHz
as a function of frequency. The substrate is 1/16 inch with ¢, = 2.5 .
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Figure 4.4-4. Phase response of the 2-way variable power divider in Fig. 4.4-2 for
K=04, K=0.25, K=0.1 and K=0.01 designed for 2733 MHz as a
function of frequency. The substrate is 1/16 inch with ¢, = 2.5 .
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Equating (4.4-24) with (4.4-23) it is seen that

¢ =0
P13 =n/2 for f¢. =0
$23 = =/2
Forﬂ(e=%,
-0 O
[/s_PE]pe,-§= 0-=0
0 0 O
and
dppu=—n
$13=0 for B c=%
¢23=‘0

Comparing between (4.4-25) and (4.4-27) it is seen by inspection that

¢y = -ZB(c
13 =5 = Be.
$23 = %’ - B(c
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Using the above result in (4.4-19), the S-matrix for the variable power divider network

can be rewritten as

K e-ﬁﬁ*’ <

[$] = | - JRA Ry 04
JI=K &7 %

— JRA=K) #0440 [TTK 50|
(1= K)e 2t [R el TP+ (4.4-29)
JK (T P+ 0

We see from this result that Z, acts to control the phase at both output ports 1 and 2.

4.5 Transmission Line Network

The third device considered for the mutual coupling compensation network was a
section of transmission line. In this technique the transmission line is placed between
the feed and the array networks as in attenuator/phase shifter compensation. The form
of the S-matrix, however, is quite different in the two cases. Unlike the attenuator/phase
shifter case, a section of transmission line cannot be matched to the array network and
the feed network unless its characteristic impedance is the same as that of the networks.
Thus, for this technique both the transmission coefficient and the reflection coefficient
must be considered, even for an ideal line.

Figure 4.5-1 shows a typical microstrip line with characteristic impedance Z and

length ¢. Smith [S-1] has shown that this general line has the S-matrix
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Figure 4.5-1. Transmission line characteristic impedance network.
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[s7]- [r T] 45-1)

TTr
where
I’ = reflection coefficient
- j sin p(Z* - Z)) (4.5-2)
2ZZ, cos ¢ + i(Z* + Z2) sin B¢
and

T = transmission coefficient
= 227, (4.5-3)
227, cos B¢ + j(Z* + Z2) sin B¢

Z, in the above equations is the normalization impedance of the feed network and the
antenna array. In microstrip networks Z, = 50Q is usually used.

There are many empirical equations that relate the characteristic impedance of a
microstrip line to the physical dimensions of the line. The expressions given by Wheeler

{W-5] and Schneider [S-11] are

Sh W
J;m(w+4h) for Wh< 1
Zy = -1 (4.5-4)
3/221' [Xh"—+ 1.393 + 0.667 ln(-%v—+ 1444)] for Wh> 1
Ere

where W is the microstrip line width and h is the substrate height as illustrated on Fig.

4.5-2. The effective relative dielectric constant is given by [W-5]
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Figure 4.5-2. The geometry of a microstrip line.
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e+l g1 -
tn=—g—+ - (1+ 49+ ) (4.5-5)

2

These two expressions are reported to have a relative error of less than two percent
[G-1).

There are many other two port networks which can be used in place of the
transmission line as a compensation network. We have considered four other passive
networks: series impedance network, shunt admittance network, shunt connected open
ended stub network and shunt connected short circuited stub network. These networks
ars shown in Fig. 4.5-3. The expressions for the transmission coefficients and the
reflection coefficients of these networks are given by Gupta [G-1]. For the series
impedance network,

1 Z
r'= m (4.5-6)

and

St 27,

- 4.5-7)

Where Z is the impedance of a component connected in series. The shunt admittance

network has very similar expressions as the above two:

2Y,
v (439)
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(a) (b)

(c) (d)

Figure 4.5-3. Four other networks considered: a) a series impedance network, b)
a shunt admittance network, c) a shunt connected open ended stub
and d) a shunt connected short circuited stub.
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where Y is the admittance of a component connected in shunt with the ports. As in the
case of first two networks the shunt connected open ended stub and the shunt connected
short circuited stub have similar expressions for the reflection coefficients and the

transmission coefficients. For the former network the coefficients are given by

oS Zo tan ﬂ{
T =—Z anprriz (4.5-10)
and
198 12Z @.5-11)

T “Zytan pl +j2Z

where the stub has the characteristic impedance 7 and the length ¢ . For the latter

network,

Z,
= Zo +Z tan p¢ (4.5-12)
S ]2Z tan BZ
T =z unfe (4.5-13)
where Z and ¢ are defined as before.
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V. Compensation with an Attenuator/Phase Shifter

Network

S.1 Introduction

In this chapter the system of nonlinear equations derived in Section 2.4 will be
solved for a specific compensation network using the S-matrices obtained in the previous
chapter. The first type of compensation network considered uses the attenuator/phase
shifter network. This technique was discussed exfensively by Smith {S-1}. He has
successfully solved the equations using computer program Synthesis of Array with
Network and Element Coupling (SANE).

In the first stage of a companion experiment at New Mexico State University the
attenuator/phase shifter network was used to verify the mutual coupling compensation
technique. This network was selected because it is simple to implement and the
S-parameters of the compensation network can be easily measured. The attenuator

phase shifter network is also the simplest to deal with theoretically.
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We begin this chapter with the derivation of nonlinear equations specific to the
attenuator/phase shifter compensation network, followed by a discussion of the physical
constraints imposed on compensation network variables. Then, the relationship between
the generator phase and power efficiency of the attenuator/phase shifter network is
shown. Finally, the nonlinear property of attenuator/phase shifter compensation

network is demonstrated.

5.2 Nonlinear Equations for an Attenuator/Phase Shifter Network

This section develops a reduced set of nonlinear equations for the attenuator/phase
shifter network. The scattering matrix for a single attenuator/phase shifter combination
was derived in Section 4.3. The S-matrix of an N element array, [S*], and the S-matrix
of N-way feed network, [S*], are assumed to be known. Thus, in Fig. 2.4-1 and (2.4-14)
and (2.4-15) we are assuming M =N. Figure 5.2-1 shows the structure of the
compensation network for the N element array. The complex variable X, represents the
combined effect of an attenuator and a phase shifter between port i and port N+i.
When ideal devices are assumed, the magnitude and the phase of X, represent an

attenuator and a phase shifter, respectively. The S-matrix of this network is given as

c. |01 XM
(S°]= N (5.2-1)
[X71 [0]
where
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Figure 5.2-1. Attenuator/phase shifter compensation network for an N-element
array.
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X, 0 0 0 |
0 X, 0 0
xXM={0 0 X, .. 0 (5.2-2)
0 0 0 Xy
- .

Substituting [S€} into (2.4-15) the equations reduce to

0=-U, + X,bf
0 = —U2 + XzbzA

(5.2-3)
0 =~Uy + XnbR

Remeniber that {U,} are intermediate unknowns representing reflected waves from the
compensation network to the feed/generator network. It is clear from the above

equations that the variables {U,} are related to the unknowns {X;} by

Uj=Xb' forj=1..N (5.2-4)

Substituting (5.2-1), (5.2-2) and (5.2-4) into (2.4-14) and noting that S¢y,, =X, for k=1

and zero for k # i the nonlinear equations become

N
0=—af + X,c['® + Zsi‘;""x,ijf‘ fori=1..N (5.2-5)
jm1
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In the essence, N + M = 2N nonlinear equations have been reduced to N equations due
to specific structure of the attenuator/phase shifter scattering matrix [S<]. This result
can now be solved using numerical techniques.

Since (5.2-5) imposes no constraint on the range of X,, it is possible that a solution
represents a physically impractical network such as an attenuator with a value greater
than unity. Such a network represents gain that requires the use of active components,
which increases the complexity of compensation network.

The use of active components can be avoided by reducing the magnitude of
attenuators. It is tempting to correct this situation by normalizing the variables.
However, this cannot be done because of nonlinear nature of the system of equations
[S-1, Sec. 6.2]. Smith has solved this problem in SANE by varying the magnitude of
generator G until the largest magnitude of (X} becomes close to unity within a specified
margin. This is accomplished by adding a constraint to the nonlinear equations which

can be written as
l.O-s<max{|Xi|} <10 (5.2-6)

where ¢ < < 1. This ensures that the variables {X,} represent attenuation. The left hand
side of the inequality eliminates one attenuator from the compensation network by an
appropriately small ¢ . In other words, at most N — 1 attenuators and N phase shifters
are required to compensate for mutual coupling in an N element array and N-way feed

network.
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5.3 Relation Between Compensation Parameters and the Generator Phase

The nonlinear equations contain one more variable which can be varied to optimize
the compensation network for power efficiency. The variable is the absolute phase of
desired element currents. Equivalently, the phase of generator G can be varied to give
the same effect. Unlike relative phase differences among element currents which steer
main beam, the absolute phase of the currents have no effect on the radiation pattern.
However, the solution values for {X.} to (5.2-5) change with the absolute phase, as we
now illustrate with an example.

The change in the solution vector with respect to the absolute current phase can
be illustrated with a two element array antenna. Consider a two element array with
d = 0.44, element spacing. Also assume that the elements have -10 dB mutual coupling
with -fd phase shift, -17 dB mismatch with -90° phase shift, and are fed by an ideal tee

as shown in Fig. 5.3-1. The S-matrices of the elements and the feed network are

aa | 0-00000-j0.14142 -0.25583 - 0.18587
[s*]= (5.3-1)

| —0.25583 — j0.18587  0.00000 — j0.14142

[ —0.50000  0.50000 0.70711
[sFj=] 0.50000 -0.50000 0.70711 (5.3-2)
0.70711  0.70711 0.00000

Suppose the desired currents for the array are

I, =1.0/0.0
(5.3-3)
I, = 1.0/ =90.0
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Figure 5.3-1. Two element array antenna example with -10 dB mutual coupling
with -Bd phase shift between antenna elements and -17 dB mismatch
with -90° phase shift.
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This excitation gives a sum pattern with main beam steered to 51.3° off broadside.

The required compensation network variables were solved using SANE for the
generator phase between 0° and 180° for every 5°. Figure 5.3-2 shows the magnitude
and phase of variables {X;} with respect to the generator phase. The plots clearly show
the variations of {X,} with generator phase. Figure 5.3-3 shows the generator magnitude
required to excite the elements at the desired currents while keeping the peak |X,| at
unity; this generator magnitude with the generator phase of Fig. 5.3-2 produces the
required element currents (5.3-3). The generator magnitude can be interpreted as being
a measure of the efficiency of compensation network, the lowest generator magnitude
being most desireable. In the array considered, the compensation network is most
efficient at /G=~120° because it requires the minimum generator magnitude. On the
other hand, the compensation network is least efficient at /G~45°. Comparison of Figs.
5.3-2 and 5.3-3 shows that the lowest generator value and the lowest attenuator setting
occur together (at the same /G). This property is seen only for certain 2-element arrays
and cannot be generalized for N-element arrays.

The calculated difference in gain from the most efficient to the least efficient
compensation networks is 1.9 dB. The difference is small in this case. However, for an
array with large number of elements the difference can be significant. For example, an
eight element 35 dB Dolph-Chebyshev array used in the experiment (described in
Chapter 8) has 4.5 dB difference in gain from the least efficient compensation network

10 the most efTicient.
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Figure 5.3-3. The required generator magnitude with respect to the absolute phase
of the generator for the two element array example of Fig. 5.3-1.
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5.4 The Nonlinear Property of Attenuator/Phase Shifter Compensation

In attenuator/phase shifter compensation, the value of compensation variables
required for a given antenna array are unpredictable and are often surprising. This
phenomenon was shown with a simple numerical example by Smith [S-1, Sec.6.2] and is
demonstrated here with a similar example. Consider the array used in the previous
section (shown in Fig. 5.3-1) which is represented by the S-matrices (5.3-1) and (5.3-2).

Analysis of the array/feed combination using MCAP gives the following element

currents:

1, =0.91767 | 14.61°
I, =0.91767 | 14.61°

(5.4-1)

These excitations have equal magnitude and equal phase because both the feed and the

element coupling are symmetric. Now suppose the desired currents for the array are

1, = 1.00000 | 0.0°

(5.4-2)
I, = 1.00000 | —90.0°

which are the same as in the previous section. This excitation is not symmetric and if
realized would give a main beam at 6, = 51.318° from broadside.
Intuitively, one would think that the compensation network requires only —90°

phase shift for element 2 since the magnitudes of the uncompensated currents are

identical for both elements. According to the plots in Fig. 5.3-2 calculated using SANE,
however, an attenuator and a phase shifter are required for the element 1 whereas only

a phase shifter is required for the element 2. In addition, the difference in the required
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phase shifts between element | and element 2 is not 90° . For example, the required

compensation variables for /G = 0° obtained using SANE are

X, =0.76154 | 9.80°
X, = 1.00000 | 258.32°

(5.4-3)

Clearly, an attenuator is required only for element 1. It is also apparent that the
difference in phase shifts is not 90.0° .

The above example demonstrates how the unexpected can happen even for simple
arrays. Since this property is not directly apparent, we present a treatment of how the
compensation network affects the currents in the antenna element in a step by step
fashion for the various coupling mechanism.

In general, the S-matrices of two element array, feed and attenuator/phase shifter

compensation networks (see Fig. 5.4-1) can be represented as

(5.4-4)

[s]-| .,

S Sh Sh
[s7]=|s5 s% sh (5.4-5)

F oF oF
S31 S3z S3;

(0 0 X, 0]
0 0 0 X,
[s°]= (5.4-6)
X 0 0 o0
0 X, 0 0
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5.4.1 Matched Case

The nonlinear effect can be demonstrated without including mismatches. In fact,
even for the two element case tracing individual signals becomes very involved with
reflections present, so we neglect them for this discussion. The compensation network
is assumed to be matched to the antenna and to the feed at the respective ports. The
generator is also assumed to be matched to the feed. Thus, S4=S4=0 and
Sf, = S5, = S§, = 0. It is physically impossible for multiport networks other than two port
networks to have all ports matched. However, this constraint is neglected in the feed
network assumptions to simplify the analysis. Under these assumptions, there will be no
reflected waves generated at the junctions between antenna elements and feed, and
between feed and generator.

Using the above S-parameters, the current in antenna element 1 can be represented

as an infinite sum of circulating currents that are shown in Fig. 5.4-1:

I, = X,S5G — S8, X,85,G + XS5, X,S%X,85,G — ShX,SHX, 50 X,85,G + -

N n n (5.4-7)
- Z(Xlsflxzs?z) XxS;G - (SzAlszfle) S-‘,A,Xzssz
n=0

Assume that the antenna and the feed are reciprocal networks.

A A
512 = 521

(5.4-8)
Sty =S5,

Then, (5.4-7) can be rewritten as
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-Z (X,SEX;S5) X,S5,G — (X,S5,X,55) S4X,S5,G
= Z X S X2S X SJIG S X2S3zG)

. n
= (xls:l;l - Xsz‘zsan)GZ(X.Xszsz‘z)
n=(

Showing the first term of the summation explicitly,

oo‘. n
I (X SJI - X2S 532 [l + Z(xlx2sfzslA2) ]

= X,S5,G = X,S485,G + (X,SF, — X,545%) GZ X X;SES8)

Nm}

The current at element 2 can also be expressed in similar way.

o0
n
L = X,S5G — X, SAS5,G + (X85 - X, SASE)GY (X, X,ss1h)

Na=]

These current expressions consist of three terms:

I = ligean — lantznmeoupling + I coupling
where

F
Iy ideat = X,53,G
A oF
I} antenna coupling = X251283,G
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(5.4-10)

(5.4-11)

(5.4-12)

(5.4-13)

(5.4-14)

100

PO

.




= n
i fun coupling = (X|S§1 - Xzsf‘zS?z)GZ(x,xzsfzs;‘z) (5.4-15)

Na=|
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for the current in element 1.

The first term I, is the current (in the case of element 1) that would be present
in element 1 if no mutual coupling were present anywhere in the system. This current
is directly proportional to the coupling from input to output of the feed network
(represented by S§;, for element 1 and S§ for the element 2), and to the magnitude of
generator, G. This ideal current can be changed by the attenuator and phase shifter
values in a linear fashion (i.e. 1 dB increase in attenuation reduces the output currents
by 1 dB).

L ntenne coupiing 1S the contribution to the current (in the case of element 1) from antenna
element 2 through antenna coupling. It is the current contribution when there is mutual
coupling between antenna elements but no coupling exists in the feed. This is similar to
the case of independent generator excitation as discussed in Sec. 2.3.1. The actual

element current in such a system is the sum of I, and —I wpiing: | is a

negative current because it circulates in the opposite direction from I,.. In this case,

the equations (5.4-13) and (5.4-14) show a linear dependence on unknown {X,}. Thus,
the compensation network can be calculated by simply solving a system of linear
equations.

' For the third component, I, guung t0 be nonzero the two output ports of the feed

network must not be isolated from each other; i.e., ST, = S, # 0. The coupling between

these two ports introduces a feedback loop in the system which makes the current a

nonlinear function of compensation variables. This is seen in (5.4-15) by the presence
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of the products X,X,. Obviously this term is not present if either antenna coupling,S4

or feed coupling,S%, is zero.

5.4.2 Comment on generator excitation dependence

It should be noted that the required attenuator variation with respect to the
generator phase as discussed in the previous section does not occur in this particular
array. For example, suppose the two element array in Fig. 5.3-1 has matched feed and
element ports. The desired element currents are those of (5.3-1). The requireed
compensation variables as with respect to generator phase calculated from SANE are
shown in Fig. 5.4-2. Clearly, the required attenuators values remain constant as the
generator phase is varied. The required phase shifters, on the other hand, show the
dependence to the generator phase similar to the case in the previous section. The
efficiency of the compensation network also varies with respect the generator phase. This
is demonstrated in a plot of the required generator magnitude versas the generator phase
shown in Fig. 5.4-3.

This phenomena, however, cannot be generalized to array with larger number of
elements. In the case of a N-element array, the generator phase effect on the attenuator

values can be observed even when all the elements and feed ports are matched.

5.4.3 Mismatched case

The preceding current analysis assumed that all network components are matched.
When mismatches are introduced, the incident waves at each junction will be split to two
components; reflected and transmitted waves. Thus, the current expression cannot be

written in simple summation form. However, it can be generalized from the matched case
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Figure 5.4-3. The required generator magnitude with respect to the absolute phase
of the generator for the two element array with matched element and
feed ports.
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that even in the unmatched case nonlinearly will occur when feed network coupling is

present.
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V1. Synthesis with a Power Divider Network

6.1 Introduction

The second type of compensation technique considered uses a variable power
divider network. Smith [S-1] has originally treated this problem using the general
nonlinear equations of (2.4-14) and (2.4-15). These equations were solved by Smith
using computer program SANE-GECON, Synthesis of Array with Network and Element
Coupling for General Compensation Network [S-1]. Though the solution vectors were
found for different cases of mutual coupling and desired element excitation, the program
converged with difficulty. Convergence problems are common in the solution of
nonlinear equations. As we found with the attenuator/phase shifter compensation
network in Chapter 5, a general solution technique cannot be applied directly to solve
the nonlinear equations. We must include the specific nature and the physical
constraints of the compensation network before solution is attempted.

In this chapter we first present three preparatory steps necessary to solve for the

power divider compensation network using numerical techniques. First, the
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S-parameters of an N-way power divider are derived. Then the nonlinear equations are
simplified for the power divider network. Finally, the initial guess for the solution vector
which plays important role in the numerical technique is discussed.

The steps described in this chapter were used to develop the computer program
SANE-PODCON, Synthesis of Array with Network and Element Coupling for Power
Divider Compensation Network; see Appendix B for the details. This program converges

much faster than SANE-GECON for various cases of mutual coupling.

6.2 N-way Power Divider

Before we can proceed with the synthesis of the power divider network, it is
necessary to look at the implementation of an N-way power divider. We choose a power
divider built up from 2-way power dividers. This is done because only 2-way variable
power dividers are available (see Sec. 4.4.2). In this section, the S-matrix of a 4-way
power divider is derived from known results for 2-way power dividers. Then, the result

is generalized to the S-matrix for N-way power dividers.

6.2.1 S-matrix representation of a 4-way power divider

The 4-way power divider is modeled from three 2-way power dividers as shown on
Fig. 6.2-1. S-matrix representation of a 4-way power divider can be obtained from the
S-matrices of 2-way power dividers using the matrix connection technique discussed in
Section 2.1. The 2-way power dividers are represented by [S@L] , [S#R] and [S$#<] for

the left, the right and the center power divider, respectively. The superscript (2) in the
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Figure 6.2-1. Implementation of a 4-way power divider network from three 2-way
power divider networks.
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notation indicates a 2-way power divider. These matrices are of the form (4.4-18) and
they can be realized as discussed in Section. 4.4.2.

The combined S-matrix for the 4-way power divider is

[s] o o
[s9]=] o [s®*] o (6.2-1)
0 o [s¥°]

Rearranging the S-parameters for the internal and external ports gives

[se-[ 5 o
| Scp Scc

- y
]

ssP 0 0 o0 's® o o0 o
sPsP0 0 o0 isP0 o0 o
0 0SHRsUR o0 1 0sFRo o
0 0 SS’,’RS%)R 0o S%)R 0 0 (6.2-2)
=l 0 0 0 osHo o s
sPLs@ 0 o0 o isg";’L 0 0 0
0 0 sPRsP* 0 0 s o0 o
0 0 0 0sSZ' o o s@esiac
0 0 0 0 s‘,’,’cé 0 0 sFcsc

t
b -

\
]
\
’
'
]
]
'
'
L)
'

Using the connection technique discussed in Section 2.1, the reduced S-matrix for the

4-way power divider can be calculated from
[8“] = [Sep + Spc(l" = Sco)~"'Scp ] (6.2-3)
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where the connection matrix is

0 0 1 0]
0 0 0 1
11 o o o (624
-
0 1 0 0]

- The port numbers corresponding to row/column numbers in I" are the same as the
definition used in the submatrix S, in (6.2-2). For example, row/column number 1
corresponds to port 3 of the left 2-way power divider. Note from (4.4-18) that a 2-way

C power divider has a matched input port, so that St = S@R = SE° = 0. Evaluation of the
right hand side of (6.2-3) proceeds as follows:

a (000 1 o0 |

0 0 O 1
F=Sed=1 | —sPC _s@rc
= | 0 1 —s§° —s2€|

sCs¥1 o

sAC s o

—

(M-S0 =
1 0 O

0o 1 0 0

(=
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[s97]=[Sep + Spc(T" - Sco)™'Sce ]
-
R
SO+ sHLsHCsPL s+ sPLsTCs@E  sPLsFCsP

L L L L L L R
SOt + SRLsPCSRE sPH- + st sHsHesR

R L R L R Re(2)C ()R
=|  SERsPSH SARsTCsAE SR+ sYRsHCST
R L R L R )R R
SPRACSE SPRSAICSD SR | SRGACCR)
sg)‘-sg)c ngz)l-sgzl)c SQ)RSO)C

31 V32 (6.2-5)
-

L. R L
s-sCs§ sQtsC

L. R )L
sQsCsy sPtsC

R R R R
SR 4 SARSACSAR  gARSAIC

R R R (2)R
SR 4+ SURGACSUR  gARGAIC

R
sARs@C 0

The matrix equation (6.2-5) represents S-parameters of a general 4-way power divider
network. This matrix is used as a building block for the S-matrix of an N-way power

divider network.

6.2.2 Derivation of the N-way power divider S-matrix

The results of previous section can be extended to that for an N-way power divider.
In this and subsequent sections the N-way power divider will be represented by [S™].
The network consists of two N/2 =M power dividers and a 2-way power divider as
shown on Fig. 6.2-2. Each M-way power divider is, in turn, made of 2-way power
dividers also. We must have then N — 1 2.way dividers to realize an N-way power

divider. The matrix [S™] can be written by generalization of (6.2-5) as
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Figure 6.2-2. [Implementation of an N-way power divider network from two
M-way power divider networks and a 2-way power divider network.
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S(N) s(N)
- [s™]={ [s][s (6.2-6)
[ 1o
||
where
(M)L (ML o(2)Ce(M)L (M)L (ML (ML
— SITE + STMai ST Sty ST2 - + S\ e ST Cstrara
. (M)L (ML o(2)Co(M)L (M)L (M)L (M)L
c SO + SOMe1STr Staia S22 + StmeiSTH SMat2
[sM]=
c
(M)L (ML cQR)Co(M)L (M)l- (ML  oQ)C(MIL
ST + SUs1STICSUy ) St + Shwa1STICSUT,
(M)L (ML o2)Co(MIL
. v SiM + Sime1Si SMtrm
(M)L ML () C(MIL
Som + Sg 1&“51 1 SM+1M
|
(M (MIL  oQ)Co(MIL
Smm + Syvme1S SM+I.MJ
(ML (M)R (ML (M)R (ML (M)R
S) M+ls SM+I.I S) M+|S SM+I.2 sl,M+ls SM+| M
(ML (M)R (ML (M)R (ML (M)R
szM-nsl.z Smetn S, M-HS SM+I.2 Sz,M+|S SM+1M
— [ (N)]- : : : : L
(M)L (MR ML  Q2)Cc(M)R (M)L (M)R
sM.M+lS sM+l.l SM.M+ISI M+12 - SM.M+IS SMH.M
b - %
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(MR o(2)C (ML (MR c(2)Co(ML (MR c(2)Cc(M)L
- SI.M+IS SM+1.l SI.M-HSZ,I SM+l.2 Sl.M+ls S\H)-I.M
(M)R o(2)C(M)L (MR cQ)Co(M)L (M)JR o(2)Co(M)L
g SaM+1521 SM+tan  SaM+1521 SM412 S2.M+152,1 SMt1m
3 N
{ [Siu)] =
(M)R  oQ)Co(M)L (M)R (ML (MR o(2)Co(M)L
Smm+1521 SM+1 SMm+152.1 Sme12 SMM+152.1 Smt1m
[ (MR , «(M)R (M)R MR , o(M)R o(2)Co(M)R
STPR + ST 1S Sty STPR 4 ST STCstuT,
(MR (M)R o(2)Ce(M)R (M)R (M)R o(2)Cc(M)R
821 *+S2m+1522 SMm+1n S22 +S2.!&+IS Sm+12
[siV]=
(M)R (M)R (M)R (M)R (MR JC (MR
Sm SM.M+IS SM+I.1 Sm2 + Smm+1522 Smiia
(M)R MR <()C (MR
SimM +S(|,M+IS SM+1.M
N)R M)R o(2)Cc(M)R
SiM +S(2.M+|5 Sv+1M
S(M)R + SMR (M)R
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A complete S-matrix for an N-way power divider in terms of the S-parameters of 2-way
power dividers is obtained by solving the above equations iteratively. This is done by
letting M for iteration i be N for the succeeding iteration i+ I, and solving for the new
matrix using (6.2-6). This process is continued until M =2; in other words, until the

entire S-matrix is represented in terms of 2-way power divider S-parameters.

Example: An 8-way power divider

As an example of the use of (6.2-6), let us solve for S{} , the mismatch at port 4 of
an 8-way power divider. The initial network consists of two 4-way power dividers and a
2-way power divider as shown on Fig. 6.2-3. First, we let N=8 and M=N/2=4 in
(6.2-6). S®, corresponds to the bottom right element in [Sf]:

Sea=Sea + ey STITSE (6.2-7)
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Figure 6.2-3. An 8-way power divider network example.
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The 4-way power divider on the left is constructed from three 2-way power dividers as
in Section 6.2.1 (LL, LC and LR in Fig. 6.2-3). The S-parameters for the 4-way pewer
divider in (6.2-7) are obtained from (6.2-5) or equivalently from (6.2-6) for N=4 and

M=2.
S = PR 4 sPLRGDLESALR (6.2-8)
Sea- = sPse (6.2-9)
S§i- = SO < (6.2-10)

To illustrate the notation, SP'R is used to represent S-parameter for the right 2-way
power divider which is contained in the left hand side 4-way power divider. Substituting

(6.2-8) to (6.2-10) into (6.2-7),
Sta = ST3 T + STRSEY OSP4+ ST RS Cs oSy sy (6:2-11)

where §#¢ = S@c¢ which is apparent from Fig. 6.2-3. Using the reciprocity property, the

above expression simplifies to
2 2
3 LR 2)LR Lc LR()LC C
S = S + {sPIY s + {sTRsf)Y 8T (6.2-12)

Finally, the S-parameters in (6.2-12) can be written in terms of the power ratio and

phase shift at each power divider network using (4.4-19).

STLR = (1 ~ KALR)Gi@T" -2067% (6.2-13)
SOLR o [KOLR B -2 (6.2-14)
SPLC = (1 — KPLC)i@ R -2669 (6.2-15)
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el X e s

!

SQLE o | [KDLE O™ -7 (6.2-16) -

SPICC w KAC I (6.2-17)

Substituting (6.2-13) through (6.2-17) into (6.2-12) gives

S®) = (1 — KOLR) i@ 28625

+ [ KOR HOH 4 gane)ef? 2o (6.2-18)
+ (JKOR o840 [(@IC o3 -pe g arce o™

The procedure similar to this example is implemented in SANE-PODCON to solve for

S-matrix of an N-way power divider network. --

6.3 The System of Nonlinear Equations

The S-matrix developed in the last section can be substituted to the nonlinear
equations of (2.4-14) and (2.4-15) to solve for the compensation network using power
divider networks. The important practical feature of this design is that compensation
network is contained within the feed network. By incorporating compensation at the
design stage no new elements or layouts are needed. The difference in the network with
compensation for coupling included is that the individual 2-way power dividers have

different power split ratio and phase shift values from the conventional 3 dB equal phase

approach.
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For the power divider implementation the feed network as defined in Fig. 2.4-1
reduces to a transmission line that connects to the network C as shown in Fig. 6.3-1.

The S-matrix for the feed network is then

[SF]'[ 0! ] (6.3-1)

10

It follows that M=1 for this compensation technique. Thus, for power divider
compensation the network C in Figs. 2.4-1 and 6.3-1 containes the conventional feed
junctions with compensation imbedded. The network is excited by a generator G with
reflection coefficient S¢ where wave induced by the generator, ¢S , is treated as an
unknown variable. Using (2.1-9) and (2.1-20), the feed/generator network is described
by

SF/C = §° (6.3-2)
= (6.3-3)

There is one intermediate variable in the nonlinear equation since M= 1. Then, (2.4-15)

becomes
0= Uy + SRy, bf + * + Sgys NON + Siiar e [77C +57/°U, ] (6.3-4)

The S-matrix for the power divider network derived in the previous section assumes that
the network has a matched input port (S§,,x. = 0). Then, (6.3-4) simplifies to a linear

equation of the form

N
A
U= sg-ﬂ.lb? + ng.zb? ++ s§+l,NbN = ZSEHJ . (6.3-5)

jm]
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Figure 6.3-1.  Variable power divider compensation network for an N-element

array.
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Substituting (6.3-2), (6.3-3) and (6.3-5) into (2.4-14) results

j=l ka1

N N
0=—al+ Zs-f,b,‘ + sfm,[c" + s°Zs§+, J‘b{:] fori=1..N  (6.3-6)

Thus, N+ M =N + 1 nonlinear equations are reduced to N equations. However,
(6.3-6) is not as simple as the attenuator/phase shifter equations because the
S-parameters of the compensation network, S , are related to physical parameters in
more complicated fashion as was illustrated in (6.2-18) for an 8-element array. The
nonlinear property in (6.3-6) arises from the products of unknowns S%.,,S%... In
addition, for power divider compensation, the generator value G is treated as an
unknown. Thus, the term S,,,c® also contributes to the nonlinear property of the
equation. The nonlinear equations are solved numerically by the program
SANE-PODCON using the Damped Newton’s method [D-4). A detailed description of
SANE-PODCON is given in Appendix B.

6.4 Initial Guess to the Solution Vector

In the modified Newton’'s method (which is the numerical technique used to solve
for the system of nonlinear equations) the initial guess for the solution vector is one of
the most important parameters the user must supply. Generally, a good choice of initial
guess greatly increases the probability of convergence to a solution. It has also been
proven that Newton’s method converges quadratically, so an initial guess which is close

to the solution also increases the convergence speed [D-4,J-4,J-5]. On the other hand,
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a poor initial guess could, at worst, lead to divergence from the actual solution. It is
obvious that the initial guess cannot be left to chance.

There are two requirements that the initial guess must satisfy in addition to being
relatively close to the actual solution. First, the initial power split ratio K at each power
divider must be between zero and one. This is necessary so that the power divider would
remain a passive device. The other requirement is the unitary property of a S-matrix,
which is required for the network to be lossless. Thus, the initial guess must be selected
such that the matrix [S€] satisfies these requirements.

A possible choice for the initial guess is to set the variables such that the power
divider network would produce the required element currents when there is no mutual
coupling in the antenna elements. Clearly, this choice meets the requirements discussed
above. Also, in the case where mutual coupling among antenna elements is small, the
initial network will be close to the required compensation network. In the small
coupling environment the effect on the element currents would also be small. Thus, the
required compensation network should not be very different from the initial network.

The SANE-PODCON program, which was developed at Va Tech and is described
in Appendix B, is implemented with a routine to give an initial guess using the above
procedure. In all cases tested the program converged to a solution. The program has
even converged for the experimental array described in Chapter 8 which employed tight
element spacings to intentionally increase mutual coupling between elements. In most
antenna arrays mutual coupling would be less than that of the experimental array. This

initial guess procedure, therefore, should be adequate for most antenna arrays.
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VII. Synthesis with a Transmission Line Network

7.1 Introduction

The third technique considered uses the characteristic impedance of transmission
lines to compensated for mutual coupling. Smith treated this problem by solving the
nonlinear equations (2.4-14) and (2.4-15) using SANE-GECON [S-1]. The program
converged to a solution for two element array cases. However, convergence was never
achieved for higher element number.

Initially, we anticipated that the convergence problem arose from general treatment
of the nonlinear equations by SANE-GECON since similar problems were found for the
power divider compensation network. Thus, we modified the nonlinear equations
specifically for the transmission line network (this is discussed in next section). Then a
computer program SANE-TRACON (Synthesis of Array with Network and Element
coupling for TRansmission line COmpensation Network) was developed using the
modified nonlinear equations. However, we could not achieve convergence for the cases

other than two element arrays. Although there is no mathematical proof, we speculate
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that the lack of convergence is due to a physical limitation of the network rather than
the numerical technique used to solve the equations. This remains an open question.
Since the approach used is simple and implementation is straight forward, future
attempts to find a solution are warranted. Also, an attempt to prove in general a
necessary condition for a feed network to yield a solvable compensation network would

be valuable.

7.2 The System of Nonlinear Equations

The S-matrices of a single transmission line network (discussed in Section 4.5) can
be substituted into the system of nonliner equations (2.4-14) and (2.4-15) to develop a
simplified set of nonlinear equations. As in the case of the attenuator/phase shifter
network, this is a compensation technique using an added network between the element
and feed network. The modified nonlinear equations, however, are not as simple due to
inherent existence of reflection coefficients at all ports of the compensation network.

The S-matrix of an N-element array, [S*], and the S-matrix of N-way feed network,
[SF], are assumed to be known. Thus, we are assuming N=M in Fig. 2.4-1 and (2.4-14)
and (2.4-15). The compensation network consists of N transmission lines as shown in
Fig. 7.2-1. The magnitude and phase of the complex variable X, represent characteristic
impedance and length of the transmission line between port i and i+ N, respectively.

The S-matrix of this network is given by

c [ [r [T] ]
[S7]= (7.2-1)
(1] (1]
where
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Figure 7.2-1. Transmission line characteristic impedance compensation network

for an N-element array.
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rj=§{ 0 o0 I; .. 0
0O 0 O In
L j
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T, 0 0 .. 0
o T, 0 .. 0
[T]l=] 0 0 T, .. 0
o 0 0 .. Ty

I and T, are the reflection coefficient and the transmission coefficient of i-th

transmission line, respectively. These coefficients are calculated from the characteristic

impedance Z, and and the length of the transmission line ¢, using (4.5-2) and (4.5-3).

Substituting [S¢] into (2.4-14) and (2.4-15) yields

N
O=—2a,+T+T, cf’°+Zsi':-’°U,-
=1

and

N
0=-U;+ T+ |/ + Zsi‘j/"’uj
jml
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fori = 1,..,,N. Itis clear that these equations are not as simple as other two cases. In
particular, there are N intermediate unknowns, {U'} and N unknown variables in (7.2-2)

and (7.2-3). Hence, it is necessary to solve for 2N unknowns in order to determine

compensation network values.
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VIII. Microstrip Array Antenna Experiments

8.1 Description of Experimental Hardware

The microstrip array used to investigate the mutual coupling compensation is
composed of two sections: a board containing the array of radiating elements (the array
board) and a feed network board. The hardware which was constructed and tested at
New Mexico State University Physical Science Laboratory was operated at a center
frequency of 2733 MHz [J-9]. Both the array board and feed network board were
fabricated on 1/16 inch thick teflon fiberglass substrate with relative dielectric constant
e, =255,

The array board consists of eight quarter-wavelength wide patches with 3.43 cm
(0.312 4,) interelement spacings. At the center frequency of 2733 MHz the wavelength
is 4o = 10.98 cm in air and 1, = A,/./e., = 7.706 cm in the substrate where the effective
dielectric constant is ¢, = 2.03. The geometry of the array board is shown in Fig. 8.1-1.
The quarter-wavelength patches are used to obtain closer than cone half-wavelength

element spacing in order to increase the element coupling. This was done intentionally
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VIIL. Microstrip Array Antenna Experiments

This board is refered to as the array board. The left most input port

Expcrimental array of eight quarter-wavelength microstrip patches.
is No. I.

Figure 8.1-1
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in an attempt to make mutual coupling effects more readily measurable. The individual
elements are 5.08cm by 1.89cm rectangular patches with sixteen shorting pins placed
approximately 1.68cm (0.251,) from the opposite radiating edges. A detailed sketch of a
patch is shown in Fig. 8.1-2. The elements are fed by 50 Q transmission lines which are
matched to the patches with a 132 Q quarter-wavelength transformer at the center of
radiating edges.

The transmission lines attached to non-radiating edges of the patches are probe
circuits intended for measurements of active element excitation coefficients. The probe
circuits are made of 158 Q quarter-wavelength transmission lines and 50 Q chip
resistors. The input impedance of the probe circuits looking in from the patches are kept
high (approximately 1 KQ) with the quarter-wavelength transformers so that the probes
would not load the patches which have low input impedance because of shorting pins.
The chip resistors are added because the probe circuits have high input impedance
looking in from detector ports.

Two feed network boards were fabricated to test different cases of array excitation:
a sum/difference feed (Fig. 8.1-3) and an ordinary endfire feed (Fig. 8.1-4). A sum
pattern requires equal magnitude and equal phase excitation, while a difference pattern
requires one half of the array to be excited 180° out of phase from the other half. The
sum feed and the difference feed are integrated and constructed on the same substrate.
The combined sum/difference network uses a quarter-wavelength hybrid with two input
ports attached to a corporate feed network. Depending on the input port chosen, the
sum pattern or the difference pattern excitation is obtained.

An ordinary endfire pattern, on the other hand, requires equal magnitude and
progressive phase shift ¢, = + nfd where d is the inter-element spacing. The endfire feed
is constructed with seven 3 dB power dividers connected in the form of a corporate feed

with additional transmission lines on the right branch of the power dividers. The
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Figure 8.1-2. Geometry of the quarter-wavelength radiating element with feed line
and probe circuit used in the experimental array.
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transmission lines are designed to provide 113°(0.312 J,) phase shift between elements
at 2733 MHz. For example, the difference in the length of transmission lines between
port 1 and port 2 is d; = 2.432 cm as shown in Fig. 8.1-4. The interelement phasing

between two adjacent ports, a , is obtained as follows:

360° 360°
a= ﬁs g = ).s ds = 7.706cm 2.4326m (8.1_1)

=1]13°

where B, and 4, are propagation constant and wavelength in the substrate, respectively.

The array board and the feed networks are connected using coaxial cables between
the feed output ports and the antenna element ports. This design allows measurement
of S-parameters as well as placement of a compensation network between the array and
the feed network (the compensation network was discussed in Section 2.4). In addition
to the above three microstrip networks, two other boards were constructed, one
containing both the array network and an endfire feed and the other containing both the
array and the sum/difference feed. These boards were built to verify that the coaxial

cables between the array and the feed do not affect the radiation pattern.

8.2 Measurements with the Uncompensated Microstrip Arrays

This section presents measured and predicted radiation patterns for the
uncompensated experimental array consisting of the array board connected to a feed
network board (these boards were described in the previous section). All measurements
(S-parameters and far-field patterns) which were conducted at PSL were taken at the
design frequency 2733 MHz and at side frequencies 2723 MHz and 2743 MHz to study

frequency variation effects. Element patterns were measured only at 2733 MHz because
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the element patterns do not change appreciably with frequency. The individual element
patterns of the experimental array when operating in array environment are shown in
Fig. 8.2-1. These element patterns are measured by feeding one element while all others
were 50 Q loaded. Figure 8.2-1 shows that the element patterns are significantly
different. This suggests that an average element pattern cannot be used to calculate
predicted radiation patterns for the entire array as in (2.3-10). For the complete accuracy
the difference in the element patterns must be incorporated in far-field calculations. This
was not done and proved to limit the achievable compensation. Assuming that the
measured element patterns are close to that of active element pattern in fully excited
array, the radiation pattern can be approximated using (2.3-9).

Before proceeding to actual compensation it is desireable to see how well array
behavior can be predicted; i.e. we first study analysis (uncompensated) before synthesis
(compensated). Figures 8.2-2 to 8.2-4 show the measured and predicted E-plane
radiation patterns of the uncompensated array for sum, difference and endfire excitation
at 2733 MHz. The predicted patterns are calculated from element currents which are
obtained from measured array and feed network S-parameters using MCAP. The
currents are given in Table 8.2-1. The element patterns used in these predicted patterns
are those of Fig. 8.2-1. In addition, the uncompensated radiation patterns shown in
Figs. 8.2-2(a) to 8.2-4(a) are compared to predicted patterns calculated from ideal
excitation currents which are shown in Figs. 8.2-2(c) to 8.2-4(c). The ideal patterns are
obtained when array elements are excited with the desired currents. These patterns, thus,
represent what can be achieved through mutual coupling compensation. The excitations
for the ideal patterns are given in Table 8.2-2. The endfire patterns (Fig. 8.2-4) have the
main beams away from the endfire direction (@=90°). This is due to

non-omnidirectional element pattern in E-plane of the microstrip array.
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Figure 8.2-2. Comparison of measured and calculated radiation patterns for the
array with sum pattern feed network. a) measured, b) calculated and
¢) ideal patterns.
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(b) -30 -20 -10 0d8
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(c)

Figure 8.2-3. Comparison of measured and calculated radiation patterns for the
array with difference pattern feed network. a) measured, b) calculated

and c) ideal patterns.
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Figure 8.2-4. Comparison of measured and calculated radiation patterns to for the

array with endfire feed network. a) measured, b) calculated and c)
ideal patterns.
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Table 8.2-1. g:;lc‘:‘ulated currents for the predicted patterns of Figs. 8.2-2 through
Element Sum Difference Endfire
Number Array Array Array

1 0.68664/60.74° 0.45911/132.37° 0.34980/221.87°
2 0.66823/42.03° 0.40396/115.25° 0.46687(81.22°

3 0.96257/60.61° 0.84871/140.52° 0.89593/-28.68°
4 1.00000/59.25° 1.00000/156.20° 0.68871/238.61°
5 0.71603/35.55° 0.80937/-29.02° 1.00000/129.15°
6 0.69268/30.96° 0.69511/-54.34° 0.78323/11.80°

7 0.60754/63.25° 0.40664/-41.27° 0.77976/267.39°
8 0.74779/67.59° 0.56739/-34.52° 0.85398/152.65°
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Table 8.2-2.  Excitation for “Ideal” patterns for Figs. 8.2-2 through 8.2-4.

Element Sum Difference Endfire
Number Array Array Array
1 1.0000/0.00° 1.00000/0.00° 1.0000/0.00°
2 1.0000/0.00° 1.00000/0.00° 1.0000/-112.32°
3 1.0000/0.00° 1.00000/0.00° 1.0000/-224.64°
4 1.00v0/0.00° 1.00000/0.00° 1.0000/-336.96°
S 1.0000/0.00° 1.00000/180.00° 1.0000/-89.28°
6 1.0000/0.00° 1.00000/180.00° 1.0000/-201.60°
7 1.0000/0.00° 1.00000/180.00° 1.0000/-313.92°
8 1.0000/0.00° 1.00000/180.00° 1.0000/-66.24°

VIIL. Microstrip Array Antenna Experiments

.

1
o

L. Im




Figures 8.2-2 to 8.2-4 clearly show that the order of error between measured and
predicted patterns are close to the difference between measured patterns and ideal
patterns. The deviation of predicted patterns from measured patterns apparently comes
from errors in measured S-parameters. This suggests that compensation for mutual
coupling in the experimental array may be difficult to demonstrate in microstrip. The
small improvements seen in the ideal radiation patterns from the uncompensated
patterns are due to variation in the element patterns as shown in Fig. 8.2-1. For example,
there are up to 8 dB differences in the element patterns at 60° off broadside which is
close to the location of the main beam in the endfire array. The element pattern

variation occurs primarily from ground plane edge effects.

8.3 Compensation Networks for the Experimental Arrays

Both attenuator/phase shifter and power divider compensation networks have been
calculated for the experimental array in all three cases of excitations. The compensation
network values were calculated from measured S-parameters using SANE fer
attenuator/phase shifter network and SANE-PODCON for power divider network.
Since the accuracy of the S-parameters was shown in the previous section to be
questionable, the compensation networks calculated here may be somewhat inaccurate.
However, the S-parameters represent typical mutual coupling phenomena in an array.
Thus, the networks obtained are representative of the mutual coupling compensation

technique.
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8.3.1 Attenuator/phase shifter compensation networks

This section presents attenuator/phase shifter compensation networks for the sum,
difference and endfire array. The compensation networks are calculated from measured
S-parameters of the sum/difference and the endfire feed networks and measured
S-parameters of the microstrip elements. The variables for this example are defined as

follows:

Attenuation[dB] = ~20 log(| X |)
Phase Shift [°] = /X

(8.3-1)

The results are shown in Table 8.3-1 which are the most efficient compensation networks
when phase of generator G is varied for every 10°. The relationship between the
generator excitation and the efficiency of attenuator/phase shifter compensation network
was discussed in Section 5.3. The predicted patterns for the compensated array for the
three cases of excitations are equivalent to patterns with the ideal excitation currents.
The ideal patterns are shown in Figs. 8.2-2(c), 8.2-3(c), and 8.2-4(c) for the sum,

difference and endfire array, respectively.

8.3.2 Power divider compensation network

Similar to the attenuator/phase shifter compensation, the power divider
compensation networks are calculated from measured S-parameters of the microstrip
array for the synthesis of a sum, a difference and an endfire pattern. The variable power

divider networks are defined in terms of complex variables as shown below
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Table 8.3-1.

Attenuator/phase shifter compensation networks for the microstrip array.

case Sum Difference Endfire
Elementj|{Attenuator | Ph.Shift }|Attenuator| Ph.Shift ||Attenuator| Ph.Shift
X, 2.201 dB 243.91° 2.536 dB 213.53° 0.000 dB 257.34°
X, 1.075 dB 272.19° 0.631 dB 226.19° 2.468 dB 258.62°
X, 2.372dB 254.09° 1.210 dB 220.40° 5.206 dB 254.51°
X 2.628 dB 258.00° 6.193 dB 184.24° 5.636 dB 275.04°
X, 2.041 dB 255.82° 6.299 dB 193.81° 2.532dB 273.71°
X 0.302 dB 258.91° 0.000 dB 224.01° 2.756 dB 281.55°
X, 0.000 dB 266.99° 0.004 dB 218.41° 5.401 dB 261.24°
X, 2.199 dB 239.67° 3.482 dB 206.21° 6.401 dB 286.36°
G 5.55346 40.00° 5.23843 0.00° 4.64400 240.00°
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R Fraction of power to left branch =1-K =1~ |X]

Fraction of power to right branch =K = | X| (8.3-2)
Phase Shift [°] = /X

- The results are shown on Table 8.3-2. The compensation networks were calculated using
quadrature hybrid power dividers discussed in Section 4.4 with transmission line length
¢.= A/8 (see Figure 4.4-2). The calculated patterns for the compensated arrays are

equivalent to the ideal patterns which are shown in Figs. 8.2-2(c), 8.2-3(c) and 8.2-4(c).
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Table 8.3-2.  Results of power divider compensation networks for the microstrip array.

case Sum Difference Endfire

K Ph.Shift K Ph.Shift K Ph.Shift
X, 0.55230 38.17° 0.60849 19.01° 0.40649 -113.56°
X, 0.4914] 8.11° 0.10034 -11.66° 0.29009 -159.83°
X, 0.56489 3.02° 0.84312 45.89° 0.43559 -151.01°
X 0.29576 -17.47° 0.28341 -14.03° 0.01106 -150.50°
X 0.43517 19.76° 0.30678 23.92° 0.04399 142.75°
X, 0.52865 -5.92° 0.64275 38.63° 0.14548 145.97°
X, 0.48339 28.27° || 0.49484 160.83° 0.21778 -70.76°
G 4.35587 116.86° 4.11564 124.33° 3.04167 -138.73°
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8.4 Synthesis of a 35 dB Dolph-Chebyshev Pattern

As shown in Section 8.2, the differences between the uncompensated patterns and
the compensated patterns are small. A better way to demonstrate the effect of the
mutual coupling compensation on the microstrip array is to synthesize a low side lobe
pattern. A 35 dB Dolph-Chebyshev pattern was chosen for this purpose. The required

clement currents are [S-2]

1, =0.19154 [ 0.0°  I5=1.00000 / 0.0°
1,=046362 [ 00°  I,=0.78425 [ 0.0°
I;=0.78425 [ 0.0° [, =0.46362 [ 0.0°
I,=1.00000 [ 00°  I=0.19154 | 0.0°

(8.4-1)

A feed network for the above current distribution that does not include mutual
coupling compensation (blind design feed) was constructed from the sum/difference feed
network (using sum pattern input port) with six attenuators corresponding to the
magnitude of required currents attached to the output ports. See Table 8.4-1. The
resulting element currents calculated using measured S-parameters of the feed network
and the array elements are shown in Table 8.4-2. The measured and predicted patterns
are shown in Fig, 8.4-1. The predicted patterns were again computed using individual
element patterns of Fig. 8.2-1.

To demonstrate that a feed network that is tuned to produce the desired currents
does not compensate for mutual coupling effect, a network which corrects the magnitude
and phase error of the feed network was designed. This is designated as partial blind
design. The attenuators and phase shifters required by partial blind design are shown in

Table 8.4-1. These parameters are calculated using SANE with measured S-parameters
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Table 8.4-1.  Attenuator/phase shifter compensation network for a 35 dB Dolph
Chebyshev array using the eight element microstrip array and the sum
feed network.

Design Blind Partial Blind Compensated

Element||Attenuator | Ph.Shift ||Attenuator| Ph.Shift ||Attenuator| Ph.Shift

X, 14.355 dB 0.00° 14.271 dB -0.95° 11.540 dB | -135.57°
X, 6.667 dB 0.00° 6.178 dB 0.00° 3.053dB | -125.10°
X, 2.111dB 0.00° 2516 dB -6.08° 2.768 dB | -144.95°
X 0.000 dB 0.00° 0.405 dB -6.07° 0.261 dB | -142.68°
X 0.000 dB 0.00° 0.000 dB -2.96° 0.000 dB | -137.71°
X 2.111dB 0.00° 1.209 dB -3.98° 1.259 dB | -134.74°
X, 6.667 dB 0.00° 6.095 dB -6.97° 1.602dB | -132.37°
X 14.355 dB 0.00° 13.857 dB -4.00° 12.013dB | -134.48°

G 2.82843 0.00° 3.19917 0.00° 3.94536 80.00°

VIIL. Microstrip Array Antenna Experiments 149




of the sum feed network while setting all S-parameters of the elements to zero. The
predicted radiation pattern for the blind design array is shown in Fig. 8.4-2. It clearly
shows that mutual coupling among elements cannot be neglected in design of an array.
An attenuator/phase shifter compensation network was calculated from the
S-parameters of the sum feed network measured at PSL. The results of the calculation
using SANE for the required compensation network parameters are summarized in
Table 8.4-1. The compensation network was constructed at PSL using attenuators and
coaxial cables. Attenuators which closely approximate required values were chosen first.
Then, coaxial cables were cut to achieve the required phase shifts and the difference in
required and actual attenuation using the loss introduced by the cables. The normalized
E-plane radiation pattern of the compensated array is presented in Fig. 8.4-3. The
currents used in the calculation of predicted pattern are shown in Table 8.4-2.
Comparison of measured patterns between the blind design array (Fig. 8.4-1) and
the compensated array (Fig. 8.4-3) shows some improvement in sidelobe level and main
beam shape. However, the sidelobes of the compensated array are not as low as we have
predicted due to variation in the individual element pattern. Nevertheless, the result
offers encouragement that experimental verification may be possible for an array with

small element pattern variations.
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Figure 8.4-1.

)  -30 -20  -10 0 dB

Comparison of measured and calculated radiation patterns of a blind
design 35 dB Dolph-Chebyshev array. a) measured, b) calculated.
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Figure 8.4-2. Calculated radiation patterns of a partial blind design 35 dB
Dolph-Chebysheyv array. _
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Figure 8.4-3. Comparison of measured and calculated radiation patterns of a
compensated 35 dB Dolph-Chebyshev array. a) measured, b)

calculated.
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Table 8.4-2, Calculated element currents of the blind designs and compensated 35 dB
- Dolph-Chebyshev array using the eight element microstrip array and the
: sum feed network with G = 1/0.0°

: Element Blind Partial Blind Compensated
= 1 0.03537/77.20° 0.03655(77.76° 0.05359/-79.13°
2 0.08540/61.26° 0.06978/53.85° 0.11785/-80.03°
3 0.18667/57.07° 0.18699/49.96° 0.20661/-83.62°
- 4 0.22160/56.08° 0.22419/53.31° 0.25848/-84.59°
C S 0.17864/40.42° 0.18456/40.35° 0.26881/-89.37°
6 0.14962/44.91° 0.15711/32.09° 0.21686/-86.16°
7 0.07063/61.41° 0.05719/66.48° 0.12240/-83.22°
-. 8 0.03916/68.61° 0.04427/71.86° 0.04994/-88.44°
-
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IX. Numerical Studies with Wire Antennas

9.1 Introduction

In order for the synthesis techniques developed here to work, accurate knowledge
of all coupling effects is required. This is an obvious restriction; coupling effects must
be quantified before compensation values can be determined. In Chapter 8 experimental
means were used to characterize the coupling (both array and feed coupling). The
results did not adequately demonstrate the improvements possible with the synthesis

methods. Another approach which offers knowledge of the antenna array mutual

coupling is to use moment methods with wire antennas. The results of such a study are
presented in this chapter. The array is modeled using a moment method program
discussed fully in Section 9.2 and the feed is modeled using SANE and SANE-PODCON.
Details of the procedure are presented in Section 9.3. Both arrays of parallel dipoles and
parallel monopoles over a finite ground plane are studied. Dipole array synthesis and
monopole array synthesis are discussed in Section 9.4 and Section 9.5, respectively. In

both cases the compensation process is successfully demonstrated.
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9.2 Using Moment Methods in Numerical Experiments

The method of moments is a general technique used to approximately solve

equations of the form
F(g)=h (9.2-1)

where F is a known linear operator, h is a given excitation function, and g is an unknown
response function. Expansion of the unknown functions in a linear combination of
known basis function allows (9.2-1) to be expanded to a system of N linear equations

[B-9]:

N
Y e < Wpy, F(g)> = <Wp, h> m=12,..N 9.2-2)

n=]

where {g,} are expansion functions for the unknown function g with coefficients {c,},
{w,} are weighting functions, and <a,b> represents the inner product of a and b. The

system of N equations can be written in matrix form as
[Frnll¢d = [hy] (9.2-3)
where

Fjj= <w, F(g)>
hi = < Wi' h>

Equation (9.2-3) can be solved for the unknowns {c,} using matrix inversion:
(0] = [Frun] ™~ [her] 9:2-9)
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The unknown response function g in (9.2-1) can now be approximated by
N
g =Z Cn8n (9.2-5)
na=]

Using the method of moments the electric field integral equation of the form

I 1(s")K(s, s')ds’ = — E'(s) (9.2-6)

can be solved for unknown current I(s') where kernel K(s, s') is specified by the geometry
of the antennas and the incident electric field E(s) is specified by the given excitation.
For example, one of the common integral equations used in treatment of thin wire

structures was derived by Pocklington. His integral equation for a z-directed wire is given

as [S-2]
I Pezz) | i
—_— N ——— ,Z' ‘=—E, 2.7
Ton, I_L,ZI(Z )[ e + £°Y(z z)]dz E,(z) (9.2-7)

The function y(z, z') is the free space Green’s function

o £ER
¥z, 2) =2 (9:2-8)

where R is distance between the observation point z and the source location z’. Once
the induced currents on the wires are determined using the method of moment the

radiated electric fields are computed by
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_ jnpe”r

. L2 n.iB2 cos8 4 .
Ey= sin 0 j I(z')e dz (9.2-9)
-L/2

4nr

There are numerous computer programs implementing method of moments for
various antenna structures. In this study two programs are used. The Electromagnetic
Surface Patch code (ESP), which was developed at the Ohio State University
Electroscience Laboratory, is a computer implementation of the moment method
technique for solving geometries consisting of thin wires and perfectly conducting
polygonal plates [N-2]. ESP uses piecewise sinusoidal functions as both expansion
function and weighting function [N-2]). The procedure is known as the piecewise
sinusoidal Galerkin’s method which is computationally more efficient than other pairs
of expansion and weighting functions [S-2]. The program approximates the excitation
by delta gap voltage generators which can be located anywhere on the wires or at the
attachment points between plates and wires [N-2]. Then the excitation function E(s) is
zero everywhere (since tangential electric field must be along a wire) except across the
feed points.

The second moment method program used in this study, MININEC Il written by
Davis [D-10], is an improved version of the Mini-Numerical Electromagnetics Code
(MININEC). MININEC is a personal computer version of more extensive Numerical
Electromagnetics Code (NEC). MININEC II determines the current distribution and
far field pattern of wire geometries in free space and wire geometries over an infinite
ground plane. The program uses pulse function as both expansion and weighting
function [D-10].

Before ESP is used in numerical experiments to calculate coupling coefficients of

array antennas it is necessary to verify that the mutual impedance values obtained from
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the program are reasonable. Figure 9.2-1 compares the mutual impedance between two
parallel half wavelength dipoles for various element spacings. The dotted curves
represent the values calculated by ESP for dipoles with radius a = 0.0054, The solid
curves represent the mutual impedance between two ideal parallel dipoles of length

L = 1,/2 which are obtained from [B-9]

"

a3l [2Ci(ug) — Ci(wy) — Ci(uy)]

R;;=

(9.2-10)

X L£2Si(ug) ~ Si(u,) — Si(u,)]

"
27 4 sinf(BL/2)
where

Ug = jd

u =f(Jd +L? +1)

u=p+/d+L* -L)

R,; and X; are real and imaginary parts of the mutual impedance Z,,, respectively. The
functions Ci and Si are cosine and sine integrals. The differences between ideal dipole
results and the values calculated by ESP for close element spacings are due to the finite
radius of dipoles accounted for with the ESP model.

The programs ESP and MININEC II are also used to predict S-parameters of an
array of eight monopoles over a ground plane. The monopoles have length
L =0.23754,, radius a = 0.0114, and are spaced d = 0.5/, apart. The ground plane is a
5.5544 x 5.554, rectangular conductor. In the MININEC calculation, the finite ground
plane was replaced with an infinite ground plane.

Figure 9.2-2 shows comparison of the calculated to measured S-parameters of the

array. The S-parameters of the array are calculated from the outputs of ESP and
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Figure 9.2-1.

0.2 0.4 0.6 0.8 1.0 1.2 1.4
Element Spacing, A

Comparison of mutual impedance between two parallel 4,/2 dipoles.
Ideal dipoles (solid curves). Calculated using ESP (dotted curves).
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MININEC II using steps 1) and 2) of the numerical experiment procedures described in
next section. It is apparent from the plots that MININEC II predicts measured results
more closely than ESP. ESP is especially poor at predicting the return loss, S, of the
monopole array. This result suggest that the uncompensated patterns of a monopole
array calculated in the numerical experiments in Section 9.5 may be worse than the

actual radiation patterns of the array.

9.3 Numerical Experiment Procedures

The numerical experiments in the next two sections were performed using the

following steps.

1). The port to port mutual admittance of array antennas are calculated using ESP. The
admittance parameters are obtained by exciting one element and shorting all other

elements in an array:

I
Y,,,,,=—vﬂn- where V;=0 for j#n (9.3-1)

where [, is the appropriate port current obtained from the moment method solution.
The calculation must be repeated N times for an N element array to obtain the complete

Y-matrix.

2). The admittance matrix of the array is converted to S-matrix by [G-1]
(8] = [VZo 1Yo — YI[Yo + YI7' VYo ] (9.3-1)
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where [Y,]), [/Y, ] and [\/2: ] are diagonal matrices with elements given by Y, , Ya
and /Z, =1//Y, , respectively. Y, represents the characteristic admittance of the

transmission line attached to port i of the network.

3) Calculate the required element currents using an ordinary array synthesis technique.
4). Calculate the S-matrix of the initial feed network that does not include mutual
coupling compensation using MCAP for the element currents obtained in step 3 (blind
design).

5). Calculate the actual element currents and voltages using MCAP for the array and the
feed network obtained in the previous steps. Then calculate blind design far-field pattern

using ESP with the voltages as excitation (in place of a feed network).

6). Compute a compensation network using SANE or modify the feed network using

SANE-PODCON to compensate for mutual coupling.

7). Calculate the element voltages using MCAP.

8). Compute the compensated far-field patterns using ESP with the voltages of step 7

as excitations (in place of a compensated feed network).
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9.4 An Eight Element Dipole Array Example

The eight element linear array considered in this section consists of z-directed
parallel dipoles of length L =0.4661, and radius a = 0.0054,. The elements are spaced
d = 0.5004, apart along x-axis and are fed at the center of the dipoles. The geometry and
the orientation of the array is shown in Fig. 9.4-1. An operating frequency of 300 MHz
was chosen for the ease of calculation (4,=1 m). A 30 dB Dolph-Chebyshev pattern
with the main beam steered to 30° off broadside is the design objective. The required

element currents found using the step 3 in Section 9.3 are [S-2]

I, = 0.26222/315° I5 = 1.00000/-45°

I, = 0.51875/225° I¢ = 0.81196/-135° 01
I; = 0.81196/135° I, = 0.51875[-225°

1, = 1.00000/45° I = 0.26222/-315°

The feed network for the above current distribution that does not include mutual
coupling compensation (blind design) consists of seven 2-way variable power divider
networks with the required phase shift to steer the main beam. The required power
dividers and phase shifters are listed in Table 9.4-2. The element currents that result
from the blind design feed network and the corresponding E-plane and H-plane radiation

patterns are shown in Table 9.4-3 and Figure 9.4-§5, respectively.
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Figure 9.4-1. Geometry of eight 1,/2 dipole array with d = 1,/2 element spacing.
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9.4.1 Attenuator/phase shifter compensation

In the attenuator/phase shifter compensation network an attenuator in series with

a phase shifter was placed between the feed and each element (see Fig. 9.4-2). In this

- compensation technique the generator phase was changed at 10° increment to find the
| most efficient network. (See discussion in Section 5.3). The required compensation
network parameters and other results using SANE are summarized in Table 9.4-1. The

normalized E-plane and H-plane radiation patterns of the compensated array are plotted

in Fig. 9.4-5. The radiation patterns of the blind design array are also plotted for

A comparison.

o
9.4.2 Power divider compensation

. For variable power divider network compensation the power ratio and phase shifts
are modified from those of the blind design to achieve mutual coupling compensation.
The power dividers and phase shifters are formed in the corporate feed network

] configuration as shown in Fig. 9.4-3. The required power divider and phase shifter

values are given in Table 9.4-2. The radiation patterns of the array with the modified

feed network along with those of blind design array are shown in Fig. 9.4-8.
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Table 9.4-1.  Required attenuators and phase shifters for the 30 dB Dolph-Chebyshev
- 8-element dipole array example.
No. Attenuation Phase Shift
1 3.119 dB 31.94°
2 2.425dB 29.81°
3 1.509 dB 34.53°
4 1.080 dB 18.70°
['4 S 0.000 dB 26.04°
' 6 0.831 dB 0.36°
7 0.329 dB 18.64°
8 2.307 dB -12.84°
i G 2.51264 150.00°
|
’~ 4
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Table 9.4-2. Required variable power dividers and phase shifters for 30dB
Dolph-Chebyshev 8-element dipoie array example.
Blind Design Compensated Design
No. K Ph. Shift K Ph. Shift
1 0.79649 -90.00° 0.81382 -80.76°
2 0.60267 -90.00° 0.47938 -100.79°
3 0.39733 -90.00° 0.22670 -105.57°
4 0.20351 -90.00° 0.06047 -112.71°
S 0.83083 180.00° 0.85703 -170.25°
6 0.16917 180.00° 0.15481 -179.89°
7 0.50000 0.00° 0.49279 -2.37°
G 1.99857 -135.00° 2.23865 171.65°
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9.4.3 The frequency sensitivity of the compensation networks

The compensation networks derived in the previous subsections are of no practical
value if they are very sensitive to changes in the frequency. Thus, it is necessary to test
the frequency sensitivity of the networks. In this section the radiation patterns using the
compensation networks in the previous two sections are calculated at 294 MHz and 306
MHz.

In the attenuator/phase shifter network, the compensation variables are kept
constant while S-parameters of the blind design feed network array are modified
according to their frequency behavior. The array S-matrices are also recomputed at each
frequency using ESP. In the case of the variable power divider compensation network,
the S-matrices of the modified feed network are calculated at three frequencies using
MCAP to include the frequency variation effects of the power dividers discussed in
Section 4.4.3. The array S-matrices are the same as those used for the attenuator/phase
shifter case.

Figures 9.4-4 through 9.4-6 show the normalized E-plane and H-plane patterns of
the blind design array and the array with attenuator/phase shifter compensation at 294
MHz, 300 MHz and 306 MHz, respectively; these represent a 4% frequency swing.
Figures 9.4-7 through 9.4-9 show the compensated patterns using variable power divider
networks at the three frequencies. The figures show that though the compensated
patterns deviate from the desired pattern, they are still closer to the desired pattern than
the blind design radiation patterns.

The frequency sensitivity investigation in this section showed that the synthesis
techniques are not so sensitive that a slight frequency change eliminates the

improvements achieved at the design frequency.
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Figure 9.4-4. Comparison of E-plane and H-plane radiation patterns of the array
of Fig. 9.4-1 for blind design (dotted) and the attenuator/phase
shifter network compensation (solid) at 294 MHz.
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Figure 9.4-5.
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Comparison of E-plane and H-plane radiation patterns of the array
of Fig. 9.4-1 for blind design (dotted) and the attenuator/phase
shifter network compensation (solid) at 300 MHz the design
frequency.
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Figure 9.4-6. Comparison of E-plane and H-plane radiation patterns of the array
of Fig. 9.4-1 for blind design (dotted) and the attenuator/phase
shifter network compensation (solid) at 306 MHz.
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Figure 9.4-7. Comparison of E-plane and H-plane radiation patterns of the array
of Fig. 9.4-1 for the blind design (dotted) and the variable power :
divider network compensation (solid) at 294 MHz. J
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Figure 9.4-8. Comparison of E-plane and H-plane radiation patterns of the array
of Fig. 9.4-1 for the blind design (dotted) and the variable power
divider network compensation (solid) at 300 MHz the design
frequency.
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Figure 9.4-9. Comparison of E-plane and H-plane radiation patterns of the array
of Fig. 9.4-1 for the blind design (dotted) and the variable power
divider network compensation (solid) at 306 MHz.
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Table 9.4-3 Element currents used to produce Figs. 9.4-4 through 9.4-9.

294 MHz
Element No. Blind Design Atten./Ph. Shifter Power Divider
1 | o 12656/157.46° 0.11161/189.7° 0.10979/162.02°
2 0.25370/77.99° 0.22646/109.57° 0.26891/81.99°
3 0.32176/-22.37° 0.36830/16.09° 0.37959/-12.15°
4 0.51418/-88.75° 0.39167/-65.89° 0.50272/269.90°
5 0.36823/168.92° 0.38359/189.18° 0.39586/174.04°
6 0.43171/107.68° 0.30566/110.95° 0.37092/91.76°
7 0.21874/-7.11° 0.20139/13.16° 0.23050/-1.59°
8 0.19632/-51.16° 0.08812/-65.90° 0.12030/-76.34°
300 MHz
Element No. Blind Design Atten./Ph. Shifter Power Divider
1 0.13054/137.22° 0.10436/165.00° 0.11712/143.35°
2 0.23044/50.02° 0.20646/75.00° 0.23171/53.35°
3 0.31110/-45.47° 0.32315/-15.00° 0.36269/-36.65°
4 0.47433/236.12° 0.39799/255.00° 0.44671/233.35°
5 0.39349/140.01° 0.39799/165.00° 0.44669/143.35°
6 0.43402/69.29° 0.32315/75.00° 0.36271/53.35°
7 0.20806/-40.61° 0.20646/-15.00° 0.23173/-36.65°
8 0.19572/260.94° 0.10436/255.00° 0.11713/233.35°
306 MHz
Element No. Blind Design Atten./Ph. Shifter Power Divider
1 0.14284/105.88° 0.10290/138.08° 0.13260/111.71°
2 0.21113/18.36° 0.18571/40.18° 0.20781/21.75°
3 0.33308/-78.09° 0.31038/-45.03° 0.38278/-69.47°
4 0.44560/201.40° 0.37339/216.76° 0.41316/199.86°
5 0.40143/107.98° 0.41354/134.50° 0.45570/109.74°
6 0.40001/33.83° 0.30791/39.11° 0.33384/19.68°
7 0.19011/-73.65° 0.20078/-49.51° 0.20793/-70.22°
8 0.17099/220.02° 0.10378/214.10° 0.09783/192.50°
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9.4.4 Power and efficiency

Table 9.4-4 summarizes the power distribution and the efficiency of the
attenuator/phase shifter compensation and the power divider compensation for the

dipole array considered. The notation as defined by Smith [S-2] is used in the table.

P, = incident power produced by the generator

=G>
where G is the generator voltage magnitude.

P,.; = reflected power back into the generator

= (SNG)?

where SV is the reflection coefficient of the compensated array looking into the

input port.
P4, = power dissipated by the compensation network

P,,q4 = power radiated

= Pinc = Prer — Py

The efficiency is defined as
p -
Eff. = 52 x 100% .
in¢
The power distributions are calculated from the results of MCAP analysis of the d

compensated arrays.
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Table 9.4-4. The power distribution in the attenuator phase shifter compensation
network and power divider compensation network for a 30 dB

Dolph-Chebyshev dipole array (all powers in Watts).

Atten./Ph. Shifter Power Divider
| 6.31335 5.01155
| 0.00455 0.00590
P, 1.30290 0.00000
P, 5.00590 5.00590
Efﬁciency 79.3 % 99.8 %
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In Table 9.4-4 the power divider networks are assumed to be lossless. Thus, no
power is lost in the blind design feed network and the power divider compensated feed
network. In other words, P,, only represents the power lost in the attenuators. The high
efficiency shown in Table 9.4-4 for the power divider compensation results from this.
When line losses due to finite conductivity and other nonideal effects are considered in
the S-matrix calculation of the compensation network, the power divider network would

be somewhat less efficient.

9.4.5 Computational efficiency

Figure 9.4-10 shows plots of CPU time and number of iterations required by SANE
and SANE-PODCON as functions of interelement phasing, «, in desired currents. The
calculations are based on the array of eight dipoles shown in Fig. 9.4-1. The magnitude
of desired currents are the same as (9.4-1) while the interelement phasing is changed
from a = 0° which produces a broadside pattern to « = 180° which scans the main beam
to endfire direction.

In the case of SANE for attenuator/phase shifter compensation, a blind design feed
that corresponds to each interelement phasing is used in the calculations. In the power
divider compensation calculations the initial guess produced by the program
SANE-PODCON is used. The CPU time data points are calculated from the execution
of SANE and SANE-PODCON on IBM 3090 at Va Tech. The number of iterations are
calculated for the error in the norm of the nonlinear equations to be less than 1.0E-05.

As it is shown in Fig 9.4-10, SANE requires larger number of iterations to converge
to a solution than SANE-PODCON. This is generally true because in SANE generator
phase is changed to optimize power efficiency of atienuator/phase shifter compensation

network. In thic particular example, generator phase was changed from 0° to 170° at
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Figure 9.4-10. CPU time and number of iterations required by SANE and
SANE-PODCON to converge to a solution as functions of

interelement phasing.
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10° steps. Thus, in average SANE required only one eighteenth of the total iterations to
converge to a solution at each generator phase. Also, it should be noted that though
SANE requires more iterations than SANE-PODCON, the required CPU time for this
particular array are in the same order of magnitude. SANE requires less CPU time per
iteration than SANE-PODCON because the form of nonlinear equations is simpler for
attenuator/phase shifter compensation.

It is also apparent in the plots that SANE-PODCON becomes more difficult to
converge as the larger interelement phasing is required. For example, the required CPU
time for a = 180° (6.32 seconds) is about 5 times longer than for the broadside pattern
a =0° (31.84 seconds). On the other hand, the change in required CPU time for SANE
is small for different case of interelement phasing.

The results presented here are only for the 8-element dipole array of Fig. 9.4-1.
For an array with larger number of elements, the convergence by SANE-PODCON

would be slower than by SANE.

9.4.6 Conclusions from the dipole array study

In this study the latest wire analysis techniques were used in combination with the
proposed mutual coupling synthesis methods. This was done for both attenuator/phase
shifter compensation and power divider network compensation. The center frequency
radiation patterns for the 30 dB eight element paralle! dipole array are shown in Figs.
9.4-5 and 9.4-8 for the two compensation networks. Comparison of the blind design and
compensated array patterns in both compensation network cases show that in thc
H-plane the high side lobe level (-15 dB) was reduced to the design value of -30 dB. In
the E-plane side lobe level of -15 dB was reduced to -24 dB through compensation. The

desired side lobe reduction was not quite achieved in the E-plane due to the varying
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shape of individual element pattern for dipole antennas in this elevation plane, whereas

the azimuth plane (H-plane) has omnidirectional patterns for all elements.

9.5 An Eight Element Monopole Array Above a Finite Ground Plane

In this section we will consider synthesis of a 30 dB Dolph-Chebyshev pattern using
an array of eight monopoles over a finite ground plane. The z-directed monopoles have
length L = 0.2334,, radius a = 0.0054, and are spaced d =0.5004, apart along x-axis.
The ground plane is a 5.04, x 5.04, rectangular plate of a perfect conductor located on
xy-plane at z=0. The geometry of the array is shown in Fig. 9.5-1. Y-parameters for
the elements are obtained using ESP and then, they are transformed to S-parameters
using the steps 1 and 2 discussed in Section 9.3.

The desired pattern is a 30 dB Dolph-Chebyshev pattern with the main beam
steered to 30° off broadside. The required element current distribution is the same as the
dipole array case in the previous section and is shown in (9.4-1). The same desired
pattern was chosen for the comparison with the dipole results.

In Section 9.2, it was shown that ESP may have difficulty in predicting return loss,
S, for monopoles over a ground plane. For the array considered in this section, the
magnitude of S calculated using ESP are approximately -5 dB. These are unrealistically
high return loss which makes blind design radiation pattern worse that what it really
should be. Thus, for the blind design analysis the diagonal elements of the array S-matrix
are replaced with the S-parameters for the monopoles over an infinite ground plane
calculated using MININEC II. The element currents are calculated from the blind

design feed network used in Section 9.4 and are shown in Table 9.5-1. The
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Figure 9.5-1. Geometry of eight element monopole array over a finite ground
plane used in the numerical experiment.
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corresponding E-plane and H-plane radiation patterns are plotted in Fig. 9.5-2 with
dotted curves.

The required compensation network parameters are computed from the ESP
calculated element S-parameters and the blind design feed network S-parameters using
SANE and SANE-PODCON. The resulting parameters are summarized in Tables 9.5-1
and 9.5-2, respectively. Figure 9.5-2 shows the E-plane and H-plane radiation patterns
of the compensated array (solid curves). In the H-plane, the side lobe level of -13 dB
was successfully reduced to the desired level of -30 dB. In the E-plane, however, the side
lobe was only reduced to -15 dB. Unlike the dipole array case in Section 9.4, the failure
to synthesize the desired result comes not only from the shape of element pattern in this
plane, but also from the variation in individual element pattern introduced by the finite
ground plane. This is similar to result observed in the 35 dB Dolph-Chebyshev

microstrip array as discussed in Section 8.4.
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Table 9.5-1. Required attenuators and phase shifters for the 30 dB Dolph-Chebyshev
monopole array example.

No. Attenuation Phase Shift

1 0.000 dB 48.70°

2 4.257 dB 5.39°

3 0.982 dB 41.56°

4 4.319 dB 7.68°

5 1.978 dB 22.00°

6 5.469 dB 3.48°

7 2.735dB 20.08°

8 5.380dB -0.80°
G 2.55183 130.00°
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Table 9.5-2. Required variable power dividers and phase shifters for 30dB Doiph

Chebyshev monopole array example.

Blind Design Compensated Design
No. K Ph. Shift K Ph. Shift
1 0.79649 -90.00° 0.07724 -88.48°
2 0.60267 -90.00° 0.06040 -92.17°
3 0.39773 -90.00° 0.03519 -95.22°
4 0.20351 -90.00° 0.01446 -101.29°
5 0.83083 180.00° 0.85802 -168.26°
6 0.16917 180.00° 0.16804 -174.55°
7 0.50000 0.00° 0.52595 4.15°
G 1.99857 -135.00° 1.46877 137.73°
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Figure 9.5-2. Comparison of E-plane and H-plane radiation patterns of the array
of Fig. 9.5-1 for the blind design (dotted) and compensated design
(solid) at 300 MHz.

1X. Numerical Studies with Wire Antennas 189




-
Table 9.5-3. Element currents used to produce Figure 9.5-2.
Element No. Blind Design Atten./Ph. Shifter Power Divider
1 0.04932/ 189.96° 0.10274/185.00° 0.17853/177.27°
2 0.32404/85.85° 0.20324/95.00° 0.35319/87.27°
3 0.14857/-9.23° 0.31812/5.00° 0.55281/-2.73°
- 4 0.78694/261.32° 0.39180/-85.00° 0.68082/267.27°
5 0.27949/159.52° 0.39180/185.00° 0.68085/177.27°
6 0.91869/83.60° 0.31812/95.00° 0.55281/87.27°
7 0.15310/-41.37° 0.20325/5.00° 0.35319/-2.73°
. 8 0.45119/-88.38° 0.10274/-85.00° 0.17854/267.27°
m
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X. Conclusions

This report reflects four years of study into the effects of mutual coupling on array
analysis and synthesis. During this effort several fundamental array issues were
addressed as well as new array synthesis techniques. Progress was made in answering
several fundamental questions, but much remains. The objective of this study was to
develop and verify synthesis techniques for array antennas which include all coupling
effects. This was accomplished using an attenuator/phase shifter network and a variable
power divider network.

In this chapter the key results are collected and summarized. References are made
to the appropriate points in the report for further details. Recommendations for future

study are also given in this chapter.
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10.1 Summary of Research Results

Fundamental Issues In Array Theory

1. Scattering Parameter Representation of Arrays with Coupling Effects Included
The scattering matrix representation for general arrays was developed in Sec. 2.1
and array coupling effects in terms of scattering parameters were discussed in Sec. 2.2,

including examples of the coupling effects on radiation patterns (Figs. 2.2-3 and 2.2-4).

2. Array Pattern Analysis Including Mutual Coupling
Array pattern analysis techniques in the presence of mutual coupling was
developed (Sec. 2.3). It was shown that radiation pattern of an array driven by the

feed/generator network can be approximated by (2.3-9) as follows:

N
F(O, )= 8ua(0, )1, (10.1-1)
nm=]

The element currents, I,, are obtained using the S-parameter network analysis technique
discussed in Section 2.1. g, (8, ¢) is the pattern of each element in the array environment
when all other elements are match loaded. When element patterns are similar in shape

and gain, (10.1-1) can be simplified to (2.3-10):

N
F(O, $)=g.(0, 8) ) Le% (10.1-2)
N=]

where g,(0, ¢) is a typical element pattern of the array. These equations need further

investigation; see recommendation 4 in the next section.
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Computer Aided Microwave Network Analysis To Assist in Array Design

3. The MCAP program

MCATP, the Microwave Circuit Analysis Program, originally published in [G-1] was
modified by PSL and by Smith during the effort for microstrip array feed analysis and
is described fully in Sec. 4.2.

4. Power Divider Networks

MCAP was used to study frequency response of a two-way variable power divider
(Sec. 4.4.3). The results showed that for a large power ratio the phase difference between
two output ports of a quadrature hybrid power divider deviates rapidly from zero for
operations off of the design frequency (See plot in Fig. 4.4-4). The two-way power
dividers were then used as building block to develop a N-way variable power divider

network (Sec. 6.2).
General Array Synthesis Including Mutual Coupling Compensation

5. Overview of Pattern Synthesis
It is assumed that the principle of pattern multiplication applies and that the

pattern of an array is factorable in the form of (2.3-10) as follows:

F(6, ¢) = g..(6, #)M16, ) (10.1-3)
where
N
f(6, ¢) = normalized array factor oc Zlnej{" (10.1-4)
na]
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where §, are defined in (2.3-2). For desired pattern F(8, ¢) and a known active element
pattern g,(8, ¢) we can solve for the corresponding desired array factor using (10.1-3)

as

F(8, ¢)

6, €)= 2., 9)

(10.1-5)

Then conventional “text book” synthesis techniques that do not account for coupling
are used to find the desired currents {1,}. The realization of these currents in the presence
of coupling effects is the thrust of the proposed methods (see following items). The
important assumption here is that the individual active element patterns are sufficiently

alike that (10.1-5) holds.

6. Summary of System of Equations

Figure 10.1-1 summarizes the solution formulation. A system of nonlinear
equations which describes a general array antenna network consisting of antenna
elements, a feed network, a compensation network and a generator was developed in

(2.4-14) and (2.4-15) and are

N M M
0= —af + ) SEBA+ D S| 1O + Ysteu;| for1sksN (10.1-6)
il e e

N M M
0=-U,_n+ Zs&b{‘ + ZstjN+i c/c 4 Zsi‘;’GUj for N+1<k<N+M
im] jml jml

(10.1-7)
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Induced Waves from Generator {c// G}

Figure 10.1-1. General compensation approach for a N-eclement array with a
M-way feed network.




where {a#} and {b?} are obtained from (2.4-7) and (2.4-8) using desired element currents
{17} and known scattering parameters of the antenna elements [SA]. The feed/generator
network has combined S-parameters [S*/¢] and the generator induces waves [c7/¢] at the
feed/generator output ports. The unknown variables {X,} which represent the physical
specification for the compensation network are imbedded in the scattering parameters
[S€]. The variables {U,} are intermediate unknowns necessary to expand the system of
equations in closed form. The equations are nonlinear because of the terms S¢y,,U,
which are products of the unknown variables. In the case where the generator value is
treated as a unknown, the products S¢,,.cf/® also contribute to the nonlinear property

of the equations.

7. Mutual Coupling Effect in Symmetric Excitations

Smith (S-1,Sec 8.4] showed that an ideal N-way power divider could be used to
produce a sum pattern which would be insensitive to the presence of mutual coupling.
The statement can be extended to any symmetrical excitation. That is, if the feed
network produces an array excitation which is symmetric (amplitude and phase
symmetric about center of the array) mutual coupling effects (which can be
unsymmetric) do not alter the symmetry of the resulting currents. Note that if a linear
phase taper is imposed the excitation is unsymmetric and mutual coupling effects alter
the current distribution. This property, however, is only applicable to ideal power
dividers which have S-parameters as derived by Smith [S-1,(4.4-19)]. The variable power
divider network derived in this effort (item 4) has S-parameters different from the N-way
power divider derived by Smith. Thus, the property does not apply to the variable power
divider network.

A sum pattern feed network that has Smith’s form of S-parameters can be realized

using 50Q coaxial T-junctions connected in a corporate feed configuration. Such feed
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network would be least effected by mutual coupling. However, the network would have

high VSWR at the feed output ports resulting in low power efficiency.

8. The Decomposition of Element Currents

The currents in each element of an array can be decomposed into three terms:
I = ligea — Lantenna coupling + Ieun coupling (10.1-8)

This was derived in Sec. 5.4 for an attenuator/phase shifter compensation two element
array of matched antennas but should hold with mismatches present as well. In (10.1-8)
Iiea is the current that would be present if no mutual coupling were present anywhere
in the SYStem. L punm coupiing 1S the contribution to the current in one element induced by
the other elements through antenna coupling. This current exists when there is mutual
coupling between antenna elements but no coupling through the feed network. Iny oupiing
is present when there is a coupling between output ports of the feed network. The
coupling through the feed network introduces a feedback loop in the system which
makes the currents a nonlinear function of compensation variables; this is discussed in

item 9 below.

9. The Nonlinear Property of Attenuator| Phase Shifter Compensated Arrays

The nonlinear relation between attenuator/phase shifter compensation network
parameters and element currents was demonstrated for a two element array of matched
antennas in (5.4-10) and (5.4-11). It was shown that the compensation network can be
obtained by solving a system of linear equations when only antenna coupling is
considered. When feed network coupling is present the relationship between the element

currents and the compensation network parameters becomes a nonlinear function.
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10. The Generator Level Setting Effect

In solving the system of nonlinear equations for attenuator/phase shifter
compensation, it was shown that the constraint in (§.2-6) must be imposed on the
unknown variables to ensure that a physically realizable network results. Smith [S-1]
showed that the magnitude of generator can be adjusted to meet this constraint. The
process, however, is a nonlinear function because of the relation between element
currents and generator values. It was shown that the constraint can be used to eliminate

an attenuator from the attenuator/phase shifter compensation network.

Specific Solutions

11. Attenuator/Phase Shifter Compensation Network

A system of equations for the synthesis of attenuator/phase shifter compensation
networks that was derived by Smith [S-1] was summarized in Section 5.2. In addition,
our investigation showed that muitiple solutions exist and efficiency can be improved
by changing the absolute phase of the generator; see Section 5.3. The computer
program SANE [S-1] was modified to include this effect in the solution for the system

of equations. A description of changes made in SANE is discussed in Appendix A.

12. Power Divider Compensation Network

A general system of nonlinear equations for the synthesis of compensation
networks (item 6) was modified for power divider networks so that they can be solved
numerically; see (6.3-6). Also, the initial guess to the solution of the nonlinear equations
which plays an important role in numerical technique was discussed (Sec. 6.4). The
computer program SANE-PODCON was written to solve the nonlinear equations using
a modified Newton’s method; see Appendix B. The code converges much more

efficiently than SANE-GECON written by Smith [S-1].
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13. Transmission Line Compensation Network

Mutual coupling compensation with transmission lines was attempted (Chap. 7).
However, except for the case of two element arrays, convergence to a solution for the
nonlinear equations was never achieved. This failure seems to come from the physical
nature and the specific structure of scattering parameters of the network rather than

from the use of inadequate numerical techniques.

Verification

14. Analysis Experiments with a Microstrip Array

The S-parameter analysis technique developed in Section 2.1 and the array pattern
analysis technique developed in Section 2.3 were applied to an eight element microstrip
array in Section 8.2 for sum, difference and endfire excitations. Comparison of measured
and calculated patterns (Figs. 8.2-2 through 8.2-4) suggests that the techniques are
basically valid. However, close match of measured and calculated patterns were never
obtained due to uncertainty in accuracy of measured S-parameters and variation in

active element patterns of the microstrip array.

15. Synthesis Experiment with a Microstrip Array

Attenuator/phase shifter networks and power divider networks were designed in
Section 8.3 to compensated for mutual coupling in the eight element microstrip array for
sum, difference and endfire excitation. In Section 8.4 an attenuator/phase shifter
compensation network was designed to synthesize a 35 dB Dolph-Chebyshev pattern
using the microstrip elements and sum feed network. The compensation network was
built and tested at PSL. The measured patterns (Figs. 8.4-1 and 8.4-3) showed reduction

in the sidelobe level from -17 dB to -21 dB and improvement in main beam shape. The
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desired sidelobe level, however, was not achieved because of the variation in active

element patterns.

16. Wire Antenna Computer Studies

A 30 dB Dolph-Chebyshev pattern with main beam steered to 30 degrees off
broadside was synthesized using an array of eight dipoles and an array of eight
monopoles over a finite ground plane. The dipole and monopoles arrays were modeled
using the ESP moment method computer code. The required attenuator/phase shifter
network and power divider network parameters are given in Tables 9.4-1 and 9.4-2 for
the dipole array and in Tables 9.5-2 and 9.5-3 for the monopole array. The calculated
E-plane and H-plane patterns of the blind design and and compensated dipole array are
shown in Fig. 9.4-5 for attenuator/phase shifter compensation and in Fig. 9.4-8 for
power divider compensation. The calculated patterns of the monopole array are shown
in Fig. 9.5-2. In both dipole and monopole arrays, complete compensation was achieved
in H-plane. However, the sidelobes were not reduced to the desired level in E-plane due
to varying shape of individual element pattern in the elevation plane. (See discussion in

Sec 9.4.6).

Comparison of Compensation Methods

17. Accuracy and Convergence

Attenuator/phase shifter and power divider compensation network parameters were
successfully calculated for eight element arrays in Chapters 8 and 9. However, solutions
were obtained only for two element array cases using transmission line characteristic
impedance network technique (See Chapter 7).

Smith found that convergence of the power divider network equations are very

sensitive to the initial guess to the solution. The convergence problem was solved by
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using the initial network that would be necessary without considering mutual coupling

(See Section 6.4).

18. Frequency Sensitivity

Comparison of calculated patterns for the dipole arrays at the center frequency of
300 MHz and side frequencies of 294 MHz and 306 MHz showed that the compensation
networks are not extremely sensitive to small variations in the operating frequency. See

Figs. 9.4-4 through 9.4-9.

19. Computer Time

The required CPU time and number of iterations for the eight element dipole array
were compared for different cases of interelement phasing in desired currents in Section
9.4.5. It was shown that SANE for attenuator/phase shifter compensation requires more
iterations than SANE-PODCON for power divider compensation because SANE
optimizes the compensation network for power efficiency by varying the phase of
generator. The required CPU time, however, were similar for both SANE and
SANE-PODCON for the particular array considered. It was also shown that
convergence to a solution by SANE-PODCON becomes slow as the interelement

spacing is increased (See Fig. 9.4-10).

20. Efficiency of Synthesis Network
Comparison of power efficiency of attenuator/phase shifter network and power
divider network is presented in Table 9.4-5. The power divider network was shown to

have very high efficiency.
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10.2 Recommendations for Future Work

\. Experimental Verification

The next major step necessary in this study is experimental verification of the
technique. If the present scattering parameter models for the array can be realized then
other types of compensation network can be developed. For example, the technique may
be extended to allow series feeding of the elements. Otherwise more rigorous model for
the array, feed and compensation networks must be developed.

The present experiments as described in Chapter 8 use measured scattering
parameters to compensated for mutual coupling. Such measurements are very difficult
for large element array. The Moment methods can be used to approximate for the
mutual coupling among antenna elements as shown in Chapter 9. This needs to be

verified also through experiments.

2. Array Factoring

During the course of this study it was discovered that fundamental questions in
basic array pattern formulation remain. For example, a thorough study on (10.1-1),
(10.1-2) and the developments in Section 2.3 could be examined with wire antenna

moment method computer experiments.

3. General Study of Sufficient Conditions for Compensation
In this study we found two network architectures which permit compensation of
mutual coupling effects. A worthwhile study would be to find the necessary conditions

for compensation in general.
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4. Inclusion of Individual Element Patterns

The synthesis methods developed here work well only if array factorization as in
(10.1-2) holds. A challenging area of study would be to develop synthesis techniques

with different individual element pattern as in (10.1-1).

5. Termination of Synthesis Codes

The termination condition of the iteration in the computer programs SANE and
SANE-PODCON need to be modified. The present programs use error in the element
currents as the condition. This should be replaced with the error criterion in radiation

pattern.

6. Extension to Active Devices

It may be possible to apply this technique to use active component in the
compensation network. This will lead to synthesis technique where antenna elements,
the feed network and compensation network as well as any other networks such as

amplifiers are implemented on the same substrate.

7. Shaped Beam Synthesis

The results presented in this report are for narrow beam (or difference) patterns.
Synthesis of shaped main beams is also very important. Shaped beam patterns were
successfully synthesized using both attenuator/phase shifter and power divider
compensation networks for a 16 element dipole array calculated using ESP. Experiments

must be conducted using array with larger number of elements.
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XII. Appendix A: Program SANE, Version 2.0

This chapter presents a brief description of the modifications to and a user’s guide
for the program SANE (Synthesis of Array with Network and Element coupling)
originally written by Smith {S-1]. SANE is designed tc solve the system of nonlinear
equations in (5.2-5) for attenuator/phase shifter compensation network parameters given
the desired element currents and the S-parameters of the feed network and the antenna
elements. SANE can also be used instead of MCAP to analyze the effects of mutual
coupling on element currents in an uncompensated array using techniques discussed in

Section 2.1. A review of the theory used in SANE is presented in Chapter S.

12.1 Description of The Code

Two modifications were implemented to SANE (forming Version 2.0) in this effort.
The first modification was the addition of a subroutine to handle feed line effects as
discussed in Section 2.5. The subroutine PREPRC calculates the S-matrix of antenna

elements given the S-matrix of a feed line and the S-matrix of the elements that include
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feed lines. This is a FORTRAN implementation of equations (2.5-19) through (2.5-22).
Using the S-matrix of elements without feed lines, the desired currents at the elements
can be transformed to the desired currents at the input to feed lines by a process similar
to (2.5-3).

The second change to SANE was implementation of generator phase variation as
discussed in Section 5.3. This is coded as an additional DO loop in the main program to
change initial phase value of the generator. This allows users to find an attenuator/phase
shifter network that is power efficient. This DO loop can be replaced in future with an
optimization routine to find the compensation network with the maximum power

efficiency.

12.2 User’s Guide to SANE, Version 2.0

The modifications to SANE were implemented in such way that the program can
be operated with the same set of input variables as the original SANE. However, the
input file format has been changed slightly to accept additional information necessary
in SANE 2.0. An user must perform two tasks before SANE can be executed. The first
task is to modify the parameter statements in the program. The parameter statements
are of the form PARAMETER(NE =n) where n is the number of antenna elements in
the array being considered. There are ten parameter statements in SANE, Version 2.0.
The parameter statements can be changed using a text editor.

The second task is to prepare an input data file. The data file is set up as a series
of alphanumeric character lines which are read through I/O unit 5. The definition and
format of the variables in the data file are listed in Table 12.2-1. There are two blocks

of variables required in SANE. The first block of numbers controls how SANE runs.
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Table 12.2-1.  Input file format for SANE.

Variable Format Description
FIND Al Find Compensation Network
PNTITS A3l Print iterations
ERROR E10.3 Maximum error in the nonlinear equations
AERROR E103 Maximum attenuator deviation, ¢
MAXIT I3 Maximum iterations
MAXTRY I3 Maximum generator tries
CHGPHS A3 Change generator phase
NPHASE I3 Number of generator phase changes t
DPHASE F10.5 Increment in generator phase t
GAMMAG 2F10.5 Reflection coefficient of generator
G 2F10.5 Initial generator value
SF(1,1) 2F10.5 Feed network S-parameter S},
SF(N +1,N+1) 2F10.5 Feed network S-parameter Sg,, .,
SA(LD) 2F10.5 Element S-parameter %,
SA(N,N) 2F10.5 Element S-parameter SA,
REFRNC A3 Feed lines exist
SFL(1,1) 2F10.5 Feed line S-parameter Sf} *
SFL(2,2) 2F10.5 | Feed line S-parameter SI% *
COORD AS Polar or complex format for the desired currents
I(1) 2F10.5 Desired current at element 1
I(I.\J) 2F10.5 Desired current at element N
X(1) 2F10.5 Compensation variable X,
X(N) 2F10.5 Compensation variable Xy 1

t not necessary if CHGPHS = '‘NO’
t not necessary if FIND = '‘NO’
* not necessary if REFRNC = ‘NO’
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The first two lines are flags FIND and PNTITS. FIND is "YES’ if a compensation
network is to be found and 'NO’ otherwise. PNTITS is "YES’ if a summary of the resuits
at each iteration is to be printed. The third line contains the absolute error allowed in
norm of the nonliner equations (5.2-5). The allowable deviation of the magnitude of the
maximum attenuator value from unity, ¢, as defined in (5.2-6) is specified in the fourth
line; a tipical value for ¢ is 0.01 which corresponds to the minimum attenuator of
approximately 0.1 dB. The fifth and sixth lines contain the maximum number of
iterations for Newton’s method and determining the necessary generator magnitude,
respectively. The seventh line is a flag CHGPHS which is set to ‘'YES' if the phase of
initial generator is to be changed to find the most power efficient network as discused
in Section 5.3. The following two lines are required if CHGPHS is “YES'. The first of
these, NPHASE, contains the number of generator phase changes required, and the
second, DPHASE, contains the angle in degrees where generator phase, /G, will be
incremented; typically NPHASE is set to 18 and DPHASE is set to 10.0.

In the second block the array characteristic is specified. The first two lines in the
second block are the complex reflection coefficient of the generator (SS) and the
magnitude of the generator excitation (|cS|). The following (n + 1) lines contain the
S-parameters of the feed network, Sf. The next n? lines contain the S-parameters of the
elements, S} . Following these is a flag REFRNC which is "YES’ if feed line effects as
discussed in Section 2.5 are to be considered. In this case, S-parameters of a feed line
are specified in the four lines following REFRNC. A flag COORD is specified in the
next line. COORD is set to 'POLAR’ if the required element currents are specified in the
magnitude-phase format. COORD is ‘'COMPLEX" if the required currents are specified
in the real-imaginary format. The required element currents are specified in the n lines
following the flag COORD. IF the flag FIND is "'NO’ then the next n lines contain the

value of the compensation network.
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As an example consider the eight element microstrip array with the sum feed
' network as described in Chapter 8. Figure 12.2-1 shows a part of the input data file.
The corresponding output file which is written on I/O unit 6 is shown in Figure 12.2-2.

Note that these values corresponds to those in Table. 8.3-1.
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YES
NO
0.100£-05
0.500E-08
020
020
YES
018
10.00000
0.00000 O.
1.00000 0.00000
0.11700 -0.
0.67500 -0.28600
=0.23700 -0.03750
=0.23800 -0.02920
-0.05110 -0.02490
~0.04530 -0.026410
=0.04600 <~0.02650
=0.04840 -0.02470
0.26800 -0.
.
0.25100 -0.12800
0.26 -0.11900
0.26300 -0.13400
0.18 0.32300
=0.07 0.12100
0.20300 -0.24200
~0. 0.01110
0.07190 0.08280
.00 .08980
-0.06110 0.03250
.04200 . 02940
. =0.03710
L]
.
0.08210 0.068%
=0.14000 0.02730
0.16700 -0.24700
50.06270 + 14600
0.45737 -0.03313
-0.06679 0.88615
-0.06679 0.88615
0.44723 0.10131
1.00000 0.00000
1.00000 0.00000
1.00000 ©0.00000
1.00000 0.00000
1.00000 0.00000
1.00000 ©.00000
1.00000 0.00000
1.00000 0.00000
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Figure 12.2-1. SANE input file for the eight element microstrip array with sum feed
network (see Figs. 8.1-1 and 8.1-3).
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XIII. Appendix B: Program SANE-PODCON

This chapter presents a brief description and user’s guide to the program
SANE-PODCON (Synthesis of Array with Network and Element coupling for POwer
Divider COmpensation Network). SANE-PODCON solves the system of nonlinear
equations (6.3-6) for power divider compensation network parameters given the desired
element currents and the S-parameters of the antenna elements. A discussion on the

theory used to develop SANE-PODCON is presented in Chapter 6.

13.1 Description of the Code

The program SANE-PODCON consists of five primary blocks: 1) initialization,
2) set up, 3) solve, 4) verify and S) output, as shown in Fig. 13.1-1. The first block
initializes a scaler variable and two array variables. It consists of three subroutines:
GETEPS, CALCII, and CALCMX. The subroutine GETEPS calculates machine
epsilon of the computer running SANE-PODCON. The machine epsilon is a real

number which a computer can distinguish the difference between 1 and 1 + ¢. It is used
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-

START

'. Initialize Parameters

GETEPS
CALCH
CALCMX

Read Data
INPUT

Set Up Nonlinear Equations

PREPRC
GETAB
GENINX

Echo Input
ECHO

Solve the Equations

NEWTON
ALPHA
CALJAC
CALCSC
GETSCI

Calculate Compensated Currents

GETCUR

Output the Resuits
DISPLY

END
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Figure 13.1-1. Block diagram of SANE-PODCON.

1. Initialize

2. Set Up

5. 1/0

3. Solve

4. Verify

5.1/0
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in calculation of Jacobian of the nonlinear equations. The subroutines CALCII and
CALCMX create indicies used to represent N-way power dividers which are similar to
index system as defined in Section 6.2.2.

The second block reads data from a input file and establishes the nonlinear
eqdations. The block contains four subroutines: INPUT, PREPRC, GENAB, and
GENINX. The subroutine INPUT reads data from an input file through I/O unit §.
PREPRC is called when S-parameters of the elements contain the feed lines. The process
is discussed in Section 2.5. The routine GENAB calculates the incident and reflected
wave variables at the elements, {aA} and (b2} from the desired element currents using
(2.4-7) and (2.4-8). The initial guess to the solution from desired element currents are
generated in GENINX. This is discussed in Section 6.4.

The third block in SANE-PODCON solves the nonlinear equations set up by the
previous block. The block is consists of NEWTON, ALPHA, CALJAC, CALCSC and
GETSCI. The subroutine NEWTON is the driver routine that approximates the
solutions to the nonlinear equations using Damped Newton’s method [D-4]. The
damping factor a is calculated in subroutine ALPHA. The subroutine CALJAC
calculates the Jacobian of the nonlinear equations at a particular domain represented
by {X,}. It uses a finite difference method to approximate for the Jacobian [D-4]. The
routine calls CALCSC and GETSCI which calculates the S-matrix of the compensation
network using equation (6.2-6). In particular, CALCSC calculates the entire S-matrix
and GETSCI calculates i-th column of the S-matrix. This was done to increase the
computational efficiency since the compensation network S-matrix has many redundant
variables.

The forth block calculates the element currents with the compensation network

incorporated into the array network. This provides verification that solutions are correct
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and are not affected by round off error. The element currents calculations are performed
by GETCUR.

The final block contains two routines: ECHO and DISP.Y. The subroutine ECHO
outputs the input data and other parameters calculated prior to solving the nonlinear
equations. DISPLY on the other hand writes the solution of the nonlinear equations.
Both ECHO and DISPLY writes output to I/O unit 6. The subroutine DISPLY also
writes the resulting S-matrix of compensated feed network through I/O unit 7 in a

format compatible with MCAP.

13.2 User’s Guide to SANE-PODCON

An user must perform two tasks before SANE-PODCON can be executed. The
first task is to modify the parameter statements in the program. The parameter
statements are of the form PARAMETER(NE=n) where n is the number of antenna
elements in the array being considered. There are eighteen parameter statements in
SANE-PODCON. The parameter statements can changed using any text editor.

The second task is to prepare an input data file. The data file is set up as a series
of alphanumeric character lines which are read through I/O unit 5. The definition and
format of the variables in data file are listed in Table 13.2-1. The first line in the data
file is flag PRTITR, which is set to “YES’ if a summary of the results at each iteration
is to be printed. The second line contains the maximum number of iterations for
Newton’s method. The third line contains the absolute error allowed in norm of the
nonliner equations (6.3-6); a typical value of ERROR is 1.0E-05. The fourth line is a
flag GENINT which is set to “YES’ if the initial guess to the solution vector is to be

generated by the program. If GENINT is '"NO’ user must supply the initial guess in the
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Table 12.2-1.

Input file format for SANE-PODCON.,

Variable Format Description
PRTITR A3 Print iterations
MAXITR 14 Maximum iterations
ERROR F8.5 Maximum error
GENINT Al Generate initial guess
XD 2F10.5 Initial guess for power divider network 1
X(N-1) 2F10.5 Initial guess for power divider network N-1 t
G 2F10.5 Initial generator value
GAMMAG 2F10.5 Reflection coefficient of generator
REFRNC A3l Feed lines exist
SFL(1,1) 2F10.5 Feed line S-parameter S{%
SFL(2,2) 2F10.5 | Feed line S-parameter SF §
SA(1,1) 2F10.5 Element S-parameter S},
SA(N.N) 2F10.5 Element S-parameter S
COORD AS Polar or complex format for the desired currents
I(1) 2F10.5 Desired current at element |
(N) 2F10.5 | Desired current at element N

t not necessary if GENINT = 'YES’
1 not necessary if REFRNC = 'NO’
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following n-1 lines. The next two lines are the reflection coefficient of the generator
(S°) and the initial magnitude of generator excitation (|c¢|). The following n? lines
contain the S-parameters of the elements, Sf. A flag REFRNC follows next. REFRNC
is “"YES' if feed line effects as discussed in Section 2.5 are to be considered. In this case,
the four lines following REFRNC are the S-parameters of a feed line. A flag COORD
defines the format of the desired currents specified next. COORD is ‘POLAR’ if the
required element currents are specified in magnitude-phase format. COORD is
‘COMPLEX’ if the required currents are specified in real-imaginary format. The desired
element currents are specified in n lines following the flag COORD.

As an example consider the eight element microstrip array for the sum pattern
current distribution as described in Chapter 8. Figure 13.2-1 shows a part of the input
data file. The corresponding output file which is written on 1/O unit 6 is shown in Figure

13.2-2. Note that these values corresponds to those in Table. 8.3-2.
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Lol

NO print iterations

0150 max iterations

00.00010 mex error, .

YES rate initial guess
0.00000 0.00000 rator

0.00000 0.00000 Gamma G

YES feed lines
0.45737 -0.03313 1 1,1
-0.06679 0.88615 £1 2,1 -
-0.06679 0.88615 £l 1,2
0.44723 0.10131 fl 2,2
-0.07940 0.12100 array 1
0.20300 -0.24200 srray 2,1
-0. 0.01110 array 3,

.00000 0.00000 18

Figure 13.2-1. SANE-PODCON input file for the eight element microstrip array
with sum pattern excitation (see Fig. 8.1-1).
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13.3 Program Listing

ok
cH
c*
ot
4
ok
c
c*
[ d
ck
[—od
cR
c*
cit
c
cH
[ d
ot
[ d
cH
c
[ed
Cn
Cn
Cn

c====version

(-]

L 2K B B BE B B BK 2R BN B SR BN BN NI BN NE BN B BE BN BE BE BE BF BE NE K NE BE K B N O

W DOt ottt g et et et

.

E =N ANWHRNNWRWWE

SANE - PODCON

Synthesis of Arrasys with Network and Elsment couwpli
yn for mroividor COmpensation Networks o

Programmer
Revision %, 1988

»
8/04/88 rtcur added

1
10/25/87 fixed error in geninx
10/14/87 fixed error in geninx
i0/11/07 fixed bugs in calcsc
1

0/09/87 subroutine calcsc
7 subroutine preprc

e s ¢ 8 0 0 o 0

- NOrHNWELN X

.0 5/15/87

program sane_podcon

perameter (NEz8)
complexilé x(NE ), jacobl(NE,NE ), fINE)

t Koichiro Takamizawa
s Augus

lines on the array board
7/01/87 inx added (creates initial

to
to ¢

LA B I B BN Bk 2R JR BE Bk 2R AL BE JE BE BE B BE K N OBE R N BE JR ]

ixed error in calcsc snd getsci

0710787 subroutine getsci added to increase the efficiency

lace function sc
e care of x-mission

s solution vector]

~PODCON written from SANE-GECON
I E R E R R E E E E E R E R R E E E F E EE X

eouTlcxﬂé stl(2,2),882(NE,NE ) ,curr2(NE },sa( NE,NE ) scurrnt(NE )
rea

r error
integer maxite

character®3 yes,prtitr,genint,refrnc

racter’#26 vers

optionverror,maxitr,prtitr,genint

common/

commorvpa tch/stl,sa2,curr2,refrne
common/antena/sa,currnt
common/time/1timel,itimne2

call timeon

rumber
12345678901234567890123456
vers = '1.3.6 August 4, 1988°

ves='YES'

e
c-===-initialization
e

call meceps
call calcii
call calemx

c~~==read input variables
c

call input

[
g----got sntenna petch S-matrix

if (refrnc.eq.yes) then
eg%l preprc

1

e
ce=-=gat up the nonlinear equations

call gensb

3
ce---generate initial guess
e

if (genint.eq.yes) then
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11 gen
ondif T

c
c====print the input variables and the nonlinesr squations

call echo

call timeckiitimel)
:—---colvo the equmations
° call newton
G--=-print the result
®  call disply

st
ond

R R N R E R R R R E R R E R E E R R
subroutine input
read input data thru i/o unit 8§

L IR 20 B 2R B 2R K BE BE N NE BN BE IR SR BE B BN BE K R B BE R BE ONE BE BY BE NE 2R BN NN 3R

02000 020

parsmeter (NEs8)

complex#lé x(ne), jacob(ne,ne),saine;,ne)currmtine)
eo-glmls grgeamag,sa2inene )curr2ine),stl(2,2),snen
real error

reals8 d2r,mag,ang,cmeg,cphase,dang

integer maxitr . .

character*3 yes,prtiter,genint,refrnc

character*S polar .eomi,eoord

unkrwn/x , jacob

common/genrtr/g,ganmeg

common/antena/sa ,currnt
common/netwrk/sn,cn . . .
common/option/error ,maxitr,priitr,genint
commorvpatch/stl,se2,curr2,refrne

d2r = 3,141592654 /7 180.0
yes='YES'

polar = ‘POLAR’

compl = ‘RECTA’

[
c----read in the options

°c
read(5,10) prtitr,maxitr,error
10 formeti(a3/i4/£8.5)

c
c-=-==initial guass

c
read( 5,30) genint
0 formmtie) | ee) then
i int.ne.
reaad(5,40) (x(i),i=1,NE-1)
%0 format(2£10.5)
endi f

c

c=----ganarator

c
read(5,40) g
read( 5,40 ) gammag
snzgammag

XIIL. Appendix B: Program SANE-PODCON




en=(1.0,0.0)
xX(NE) = g

°
c-===anterra fead lines

e
readt5,50) refrnc
50 format(a3)
if (refrnc.eq. Y”, then .
l‘;?d (5,40) ((stlli,j),3%1,2}),i%1,2)

c
c-==--anterna s-matrix
read(5,40) ((sa(i>3),3=1,NE},inl,NE)
o
c----desired current
e
resd(5,60) coord
60 f?f"“rﬁs' lar) then
iflcoord.eq. r
sty
read(5,40) mag,ang
currntli) 3 dcmplx( magidcos(ang®d2r ) ,maghds in( ang*d2r))
100 eontxnu.

rg?dls.w) teurrmntli),i=l,NE)
|

c
o-=-==calculte the initial guess for the Generator
c
xf le:hlnlxl'!l) le.1.0d-05) then
(currnt(li)
cphau a2 dble(phase(currnt(l))n d2r
dang = 3.141592654/4.0%1level-cphase
x(.?olldalplx cmagidcos ( dang ) semagdcos(dang ) )
endi

return
ond

 FE N R RN N R N N N N N R EEEE N K
subroutine preprc

calculate S-metrix of elements without fesd lines
see Section 2.

L3R 20 K 2R BE BR X BE B AR b BE BE B B SR Ok BE L BE BE BE BR BR B R BE BE BE BE N IR N N

0%0000 020

parsmater (NEz8)

complex#lé salne,ne),sap(ne,ne)currntine)
complex#16 curr2ine),ss2(ne,ne),stl(2,2),0ne
character®3 refrnc

common/antena/sacurrmt
commorvpatch/stl,sa2,curr2,refrne

one=(1.0,0.0)

c
c~---make a copy of Antern S-matrix
c

do 100 l’1gm
do 110 j=l,ne
282(1,))zsali,j)
110 continue
100 continue
[
c-=-=-iterate from izl to NE
do 200 i=l,ne
c
c--~-calcumlte S'(i,i)
e

ap(i,i) = (sa2(i,i)-stl(1,1))/
& (sﬂ.(Z.ZlMsaZ(x.xl-silll,llH:tl(l.zws{l(z.lll
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o )
e=~=-=calculate S'(i,}) and $*'(j,i) for j31l to NE except j=i
e

do_210_j=l,ne
if (j.ne,i) then
sap(1,))=882( i, ¥ one-stl( 2,2 )%sap
.gtJ.n-uzu.n-tmulz.zm.p

210 continue
c
c-===caloulate S$'(j,k)
e
do 220 j=l,ne
do 2 k‘l.l“

xf ll?.n. i).and.tk.ne.i)) th-n .
]okl‘“Z( J,kl-st.l()z' )egapl j,i Insap(i,k)/
i

(i, g wstltl,2
ti,1))/8t1(2,1)

] (.orfn-st (2,2)nsapl i,

221 continue
c
c~==-kesp a copy of S'
e

220 ocontimue

dc 230 1-1.0\.
k=1
uzl jok )-upl 3k)
231 continue

230 continus
200 continue
return
ond

subroutine geninx
generste initial guess to the salution

02000 020

perameter (NEz8)

1@x#16 %(NE), jacobiNE),salNE,NE),currntiNE), cdzero
ru #*8 cmegiNE) wkull&).mﬂ!b#ﬂu(m).um.m.m
integer level,c
common /unkree/x s jacob
common /antena/sa,currnt

zaro=0,.0
onexl.0
cdzero = (0.0,0.0)
c
c~=-=-calculate the megnitude and the phase of required current
e
b 100 1’1,'!
i )zcdabs(currmt(i)
ephau(xlkblo(phouleurmtun)is 141592654/180.0
100 continue
¢
c~=--calculate the mmber of levels of power dividers necessary
°
lml = int(logl float(NE))/100(2.0)+40.5)
do zoo x’l;lml
2NE/ 2365
210 Jtl.;and
c~===computs the magnituds and phase of initial guess
kcompl=( j~1)%2unis]
keemztjglﬂt-z*:( i-1l)el
if (eug(km:).no.arcl then

pmag( J+¢t )zone/(one+( cmagi kcompl )/cmag( kcomp2 ) 1ax2 )
cmeg( gewl )2cmag( kcompl )/dsqrt{ one-pmagl j¢ct))
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el

se
p-fgi ject)zzero
pphoul jectizcphase( kcomp2 ) ~cphase( kcompl )

210
tteto jord
200 eonhnu.

c
c----corvert the initial guess in the rectangular coordinate form
do 600 i=1,ne-1

x( i )=dcmplx{ pmagl i J*dcos( pphase(i)),pmag! i Ydsin(pphasel(i)))
600 continue

return

end
:nlu:nnnunn.ﬁn:.:nq*unnu*;u;u-uu.nnnu
c

subroutine meceps
c
c compute mechine epsilon
:lnlll!l’ll!!ll.lll!'.!l!.ill!.li.llﬂl
e

ml-ehqn-,q
100 mcheps = :d",\.ps ’

if l-ehopchgfIO)goto 100

mchaps = mcheps »

sqrt:ps sqrtlneh-ps)
Gt 6 0 3 3 M 3 3 3 N W W M M M N M B N N N N 3 WM MM M NN NN N
c

subroutine genab
c
e generate a's and b's of anternna array
[ using egns. (2.4-7) and (2.4-8)
:nann:nnn-inn:nnnn.&nnnnnnnnnnaun.nnu
c

paramater (NEz8)

complex*16 a(NE),b(NE),satNE,NE),currnt{NE),g,gammag
complex#16 tempv(NE ), tempm(NE ,NE)

complex*16 sa2(NE,NE );eurr-thE l.sfl( 2,2),ap(NE ) ,bp(NE)
characters3 refrnc,yes

common/waves/ash

common/genr tr/qQ,gammag
common/antena/sa currnt
commorvpatch/stl,sa2,curr2,refrnc

yes='YES'
c
c~-~--suamation of (sakcurrent)
e

do %oqwu ‘l‘l).‘(b 0,0.0)
1)
do 100 j=1,NE
if (refrmc.eq.yes) then
Leg tempv(i l't.qwl i)esa2ti,jlecurrmtt j)
e
tngl i)stempviidesali,jircurmnit( j)

100 continue
200 contirue

e
c~-==[1-SA}
c

do 400 i=1,NE

do 300 Jtls'ﬁ
if (refrnc.eq.yes) then
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p tempmi i,j)z-sa21i,])

o '1'3-‘-(' j)s-sali,j)
-gal i
endif 1) )
| 300 eontinue
. tcmu.xlttw-u.xloll 0,0.0)
Iz 400 continue .

e
C=~==tompmii( -1 )ntempv
c

call matsol (NE,tempv,tempm)
' [
t c-~=-azcurrent+b

do 500 ixl,NE
bli)stempv(i)
al nseurmtl ijeb(i)
if (refrnc.eq.yes)
aplil=a(i)
bp(il=b(i)
alntlag(x)-s{llz.zwbp(xll/sﬂ(l.l)
bi1)2gtl(1,1)%ali)estlil,2)bpli)
curr2li)zcurrmtii)
currnt(ilzalil)-bti)
endif
500 continue
return
end

L IR K BE IR BE BE BE BE BE OBE BE BN BE BK BE BE BE NE BE BE BE BK SR BE B BF BN B BE BE BN BF 3 BE
subroutine echo
scho the irput file

[ & BE IR BE BE R B BE BE BE BE B NN BE BE BE BE BEK BE BN NE NE BE BE BE BE BN BE BR BE BE BE NE BN

0&000 020

. parsmeter (NEz8)
complax#16 x(NE), jacob(NE,NE ),a(NE ),b(NE}
complex#*16 g mulNﬁ.NE),curmt(NEl
complex®*16 sa2(NE,NE),curr2(NE),stl(2,2)

lex#16 sc(NE+1,NE+l])

real error
integer maxitr
characterx®3 prtitr,genint,refrnc,yes
charactar#26 vers

common/unkrwn/x , jacob
common/netwrk/sn,cn

n eounon/uavc:/, »b
common/genrtr/g,gammag
common/antens/sa,currnt . .
commorvoption/error,maxitr,prtitr,genint
common/macpar/mcheps ,sqreps
commonv/vrsion/vers
commorvpatch/stl,sa2,curr2,refrnc

yes='YES'
urzt-lb,m) vers .
) 10 format( ' weesse SANE-PODCON HuHHE Version : ',A26,//)
: write(6,20) prhtr,orror,nxxi
. 20 fomtl ' Iteration ump = ',A3/
& ' Error for the norm of system = '.Elz 5/
& ' Maximum ramber of iterations = ',I4)
nr:tc(G:SO) mcheps
30 format(' Machine Epsilon = *,E12.5)

c
c=-===initial guess
e

if (genint.eq.yes) then
write(6,40)
40 1 formatl' Initial guess were calculated.’)
else
write(6,45)
45 format(' Initial guess were inputted.')
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endif
wnh“.ﬂ)l
50 FORMAT( ‘- The_initial guess for the solution voc{or')
write(6, 60) u.xlx).cdabslxu)).phasclxl:)),xSI.NE
60.formt(3X.'Xl‘,Iz. = (',E12.5,'',E12.5,') = ',FB.5,'/",F8.3,/
"I
wn{c(é 70) NE,gamg.cESbsl l,phaso(gu-.g)
70 forut(//,lsx; ee== Network Parsmeter ~--='/
The anterns network containes ',I3,’ elements'/
! r.fl.chm coefficient of the g.nontor = ('>512 5:'y'»
512 5, ’ fB 5,'/',f8. 3/)'0'»80)(, ‘s
' The s-atrxx of the anterna array’)
do 85 ISI:NE
write(6,80) (ulx.]).rlp
80 format(3x,8(°'(',f5.3,",',f5, 3.') ')
85 continue

call alcselsc.xl
writet 6,200 . ..
200 fomt(//, ‘l'h. S-matrix of initial feed network'’)
do 210 i=l,ne+¢l
Nf’l‘t.(‘nzzo) lsc(l’g)nginm’l
220 omt(3x.9( 1'>f5.5,',',f5.3,°)'))

210 cont
unto(7 230) l(scl:.,Jl,uJ,J=l,NE01l.x=1,NEOI)
230 famtlzflo 8, Power Divider Feed ',il,',',il)}
if (refrnc.eq.yes)
write(6,90)
90 format(//' The desired currents at the patch edges ')
s m‘i*ﬂb)olbﬁ) lueurrntlx)'cdabs(eurmﬂx))opl'ﬂulwrrnilx)).
1xl,ne
100 format(® It '1121 ) =2 ('012.5,','5012.5,') = ',fa.s. /',¥8.3,/
& ‘40 ,68x%, " ')

»
write(6,1187
110 format(//' The desired currents at the reference plare '}
lm-ttol 65100} (i,curr2ii),cdabsticurr2(i) l,phas.(eurrZ( i)),izl,NE)
else
write(6 ,120 )
120 formatt//,' The desired currents
writel6,100) lx,wrmtlx),edsbs(curmﬂ:)h
& phaselcurrnt(i)),I=1,NE)
endi
return
end

LI IR AR BB B JE BE B BE NE SR BB BE BE B BE B JE BE BE SR K B R K R N BE R R N B BE N J

subroutine calcfl f,x)
calculate the nonlinear equations (6.3-6)

L IR L B BE SR R K BE BN B R B BE BE NN SR B AR JR BE BE R BE NE NE BE B BE BE BE OBE R BN IR J

0200 0%0

parameter(NE=8)
complex#16 f(NE),x(NE),falmt,alNE},bINE),sn,cn,Z1l,sc(NE+1,NE+1)}

common/ne twrk/sn,cn
coOmmorn/waves/a,b
c

c-=-=-gat scattering matrix of compensation network
c
call calescisc,x)
]
c-==-calculate eqation (6.3-6)
c
do 100 izl,ne
21 = 0.0
felmt = -al(i)
do 110 3jz1,ne
felmt = felmt + sci l'g)'bljl
zl = 21 - scinetl,jinb(j)

continue
fli) = felmt + scli,ne+l)x(crixing)+snnzl)
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LR BE BB B BE BN BE NE BE BE R BE BE BE BE BE K NE BE R NE BE BE BE BE K N BE R NE BE K N BE 1

function felewt(i,x)
calculate i-th nonlinear equation

E R 2K BE 2R BK BE BE BE BE BE BF BF BE BE BE BE BEK BE SR BE JE BE BN R AR BE NE R B BE BE B BN B ]

0%00!) 020

paramster (NExS)

complex®#16 x(NE ),a(NE ],b(NE ).smen.zl
complex#16 folemt,sc(NE+1,NE+]l)
common/netwrk/sn,cn

common/waves/a b

2l = 0.0
call gotscxlnsc.x)
s -ali)

do 100 j=1,NE
felomt = felemt ¢ Sc(l;]l'bl])
zl = zl. - SC(NE+1, 3 )#bi])

100

foluli = falemt ¢ sc(i,NE+1)%(cnix(NE )+sriezl)

return

end
:l.l!.'!l!l!llﬁlilll!l!ll!l!&!'iiﬁ!Il
o

subroutine calcsclsc,X)
[
¢ caloulate S-matrix of power divider compensation network
gnunnnﬁlna-n-nn»n-n'n:nnnunnnnnn-n-nu
c

commonviii/ii,mx
complexnlé x(NE),sc(l!u.NEn),k(NE!Z).p(NEiZ).m.zoro
complex*1é sc .sc ,plc.pld»movrz
integer 1,j,1,m,10,1e,level
integer il,) l.ufME.NEl.-x(NE.tE)
real*8 betalc,dzero

ones(1.0,0.0)
zoro=(0.0,0.0)

ro =2 0.0
betalc = 3.141592654 / 4.0
ple= cdexp(demplx(dzero,-betalc))
pld= cdexp! dcmpl.x( dzero,-2.0%betalc))
piovr2 = (0.0,1.0

e
c----compute power ratio and phase shifts
c

do 100 1=1,NE-1
lo =2 (1-1)%2s1
lae 2 1%2
klln)zcdabslxlln
if (kile).ne.zero
lplh)'xll)/k(]..)
)

pt le )zone

i
k{ lo)sone-k(le)
p( loltono
100 cont
lmltxnt( log( float(NE))/10g(2.0)40.5)
)
e==-==input port S-peramter
c
sc(NE+1,NE+] )=zero
c
c-=---SCvi and SCv in (6.2-6)

c
do 200 ix1,NE
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do 210 1'1 level
il=iiei,l)
sctemp=sctemprcdsqrtikiil) 1¥p( il)nplewpiovre
210 continue
sct i,NE+]1 )ssctemp
ac(NE+1,i Jzsctemp
200 continue

° - -
C====8C(1i,1)
c

do 300 iz1l,NE
sctempszero
do 310 131 lcv.l.
il=iifi,
llulmod(xl 2)-mod(il+1,2)
ﬂ:tlimﬂ(( 11 )'lpl il)¥piil )*pld

-1
do 320 11sl1,1,-1
il=ii(i,11}
schplsctnp*k(xl)!plxllip(;lllplclplcﬂ -1.0,0.0)
320 continue
sctempssctempssctmp
310 continue
scli,i)ssctemp
300 continue

c
c--==8Cii and SCiii in (6.2-6)
c
ibgnsNE/2+1
iend=NE | .
do 400 i=zibgn,iend
do 910 j=1,NE/2
sctempzone

sctmpzone
do %20 1z1,level
xlznlui
31=1it J,ll
sctempasctempii (il )kl j1)
sctmpssctmp*p( il Jepl j1 )¥plcHplc*(-1.0,0.0)
%20 continue
scl i, ] )zcdsqri( sctemp usctmp
sclj,1)=sctli,))
910 continue
. %00 contirnue

c
c~=---SCi in (6.2-6)

c
iend=NE/2-1
da 500 l=l s iend

;|1=u( J-lbg'\
scth-cdsgrtlk( il)eki 1) )I#p(il)np( jl)xpld

do 520 mz1,mend
il=ii(i,m)
Jl'll( jm) . . . .
tmp=sctmpicdsqrt(k(il Jk( j1) 1#p(il J*p( j1 JxplcplcH( -1.0,0)
520 ccnhnu.
:et =sct-p

hgnz=
do 530 lbg-\,lcvol
il=iiti,
unltnodl il,2)-modl i1+1,2)
sctw=k( 11)1#p( 11 1%p( il )¥pld

do 540 nzl,mnd
ilziiti.m)
31=1il Jm)
sctmpssctmprcdsari(k(il ink( j1))uptil }#p( jl)xplcrplcn(-1.0]}
540 continue
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. sctemp=sctemp+sctmp
. 530 continue
sel i, })ssctemp
scl jr»1)ssctemp
510 continue
500 continue

¢
c~~==8Civ in (6.2-6)

c

iend=NE
- do 600 x'NE/Zd.nnd
B jbgn=i+l

end=NE
éobl.o j=3jban, jend
lbgntuxl x-NE/Z,)-IE/ZI
11=iili,l]
Jl*u(J,lbgn
tmt-cdstiart(kl i1)#K1( 31))%pl il )npl 31 )¥pld

mnd
do_620 m=1,mend
ilsiiti.,m}
Jl=nl Jom)
sc tmpzsctmpredsqrt (K il 1ek( 1) p( il 1%p( j1 isple¥plen(-1.0)
620 continue

sc{‘mglse'hp
630 i =lbgn,level
il=ii(i,l)
llulﬂuodl i1,2)-mod(il+1,2)
sctmpek( 11 )#p(il )up(il)*pld
wend=1-1

do_640 mzl,mand
il=ziili,m)
J1=iit 3,m)
sctnpsse mpecdsart(kiil ki 1) )%pl il )up( j1 )¥pleHplcH(-1.0)
640 continue
sctempssctempesctmp
630 continue
sci{i,))=sctemp
sc{ 3>1 }assctemp
610 continue
600 continue
return
end

c
MEREERERENIREINIENNIEJNEIRIENEIIEJIXNII NI I

c
subroutine getsci(i,sec,X)
c
c get i~th row of compensation network S-matrix

c
N Y E EEEEEEEEEEEEEE E RN N I I I R
c
parameter (NE=8)
common/iii/ii,mx
coupicx:{: xlr:E).se(r:Eol,NEbliaklNE*ZQ.p(NE'z),ono »ZEro
ox sctemp,sctmp,plc,pld,piovr
real*8 betalc,dzero . .
mtcgcr iryi,l.m,lo,leslevel
integer xl.]l.t;(NE.t&),nx(r!,NE)

orne=(1.0,0.0)

tale s 3, 161592656 /&
plez cdexp(demplx( dzoro.-bchlc |3
pldz cdexpldemplx(dzero,-2.0xbetale))

c
¢~~-=-compute power ratio and phase shifts

° do 100 1=1,NE-1
lo = (1-1)%2+1
le = 1w2
k(le )=cdabs( x(1l}))
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if (k(le).ne.zero) then
plle)axt1l)/k( le)
else
piflo }zone

i
k( lo)sone-kile)
p{lo)xone
100 continue
levol.smtl logl float(NE) }/1log( 2.0)40.5)

c
e=-=-=SC{i,NE) snd SCINE,i)
do 200 j=l,ne

ctemp=one
do 210 1=1,1¢v01
Jl*lll).l
sctemp=sctemprcdsqrtiki j1))np( jl )*plepiovr2
210  contirue
scl jrnesl)zsctemp
scina+l, j)zsctemp
200 continue

c
c~===SCI(NE+1,NE+1)

if (i.gt.ne) then
SCINE+]1,NE+] )szero
else

c - -
ec====5Cli,i)
c

do 300 1:1 leval
il2iiCi,1) A

11=x1mod( il,2)-mod(il+1,2)

ﬁ‘llip*l 11 )%p( 11 )¥p( il )wpld

do 310 11=11, 1,-1
il1=1i(i,11 . .
sctmtsctm*kl il)%plil inplil )eplewplch(-1.0)
310 continue
sctemp=sctemp+sctmp
300 continue
sclisi)zsctemp

c
c-~==5Cii and SCiii in (6.2-6)
c
zf i g; .ne/2+41) then
Jcnd-NEIZ

SNE/ZOI
do 400 j=3bgn; jend
sctm-ono
do 610 1=1 leval
xltuuyi
’1:”"’13.-“«( 1%k §
sctempasc i
sctmpzsctmprpt il 1vpl j1 wplenplen( -1.0)
410 eontinue
scli,] )tedsqrt( sctemp J¥sctmp
400 contirue
c
¢-~==8Ci in (6.2-6)

c
if (i.1e.NME/2) then

dosoo JSI,NE/Z
if (i.ne. ? then

1 1»31)

x';g:xu.lbg\l

niuijéclls; t(kEil)wke 31) up(il)npt 31 )%pld
sctmp =~ Qr b J i b}
mardi=1bgn-1
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! do 510 m=1,mend
b il=iiti,m)
J1=iitj,m)
sctmp=sctmps
& cdsqrt(k( 11 )#Kk( 31 ))%p( il )xp( j1 )eplcplen(-1.0)
510 continue
sct -sctmp

do 520 i lbg\ level
il=1i(i,1l)
- 11xi1+mod(il,2)-modti141,2)
sctup-k( 11)%p( 11 )%pi il )xpld

1-1
b 530 wmzl,mend
il=1i(i,m)
J1zii(jom)

C sctmpssctmp*
& edsqrt(kl il )kl 31) )lpl il )¥p( 31 plcewplen( ~-1.0)
- 530 continue
sctemp=sctemptscimp
520 continue
sc: ir} ;=S=§W
scl j,1 )zsctemp
endif

500 continue
else
c
G~===SCiv in (6.2-6)

c
do 600 Jﬂlzolplf

if (j.ne then

lbg'\'mx( x-NE/Z.J-'E/Z)

ilsiiti,l

Jltulj,lbg\
tnps-edsqrt(k( i1)9%K( j1) Inp(il Jwp( 3l inpld

a.nd= lbgn-1

do 610 m=],mand
il=iili,m)
Jltulj.u)

¢ tmp=sctmpe
& cdsqrﬂ KU1l 1eK( §1)Inp(il iop( j1l)npleplen(-1.0)
610 continue
seten?aetm

do 620 lbgnl-vol
il=iiti,l)
11zilemod(il,2)-mod(ilel,2)
sctmp=ki 11 )#pt 11 )xp( il )wpld
mend=]l-1

do 630 wm*l,mend
il=ii(i,m)

J1zii( j,m)
sctnp=sctmpl . . .
8 cdsqrtik(il }#K( j1) plil)¥p( j1 )eplceplc*(-1.0)
630 continue
sctemp=sctemp+scimp
620 continue
sclisj)=sctemp
tclf] »1)2sctemp
i
600 continue
endi f
endi f
return

WO J JE J 3 M B M I N JE N B N N I I N N N N I NN N RN NN
subroutine caleii
calculate index system used in power divider network

R BE K IR BE BE K JE B BE BE BK BE BE BE BE R B N BE BE R BE B BE B BE K JE SR JE BE JR B J

0%600 020

parameter (NEz8)
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common/iii/iimx
integer ii(ne,ne),mx(ne,ne),level

levelsint( log( ﬂ.ontﬂ! ))/10g(2.0140.5)
icounta(NE-1)»
do 100 1’1.\'.1»1,‘1
110 l’lg
ii(isl)=icount-(ne=-i)/(2#n({]1-1))
110 continue
icountzicount-NE/(2w#(1-1))
100 continue
return
ond

BB M I N B 3 N I MR 6 N N I B N N M N B 0 N N 3 M N N N NN NN NW
subroutine calomx
calculate index system used in power divider network

LR 2R K IR 2K SR BE B R BE BE BN BE BK BE BE BK B B BE BE BN BE BE BE BN R BE BE BN SR R SK N

0&000 020

peramater (NEz8)
integer ii(NE,NE),mxiNE,NE),level

common/iii/zii ,mx
levelaint(logl float(NE))/1log(2.0)+0.5)
do 100 k-lwol.Z.-l

/G

ondizl!-lklz
i1stepa2wn(k-1)
do 110 xﬂ,m/z,nt-p

landuﬂ jend-ibgn)
120 l=lbgn;lend
do 130 j=) b?s a.nd
mx(1,J+1-1)=
mx( 3+1~1,1)3k-1
130 continue
120 continue
110 continue
100 continue
return
ond

(-3
(.28 2k 2 2R BE 2R B BR BE BE B B BE BN BE B BN BK R R BE BR B BE BE BE BE BE R BL BE NE BE B BK

c
subroutine cal jac
paramgter(NE=8)
e
c calculate Jacobian of the nonlinear equations
g’«llllillll«llllllnl!l!!llllillﬁ!‘illl
c
complexlé xi(NE),jacob(NE,NE)
ec.gloxiué FINE ), rtempx( NE ), 1 tempx(NE )
#8 restep,imstep,retemp,imtemp,rejac,imjesc,zero, typx
»SqQreps
% » jacob
COMmMOrY/ macpar »SQreps
e
c=~=--save current solution
e
tygx'g'gx
¢ 4
call calcf( f,x)

do 1000 i=]1,NE
Thament 1ot 1)
itempx(i)ex(i
1000 continue
c
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! c~=--use finite difference in resl part

do 2000 j=1,NE

if (debsidrealixtj))1).gt. typx) then
restepzdresl(x( }) )*sqreps
retempedrealix(j))¢restep
restepsretemp-dresl(x( j})

se
rg*tcp-dsim( typx,dreal(x(j)) insqreps
ondi

rtempx( j )=x( j )edemplx( restep)

c
c-~--use finite difference in imaginary part

o
if (dabsidimagix( j))).gt.typx) then
e
im =di x +imstep
iug'i-tw-dgngl x(3})

se
ig:t.ptdsiml typx,dimeg(x( j) ) insqreps
i .
itempx( ) )ax( j )+dcmplx( Zero,instep)
c
c-~--estimate Jacobian

-] -

do 2100 i=1,NE . .
rejacs(dreal( felemt( i,rtempx)-f(i
imjac=(dreal( felemt(i,itempx)-fi1
jacob( 1, j )=dcaplx(rejac,~imjac)

2100 continue
i)
itempx())=x( ]
2000 continue
re

sl

1

ol

}) )/ restep
1))/ imstep

LR 2K BRI BE JR BK BN BE OE B JE BE BE BN 2R B BN R BX JR BE NF JF NF NN N NN NN NN RSN
subroutine newton
wodifined newton's method driver

L 2R JE B 2R 3 BE BE BE O BR ONE BY B BN SN BE B OBE NE IR B BE BN NE NE NE NN NN NE NE NN BE NN 3

DQOOO 020

parameter (NEs8)
couglmls x{NE ), jacob(NE ,NE ) ,del tax(NE ), fINE)
real error, norm,
chacaoterss vess prtitr, genint
rag prtite in
logical .w%«“’ ’

common/unknun/x, jscob . .
common/option/error,mexitr,prtitr,genint
common/dpinfo/reslop,alphok,del tax, f
commorvresult/iret,iter

e
o~~==initialize
"]
irets0
itersl .

:—-—--is error less than specified

c
100 call calcfi f,x)
c % ral f.ne)
1f(checkv.lt.error) goto 999
iftiter.ne.l.and.prtitr.eq. 'YES') then
write(6,10) iter, checkv, alphs
10 “Icr-f t(' iterstion:’,i4,3x, 'norm s *,012.5,3x,'alphe = ',012.5) !

[
c-~--get Jacobian
c

call caljaec
e

o -
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i

¢-==~get next step
™

K © do 200 i

¥ dolhx( H l=-f( i)

200 continue

:—---wl.vc
call metsol(ne,deltax, jacob)
:—---gnt damping factor '
N call dampedtalpha)
E----eouuuto next estimation to the solution

do 300 iz=l,ne
w1 y=x( : ln.lpl‘ldclt
if ((i.ne.NE).and (dcabs(x(x)l.gt 1.0)) irets2
300 continue

c
c--~-gshow the result of this iteration

c
write(10,20) iter, chackv, alphs
20 format!' iteration:',i%,3x,’'norm = ',8l12.5,3x,'alpha = ',012.5)
write(10,21) x(ne)
21 format(2el12
if Ixrot.oq.z)
write(10,30) .
30 omt( ' absixti)) > 1. Program terminated ')
goto 9
onds f

[-3 .

c====ig iteration less than max

c
iter = iter »+
if utcr.lt.uxxtr) gote 100
iretsl

999 return

ond

I EEEEEEEEEEREFEEFE RN NN RN Y R
subroutine damped(alpha)
compute damping factor alpha

L AL 20 BR 2R BE B BE R BE BE X BE BE NE NE NE BF BE BE BE BE NE BE BE BE BF N ONE BN NN BE NF N N )

02000 ago

paramater (NE=8) -

iul lands, u, 1, minalp, norm, leftsd, rigtad, 1f, insqrt

ical a

c:v?plcx*lé XUNE ), jacob{ NE ,NE ) ,x temp(NE ) ,del tax(NE ), f(NE ), ftemp(NE )
complex#1lé tempj,inslop

common/unkrmn/x , jacob
commorvdpinfo/reslop,alphok,del tax, f
c
c-===initializa
c
slphe=zl.0
landasl Oe-02
uzg.5

120
fo=1fl £)
slphoks=, trus.

it=0 -—
inslop=(0.0,0.0)

c===-compute
do 15 i=1,NE

tms'lo .0,0.0)
j=1,NE
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tﬂ;tt.wpennjg( f(3))%jacobl j:i)

10
xmlcp-;mlopotwjlblhxl i)
15 it reallinslop)
res = reallins
zodosgpx sl, inssop
30 xtemp( x J=x( i )ealphandal tax(i)

econtinue
call alcfl ft-p.xt-u)
forevslfi ft
xf lfzm lt fonlphaﬂhndaimlop) return

r“‘""‘(
|

1t.1 .0.-05
false.

i

:1 -g?éop/ (2% fpreav~fo-reslop))

pr
PR T ten

else
glphaf sa] tomp
i

r—

itsitel

if (it.1t.10) goto 20
a =, false.

re

n"'.“ﬂ

I EEEEREREEREENNNEERERENEENRENE NI NN
subroutine getcur
compute the cospensated currents for verification

EE R R R EEE RN N NN N I E R N N

02000 mlo

. parameter (NE=8)

complex*#1é x(l! )» jocob( NE ,NE ) , sa( NE ,NE ) ,currnt(NE )

complex*lé g »S82(NE,NE ) ,curr2(NE ),3t1(2,2),8CINE+1,NE+]l)
complex®lé cn (NE), snt{NE,NE),temps(NEN2,NE*2), tempc(NE®2)
complex#16 calcur(NE), ap(NE}, bp(NE)

character#3 refrnc, ves

common/unkrnwn/x , jacob
commonv/genrtr/g .guluag
common/antena/sa,currnt

- commorvpatch/stl ,az weurr2,refrne

yes = 'YES'
c
c~~==initialize tempc and temps to zero

do 100 i=1,NE#2
tempcti) = (0.0,0.0)
do 110 i|=1 NE®2
l,J) = (0.0,0.0)

110 eon inue
~— 100 continue
y ]
c----gat sn snd cn of the compensation network
e

call caleselse,x)
do 200 isl,NE .
ontti) = x(NE) # scti,NEel)
do 210 3j=1,NE
e snt(irj) = scli,j)egemmagnscti,NE+1)neciNE+L,])
210 continue
200 continue
e
c---=ggt up the metrix equetion describing the entire network
c

do 300 i=1,NE
tempcii) = ent(i)
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&tSIO j=1,NE

ompsl i +NE,JINE) = -sali,j)
tempsli,j) s ~entli,3)
310 continve
temps(i,NE+i) = (1.0,0.0)
temps(NE+i,i) = (1.0,0.0)
300 eontmu.
Cail matsol(ne2; tempc, temps )
call matsol(ne2,tempc; temps
do 400 i=1,NE .
canleurln s tempct i +NE )-tempe( i)
900 contirue
write(6,20
20 format(//’ 'l'h. calculated currents at the reference plane ')
do 500 i=l,

wri tet 6.10) i,caleur(i ).de.bslenlcur( i) )»phascl aleurl i))
10 format(3x, I '.12,') = {',F10.5,',',F10.5,') =
& fl10.5,' 7 ’FIO.SI
500 continue
if lrofmc N¥“) then
do 600 1=]1,
bp(i) = ltemel1l-stlll,l)ltowpcmiu))/sﬂ.(l,z)
ap(i) = stl(2,]1)ntempc(NE+i)+stl(2,2)nbp(i)
aleuru) = ap(x)-bp(xl

600 continue
write(6,30)

30 formatt//' The calculated currents at the patch edges ')
do 700 i=1,

nﬂhtb.m) ircalcurti),dcabstcalcur(i)),phasel(calcur({i))
700 continue

ondi f

return

end
c
R EEERENENEREREEERERNEENENIREIRNIENNERNERE NI R
c

subroutine disply
c
e output the results
:!--nnnniuuunnunnnunn-nuunnnuuuuu-nln
c

paramater (NEz8)

complex®*16 x(NEl» jecob(NE ,NE ) ,sc{NE+1,NE¢+1)

common/

comon/mult/xnt.xt.r

commony/ time/itimel, itime2

writet6,4)

& format('l === RESULT ~==='///)
if tiret.eq.0) then
writel(6,5}) iter
5 format(' Program was suec.ssful. Number of iteration = ',i4)

else
write(6,6) iret .
6 _fomt( ' program was unsuccessful. iret = ',il)

all timeck(itime2)
rtime = floai(xtxnl-xh-xl / 100.0
write(6,7) rtine
7 format(/°'CPU time = ',£6.2,' seconds ' }
write(6,10)
10 format('-The required power divider specification '/l
write(6,20) lz.xltlpedabs(x(xlhphaso(xlxl).x 1,ne-1
zo‘fomt(Sx.'g'.xz.') = (',.12 5,'>')8l12.5,') = '!f’.Sp'/',fe 3/

write(6,40) xlmmll!l)oph-u(xlli
40 format (/' G?xntor = '.fB 5; »'f8.5,* = '.fa.s.'/',fa.z./.
te!
call eolcselse.x)
write(6,200) . L.
200 format(//,' The S-metrix of modified feed network')
do 210 izl,ne+l e .
write(6,220) (SClis))ri=l,ne?l)
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220 format(3x,9((',15.3,°,',f5.3,') "))

210 continue

write(3,230) ((‘c(l.J):l))))‘lt"ﬁ‘ié.l'l:"!’l)

230 FORMAT!2£10.5 Power Divide:
call timeckiitime
rtime = float!zhn:) /7 100.0
write(6,260) rtime

F

',11,,4,i1)

240 formatt///' Total CPU time = ',f6.2,' saconds ')

return
ond

I E N N RN R )
resl function 1f(f)
norm squared
WM NN NN NN RRRE
paramater (NEz8)
complexnlé fINE)
lfOO
do 1 1,NE
lfslfoﬂ ilnconig( fti))

10 continue
1$=0.5»1¢
return

[
[
c
e
L]
[
(-

I EEEENEREERENE NN NE NN
real function dnorm (vector,n)
double percision norm

I EEEERER NN IR TN NI

ogoon 020

complex*lé vector(n)
realxs temp

temp=0.0
do 100 isl,n .
temp=zcdabs(vector( i) "2+ temp

continue
thorm-dsqr{( temp)
return
ond

100

e
G % I % % M I N N N NN MW NN NN R
e

subroutine matsol (n,b,pass)

c
c-~--matrix equation solver

c
CN M M N M MM NN WM NN NN RN
c

parameter (NE=8)

LR 20 BE BE BN BN BE BN J

LI B 3K IR BE R 2R JN

LI 2R BB IR BE R BE BN J

L2E 2R 2R BE 3K 2R 2% I 4

LAE JE 2R 2R SR 2R AR 2% 4

eo?hxils pass{ GENENNE ) ,a( 23NE , 2%NE ) , temp ,b( 2#NE )

di ,max
integer ipivot(2¥ne-1},n

o
c~--=transfers the information in the vector pass to the

o
do 100 i=l,n
do 110 j=1,n
aljri)zpass((i-1)ne+j)
110 continue
100 continue

matrix a

e
c----factor the matrix into an upper triangular matrix using

c implicit pivoting.

do 200 k=l,n-1
(-
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} c~---perform the implicit pivoting
¢
- max=0.0
do 210 irowsk,n
dizdcabstatirow,k))
do 211 j=k¢l,n
if (di.l¢t. de.bslalxromj)ll di=dcabstal irow,j))

continue

xf ldcabs(nhromk)l/dx gt.max) then
ipivot (Kjizirow

. maxzdcabs(al irow,k ) )i/di

! endif

f 210 continue

211

c
c-===-swap the two rows

c
*{zzo lﬂ:»ﬂ
emp=alk,i)
alk.:l'a(’xmvoi(kl i)
a(ipivottk),i ls'cup
220 continue

:---aro the k column

]
do 230 izkel

imi-.l i ,k )/a(k»k)

al1,k)=temp

do 231 {tkﬂm

au,: za(i,j)etempraik,3)

231 continue
230 continue

200 continue
o----establish the corresponding b vector
®  do 300 ksl,n-1
g---—pivot the b vector

c
tempz=b(K )
btk)=b( ipivotik))
bt ipivoti(k))=temp

e
c--=--parform tha row multiplications on b

c
do 310 j=K+l,n .
bt j1=bik 1nat j,K)+b( j)
310 continue
300 continue
c
c---=backsolve for the solution vector

c
btn)=bin)/ain,n)
do 400 iiz2,n
i=n+l-ii
t.mp*b( i)
do 410 2=ulm .
tap= cq:-bl]lnu.j)

410
b(x)lt-p/alx.;l
400 continue
return
ond
I E R R E N R EE T EE E R RN I O I I O O NN
function phase(x)
calculate phasa of complex variable x in degrees

L3R 2R 3R IR BE BN BE R BE JE NE B BE R NE OBE R SR JR R B R NR OBE BR BE B BE R L BE SE N 2R

02000 0‘;0

lax#16 x,zero
real»8 r2d
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r2d=180.0/3. 141592654
Zero=0.

if ((dreali(x).eq.zero).and.(dimag(x).eq.zerc}) then
) phasez0.0

else

] phasassngl(datan2(dimag!x ) ,dreal(x ) ¥r2d)

endif

& end

N N YN N R R R R R R T T
real function dcabs(x)
double percision complex absolute

BN M I I M U 3 M N M I N I N I N N N N B MW WM N RN RRN
complex*16 x

dcabszsngl(cdabsix))
return

02000 020
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