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Abstract

Parallel computation presents problems which are either nonexistent or trivial in the context
of sequential computation. Thus, design of efficient algorithms for parallel and distributed
computation requires development of new tools and techniques.

This thesis considers a number of fundamental problems that arise in the context of parallel
and distributed computation and describes several graph-theoretic techniques to address these
problems. It also presents several new insights into the structure of various combinatorial
optimization problems. In particular, the thesis presents the following results.

9 A novel algorithm for symmetry breaking in distributed and parallel computing environ-
ments that runs in O(log* n) time.

e A new primitive data object, called a Sticky Bit. A polynomial number of atomic Sticky
Bits are sufficient to convert a safe implementation of an arbitrary sequential object into
an atomic one in a shared-memory multiprocessing environment.

* A technique for managing a global resource in a distributed network. In particular, the
technique allows us to convert an arbitrary distributed algorithm into an algorithm that
terminates if the resource consumption exceeds some given value C, but behaves exactly
like the original one as long as the resource consumption stays below C/2. Moreover,
the conversion increases the complexity of the converted algorithm only by O(log2 n)
amortized per participating node, where n is the number of such nodes.

* A parallel algorithm for solving the minimum spanning tree problem on a n-by-n mesh-
connected computer that runs in O(n) time. The algorithm is novel because it is based on
reducing the minimum spanning tree problem to the problem of finding shortest paths.

* The first sublinear-time parallel algorithm for bipartite matching. The algorithm runs in
0(n / 3 log 3 n) time on a graph of n vertices, and can be generalized to solve maximum
flow and minimum-cost flow problems in uniL capacity n-tworks.



9 Two sequential algorithms for the generalized circulation problem (network flow with
losses and gains) which are the first polynomial-time combinatorial algorithms for this
problem. One algorithm runs in O(nm 2 log2 nlog B) time and the other runs in
O(n2 m 2 log n log 2 B) time, where n is the number of nodes, m is the number of edges, and
B is the largest integer used to represent capacities and gains, where gains are represented
as ratios of integers.

Keywords: Graph algorithms, parallel computation, distributed computation, parallel graph
coloring, symmetry-breaking, combinatorial optimization, shared-memory multiprocessors, atom-
icity, I/O automata.

Accession For

NTIS GRA&i
DTIC TAB
Unannounced
Justificat io

Distribution/

Availability Codes
avai'l and/or

,t Special

Thesis Supervisor: Charles E. Leiserson

Title: Assniate Professor of Computer Science and Engineering

2



Acknowledgments

I would like to thank everyone who have contributed to the contents of this thesis. I am

very grateful to my advisor, Charles Leiserson, who has introduced me to the area of parallel

computation and provided the encouragement, guidance, and support during the course of this

research. Each one of the long discussions in his office provided me with a new perspective

on my research, making me realize what I was doing in a much broader context. He has

greatly helped me both in technical and nontechnical matters and promptly dealt with all those

mundane problems like financial support, equipment, etc., creating a comfortable, stimulating,

and creative research atmosphere.

I would like to express my thanks to Andrew Goldberg, who has convinced me to start doing

research in parallel algorithms and to join the TOC group of the Laboratory for Computer

Science. His contagious excitement was the source of constant inspiration, and I am indebted

by his numerous contributions to my research progress.

I am grateful to David Shmoys both for his constant encouragement and advice, and for his

invaluable comments on various drafts of the papers which make up this thesis. I would also

like to thank him for many stimulating discussions which greatly contributed to my professional

development and helped me achieve high standards of academic scholarship.

tva Tardos has introduced me to the area of combinatorial optimization and showed me that

some sequential algorithms are as interesting as parallel ones, and even more so. Her patience

in explaining to me the basics of combinatorial optimization deserves my deepest appreciation.

From her I have learned how to transform a rough idea into a mathematically correct proof,

without loosing the initial intuition. Collaborating with ltva was a challenging, stimulating,

and, most of all, an enjoyable experience. I would also like to thank her for numerous suggestions

which improved the presentation of the thesis.

Baruch Awerbuch has introduced me to the problems that arise in distributed systems. He

has showed me how to define new concepts and how to look for new research directions. From

him I learned that stating a problem is sometimes harder and more important than solving it.

Baruch's humor kept me in good spirits and enhanced the unique atmosphere of the third floor.

3



I would like to thank Nancy Lynch who suggested I consider the problems associated with

implementing shared objects in a shared-memory multiprocessor. Her numerous suggestions

were instrumental in obtaining the results presented in Chapter 2. I would also like to thank

Yehuda Afek, Alan Fekete, and Michael Merritt, whose comments on various drafts of Chapter 2

were very helpful.

I have spent the summer of 1987 in AT&T Bell Laboratories in Murray Hill, where I had

the opportunity to benefit from discussions with Yehuda Afek, David Johnson, Michael Saks,

Robert Tarjan, and Pravin Vaidya. I would especially like to express my appreciation to David

Johnson who made great efforts to make that summer both productive and enjoyable.

This thesis is derived from several papers. Chapter 1 presents joint work with Andrew Gold-

berg and Greg Shannon, Chapter 3 presents joint work with Yehuda Afek, Baruch Awerbuch,

and Michael Saks. Chapter 4 presents joint work with Bruce Maggs. Chapter 5 is derived from

a joint paper with Andrew Goldberg and Pravin Vaidya. Chapter 6 presents joint work with

Andrew Goldberg and Eva Tardos.

I was privileged to be part of the exciting and stimulating environment of the Theory of
I

Computation (TOC) group. I would like to thank all the members of the group for making it

a great place to work.

Last but not the least comes my family. I am sure that I would have never gotten thus far

without the confidence and support of my parents,1M anW Plotkin. Their love and

encouragement kept me going during the most difficult times.

This research was supported in part by the Defense Advanced Research Projects Agency Con-
tract N00014-87-K-825 and by the Office of Naval Research Contract N00014-86-K-0593.

4



Contents

Introduction 11

1 Parallel Symmetry-Breaking in Sparse Graphs 17

1.1 Introduction .. .. ... .. ... .. ... . .. . .. .. . ... .. . .. .. . .. 17

1.2 Preliminaries . . ... .. . ... .. . .. ... ... ... ... . . ... ... . . 19

1.3 Coloring Rooted Trees ................................. 20

1.4 Coloring Constant-Degree Graphs ...... .......................... 24

1.5 Coloring and Matching in Planar Graphs ........................... 27

1.6 Lower Bounds .............................................. 33

1.7 Conclusions and Open Problems ...... ........................... 34

2 Sticky Bits and Universality of Consensus 37

2.1 Introduction ............................................... 37

2.2 Model ......... .......................................... 39

2.3 Wait-Free Atomicity ........ .................................. 42

2.4 Sticky Bit ........ ........................................ 47

2.5 Atomic Implementation of an Arbitrary Object ......................... 49

2.6 Universality of Sticky Bit ....... ............................... 51

2.7 Conclusions and Open Problems ...... ........................... 60

3 Local Management of a Global Resource in a Communication Network 63

3.1 Introduction ............................................... 63

3.2 Model ......... .......................................... 65

3.3 Resource Controller - Definition ...... ........................... 66

3.4 The Basic Controller ......................................... 67

3.5 Main Controller ............................................ 74

5



3.6 Applications. .. .. .. .. ... ... ... ... ... ... ... .. ... ... .. 76

3.6.1 Dynamic Name Assignment............................... 76

3.6.2 Distributed Bank. .. .. .. .. ... ... ... ... ... ... ... ... 77

3.7 Conclusions. .. .. .. .. ... ... ... ... ... ... ... ... ... .... 78

4 Minimum-Cost Spanning Tree as a Path-Finding Problem 79

4.1 Introduction. .. .. .. .. ... ... ... ... ... ... ... ... ... .. .. 79

4.2 Minimum-cost spanning tree. .. .. .. .. ... ... ... ... ... ... .. .. 80

4.3 Implementation on a mesh-connected computer .. .. .. .. ... ... ... ... 81

5 Sublinear-Time Parallel Algorithms for Matching and Related Problems 85

5.1 Introduction.............................................. 85

5.2 Definitions and Notation..................................... 88

5.3 Maximal Node-Disjoint Paths.................................. 89

5.4 Bipartite Matching and Zero-One Flows .. .. .. .. ... ... ... ... .... 94

5.4.1 Goldberg-Tarjan Maximum Flow Algorithm .. .. .. .. ... .. ... .. 94

5.4.2 Bipartite Matching Algorithm .. .. .. .. .. ... ... ... ... .... 95

5.4.3 Zero-One Flow Algorlthms .. .. .. ... ... ... ... ... ... ... 102

5.5 The Assignment Problem and Minimum-Cost Flows .. .. .. ... ... ... .107

5.5.1 Goldberg-Tarjan Minimum-Cost Flow Algorithm................ 108

5.5.2 The Assignment Problem................................ 110

5.5.3 Zero-One Mifnimum-Cost Flows............................ 117

5.6 Conclusions............................................. 118

6 Combinatorial Algorithms for the Generalized Circulation Problem 121

6.1 Introduction............................................. 121

6.2 Definitions and Background................................... 124

6.2.1 Minimum-Cost Circulation Problem. .. .. .. ... ... ... ... ... 124

6.2.2 The Generalized Circulation Problem .. .. .. ... ... ... ... ... 127

6.2.3 Decomposition of Generalized Pseudollows..................... 129

6.2.4 Alternative Formulations................................ 131

6.3 The Restricted Problem..................................... 132

6.4 Vertex Labels and Equivalent Problems........................... 135

6.4.1 Canonical Relabeling................................... 136

6.5 Simple Algorithms......................................... 140

6



6.6 Algorithm MCF ........ .................................... 143

6.6.1 Analysis of the Inner Loop of the Algorithm ..................... 144

6.6.2 Bounding the Number of Iterations .......................... 146

6.7 The Fat-Paths Algorithm ............................... 151

6.7.1 Fat-Path Algorithm - Overview ............................. 152

6.7.2 Fat- Augmentation ...... ............................... 155

6.7.3 Canceling Flow-Generating Cycles .......................... 158

6.7.4 Implementing the Generalized Dynamic Tree Data Structure ........ 162

6.8 Conclusions ....... ....................................... 165

7



L

8



List of Figures

1.1 The Coloring Algorithm for Rooted Trees .. .. ... ... .... .... ... ... 21

1.2 The Coloring Algorithm for Constant Degree Graphs. .. .. .... ... .... .. 25

1.3 The 7-Coloring Algorithm For Planar Graphs. .. .. .. ... .... ... .... .. 28

2.1 Implementation of an object in terms of objects 0 and 0'.. .. .. .. .. .. ..... 42

2.2 Implementing Sticky Byte in terms of Sticky Bits .. .. .. .... ... .... ... 48

2.3 Atomic simulation of an object .. .. .. .. .. .... ... .... .... .... .. 52

2.4 Information stored in a single cell .. .. .. .. .... .... ... .... .... .. 53

2.5 The Grab and Release procedures. .. .. ... .... ... .... .... ... .. 54

2.6 The Init procedure. .. .. .. .. .... ... .... .... ... .... .... .. 55

2.7 The GFC procedure .. .. .. .. .... ... .... .... ... .... .... .. 56

2.8 The Find-Head procedure .. .. .. .. ... .... .... ... .... .... .... 57

2.9 The Append procedure .. .. .. .. .. .... .... ... .... .... .... .. 58

3.1 An example of a hierarchy on a chain. .. .. .. ... ... .... .... ... ... 68

3.2 Description of the communication primitives. .. .. .. ... .... .... ... .. 70

3.3 The Resource- Request procedure .. .. .. .. .... .... ... .... .... .. 70

3.4 The Delivery- Process procedure. .. .. .. ... ... ... ... ... ... ..... 71

3.5 The Root-Process procedure .. .. .. .... ... .... .... ... .... ... 72

4.1 An example of a retimed mesh-connected computer .. .. .. ... ... .... ... 83

5.1 The Maximal-Paths procedure .. .. .. ... ... .... .... ... .... ... 90

5.2 Push and relabel operations .. .. .. .. .... ... .... .... .... ... .. 95

5.3 The generic Goldberg-Tarjan maximum flow algorithm .. .. ... ... .... ... 96

5.4 High-level description of the bipartite matching algorithm. .. .. .. .. ... .... 97

5.5 The Match-and-Push procedure. .. .. .. ... ... ... ... ... ... ... .99

5.6 High-level description of the zero-ore flow algorithm .. .. .. .. ... .... .... 103

9



5.7 The Push-and-Relabel procedure ................................. 104

5.8 The outer loop of the generic Goldberg-Tarjan minimum-cost flow algorithm ..... .108

5.9 The inner loop of the generic Goldberg-Tarjan minimum-cost flow algorithm ..... .109

5.10 Push and relabel operations for minimum-cost flow computation ............ .110

5.11 High-level description of the outer (scaling) loop of the assignment algorithm ... 111

5.12 High-level description of the inner loop of the assignment algorithm .......... .112

6.1 A single iteration of the maximum-flow based algorithm ................... 142

6.2 Inner loop of Algorithm MCF .................................... 144

6.3 A single phase of the Fat-Path algorithm ............................. 153

6.4 The Fat-Augmentation algorithm ................................. 155

6.5 A single phase of the Cancel-Cycles algorithm ......................... 160

6.6 Dynamic tree operations ....................................... 161

6.7 Generalized Dynamic Tree operations ............................... 162

6.8 Implementation of Step 2 of the Cancel-Cycles algorithm .................. 163

10



Introduction

Parallel computers present the algorithm designer with many new challenges. Numerous prob-

lems which are encountered when designing parallel and distributed algorithms are either trivial

or just nonexistent in the context of sequential computation. Thus, it is important to identify

and isolate such problems, defining new paradigms, and devise general techniques to solve these

abstracted problems.

The thesis identifies several core problems which one encounters when designing parallel and

distributed algorithms and describes a variety of general techniques to address these problems.

The thesis also presents numerous examples that show how to use these techniques to construct

new algorithms or to improve the complexity of existing ones.

Efficient parallelization of a sequential algorithm usually requires new insight into the com-

binatorial structure of the problem. This, in turn, might lead to better sequential algorithms.

Combinatorial optimization is an example of an area where an improvement in algorithm effi-

ciency (both parallel and sequential) directly translates into our ability to solve larger problems.

While the initial chapters of the thesis present the more general techniques which are applica-

ble when designing a wide variety of parallel and distributed algorithms, the last two chapters

concentrate on describing some new insights into the structure of several network-flow type

problems, and illustrate the importance of these insights by describing several new parallel and

sequential algorithms for combinatorial optimization problems.

The thesis is organized into 6 self-contained chapters. Following is a short overview of the

ideas presented in each one of the chapters.

11I



12

Symmetry-Breaking Some trivial sequential algorithms seem inherently unsuitable for par-

allel implementation. The problem often arises from the fact that these algorithms process

information in small pieces at a time, where the way the next piece is processed depends on

some of the previously processed ones. Allocating a processor per each unit of information leads

to a situation in which we have many symmetric processors, where interdependencies prevent

us from scheduling all of them at the same time. Symmetry-breaking techniques enable us to

select a large number of processors that can be scheduled simultaneously.

When designing distributed algorithms, efficient symmetry-breaking techniques help decom-

pose the network into small-radius regions. This decomposition is the heart of implementing

divide-and-conquer algorithms in the distributed environment.

Chapter I describes a parallel technique to break symmetry in sparse graphs. This technique

allows us to 3-color a rooted tree in O(log*n) time on an EREW PRAM using a linear number

of processors. The same techniques lead to an O(log*n)-time distributed algorithm for the

same problem. This chapter shows how to use this technique and presents fast linear-processor

algorithmb for several problems, including the problem of (A + 1)-coloring constant-degree

graphs and 5-coloring planar graphs. Both the complexity and the number of processors used

by these algorithms are significantly better than those of the previously known algorithms.

Shared Objects The usual way to implement shared data objects in the context of a shared-

memory multiprocessor is to use synchronization primitives to "lock" the object in order to

ensure that only a single processor accesses it at any given moment. The disadvantage of this

approach is that failure of a processor that "has the lock" may prevent others from accessing

the object, leading to a situation in which no processor can make any progress. Moreover, even

if the processor that has the lock does not fail but is just slow, the faster processors may have

to wait until the slower one finishes its access, which, in turn, reduces the overall performance

of the system.

Chapter 2 introduces a general technique that allows wait-free implementation of any se-

quential object. The heart of this technique is a new primitive object, the "Sticky-Bit", which

can be easily implemented in hardware or simulated by a randomized algorithm directly from
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safe bits. Using this object it is easy to make asynchronous processors "help" each other, so

that even if a processor fail-stops in the middle of an operation which has to be completed

before any other operation can be started, other processors will "help" him to complete this

operation.

The Sticky Bit may be viewed as a memory-oriented generalization of consensus. In par-

ticular, the results of this chapter imply "universality of consensus" in the sense that given

an algorithm to achieve n-processor consensus, we can transform any safe implementation of a

sequential object into a wait-free atomic one.

Distributed resource management Often, when designing a distributed algorithm, we are

faced with the situation where we are given a protocol that has bounded message complexity

only under certain assumptions. Although the assumptions are usually reasonable, they might

still be incorrect, and in this case it is desirable to transform the protocol, adding a mechanism

that terminates it when the message complexity reaches dangerous levels. In a sense, we would

like to "buy insurance", where the "premium" is the increased complexity of the protocol due

to the additional mechanism, and the "deductible" is the maximum message complexity of the

transformed protocol under any circumstances.

Chapter 3 considers a natural generalization of the problem of limiting the maximum mes-

sage complexity, i.e. construction of a general Resource Controller that allows us to terminate

or redirect a distributed algorithm according to the level of consumption of a global resource.

In addition to the number of messages sent, a resource may be the total number of participating

nodes, total CPU time consumed, total number of disk blocks in use, etc.

This chapter formalizes the notion of "Global Resource Controller" and describes a controller

that achieves O(log2 n) amortized message complexity per each request to use a unit of resource,

where n is the number of participating nodes. This is a significant improvement over the 0(n)

amortized message complexity of a naive controller. The chapter also describes how to use this

controller to design efficient algorithms for several important problems, including the problem

of approximating the size of a dynamically growing network and assigning small identification

numbers (ID's) to nodes in such network.
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Minimum-weight spanning tree as a path-finding problem Linear and mesh-connected

systolic arrays are an important class of parallel computers. The simplicity of their intercon-

nection network presents the algorithm designer with the challenge to make communication as

local as possible. Consequently, efficient PRAM algorithms often do not translate into efficient

algorithms for mesh-connected computers. In particular, consider the problem of finding a

minimum-weight spanning tree of a given graph. Though algorithms that solve this problem

are very simple in the context of PRAMs, direct translation of these algorithms to run on a

mesh-connected computer leads to complicated recursive algorithms.

Chapter 4 shows that the problem of finding a minimum-weight spanning tree can be viewed

as an instance of the path-finding problem in a closed semiring. This immediately implies a very

simple linear-time algorithm for finding a minimum-weight spanning tree on a mesh-connected

computer.

Sublinear-time algorithms for matching Bipartite matching is a well-studied problem in

the contexts of both sequential and parallel computation. Though efficient randomized parallel

algorithms for bipartite matching are known, the best parallel deterministic algorithm runs in

superlinear time.

Chapter 5 describes a combinatorial technique that leads to the first sublinear-time deter-

ministic parallel algorithm for bipartite matching and several related problems, including the

problem of finding maximum flow in zero-one capacity networks, depth-first search, and the

problem of finding a maximal set of node-disjoint paths. The technique can be applied to de-

sign parallel algorithms for the weighted versions of these problems. In particular, the chapter

describes sublinear-time deterministic parallel algorithms for finding a minimum-weight bipar-

tite matching and for finding a minimum-cost flow in a network with zero-one capacities, if the

weights are polynomially bounded integers.

Generalized circulation problem Consider a generalization of the maximum flow problem

in which the amounts of flow entering and leaving an arc are linearly related. More precisely,

if x(e) units of flow enter an arc e, x(e)y(e) units arrive at the other end. For instance, nodes

of the graph can correspond to different currencies, with the multipliers being the exchange
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rates. The goal is to maximize the amount of flow excess at the source, while maintaining flow-

conservation constraints at every other node. The generalized circulation problem is important

both from a practical point of view, because it can be used to model many problems in fields

ranging from science and engineering to operations research, and from a theoretical point of

view, because it seems to be the "simplest" linear program for which no strongly polynomial

algorithm is known.

Chapter 6 presents the first polynomial-time combinatorial algorithms' for the generalized

circulation problem. The importance of designing such algorithms for this problem is twofold.

Combinatorial methods may lead to algorithms that axe more efficient, both in theory and

in practice, than algorithms based on general linear programming techniques. (For example,

this is the case for the minimum-cost circulation problem.) Furthermore, it seems that that a

combinatorial approach is more likely to yield the insight needed to design a strongly polynomial

algorithm for the generalized circulation problem, and the presented results can be viewed as a

significant first step in this direction.

'By combinatorial algorithms we mean algorithms that exploit the combinatorial structure of the underlying
network (as opposed to being based on analytic ideas like the interior point methods for linear programming).
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Chapter 1

Parallel Symmetry-Breaking in
Sparse Graphs

1.1 Introduction

Some problems for which trivial sequential algorithms exist appear to be much harder to solve

efficiently in a parallel or distributed framework. When converting a sequential algorithm to

a parallel one, at each step of the parallel algorithm we have to choose a set of operations

which may be executed in parallel. Often, we have to choose these operations from a large

set of symmetrical operations, where interdependencies prevent simultaneous execution of all

the operations in the set. Symmetry-breaking techniques enable the algorithm to select a large

subset of independent operations.

Finding a maximal independent set (MIS) of a graph is a good example of the necessity of

symmetry-breaking. At any step, a parallel MIS algorithm might have many candidate nodes

to add to the independent set. Due to adjacency constraints, however, not all of these nodes can

be added simultaneously. A symmetry-breaking technique is therefore needed to find a large set

of nodes to add, as has been done in the first parallel MIS algorithm of Karp and Wigderson [78]

as well as in the subsequent improvements by Luby [93] and Goldberg and Spencer [65].

Previous symmetry-breaking techniques have focused on randomization. It is often desir-

able, however, to have a deterministic algorithm. Karp and Wigderson [78], and Luby [93]

°This chapter describes joint research with A. Goldberg [50, 51]. This work was merged with results by
G. Shannon and published in [53, 52].
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18 Chapter 1

proposed methods to convert certain randomized algorithms into deterministic ones. Their

methods, however, significantly increase the number of processors used.

In many cases it is sufficient to break symmetry in sparse graphs. The only previously

known efficient symmetry-breaking technique, due to Cole and Vishkin [31], works only for a

directed chain. In this chapter, we generalize their approach to obtain a deterministic symmetry-

breaking technique to 3-color a rooted tree in O(log*n) time on a CREW PRAM. Using our

techniques, we develop the linear-processor algorithms listed below. Our results improve the

running rime and processor bounds for respective problems.

e For graphs whose maximum degree is A, we give an O((log A)(A 2 + log*n))-time EREW

PRAM algorithm for (A+ 1)-coloring and for finding a maximal independent set. The

best previous deterministic linear-processor algorithm for finding MIS, due to Goldberg

and Spencer [65], runs in O(log 4 n) time on constant-degree graphs.

For planar graphs, we give 7-coloring, MIS, and maximal matching algorithms that run in

0(log n) time on a CRCW PRAM. The 0(log3 n) running time of the maximal matching

algorithm due to Israeli and Shiloach [72] can be reduced to O(log2 n) in the restricted

case of planar graphs, which is log n factor worse than our algorithm.

* We give an 0(lognlogn)-time CRCW PRAM algorithm for 5-coloring an embedded

planar graph. In comparison, the 5-coloring algorithms for planar graphs of Boyar and

Karloff [22] and of Naor [103] are based on O(log n) applications of an MIS subroutine. If

Luby's MIS is used [931, these algorithms run in O(log 3 n) time using 0(n 3 ) processors;

if Goldberg-Spencer MIS is used [65], the processor requirements can be reduced to 0(n)

at the expense of increasing the running time to O(log5 n).

Although in this chapter we have limited ourselves to the application of our techniques for

the design of parallel algorithms for the PRAM model of computation, the same techniques

can be applied in a distributed model of computation [11, 46). In particular, our algorithms for

3-coloring rooted trees and for A + 1 coloring can be applied directly, achieving 0(log*n) time.

Moreover, the 11(log*n) lower bound due to Awerbuch [131 and Linial [91] for the MIS problem

on a chain in the distributed model implies that our symmetry-breaking technique is optimal
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in this model.

Since we can 3-color a rooted tree in O(log'n) time in a PRAM model of computation,

it is natural to ask if a rooted tree can be 2-colored as quickly. We answer this question by

giving an Q(log n/loglog A) lower bound for 2-coloring of a rooted tree. We also present an

Q(log n/ loglog n) lower bound for finding a maximal independent set in a general graph, thus

answering the question posed by Luby (931.

This chapter is organized as follows. Section 2 presents definitions, notation, and compu-

tation model details. Section 3 presents the algorithm for 3-coloring rooted trees. Section 4

uses this algorithm to (A + 1)-color constant-degree graphs. Section 5 uses results of Section 4

to develop algorithms for planar graphs. Section 6 proves the lower bounds mentioned earlier.

Section 1.7 summarizes the results and discusses some open problems.

1.2 Preliminaries

This section describes the assumptions about the computational model and introduces the

notation used throughout the chapter. We consider simple, undirected graphs with n vertices

and m edges. The maximum degree of a graph is denoted by A. The graph induced by a set

of nodes X is denoted by G[X].

We discuss the following problems:

" The node-coloring problem: find an assignment C : V - I+ U {0} of nonnegative (not

necessarily consecutive) integers (colors) to nodes of the graph so that no two adjacent

nodes have the same color and so that the total number of colors is at most A+ +1. We

assume that the bits are numbered from 0, and the ith bit in the color of a node v is

denoted by C,(i).

" The maximal independent set (MIS) problem: a subset of nodes I C V is independent if

no two nodes in I are adjacent.

" The maximal matching (MM) problem: A subset of edges M C E is a matching if each

pair of distinct edges in M have no nodes in common.
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We make a distinction between unrooted and rooted trees. In a rooted tree, each nonroot

node knows which of its neighbors is its parent.

The following notation is used:

log z = log2 X

log()z log -

log(') z - log(log(t - 1) z)

log*z = min{illog(') x < 2}

We assume a PRAM model of computation [21, 42] where each processor is capable of

executing simple word and bit operations. The word width is assumed to be O(log n). The

word operations we use include bit-wise boolean operations, integer comparisons, and unary-

to-binary conversion. Each processor P has a unique identification number O(log n) bits wide,

which we denote by ID(P). We use adjacency lists to represent the graph, assigning a processor

to each edge and each node of the graph. We use exciusive-read exclusive-write (EREW)

PRAM, concurrent-read exclusive-write (CREW) PRAM, and concurrent-read concurrent-write

(CRCW) PRAM, as appropriate. The write conflicts in CRCW PRAM are assumed to be

resolved arbitrarily. All lower bounds are proven for a CRCW PRAM with a polynomial

number of processors.

1.3 Coloring Rooted Trees

This section presents a technique to 3-color a rooted tree in O(log'n) time. This technique can

be viewed as a generalization of a technique due to Cole and Vishkin [31] that finds a maximal

independent set on a directed chain in O(log*n) time. We first describe an O(log*n)-time

algorithm for 6-coloring rooted trees and then show how to transform a 6-coloring of a rooted

tree into a 3-coloring in constant time.

The procedure 6-COLoR-ROOTED-TREE is shown in Figure 1.1. This procedure accepts

a rooted tree T = (V, E) and 6-colors it in time O(log'n). Starting from the valid coloring

given by the processor ID's, the procedure iteratively reduces the number of bits in the color

descriptions by recoloring each nonroot node v with the color obtained by concatenating the
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Procedure 6-COLoR-ROOTED-TREE(T)
N, - n;
for all v E V in parallel do C,, - ID(v);
while N, > 6 do

for all v E V in parallel do begin
if v is the root then begin

iv, -0;b. C- C(0); _.
end;
else begin

i r- min{i I C.(i) 0 CP.rent(v)(i));
b- C,(i,,);

end;
C. o- i,,b,,; ((Bit i,, concatenated with b,, ))

end;
N, - max{C, I v E V} + 1;

end;
end.

Figure 1.1: The Coloring Algorithm for Rooted Trees

index of a bit in which C, differs from Cp.,,,t(,,) and the value of this bit. The root r forms its

new color by concatenating 0 and C7[0].

Theorem 1.3.1 The algorithm 6-COLOR-RoOTED-TREE produces a valid 6-coloring of a tree in

O(log*n) time on a CREW PRAM using a linear number of processors.

Proof: First we prove by induction that the coloring computed by the algorithm is valid, and

then we prove the upper bound on the execution time.

Assuming that the coloring C is valid at the beginning of an iteration, we first show that

the coloring at the end of the iteration is also valid. Let v and w be two adjacent nodes with v

being the parent of w. In the algorithm, w chooses some index i such that C,,(i) 0 C,(i), and

v chooses some index j such that C,,(j) 0 Cprent(,,)(j). The new color of w is (i,C (i)), and

the new color of v is (j,C,,(j)). If i # j, the new colors are different and we are done. On the

other hand, if i = j, then C,,(i) can not be equal to C, (i) by the definition of i, and again the

colors are different. Hence, the validity of the coloring is preserved.

Now we use induction to show that the algorithm terminates after O(log*n) iterations. Let

Lk denote the number of bits in the representation of colors after k iterations. For k = 1 we
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have

LI RogLI +1.

Assume for some k we have Lk-1 < log(k-1) L1 + 2 and pog(k) L] > 2.

Then log(k - ) Li > 4 and we have

Lk = Rog Lk-l + 1

_ Flog([log(k-) Li + 2)1 + 1

_< P-og(Iog(k - ) L + 3)1 + I

< Fog(2(log(k- ' ) L))l + 1

_< Flog( k) Li + 2.

Therefore, as long as rlog(k) Li _> 2,

Lk < P0o(k) Li + 2.

Hence, the number of bits in the representation of colors Lk decreases until, after O(log'n)

iterations, log(k) L1 becomes 1 and Lk reaches the value of 3. Another iteration of the algorithm

produces a 6-coloring: 3 possible values of the index i, and 2 possible values of the bit b,,. The

algorithm terminates at this point.

Using concurrent-read, each node determines its parent's color in constant time. Given two

colors, C, and C,, we can compute the smallest index j such that the jth bit of C,, differs from

the jth bit of C,,, by computing j = unary-to-binary(IC,, - Cl XOR (IC, - C,,,l - 1)). Hence,

each node can compute the new color independently in constant time. Therefore, each iteration

takes constant time and the algorithm uses O(log*n) time overall. Note that no concurrent-

write capabilities are required; for constant-degree trees the concurrent-read capability is not

needed either. I

We now describe the algorithm 3-COLOR-ROOTED-TREE which 3-colors a rooted tree. The

algorithm first applies 6-COLOR-RoOTED-TREE to produce a valid 6-coloring of the tree. Then

it executes three stages, each time reducing the number of colors by one.

Each stage works as follows. By shifting down the coloring we mean recoloring each nonroot

node with the color of its parent and recoloring the root with a color different from its current
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color. To remove the color c E {3,4,5}, first shift down the current coloring. Then, r1color

each node of color c with the smallest color different from its parent's and children's colors.

Theorem 1.3.2 Given a rooted tree T, the algorithm 3-COLOR-ROOTED-TREE constructs a valid

3-coloring of T using n processors and O(log*n) time on a CREW PRAM.

Proof: After a shift of colors, the children of any node have the same color. Thus each node is

adjacent to nodes of at most two different colors. Therefore, each stage of the algorithm reduces

the number of colors by one, as long as the number of colors is greater than three. Each stage

takes a constant time on a CREW PRAM. The theorem follows from Theorem 1.3.1. 1

To describe the subsequent algorithms, we introduce the concept of a pseudoforest [111]. A

pseudoforest of G = (V, E) is a directed graph G' = (V, E'), such that (u, v) E E' =* {u, v} E E

and outdegree of any node is at most one. A maximal pseudoforest of G = (V, E) is a directed

graph G' = (V, E'), such that (u, v) E E' = {u, v} E E and outdegree of any node in G' is one,

unless this node is zero-degree in G. Nodes with zero out-degree are roots of the pseudoforest.

We assume that graphs are represented by adjacency lists, and therefore a maximal pseudoforest

can be constructed in (parallel) constant time by choosing an arbitrary adjacent edge for every

node and directing this edge outward.

The coloring algorithms presented in this section work for pseudoforests as well as for rooted

trees. Therefore, a pseudoforest can be 3-colored in O(log*n) time on an CRCW PRAM using a

linear number of processors. We shall call the procedure for 3-coloring pseudoforests 3-COLOR-

PSEUDOFOREST. Note that an odd cycle, which is a pseudoforest, can not be colored in less than

3 colors, and therefore the number of colors used by the procedure 3-COLOR-PSEUDOFOREST is

optimal in this case.

Any tree can be 2-colored. In fact, it is easy to 2-color a tree in polylogarithmic time. For

example, one can use treefix operations [87, 101] to compute the distance from each node to

the root, and color even level nodes with one color and odd-level nodes with the other color. It

is harder to find a 2-coloring of a rooted tree in parallel, however, than it is to find a 3-coloring

of a rooted tree. In Section 1.6 we show a lower bound of !(log n/loglog n) on 2-coloring of a

directed list on a CRCW PRAM with a polynomial number of processors, which implies the
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same lower bound for rooted trees.

1.4 Coloring Constant-Degree Graphs

The algorithm for coloring rooted trees, described in the previous section, can be generalized to

color constant-degree graphs in a constant number of colors [51]. In the generalized algorithm,

a current color of a node is replaced by a new color obtained by looking at each neighbor,

appending the index of a bit in which the current color of the node is different from the

neighbors' color to the value of the bit in the node color, and concatenating the resulting

strings. This algorithm runs in O(log*n) time, but the number of colors, although constant as

a function of n, is exponential in the degree of the graph.

In this section we show how to use the procedure 3-COLOR-PSEUDOFOREST, described in the

previous section, to color a constant-degree graph with (A+ 1) colors.

The algorithm COLOR-CONSTANT-DEGREE-GRAPH, which colors a constant-degree graph G -

(V, E) with (A+1) colors, is presented in Figure 1.2. The algorithm consists of two phases. The

first phase repeatedly constructs a maximal pseudoforest and removes its edges from G. This

phase terminates when no edges remain, at which point all nodes are colored with one color.

Then we color all the pseudoforests with 3 colors in parallel.

The second phase iteratively returns the edges of the current pseudoforest, each time recol-

oring the nodes to maintain a consistent coloring. At the beginning of each iteration of this

phase, the edges E' of the current psendoforest are added, making the existing (A + 1)-coloring

inconsistent. The forest E' is already colored with 3 colors. Now, each node has two colors: one

from the coloring at the previous iteration and one from the coloring of the forest. The pairs

of colors form a valid 3(A + 1)-coloring of the graph. The iteration finishes by enumerating

the color classes, recoloring each node of the current color with a color from {O,..., A} that

is different from the colors of its neighbors. We can recolor all the nodes of the same color in

parallel because they are independent.

Theorem 1.4.1 The algorithm COLOR-CONSTANT-DEGREE-GRAPH colors the graph with (A+ 1)

colors and runs in O((logA)(A2 -+ log*n)) time on an EREW PRAM using a linear number of
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Procedure COLOR-CONSTANT-DEG REE-GRAPH.
E' - {(v, w) I{v, w} E E};
for i = 0 to A do begin ((the first phase))

for all v E V in parallel do
if 3(v,u) C E' then Ej - Ej + (v,u)

E - E- E;(( Ej are edges of a maximal pseudoforest ))
end;
for all v E V in parallel do ((initial coloring))

C(v) - 0;
for all 0 < i < A in parallel do ((color the pseudoforests))

Ci +- 3-COLOR-PSEUDOFOREST(V, Es);
for i. - A down to do begin ((the second phase))

El - E' + Ej;
for k.-lto2,j--OtoAdo

V' .- V;

for all v E V' in parallel do
if C(v) = j and C,(v) = k
then begin
C(v) - max{{0, 1,..., A}- {C(w) I (v, w) E E'}};
v. - V' - (v);

end;
end;

end;
end;

end.

Figure 1.2: The Coloring Algorithm for Constant Degree Graphs
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processors.

Proof: At each iteration all edges of the maximal pseudoforest are removed. The definition of

a maximal pseudoforest implies that each node that still has neighbors in the beginning of an

iteration has at least one edge removed during that iteration and therefore its degree decreases.

After at most A iterations, E' is empty. The running time of each iteration is determined by

the time required to select an unused edge out of an edge list. On an EREW PRAM, an unused

edge can be selected in 0(log A) time. The pseudoforests are edge-disjoint and therefore can

be colored in parallel. By Theorem 1.3.2, this takes O(log A log'n) time on an EREW PRAM.

The log A factor appears because we do not use the concurrent-read capability; a node must

broadcast its color to its children using, for example, parallel prefix computation [83, 101]. The

total time bound for the first stage is therefore 0((log A)(A + log*n)).

The second phase terminates in at most A iterations as well, one iteration per pseudoforest.

At each iteration we execute O(A) steps, that is, 2 steps for each color. Using integer sorting

algorithm of Reif [113], each such step can be implemented in a straightforward way to run in

0(log A) time. For example, in order to find a color which is different from the colors of the

neighbors, we can sort the colors of the neighbors and then use parallel prefix computation to

find the first "gap". Hence, one iteration of the second phase takes O(A log A) time, leading to

an overall O((logA)(A2 + log*n)) running time for the second stage of the algorithm and for

the algorithm itself. I

Given a (A + 1)-coloring of a graph, we can find an MIS of the graph.

Theorem 1.4.2 An MIS in constant-degree A graphs can be found in O((log A)(A 2 + log'n))

time on an EREW PRAM using a linear number of processors.

Proof: Iterate over the colors, taking all the remaining nodes of the current color, adding them

to the independent set, and removing them and all their neighbors from the graph. (We refer

to this procedure as CONSTANT-DEGREE-MIS in the subsequent sections.) The running time

of this algorithm is dominated by the running time of the COLOR-CONSTANT-DEGREE-GRAPH

procedure. I

Remark: The proofs of Theorems 1.4.1 and 1.4.2 imply that the algorithms COLOR-CONSTANT-

.. .. -- ""i"L mmm mm m mm mm
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DEGREE-GRAPH and CONSTANT-DEGREE-MIS have a polylogarithmic running times for graphs

with polylogarithmic maximum degrees. For graphs with arbitrary maximum degree we can use

the following algorithm. First, the graph is partitioned into two subgraphs with approximately

equal number of nodes, and the subgraphs are recursively colored in A+1 colors. Then we iterate

through all the colors of one of the subgraphs, recoloring each node with a color different from

the colors of all of its neighbors. This algorithm colors a graph with a maximum degree of A

with A+1 colors in O(A log Alogn) time.

The above algorithms can be implemented in a distributed model of computation [11, 46].

In this model the processors have fixed connections determined by the input graph; processors

communicate by sending asynchronous messages over the links, where a processor can send a

message to all its neighbors in 1 unit of time. The algorithms in the distributed model achieve

the same O(log*n) bound as in the EREW PRAM model. It was recently shown that f?(log'n)

time is required in the distributed model to find a maximal independent set on a chain [13, 91].

Our algorithms are therefore optimal (to within a constant factor) in the distributed model.

1.5 Coloring and Matching in Planar Graphs

Euler's formula implies that for every graph of genus 7 with n nodes and m edges, m <

3n - 6 + 27/, and therefore every planar graph has a constant fraction of nodes of degree 6 or

less [68). In this section we use this property in conjunction with the techniques developed

above to construct efficient algorithms for coloring and finding maximal matchings in planar

graphs.

First we present the algorithm 7-COLOR-PLANAR-GRAPH which finds a 7-coloring of a planar

graph in O(log n) time. The algorithm is shown in Figure 1.3. The first stage of the algorithm

partitions the nodes of the graph into sets Vi, such that the degree of any node V E V in

G[V + Vi+ 1 + Vi+2,...] is at most 6 (V consists of all nodes of degree at most 6 in G[V - (Vo U

V1 U ... U Vi- 1)]). Then, the algorithm colors all the subgraphs induced by the node-sets {V,}.

These graphs are node-disjoint and therefore the coloring can be done in parallel. The last

stage of the algorithm adds the subgraphs back in reverse order, updating the coloring.



28 Chapter 1

Procedure 7-COLOR-PLANAR-GRAPH
V, +-- V;
V, V2, ...- VSPg.1

i .- 0;

while V' #0 for all v E V' do in parallel ((first stage))
if Degree(v) < 6
then begin

V, -V, + v

end;
i-- i +1;

end;k i- 1;
for all 0 < i < k do in parallel ((color the pseudoforests))

E, - {{v, w) I v, w E V, ; {v, w) E};
Ci - Color-Constant-Degree-Graph(V, E,);

end;
for i - k down to 0 do ((second stage))

V" - V;
for j -- 0 to 6 do

for all v E V" do in parallel
ifC', =j

then begin
C,., .- max{{0,...,6) - {C. Iw E V'; {v,W} E E} ;
V -- V" - V;

V ' " + v;
end;

end;
end;

end;
end.

Figure 1.3: The 7-Coloring Algorithm For Planar Graphs



Parallel Symmetry-Breaking 29

Theorem 1.5.1 The algorithm 7-COLOR-PLANAR-GRAPH constructs a valid 7-coloring using n

processors and O(logn) time on a CRCW PRAM.

Proof: By Euler's formula, at least a constant fraction of any planar graph's nodes are of degree

6 or less. Therefore, the first stage partitions the nodes of G into at most O(log n) sets V. We

use concurrent reads and writes to determine whether the degree of a node is at most 6, and L

hence each iteration of the first stage is done in constant time. By Theorem 1.4.1, the second

stage uses only O(log*n) time. In the ith iteration of the third stage, the graph G[V] is already

7-colored and the maximum degree of each node in Vi in the graph G[14 + V2+1 + Vi+2 + ... ] is

at most 6. Only constant time is then needed to add in V and produce a valid 7-coloring of

G[VI + Vj+j + V+ 2 + ... ]. Therefore, only O(log n) time is used in all three stages. |

Remark: If at the first stage, instead of removing from the graph all the nodes with degree

of at most 6, we remove all nodes with degree of at most c times average degree (for c > 1),

the algorithm described above runs in polylogarithmic time for any graph G such that the

average degree of any node-induced subgraph G' of G is polylogarithmic in the size of G'. This

class contains many important subclasses including graphs that are unions of a polylogarithmic

number of planar graphs (i.e., graphs with polylogarithmic thickness [68]).

Given a valid 7-coloring of a planar graph, we can find an MIS in the graph by iterating

through colors as in our CONSTANT-DEGREE-MIS algorithm. With concurrent reads and writes,

only constant time is needed for each color class. Hence, we can find an MIS in a planar graph

in O(log n) time on a CRCW PRAM using a linear number of processors.

Remark: Using Euler's formula, we can extend our algorithms for 7-coloring and MIS in planar

graphs to graphs of bounded genus y. We apply the algorithm 7-COLOR-PLANAR-GRAPH as

before when there are at least cy nodes remaining in the residual graph, for some constant c.

The Heawood map-coloring theorem states that any graph can be colored with O(,/-) colors,

and its proof implies a polynomial time algorithm for finding such a coloring [68]. Therefore,

when less than c-y nodes remain in the residual graph, we sequentially color it with O(V/)

colors. With additional time that is polynomial in y, we can then O(V)-color the graph using

the same time and number of processors as for 7-coloring a planar graph. Note, that the above

algorithm does not need embedding. The related result for MIS on bounded-genus graphs
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follows as before.

The bottleneck in terms of time and processor bounds in the 5-coloring planar graph al-

gorithms of Boyar and Karloff [22] and Naor (103] lies in O(log n) applications of a maximal

independent set subroutine. This leads to 0(log3 n) running time using 0(n 3 ) processors by

applying Luby's MIS algorithm [93], or alternatively to 0(log3 n) time using O(n) proces-

sors by applying Goldberg and Spencer's MIS algorithm. In [50] we show how to use the

CONSTANT-DEGREE-MIS algorithm described in the previous section to achieve linear-processor

O(log3 n log'n)-time algorithm for 5-coloring planar graphs.

Here we present a different approach, which results in a linear-processor algorithm with

significantly better running time bounds. The 5-coloring algorithm that is sketched below is es-

sentially a parallelization of the sequential algorithms of Chiba-Nishizeki-Saito [26) and Matula-

Shiloach-Tarjan (981. Given an embedding (which can be computed in O(log 2 n) time [821), our

algorithm runs in O(log n log'n) time on a CRCW PRAM using a linear number of processors.

Given a graph G = (V, E), the 4gorithm finds a special large independent set I of nodes in G,

merges some of the neighbors of I (as described below) and removes the nodes in I to create a

new graph G', recursively colors G', and uses this coloring to color the nodes in G.

The special independent set I is constructed as follows. Let Q be the set of all nodes in

G of degree greater than 42. Let V4 be the set of all nodes of degree 4 or less. Let Vs and V6

be the set of all nodes of degree 5 with at most one neighbor in Q and the set of all nodes of

degree 6 with no neighbors in Q, respectively. Let S = V4 U V U V6 . Let G* = (S, E') be the

graph in which there is an edge between two nodes only if these nodes are connected or have a

joint neighbor in G[V - Q], where G[X] denotes the graph induced by the nodes in X. The set

I is a maximal independent set in the graph G'. Since G[V - Q] has constant degree, we can

find I using the procedure CONSTANT-DEGREE-MIS.

In order to construct the graph G', the algorithm proceeds as follows. Start with G' = G.

For each node in I nf V5 we find two of its independent (non-adjacent to each other) neighbors

that have low degree (42 or less), and merge them into a single supernode. For each node in

1 n V6 we either merge three of its independent neighbors into a single supernode, or merge

two of its independent neighbors into two supernodes. The embedding information is used as
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in [26, 98] to find the neighbors that can be merged while preserving planarity after all nodes

in I are removed. Then we remove all the nodes in I to get the graph G'.

After recursively 5-coloring the graph G', we obtain the coloring of G as follows. First color

all the nodes of G that correspond to nodes or supernodes of G' with the same color they were

colored in G'. Now add all the nodes in I and in parallel color every one of them with a color

different from the colors of its neighbors.

In order to bound the running time of the 5-coloring algorithm we need the following lemma,

which is similar to Lemma 3 in [26].

Lemma 1.5.2 The size of S = V4 U V5 U V6 is at least a constant fraction of the total number of

nodes in the graph.

Proof: Let R = V - S. Denote by si and ri the number of nodes of degree i in the sets S and

R, respectively. Let r. = E127 ri, and let rQ = 943 ri. By Euler's formula, rQ < Afn.

We prove the lemma by a counting argument. Definitions of r 5 and r6 imply that 2r 5 + r6 <_

D'=43 iri. Euler's formula implies that 3n > m, therefore

6 42 00

6n > Zis, + 5 + 6r6 + : iri + : i,
i=l i=7 i=43

6 42

s Ze+ 7r + 7r6 +Z1iri
.i=7

42

> 7r 5 + 7r 8 + 7Z ri
i=7

6 6

7(js + r5 + r6 + r. + rQ) - 7 s, - 7rQ
i=1 i=l

6
>7n - 71SI-7 -r. n

43

Thus ISI > n U--301"

Theorem 1.5.3 Given an embedded planar graph, we can color it with 5-colors using n processors

in O(log*nlogn) time on a CRCW PRAM, and O((log*n+logA)logn) time on an EREW PRAM.

Proof: Correctness of the algorithm follows from [26] and from the fact that the nodes in I

are independent in G-.
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Lemma 1.5.2 implies that the size of S is f1(n). The graph GO has a constant maximum

degree and hence the size of the set I is fl(n) as well. Therefore the depth of recursion is at

most Q(log n).

On a CRCW PRAM, we can find S and Q in constant time as in the algorithm 7-COLOR-

PLANAR-GRAPH. The construction of G' takes constant time because nodes in S have constant

degree. The algorithm CONSTANT-DEGREE-MIS finds I in O(log'n) time. In constant time nodes

in I can merge appropriate neighbors and delete themselves from G to form G'. Edge lists in

G' need not be compacted when we are using the CRCW PRAM. After recursively coloring G',

we can color G in constant time.

On the EREW PRAM, O(log A) additional time per recursion level is needed since we must

compact edge lists of G' (so that the set S in G' can be found in constant time). U

Remark: Chrobak, Diks, and Hagerup [29] have recently improved the result of Theorem 1.5.3

by giving an algorithm for 5-coloring planar graphs that runs in O(log*n log n) time on an

EREW PRAM and does not need an embedding.

Using the techniques described in this section, we can construct a fast algorithm for finding

a maximal matching (MM) in a planar (or a constant-degree) graph.

Theorem 1.5.4 A maximal matching in a planar graph can be found in O(logn) time on a CRCW

PRAM using a linear number of processors.

Proof: As in the 7-coloring algorithm, the first stage of the MM algorithm sepaxates the nodes

of the graph into sets Vi, such that the degree of any node v E Vi in G[ V + V+i + Ti+2,.. .] is

at most 6. Then the graphs {G[V]} axe colored in parallel. The second stage of the algorithm

recursively finds MM in the graph G[V - Vi] and removes the matched nodes to get G[V'],

where V' is the set of the unmatched nodes. The graph G[V'] has no edges and the nodes V

in the graph G[V' + Vi1] have maximum degree of 6. Hence, in 7 iterations over the colors of

G[VI] we can find the MM of G.



Parallel Symmetry-Breaking 33

1.6 Lower Bounds

In this section we prove two lower bounds for a CRCW PRAM with a polynomial number of

processors:

* Finding a maximal independent set in a general graph takes Q(log n/ loglog n) time.

* 2-coloring a directed list takes 11(log n/ loglog n) time.

The first lower bound complements the O(log n) CRCW PRAM upper bound for the MIS

problem that is achieved by Luby's randomized algorithm [931. The second lower bound comple-

ments Theorem 1.3.2. Recall that MAJORITY and PARITY problems axe defined as follows:

n bits are given in the first n cells of memory. The answer of MAJORITY is 1 if and only if

the number of bits that equal 1 is greater than the number of bits that are zero; PARITY is 1

if and only if the number of bits that equal 1 is odd.

Theorem 1.8.1 The running time of any MIS algorithm on a CRCW PRAM with a polynomial

number of processors is Q(log n/loglog n).

Proof: Given an instance of MAJORITY, we construct an instance of MIS in constant CRCW

PRAM time. MAJORITY is at least as hard as PARITY [44], and Beame and Hastad have

proved that PARITY takes Q(log n/loglog n) time on a CRCW PRAM with arbitrary instruc-

tion set [16, 17]. Therefore the lower bound claimed in the theorem follows.

Let Tlx 2 ,. . . ,xn be an instance of MAJORITY. We construct a complete bipartite graph

G = (V, E) with nodes corresponding to '0' bits of the input on one side and nodes corresponding

to '1' bits on the other side:
V ={1,...,n}

E = {(i,j) x,$zj}

To construct this graph, assign a processor Pij for each pair (ij), where 1 < i <j < n.

Then, each processor Pij writes 1 into location Mij if xi V xj and writes 0 otherwise.

A maximal matching in a complete bipartite graph is also a maximum one. By constructing

a maximal independent set in the line-graph G' of G, one can find a maximal matching in G.
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To construct the graph G', assign a processor Pijk for each distinct i,j, k < n. Each Pijk writes

I into location M(ij),(,k) if Mij = Mik = I and 0 otherwise.

The MAJORITY equals to 1 if and only if there is an unmatched node i E G such that

xi = 1, which can be checked on a CRCW PRAM in constant time. I

Theorem 1.6.2 The time to 2-color a directed list on a CRCW PRAM with a polynomial number

of processors is fl(log n/ loglog n).

Proof: We show a constant time reduction from PARITY to the 2-coloring of a directed list.

First, we show how to construct, in constant time, a directed list with elements corresponding

to all the input bits zi with value of 1. Let z 1 ,X 2 ,... , X. be an instance of PARITY. We can

assume without loss of generality that x, = 1. With each input cell M j (that initially holds the

value of zi), associate a processor P, a set of processors pik with each index i, 1 < k < j < i,

a set of cells Ma, 0 < j < i, and a cell M .Initialize all cells that do not store input bits to 0.

In one step, each processor Pik reads the value of M , and, if it equals to 1, writes 1 into

Mi, effectively computing the OR-function on the input values zj,xi_j+,... ,x-1. Assign

a processor Pj to each Mi, 1 < j < i. Each processor P, reads M and M' + ' and writes

(i - j) into M if and only if Mil 0 Mi - 1 . It can be seen that for all 1 < i < n, M[ holds

max{j I j < i,x, = 1).

We have constructed a directed list with elements corresponding to all the input bits z,

with value of 1. Assume this list is 2-colored. Then PARITY equals to I if and only if both

ends of the list are colored with the same color, which can be checked in constant time. 3

1.7 Conclusions and Open Problems

We have presented a fast technique for breaking symmetry in parallel and have shown how

to apply this technique to improve the running times and processor bounds of a number of

important parallel algorithms. We believe that the efficiency of this technique, combined with

the simplicity of its implementation, makes it an important tool in designing both parallel and

distributed algorithms.

. . ... .
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The presented results motivate the following open questions.

" We have proved a lower bound for MIS in general graphs. What is the lower bound for

MIS in planar graphs ?

" Beame [15] has proposed the following algorithm for coloring rooted trees of constant

degree on PRAM. Run the algorithm 3-COLOR-ROOTED-TREE for O(log logsn) steps. Next,

each processor collects the colors of all the descendants on distance O(log*n) or less and

uses this information and a precomputed lookup table (of size O(log*nloglog*n)) to

compute its final color. Given an f(log*n) preprocessing time, we can precompute the

lookup table; after this preprocessing step, the time to 3-color a tree (or a pseudoforest)

will be O(loglog*n). Is it possible to 3-color a tree in o(log*n) time on PRAM with no

preprocessing?

" Can we compute an MIS in general graphs in o(log n) time ?

* Car A+ 1-coloring algorithm implies that A + 1 coloring is a "local" property for constant-

degree graphs. In other words, if each node in a distributed system will gather all the ID's

from nodes that are at distance of at most O(log'n) from it, it will be able to compute

its color. Linial has shown that A2 coloring is a local property for general graphs [91]. A

natural question to ask is whether A + 1-coloring is a local property for general graphs.

" Direct implementation of Luby's deterministic MIS algorithm [93] in a distributed network

leads to superlinear running time, because after each iteration we have to decide which

one of the n2 executions is the best. Is it possible to find an MIS in a general distributed

network deterministically in sublinear time ?
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Chapter 2

Sticky Bits and Universality of

Consensus

2.1 Introduction

The usual way to write programs for shared memory multiprocessors is to use synchronization

primitives, that allow mutual exclusion. The main problem with this approach is that it causes

one processor to wait for another, essentially reducing the speed of the system to the speed of

the slowest component, which can be zero if this component has failed.

* In his seminal paper, Lamport suggested that usually we do not need to ensure that the data

is really accessed in a sequential fashion [84]. Instead, we need a mechanism that makes the

* accessing processors see as if the data is accessed sequentially. Lamport defined the notion of

atomicity, where intuitively an object is atomic if from the point of view of accessing processors

the accesses do not overlap in time.

Atomicity is trivially achieved using locking, at the expense of causing unnecessary waiting

of one processor for another. Hence, the question is whether we can construct atomic objects

that are also wait free. Lamport has suggested studying the special case of constructing wait-

free atomic registers from safe ones without using mutual exclusion [84]. (Informally, "safe"

means that the register operates correctly as long as there are no accesses that overlap in time.)

This problem has gained popularity, and has led to a large number of papers, that describe

constructions of various atomic registers [20, 104, 109, 110, 128].

37
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Using safe registers as our basic primitive objects has several inherent disadvantages. First,

the constructions based on safe registers are so complex and so hard to verify that even some

of the published ones are erroneous (see Schafer [114] for a more detailed discussion). On the

other hand, Dolev, Dvork, and Stockmeyer [35], Chor, Israeli, and Li (27], and Loui and Abu-

Amara [92], have proved that safe registers are not sufficient in order to reach even 2-processor

wait-free consensus. From this Herlihy (69] has concluded that safe registers are not sufficient

to implement wait-free versions of simple data objects like queues, stacks, etc.

Thus, we are lead to the conclusion that a new primitive object should be defined. This

object should be powerful enough to be used instead of mutual exclusion, it should provide

a convenient level of abstraction for writing concurrent programs, and it should be primitive

enough to be easily implemented. In this chapter we define such object, the Sticky Bit, which

is a special case of a 3-valued memory cell that supports a restricted variant of an atomic

Read- Modify-Write.

The Sticky Bit can be viewed as a generalization of consensus, which has proven to be a

valuable tool in understanding the limitations of asynchronous distributed systems (35, 39]. On

the other hand, the definition of the Sticky Bit is memory-oriented, which makes it a convenient

alternative to consensus in the context of shared-memory systems. In particular, Sticky Bit

objects allow us to easily write algorithms where several processors "help" each other so that

the task is completed with the speed of the fastest processor.

We illustrate the importance of the "help" paradigm by presenting a very simple wait-free

leader-election algorithm. It should be noted that this algorithm is interesting by itself, because

the standard methods of Coan and Turpin [30] that convert a single-bit consensus into a multibit

one do not seem to be applicable in the context of wait-free computation. Employing the "help"

paradigm we prove that Sticky Bit is "universal" by showing how to use O(n 2 log n) Sticky Bits

to transform any safe implementation of a sequential object into an atomic one, where n is the

number of participating processors.

A Sticky Bit object can be easily constructed from two safe bits and a single initializable

object that implements a wait-free single-bit consensus, where "initializable" means that the

object can be initialized by one of the participating processors so that it can be used again
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to reach consensus, as long as the initialization does not overlap any other operation. The

construction presented in this chapter indicates that reaching consensus is the fundamental

problem in wait-free synchronization. In particular, randomized consensus algorithms of Chor,

Israeli, and Li [27] and Abrahamson [1] together with our construction imply that polynomial

number of safe bits is sufficient to convert a safe implementation of a sequential object into

a atomic (randomized) wait-free implementation. The only other attempt to design such a

construction was done by Herlihy [69], whose construction requires an unbounded number

of additional safe bits and assumes that the model supports powerful memory-management

operations.

The chapter is organized as follows. Section 2.2 presents a formal model of a shared-memory

multiprocessor. The formal definitions introduced in this section are used in Section 2.3 to define

the notions of wait-freeness and atomicity. Section 2.4 presents definition of the Sticky-Bit

object and illustrates its use by presenting a wait-free leader election algorithm. In Sections 2.5

and 2.6 we describe how to construct an atomic simulation of any sequential object from Sticky-

Bits, which proves that Sticky-Bit data object is universal. Conclusions and open problems are

presented in Section 2.7.

2.2 Model

Informally, we regard a shared-memory multiprocessor executing a number of sequential threads

as a set of asynchronous processes communicating through shared data objects, where each

process corresponds to an execution of a procedure. Each sequential thread is executing a

single procedure at a time, where execution of the "call" instruction causes it to suspend the

current procedure and start executing the one that was invoked. The suspended procedure is

not continued until the invoked one executes the "return" instruction. This corresponds to a

system that does not support instructions that create new processes, i.e. all threads exist from

the beginning.

We use I/0 Automata of Lynch and Tuttle [96] with the addition of ports, as described

in [95]. We view all communication as if it is done through I/0 channels, where each channel

has two endpoints called ports. For each channel, one port is called the master and another
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one is called the slave, where slave ports correspond to entry-points of procedures and master

ports correspond to "call" instructions. Messages sent from master ports are called commands

and messages sent from slave ports are called responses.

Processors and data objects are modeled as non deterministic automata with possibly a

countably infinite number of configurations and possibly a countably infinite fan-out from every

configuration. An Input/Output Automaton is a tuple M = (t, Q, Q0 ), where C = C-t U &' U

tint is the set of actions (pO,, tis, tint are output, input, and internal actions, respectively), Q

is the set of states, and Q0 C Q is a distinguished set of start states. Each action corresponds

to a transition of the automaton from one state to another; we say that the actions which

correspond to transitions out of a given state are enabled in this state. An execution of an

automaton is represented by a sequence of actions, which we call a schedule.

A port automaton is a tuple (Val, 1I, CH, M), where

* Val is the set of values that can be sent as messages.

& II is the set of ports. Each port has a type, which is either master or slave.

* CH is the set of channels. Each channel is a pair of ports, one of type master and the

other one of type slave. A port can belong to at most one channel; a port which does not

belong to a channel is called external, and the rest are called internal.

* M is an input/output automaton with the property that every action is a tuple (in, r);

m E Val, 7r E II. We consider only schedules where any action (m, 7ri) is followed by

(m, r2 ) if ch = (irl, r2 ) E CH. To simplify notation, we write (m, ch) in this case. All

external actions are associated with external ports; all internal actions are associated with

internal ports.

An output action associated with a master port or an input action associated with a slave

port is called a command; an input action associated with a master port or an output action

associated with a slave port is called a response. A port automaton is well formed if any schedule

H restricted to any port ir starts from a command and consists of alternating commands and

responses. We say that port r is input enabled in a state C if there exists an input action
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associated with this port, that is enabled in C. A schedule H is balanced if it brings the system

to a state in which a port is input-enabled if and only if it is of type slave.

We say that an automaton has a procedure signature if it has at most one slave port; an

automaton has an object signature if it has no master ports. In order to abbreviate, we refer to

these automata as procedures and objects, respectively.

A composition of several port automata with disjoint set of ports is done exactly like the

composition of input/output automata. In order to model interactions between components we

can link one component to another by defining new channels. A composition of a number of

port automata with additional channels is called a system.

An object is specified by describing its external ports and stating all of its legal external

schedules. We say that an automaton implements an object 0 if it has the same set of external

ports and its external schedules are a subset of the schedules specifying 0.

It is important to formalize the notion of implementing one object in terms of another. An

implementation of an object 0 in terms of objects 01,02,... ,Ok is a port automaton that

implements 0 and is a system constructed by interconnecting a number of port automata such

that each automaton in the system is either a procedure or it implements one of the objects
01, 02, • •.-, Ok.

An example of an implementation of one object in terms of other objects is given in Fig-

ure 2.1. Arrows correspond to channels and are directed from master to slave ports; circles and

ovals correspond to procedure and object automata, respectively. Consider the directed graph

with nodes corresponding to the automata and the edges corresponding to channels. Observe

that this graph is acyclic. Associate with every external port ri the system that consists of

the interconnection of all automata with procedure signatures that correspond to nodes reach-

able from the node that corresponds to the automaton that owns 7ri, and denote the obtained

automaton by Pi. Note that Pi has a procedure signature. Intuitively, this corresponds to de-

composing the system into "front-ends" and "representation objects", and we call this canonical

decomposition.

With each system A we associate a system A that hides the actions of A that correspond

to internal channels. For each schedule H of A, the corresponding schedule of A is called
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1 2

Figure 2.1: Implementation of an object in terms of objects 0 and 0'. Arrows correspond to
channels and are directed from master to slave ports; circles and ovals correspond to procedure and
object automata, respectively.

the external schedule and is denoted by HIA. The actions in HI.A are divided into actions

corresponding to the slave ports of A, and actions corresponding to the master ports of A,

which we denote by H 1.A' and by H IA, respectively.

2.3 Wait-Free Atomicity

Two properties of an atomic register that make it an interesting data object are the ability to

perform correctly when the reads and writes are asynchronous and concurrent, and the ability

to withstand fail-stop "death" of one of the processors that access it, even if this death is in

the middle of an access. In this section we define these properties precisely using the formalism

introduced in the previous section, and generalize them to apply to more complicated objects.
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It is natural to give a specification of a data object in terms of the behavior of this object

when every command sent to the object is executed and acknowledged before a new command

is issued. For example, in the case of a register, this corresponds to executions in which reads

or writes do not overlap. The following definition, due to Herlihy and Wing [70], captures this

idea.

Definition 2.3.1 A schedule S is sequential if every command action in S is immediately followed

by the corresponding response action on the same port. A schedule S is sequential with respect

to component 0, if S16- is sequential. An object is sequential if any schedule which is sequential

w.r.t. this object can be extended to a balanced schedule which is also sequential w.r.t. this object.

Objects like registers, queues, stacks, etc. are examples of sequential objects (if we assume

that a "dequeue" operation on an empty queue or "pop" of an empty stack are defined to return

exceptions). On the other hand, consider a 2-port object that, given a value on one of the ports,

responds with this value or with the value sent to it through the other port, whichever is larger.

This object is not sequential because the response to the first command has to come after the

second command, i.e. the waiting is inherent in the specification of the object.

Lamport [84] defined a register as safe if a "read not concurrent with any write obtains

the most recently written value". Generalizing to arbitrary sequential objects, we have the

following definition.

Definition 2.3.2 An implementation of a sequential object is safe if the set of all schedules which

are sequential w.r.t. this object is a subset of the sequential schedules specifying the object.

What is the natural way of specifying the behavior of a sequential object for non-sequential

schedules ? When writing programs that use sequential objects, we usually disregard the

possibility of overlap and use the object as if we are assured that the only possible schedule will

be sequential with respect to this object. In other word, we assume that the object responds

immediately to any request. Intuitively, the specification of what is the "correct" behavior of

a sequential object when a number of accesses overlap has to take this into account, so that a

program that is correct under the assumption that the schedule is sequential with respect to

the object, will also be correct for non-sequential schedules.
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For the case of registers, Lamport has defined the notion of atomicity. Intuitively, an object

is atomic if it behaves as if each operation occurs somewhere between the command and the

response. In order to generalize the notion of atomicity to arbitrary sequential objects, we first

define a partial order on operations in a given schedule H, where an operation is a command

action followed by a response action in the restriction of H to the external ports of the object.

Let o = (e,, e,) and o' =(e, e,) be two operations in H. Recall that ec, e axe commands and

e,, er are responses. Then o -<H o' if both e, and er appeax before e' in H.

Definition 2.3.3 [70] An object is atomic if for every external schedule H of this object, there

exist schedules H' and S, such that H' is a balanced extension of H, S is sequential schedule

consisting of the same actions as H', and -<HC-<S. The schedule S is called linearization of H

and is denoted by £(H).

Translating Lamport's notion of the global-time model to our definitions, a global-time model

of a schedule H is an assignment of a real number T(e) to each action e in H, such that if

H = Hie1 H 2 e2H3, then T(ei) < T(e2 ). In other words, later actions are associated with larger

numbers. Denote by MH(o) the interval associated with operation o. Then ol -<H 02 if and

only if the interval corresponding to PH(oi) lies completely to the left of pH(o2). Therefore, if

two schedules H and H' consist of the same operations and for each operation o we have

pH,(O) 9 pH(o), then -<HC-<H,. On the other hand, Proposition I in [84] states that if

-<Jq9-<H', then there exists psH,, such that for each operation o we have lIHI'(0) _ pAn(o). Thus,

the above definition of atomicity can be reinterpreted as saying that any external schedule

should correspond to some sequential schedule consisting of the same operations, such that

each operation of the sequential schedule occurs within the interval of time corresponding to

the operation of the given schedule.

The following lemma shows that the definition of atomicity confirms to the intuition de-

scribed above. Intuitively, this lemma claims that if an object is atomic, then in order to

prove the correctness of the system, it is sufficient to prove correctness under the assumption

that accesses to the object do not overlap. The proof of this lemma is similar to the proof of

Lemma 3.2 in Herlihy and Wing [70].
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Lemma 2.3.4 Consider a system A with decomposition (P1, P2,...,Pk,O1,O2,... , O), such

that for any schedule H, the schedules HIfi M are sequential for all Pi. Then the set of all possible

external schedules of A is the same as the set of external schedules of A which is obtained from

schedules H such that HjO is sequential, where 0 = (01,02,... ,OL).

Proof: Consider schedule H of the system A. Let schedule HI0 be the external schedule of

0. Consider an object Oi and its corresponding external schedule H1i,. The object O, is

atomic, and therefore there exists a linearization £(H10), that imposes complete order -<,, on

the operations in HOI. On the other hand, we assume that each procedure automata imposes

a complete order -.<p, on operations associated with its master ports. Consider the union of

relations -<,, and -<P, for all i. We claim that it is a partial order, and therefore can be extended

to a complete order. If this is true, there exists a schedule S that is sequential with respect to

0, and SIP = HIP, and therefore the processors can not distinguish between S and H and

hence produce correct responses.

Assume that we do not have a partial order, which means that we have a cycle. Objects

01,02, .. . , O can not interact among themselves directly, because an object has slave channels

only. The only possible interaction is through some processor that is connected to a number of

objects. Therefore, if all operations on the cycle are related by -,, for some i, they are related

by -<,, for the same i, which is impossible because -<,, is a total order for each i.

Hence, at least two operations w, and W2 that are consecutive on the cycle, are related by

a member of -<p, for some i, that is w, -<p, W2. Denote the union of partial orders -<p, and -<,

by -<,,. The existence of cycle means that w2 -<U wl. The schedule is sequential with respect to

master ports of Pi, and therefore w, -<P, w2 means that w, -<H w2 . But the partial order -,,

is consistent with H, which means that W2 . wi. Thus, existence of a cycle in -<,, leads to a

contradiction. I

Atomicity is only one of the properties required by Lamport of "atomic registers". Another,

not less important property, is "wait-freeness". Intuitively, the idea is that the time it takes

to access an object should depend only on the speed of the accessing processor. In particular,

the object has to eventually return a response, even if all the rest of the processors "died" in

the middle of an operation. Note that without this requirement atomic objects can be trivially _
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constructed using busy-waiting.

Formally, wait-freeness is defined as follows. Consider a system with canonical decomposi-

tion (P1 , P2 ,.. ., Pk, 01,02,..., 01) where external slave port ri corresponds to component Pi.

Let W(C) denote the set of possible schedules that start at state C.

Definition 2.3.5 Let Wt (C) = {H : H E t(C),IIHI(P,Oi,02 ,.. ,O)11 > N}. The signature

of an external slave port i is wait-free if there exists N, such that:

1. For any state C in which the port wi is not input-enabled, there exists a schedule H E Ht'(C)

such that it does not include any commands associated with external ports of

(P,0 1 ,0 2 , . .

2. For any state C in which the port ri is not input-enabled, and for any schedule H E Rt'(C),

there is a prefix H' of H, s.t. x7r is input-enabled in state H'(C).

We say that a system is wait-free if and only if all external slave ports of the system have

wait-free signatures. Note that the object 0 does not have to be wait-free in order for the

system (P 1 ,P 2 ,...,Pk,O) to be wait-free. It should be noted that our definition is different

from the one given in [69], which fails to take into account the possibility of "starvation" of slow

processors. In other words, there is an implicit "fairness" in our definition, because the constant

N does not depend on what is happening on other ports. For example, the above definition

has the property that if two processors access a shared queue, in order for this queue to be

considered wait-free it must "reply" to the slower processor even if the faster one is infinitely

faster.

After formalizing the notions of atomicity and wait-freeness, we can define what it means

for an atomic object to be universal

Definition 2.3.6 A data object 0 is universal if given a safe implementation of a sequential

object 0', we can construct a wait-free system that atomically implements 0' in terms of 0-type

objects.
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2.4 Sticky Bit

In this section we introduce a new data object, the Sticky Bit, and illustrate the use of this

object by presenting a deterministic wait-free leader-election algorithm.

Definition 2.4.1 An atomic Sticky Bit (ASB) is a data object that holds values in {IL,0, 1} and

atomically supports the following operations:

* JAM(V) - If the value was I or v, sets it to v and returns "success". Otherwise returns "fail".

" READ - Returns the current value of the object.

In addition, it supports a non-atomic FLUSH operation.

e FLUSH - Sets the value to -L. This operation is non-atomic in the sense that any other

operation that overlaps it produces unpredictable results.

A consensus protocol was defined in the seminal paper of Fisher, Lynch, and Paterson [391

to be a protocol where each processor has a 1-bit input and produces a 1-bit output which

confirms to two conditions. First, all produced outputs are the same, and second, if the output

is v then there is at least one participating processor whose input is v. The consensus protocol

can be naturally represented as an n-port object. It is easy to see that it is possible to construct

an ASB from an initializable single-bit consensus object and two safe bits, where "initializable"

means that after using the object to reach consensus it is possible to initialize it and use it again,

as long as the initialization does not overlap with any other operation. In particular, this implies

that the randomized consensus algorithms of Chor, Israeli, and Li [27] and Abrahamson [1] can

be used to construct a randomized wait-free atomic Sticky Bit. Note also that ASB is a special

case of the write-once memory, and can be easily implemented in hardware.

The usual problem that arises when designing wait-free algorithms is that even if it is

sufficient that a single processor will execute some task, we can not assign a specific processor

to this task because the adversary might make this processor fail-stop. ASB objects provide a

convenient way to address this problem. In particular, they allow several processor to execute

the same task concurrently, "helping" each other, without interfering one with another.
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Procedure JAM(V,)

i, i -- the ID of the procesor;
Jazn-O(g,);
for j I- 1 to I do

b -j-th bit of v,;
jam jth bit of v with b;
if the jam failed
then begin

for k -- 1 to l do
if gk = 0 and V I < V j, (kth bit of vk) -(k'th bit of v)
then i' - k;

end;
end;

end;
return v;

end.

Figure 2.2: Code of Jam(vi), executed by processor i.

A simple example that illustrates how to use this capability, is a wait-free atomic implemen-

tation of a "Sticky-Byte" object. This object is similar to the Sticky-Bit, but holds a number

of bits (say 1) instead of a single one. The command that corresponds to JAM(O) or JAM(l) Of

ASB is JAM(V), where v is an -bit value. Similarly to ASB, JAM(V) returns "success" if the

object holds v after JAM(v) returns, and "fail" otherwise.

Observe, that an implementation that is based on representing a Sticky-Byte by I ASB

objects where each processor simply tries to jam its bits one-by-one, leads to incorrect values.

For example, consider the case where I = 2 and one processor tries to jam (1, 0) and the other

one tries to jam (0,1). A possible scenario is that the first bit is jammed by the first processor

and the second bit is jammed by the second processor, leading to the incorrect value of (1, 1).

On the other hand, if a processor "returns" immediately after it comes to the conclusion that

it must return "fail", then some of the bits of the Sticky Byte might remain undefined if the

processor that is supposed to return "success" is stopped by the adversary.

The main idea is to require any processor that recognizes that he must return "fail" to help

the processor that might still return "success" - a "help thy neighbor" paradigm. The code

executed by processor pi in order to simulate JAM(Vi) operation is shown in Figure 2.2.
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The algorithm begins with pi storing its input into vi and marking that its vi is valid by

jamming gi to 0. Then, it executes 1 iterations, where I is the number of bits in the input. At

iteration j, p tries to jam the jth bit of the decision to be the jth bit of vi,, where initially i' is

the processor's ID. If it does not succeed, it means that there exists k and some processor Pk',

such that Pk' has succeeded in jamming the jth bit of Vk into the jth bit of v. By induction

on the number of iterations, we see that there exists at least one Vk such that 9k = 0 and the

first j bits of vk correspond to the first (already jammed) j bits of v. The processor Pi finds

such k, and from now on tries to jam vk into v, essentially "helping" processor Pk. Note that

this algorithm has an interesting property that even if a processor pi stops immediately after

jamming 0 into gi, its input may still be the decision jammed into v.

Observe, that if each processor tries to jam its own ID, the above algorithm implements

a wait-free leader-election in O(logn) time. This implies that a Sticky Byte that holds an 4
arbitrary number of bits can be implemented from log n Sticky Bits, where an access time of

such implementation is O(log n).

2.5 Atomic Implementation of an Arbitrary Object.

In order to construct an atomic simulation of an arbitrary sequential object, we must be able

to impose an order on accesses that overlap in time, such that this order will be consistent with

their real order (see Definition 2.3.3), i.e. if an access was completed before another one was

started, the*the same relation between these accesses should exist in the imposed order. In

other words, we must construct a sequential schedule which is consistent wit h the real schedule.

A natural approach, proposed by Herlihy [69], is to assume that the system supports an

atomic operation that prepends an element to the beginning of the list. The idea is that a

processor that wants to access the object stores the command in 1 ,jst. and then uses the

commands that were stored beforehand in this list to compute the state of the object and the

appropriate response. The commands stored in the list correspond to a sequential schedule

which is consistent with the real one, and therefore the implementation is atomic.

In order to be able to show that it is possible to implement such list from Sticky Bit objects,
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we review the construction of [691, adding several important details. Upon receiving a command

cmd, processor pi proceeds as follows:

1. Gets a free cell Cell and stores cmd in this cell.

2. Uses APPEND to prepend Cell to the list.

3. Reads the cells in the list one by one to construct the suffix S of the sequential schedule

of the simulated object. The cells are read until it encounters a cell that holds a state

instead of a command.

4. Computes the "current" state of the object that results from applying S to the encountered

state and stores it in Cell.

5. Frees cells of the list that belong to it and that have at least n cells that hold states (and

not actions) ahead of them in the list.

6. Computes the response rsp of the object and returns it.

Observe, that because of Step 4 there are at most n cells in the list that hold actions and

not states. Hence, in order to compute the "current" state of the object it is enough to scan

at most n cells of the list, and therefore the implementation 5, wait-free. Step 5 is needed to

bound memory. As a result of the fact that a processor never scans more than n cells of the

list and the fact that it stops scanning after encountering a cell that holds a state, Step 5 does

not remove from the list any cell that might be read by some processor.

Though it seems that the main problem lies in implementing the APPEND command, there

are two important issues which were not considered by Herlihy in 1691. First, note that a

straightforward implementation of Step 5, i.e. recognizing that there are at least n cells that

hold states ahead in the list by scanning these cells, is incorrect. The problem lies in the fact

that some of these cells might be already freed, initialized, and used again, causing us to follow

"dangling" pointers. One way to solve this problem is to add n bits {bi,b 2,.b.., ,b} to each cell,

initially all 0. After a processor modifies its current cell to hold a state, it scans the following

n cells in the list, writing 1 in the appropriate bit of each cell, according to the distance to

this cell. Each time a processor is invoked and needs a new cell, it first checks all of its cells
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that are still in the list, and frees those that have all the bits bi equal to 1. This way the list

is traversed only in the forward direction. Moreover, if a processor accesses a cell during this

traversal, then the appropriate bi bit of this cell was 0 before the access, and therefore this cell

could not have been initialized, which means that we never follow "dangling" pointers.

The second point concerns the space complexity. Herlihy claims in [69) that because there

are at most n cells in the list that hold actions and not states, and because each such cell can

delay at most n other cells from being freed from the list, the space complexity is 19(n 2) in the

worst case. This claim is correct only if there is a single bounded-size pool from which new cells

are allocated. Unfortunately, it is impossible to implement such pool from safe registers, because

it allows wait-free 2-processor consensus. Therefore, it seems that the actual space complexity

of Herlihy's construction (which assumes that the system supports a wait-free atomic operation

that prepends an element to the beginning of a list') is 0(n3) in the worst case, which is

achieved by allocating disjoint pools to each one of the processors.

The code which includes the details discussed above is presented in Figure 2.3. It assumes

that the list object supports the following three atomic operations:

" GFC - Gets a free cell.

* INIT - Frees and initializes the given cell.

" APPEND - Prepends the given cell to the beginning of the list.

2.6 Universality of Sticky Bit

We show universality of the atomic Sticky Bit object by presenting an implementation of the

GFC, INIT and APPEND operations. Similarly to the implementation of the Sticky Byte, the

heart of the presented algorithms is the idea of extending "help" to less fortunate processors.

In order to implement the operations atomically, the procedures described in this sections

"busy-wait" until the operation is executed and only then return. Thus, the problem is to

limit the amount of this waiting in order to achieve wait-freeness, and this is where the "help"

'Herlihy's construction of a wait-free atomic object directly from multibit consensus uses unbounded memory.



52 Chapter 2

procedure UNIVERSAL(cmd)
ActionList - the list that stores actions and states;
Tmp(n) -a local array of n cells;
MyCells - a local set of pointers to processor's own cells in the ActionList;
Cell,NextCell - local variables, correspond to cells in the lists;
state,NewState - local variables that can hold states;
cmd, rsp - input command and output response;

{ Release "useless" cells}

for all Cell E MyCells do
if Vi, I< i< n: Cel.b =lIthen begin

INIT( Cell, ActionList);
if "success" then MyCells .- My~ells - Cell;

end;
end;

{Get a free cell)

Cell .- GFC;

{Append the cell to the list}

MyCells 4-- MyCells + Cell;
store command cmd in Cell.Data, initialize all Cell.bi to 0;
Next Cell -APP'END(Cell,ActionList);

( Compute the "current" state)

14+-i;

while type(NextCell) = action do
Tmnp(i) - NextCell;
Next Cell4-Cell.Next;
ii +1

end;
state 4- Next Ce)1.Data;
apply actions in Tmnp(j), 1 <ji < to state to compute NewState;
apply command cmd to NewState to compute response rsp;
(Next Cell.Data, Next Cell. Type) -(NewSt ate, "state");

{Mark n cells following the appended cell)

for i +-lIto n do
Next Cell.b , 4-1;

Next Cell, NextCell. Next;
end;
return rsp;

end.

Figure 2.3: Atomic simulation of an object.
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Claimed: Equals to i only if the cell is not free. (Sticky)

ProcID: Holds the processor ID that "owns the cell". (Sticky)

NotHead: Equals true when the cell is in the list but is not the head of the list. (Sticky)

Data: The value of the cell. (Safe)

DataValid: Equals to 1 if the Data field is properly filled with data. (Sticky)

Next: Points to the next cell in the list. (Sticky)

Prey: Points to the previous cell in the list. (Sticky)

Init: Equals I if the cell is being initialized. (Safe)

rl, r2 ... , r,,: The bit ri equals to 1 if processor pi does not want the cell to be initialized. (Safe)

CountInit: The highest i such that for all j i, the owner of the cell saw each one of rj being
equal to 0. (Safe)

Figure 2.4: Information stored in a single cell

paradigm comes into play. Each implementation of an operation is constructed from two proce-

dures: the kernel procedure which actually implements the operation, and the control procedure,

which repeatedly invokes the kernel. The kernel procedure is designed so that it either s)!cceeds

in executing the operation or returns "failure". Moreover, if it returns "failure" then at least

one other processor has succeeded in executing the same operation concurrently. The control

procedure repeatedly invokes the kernel procedure until it returns with success, and then in-

vokes the kernel procedure on behalf of each one of the processors that is currently trying to

execute this operation. This ensures that there can be at most n consecutive "failures" of kernel

procedure, which makes our algorithms wait-free. Sticky Bits are used in order to enable one

processor to execute on behalf of the other one without interfering with him; essentially, the

idea is that the processor that is being helped does not "know" this.

The information stored in each cell of the list is shown in Figure 2.4. In particular, the Prey

field is constructed as an atomic Sticky Byte, and is used to decide which processor succeeds

in appending his cell to the list; ProcID is also a Sticky Byte which is used to decide which

processor currently "owns" the cell (this processor is responsible for initializing it).

Implementation of INIT Initializing a cell involves, in particular, flushing the Prey field.

We use the GRAB and RELEASE procedures, shown in Figure 2.5, to prevent the flushing while

there exists a possibility that some processor might read this field, because by definition of the
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procedure GRAB(Ceil);
if Cell.Init = true

then return "fail";
else begin

Cell.ri 4.-- 1;
if Cell.Init = true

then begin
Cell.ri +-- 0;

return "fail";
end;
else begin

if Cell.DataValid = true
then return "success";
else return "empty";

end;
end;

end.

procedure RELEASE(CELL);
CELL.r/ 4-- 0;

end.

Figure 2.5: The GRAB and RELEASE procedures executed by processor pi

Sticky Bit, FLUSH can not be overlapped by any other operation. Before accessing a cell, we

require that the processor will GRAB it first, by checking the Init bit, setting the appropriate

ri, and checking the Init bit again.

The initialization of a cell is done by the processor that "owns" it, i.e. the processor whose

ID is stored in the ProcID field of the cell. This processor first sets Init bit to state that the cell

is under initialization, and then it checks the ri bits one by one. Note that if ri = 0 for some

i after Init bit is set to zero, pi will not be able to GRAB the cell as long as Init stays nonzero.

Thus, by deferring the initialization until the processor who owns the cell sees each one of the

ri bits being zero at least once, we guarantee that the access to the "sticky" data in the cell

and the initialization of the cell axe never executed concurrently.

Implementation of GFC The code implementing the GFC operation is presented in Fig-

ure 2.7. To get a free cell, the processor pi first sets AnnounceGFC(i) to state that it is in the

middle of trying to get a free cell and scans all memory checking whether there is an empty

.. . . . " • i I 1 u 1 1 11 1 I I I |1
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procedure INIT(Cel/);
if Cell.lnit = 0 then Cell.Init -- 1;
RELEASE( Cell);

j -- Cell.CountInit;
while j < n and rj = 0 do begin

j - i + 1;
end;
Cell.Countlnit 4-

ifj=n
then begin

initialize the cell;
Cell.Countlnit - 0;
Cell.Init +- 0;
return "success";

end;
else return "fail"

end.

Figure 2.6: The INIT procedure.

cell that was "prepared" for him, i.e. a cell with Claimed bit off and ProcID being equal to

i. If such cell was not found, it scans the cells one-by-one, trying to jam i into the ProcID

field of the cell; the scan continues until success. When the processor has succeeded, i.e. the

ProcID field of the current cell C holds i, it checks whether C is his "own" cell by checking the

C.Claimed bit. If C was already claimed, the search continues. Otherwise, it sets C.Claimed

to "true" and resets AnnounceGFC(i). C is the cell that is eventually returned as the response

to the GFC command.

Before returning, the processor helps all other processors that are in the middle of looking

for a free cell. For each such processor pi, the processor pi scans all the cells, looking for a

cell with j jammed into ProcID and the Claimed bit equal to 0. If such a cell was found, it

means that there is a cell that only pj can claim, and in this case pi returns. If not, it starts

participating in the search again on behalf of pj. The only difference is that after succeeding

with jamming j into ProcID of a cell with Claimed bit 0, it does not turn on the Claimed bit.

Observe, that if during one memory scan no cells were allocated, a free cell is found. The

following lemma bounds the number of scanb in which a free cell was not found.

Lemma 2.6.1 At most 2n2 cells can be allocated from the moment a processor announces that it

is trying to get a free cell until a cell with ProcID being equal to the ID of this processor is actually
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procedure GFC;
AnnounceGFC(i) - 1;
Cell +- GFC-INNER(i):
Cell.Clamed -- true;
AnnounceGFC(i) -- 0;
for all j such that AnnounceGFC(i) = 1 do begin

Tmp -- GFC-INNER(j);
RZLEASE(Tmp);

end;
return Cell;

end.

procedure GFC-INNER(ID);
for all cells Cel in memory do begin

if GRAB(Cel)= "empty" and Cell.ProcID - ID and Cell.Claimed - 0
then begin

return Cell;
end;

end;
do forever

for all cells Cel in memory do begin
if GRAB(Cel) = "empty"
then begin

try to jam ID into Cell.ProcID;
if "success" and Cell.Claimed = false

then return Cell;
else RELEASE(CeII);

end;
end;

end. 
end;

Figure 2.7: The GFC procedure executed by processor pi
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procedure FIND-HE. -(Cell);
Head -1;
while Head =1 and Cell.Next =1 do begin

for all cells TmpCell in memory do begin
GRAB(Tmp~ell);
if "success" and TmpCell.Next 91 and TmpCeli.Notffead = false

then Head -- TmpCell;
else RELEASE( TmpCell);

end;
end;

end.

Figure 2.8: The Find-Head procedure.

allocated.

Proof: Assume that the lemma is false. Consider 2n 2 cells that were allocated after pi an-

nounced that it is trying to get a free cell. There exists at least one processor pj that has

allocated at least 2n cells among these 2n 2. Observe, that a processor, during a single invo-

cation of GFC procedure, can allocate at most n cells - one per each participating processor.

Thus, since pi has announce that it is looking for a free cell, pj has executed GFC procedure

from the beginning to the end at least once, which means that one of the 2n cells it has allocated

has ProcID being equal to i, i.e. it belongs to pi. This contradicts the assumption that there

were no cells allocated for pi. I

Implementation of APPEND The idea is to use the Prey field, which is an atomic Sticky-

Byte object, to decide which processor succeeds with appending his cell to the list. The code

of APPEND is given in Figure 2.9. First, look for the current head of the list using procedure

FIND-HEAD, which code is given in Figure 2.8. To find the current head, scan all the cells

looking for a cell with Next field defined, but with NotHead being false. This uses the fact that

while appending a new cell C to the head H of the list, we first define H.Prev to point to C,

then we define C.Next to point to H and only then we set H.NoHead to true. Observe, that

if during a single scan no cells were appended to the list, we will find the head. We will show

below that from the moment processor p, sets AnnounceAppend(i), there are at most n cells

appended to the list before its cell is appended. Therefore, after at most n scans of all the cells,

we will either find the head of the list or will recognize that the Cell was already appended by
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procedure AnPEND(Cell);
AnnounceAppend(i) -- 1;
Head .-FIND-HEAD(Cell);
Head - APPEND-INNER(Cell, Head, i);
AnnounceAppend(i) .- 0;
for all j such that AnnounceAppend(i) I do begin

Cel - the cell processor pi is trying to append;
XiffHead = -L Head - FJND-HEAD(Celf) Head - APPEND-INNER(CCII', Head, j);

end;
RELEASE(Head);

end.

procedure APPEND- INN ER(Cell, Head, ID);
if Cell.Next 96- then return Head;
OldHead +- Head.Next;
while CeRl.Next =-L do begin

GRAB(OldHead);
if "success" then jam OldHead .NotHead with "true;
try jamming Head .Prev with pointer to Cell;
RELEASE( OldHead);
OldHead .- Head;
Head +- Head.Prev;
GRAB(Head);
if "success" and (Head =Cell or Cell.Next =1L) then Head.Next ~-Oldffead;

end;
return Head;

end.

Figure 2.9: The Append procedure.
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some other processor.

After finding the Head of the ,list, processor pi checks whether the cell it tries to append

is already in the list. If not, it jams the Next field of the head with the pointer to the second

cell of the list and tries to jam the pointer to Cell into the Prey field of the head. If success,

it writes the pointer to the head into the Next field of Cell, and indicates that Head is already

not the head of the list by setting the NoHead field.

A failure to jam the Prey field with the pointer to the Cell means that some other processor

succeeded in appending another cell C' to the list. Before writing anything into this cell, pi

tries to GRAB it in order to prevent initialization while writing. If the GRAB failed (or returned

"empty"), it means that C' was already removed from the list. But C' is removed only if there

are at least n cells ahead of it (see Figure 2.3). Hence, if GRAB fails, Cell was already added to

the list by some other processor. By the same argument, if the GRAB succeeded, and the Cell

is not yet in the list, then there are less than n cells in the list ahead of C', and therefore it

could not have been initialized in between the moment it was added to the list and the GRAB.

Hence, it is safe to write into it.

Before returning, pi checks which processors have announced that they want to add their

cell to the list, but have not succeeded in doing so yet. For each such processor pi, processor

pi checks if the cell that pj is currently trying to append is already in the list, and if not it

appends it as if it was its own cell, by executing the above algorithm.

Lemma 2.6.2 At most n cells can be appended to the list from the moment a processor announces

that it is trying to append a cell until this cell is actually appended.

Proof: Assume that the lemma is false. Consider n cells that are appended after p, announces

that it is trying to append a cell. There exists at least one processor that "owns" two cells

among them. After appending the first one of these cells and before appending the second one,

this processor has to help all other processors that are trying to append a cell. In particular, it

has to help pi, which leads to a contradiction. I

Space complexity The following theorem states the space complexity of our construction.
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Theorem 2.6.3 Any sequential object can be atomically implemented from 0(n 2 log n) sticky bits

and 0(n ) cells, where each cell is large enough to hold a state of the object.

Proof: We allocate the cells from a central pool, and therefore it is enough to count the number

of cells which are in the list plus the cells which are being initialized. As we have already pointed

out in the previous section, the number of cells in the list which are not being initialized is 0(n 2).

Each processor might allocate at most a single cell during execution of GFC command per each

other processor. In addition, each processor GRABS at most 3 cells at any moment, preventing

their initialization. 3

2.7 Conclusions and Open Problems

We have described a new approach to implement wait-free shared data objects in a shared-

memory multiprocessor, based on the idea one processor helping another. We have introduced

the Sticky Bit object, which can be viewed as a memory-oriented generalization of consensus,

and showed how to use it to implement this approach. In particular, we showed how to construct

a wait-free atomic implementation of any sequential object in terms of 0(n 2 log n) Sticky Bits,

where n is the number of processors.

Dolev, Dwork, and Stockmeyer [35] and Chor, Israeli, and Li [27] showed that there is no

wait-free implementation of 1-bit Test-&-Set by safe registers. Furthermore, Herlihy (69] and

Loui and Abu-Amara [92] showed that there is no wait-free protocol that achieves 3-processor

consensus using atomic k-bit Test-&-Set for axbitrary k. Using the formalism presented in

Section 2.2, it is easy to extend these proofs and show that no atomic Read-Modify-Write

(RMW) operation on a single bit is powerful enough to implement a wait-free 3-processor

consensus. On the other hand, observe that 3-processor consensus can be trivially achieved

using a wait-free atomic RMW on 2 bits. This indicates that there exists a RMW-hierarchy,

where safe-bits are on the bottom, 1-bit RMW is on the first level, 2-bit RMW is on the second

level, etc. The universality of Sticky-Bit proves that the RMW hierarchy collapses at the 3rd

level, because an atomic Sticky-Bit is trivially simulated by an atomic 2-bit RMW.

The results presented in this chapter suggest a number of natural direction for further
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research.

" Though the construction presented in Section 2.6 uses polynomial amount of memory, it

is clearly not efficient. Is it possible to improve the memory and time complexities of this

construction ?

* Can we prove a lower bound on the amount of memory needed to implement an arbitrary

wat-free atomic object directly from safe bits ?

* Are there any other natural objects, besides Sticky Bits, that are universal, easily imple-

mentable in hardware, and convenient to use when programming shared-memory multi-

processors ?
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Chapter 3

Local Management of a Global
Resource in a Communication
Network

3.1 Introduction

Consider a distributed protocol that has an acceptable message complexity under some reason-

able assumptions (for example, a constant-time transmission delay assumption), but has a large

or unbounded message complexity if these assumptions are not met. In this case it is desirable

to add some mechanism that terminates the protocol if it sends too many messages. We discuss

a natural generalization of this problem, i.e., construction of a general Resource Controller that

allows us to redirect or terminate a distributed protocol according to the amount of consumed

resource.

Other examples when a Resource Controller is needed include protocols with unacceptable

worst case complexity but good average behavior in practice. For example, if a particular

execution of a randomized algorithm uses too many resources it is usually better to abort the

execution and to start the algorithm all over again. A Resource Controller may also be used

to prevent untested algorithms in which errors may lead to explosive behavior, from crashing

the network. Intuitively, the Resource Controller may be regarded as an "insurance policy",

where the added message complexity of the protocol corresponds to the "premium", and the

°The section represents joint work with Y. Afek, B. Awerbuch, and M. Saks [3].
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problem in [5]. The controller algorithms presented here build upon the techniques developed

in these papers, with the addition of a feedback mechanism that enables us to restrict as well

as monitor the resource consumption. Conversely, the controller enables us to construct simple

and uniform solutions to the various forms of the counting problem.

Section 3.2 reviews the basic definitions and the model. We define the Resource Controller

abstraction in Section 3.3. Section 3.4 presents an algorithm to implement a special case of

the abstraction, the BASIC CONTROLLER, and Section 3.5 shows how to use this controller as a

building block to implement a full-fledged Resource Controller. In Section 3.6 we describe the

following two applications.

" Dynamic Name Assignment. Informally, the problem is to dynamically assign short

unique names (or ID's) to the nodes participating in some protocol. By "short" we

mean that the number of bits needed to represent a name is at most an additive factor

more than the logarithm of the number of participating nodes. We assume that nodes

join the protocol dynamically, and hence there is no way to preassign the names.

" Distributed Bank. The problem is to monitor a pool of resources, where nodes may

withdraw resources from the pool and deposit new resources into the pool.

3.2 Model

We consider the standard point-to-point message passing asynchronous communication network

model (see e.g. [46, 11)). The network topology is described by an undirected communication

graph, where the set of nodes represents processors of the network and the set of edges represents

bidirectional noninterfering communication channels operating between neighboring nodes. No

common memory is shared by the node's processors, and there is no notion of a global clock.

Messages sent over a link incur an arbitrary but finite delay.

The following complexity measures are used to evaluate the performance of distributed algo-

rithms. The Node Complexity is the maximum number of nodes participating in the algorithm.

The Communication Complexity, is the worst case total number of elementary messages sent

during the algorithm execution, where an elementary message contains at most O(iog n) bits,
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where n is the number of participating nodes (as opposed to the total size of the network, which

is denoted by V). The Bit Complexity is the worst case total number of bits sent during the

algorithm execution.

3.3 Resource Controller - Definition

A Resource Controller is a distributed algorithm executing concurrently with the algorithm

whose resource consumption is being controlled, which we call the controlled algorithm. Intu-

itively, each unit of resource used by the controlled algorithm must be authorized in advance

by the Resource Controller. Formally, we require that as part of the controller, each node has

a procedure called RESOURCE-REQUEST, whose code depends on the specific controller and the

identity of the node executing it. When a node executing the controlled algorithm needs a unit

of resource, it must call this procedure and wait until a permit is returned. A request that never

receives a permit is said to be blocked. Otherwise, we say that the request was satisfied.

A Resource Controller with parameters M and W satisfies the following requirements:

1. At most M requests are satisfied.

2. The controller terminates by producing a signal at a distinguished node if and only if

there is a blocked request.

3. If the Resource Controller terminates then at least M - W requests were satisfied (i.e.,

if M resources are available, at most W are "wasted" - not granted at termination).

To simplify the description of the algorithms, we make the following assumptions:

* The controlled algorithm is a single initiator distributed algorithm with new nodes dy-

namically joining the set of participating nodes.

* The graph induced by the participating nodes is a tree rooted at the initiator. Every node

knows the length of the path from it to the root through the edges of the tree.

This model abstracts the situation in which a single-initiator protocol is executed in a large

network. These assumptions can be easily satisfied by an auxiliary process which dynami- 0

Si
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cally constructs a spanning tree of the participating nodes as it was done by Dijkstra and

Scholten [33].

3.4 The Basic Controller.

This section describes a Resource Controller called the BASIC CONTROLLER, which operates

under the assumption that an upper bound U on the number of participating nodes is known.

In the following section we show how to relax this assumption, using the BASIC CONTROLLER as

the main building block.

Intuitively, the BASIC CONTROLLER propagates the resource requests up to the root and

distributes the permits from the root. A single message can represent a number of resource

requests or a number of permits. The main idea of the algorithm is to aggregate a large number

of requests/permits together, represent them by a single message, and allow this message to

travel a distance which is proportional to this number.

To achieve the aggregation we use a data structure of Afek and Saks [5], which defines a

hierarchy on the nodes of the spanning tree. Each node is assigned to a level in this hierarchy.

(The level of a node is different from its depth in the tree.) In addition, each node v is assigned

a supervisor, Supervisor(v), which is either the root of the spanning tree or the nearest ancestor

of v at level Level(v) + 1.

An example of such a hierarchy for the case of a chain is presented in Figure 3.1. Numbers

inside the circles represent the depth of nodes, i.e., their distance from the root; numbers inside

rectangular boxes represent levels.

More precisely, let the depth D(v) of v be the length of the path from v to the root of the

spanning tree. Define Level(v) = max{i 12' divides D(v)}. Define Supervisor(v) to be either

the root of the spanning tree, or the closest ancestor of v whose level is one higher than the

level of v, whichever is closer. For example, if depth of v is 52 (binary 110100), Level(v) = 2

and Supervisor(v) is the ancestor of v at depth 40 (binary 101000). The above hierarchy has

the following properties, which are central to its use in the controller.

Lemma 3.4.1
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L3

Figure 3.1: An example of a hierarchy on a chain. Circled nodes represent the original graph;
rectangular nodes form the hierarchy.

1. The number of nonempty levels is at most log U,

2. If v is at level I then the path from v to Supervisor(v) has either 21 or 3 - 2' links,

3. The number of nodes at level I that are supervisors is at most U/2'-'.

Proof: The first two parts follow from the definition. To prove the third part, for each super-

visor v at level 1, consider a path from u to v where v is the supervisor of u. Clearly, these

paths are disjoint and each contains at least 21-1 vertices. I

As with every controller, the BASIC CONTROLLER has a RESOURCE-REQUEST procedure at

every node. In addition, every node except the root has a process, called DELIVERY-PROCESS,

and the root has a ROOT-PROCESS. Intuitively, the BASIC CONTROLLER works as follows. Each

node has two bins where permits can be stored. The first bin is managed by the DELIVERY-

PROCESS, and the second bin is managed by the RESOURCE-REQUEST procedure. The bin capacity

of the DELIVERY-PROCESS depends on the level of the node. The bin capacity of the DELIVERY-
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PROCESS located at node v is either 1 or half the capacity of the DELIVERY-PROCESS bin at node

Supervisor(v), whichever is larger. The capacity of the RESOURCE-REQUEST bin is either 1 or

half the capacity of the DELIVERY-PROCESS bin of a node at level 0, whichever is larger. To

ensure that at most W resources are "wasted", we choose the capacities in such a way that the

sum of the capacities of DELIVERY-PROCESS bins at supervisor nodes and all RESOURCE-REQUEST

bins is at most W.

Initially all bins are empty except the bin of the root, which contains M permits. When the

controlled protocol at some node calls the procedure RESOURCE-REQUEST, the procedure issues

a permit if it has one in its bin. Otherwise, before issuing a permit, it sends a message to the

local DELIVERY-PROCESS, asking it to relay the request to replenish the bin to the nearest node

at level 0 up the spanning tree.

In general, if the bin of the DELIVERY-PROCESS at node v is empty when it receives a request,

it first sends a request addressed to the DELIVERY-PROCESs at node Supervisor(v) for enough

permits to replenish its bin, and waits for these permits before replying to the outstanding

request. Each node on the path from v to Supervisor(v) serves as a relay for the communication

between v and Supervisor(v). Any message of the algorithm is either a request propagating up

the tree or a permit going down. After satisfying a request, a DELIVERY-PROCEss bin is either

half-full or empty. A request arriving at the root when the DELIVERY-PROCESs bin at the root

is empty generates the termination signal for the BASIC CONTROLLER algorithm.

More precisely, let

Then we define the caparity of the DELIVERY-PROcEss bir. at level I to be

Cap(l) = max{2 1+A, 1}.

The capacity of each RESOURCE-REQUEST bin is defined as if it is a DELIVERY-PROCESs bin of a

node at level -1.

Lemma 3.4.2 The message complexity of the BASIC CONTROLLER is O(M U log2 U).

Proof: The algorithm sends only two types of messages: requests and permits. There may be

more request messages than permit messages, but clearly the number of request messages sent
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GET-NEXT-MESSAGE: Dequeues the message at the top of the queue and
returns two variables, the first is the message (MSG),
and the second is the number of the link over which
the message came (LINK#). If the queue is empty,
GET-NEXT-MESSAGE waits until a message arrives.
Formally, the syntax is: MSG,LINK# ~- GET-NEXT-
MESSAGE.

WAIT- FOR- MESSAGE-FRom-LIN K(Link#): Removes from the queue a message which came via
link number LINK#. If there is no such message in
the queue it waits until such a message arrives. Note
that any other message that arrives while waiting is
queued in the central queue.

SEND- MESSAG E(MSG, Ltnk# . Sends the message MSG through link Link#.

Figure 3.2: Description of the communication primitives.

/* Initialization *
PERMITS-IN-BIN .- 0; /*Initially the bin is empty.*/
Mlax-Permits-In-Bin +- maxt 1, 2 A- ); /*R~soURCE-REQUEST bin capacity.*/

Procedure RESO URCE- REQUEST
if PERMITS-IN-BIN = 0

then begin
SEND- MESSA GE(- 1 ,In tern a-Link); /*Ask for replenishment.*/
WAIT- FOR-MESSAGE- FRoM-LINK(Interna)-Link); /*Wait for the permits.*/
PERMITS-IN-BIN +- Max-Permits-In-Bin;
end;

PERMITS-IN-BIN - PERMITS-IN-BIN - 1;
return; /*Issue a permit.*/

end.

Figure 3.3: The code of the RESOURCE-REQUEST procedure
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Procedure DELIVERY- PROCESS
/*Initialization for node whose distance in the tree from the root is D. ~

My-Level .- maxji 1 2' divides D}; /* The level of the node in the hierarchy *
Bin-Capacity 4-max1 21,ve+ /*Bin capacity of the Delivery- Process bin at node v.*/
BIN-EMPTY t- rue; /*Initially, the bin is empty.*/

Do forever
LEVEL,LINK +- GET-NEXT-MESSAGE /*Wait for the next request, which originated from a*/

/*node at level LEVEL and arrived on link# LINK.*/
if 44y-Level = _LEVE, +1

then begin /*You are the supervisor of the requesting node,*/
/*try to satisfy the request from your bin.*/

if BIN-EMPTY /*Test whether you can satisfy the request.*/
then begin /* You need a replenishment. */

SEND- MESS AG E(My-LCeIe, Parent-Link); /*Request bin replenishment. */
WAIT- FOR- MESSAG E-FRO m-LINK(Parent-Link) ; /*Wait for bin to be replenished.*/
if Bin-Capacity > 1 then BIN-EMPTY i- false ; /* Store permits that will ~

/* not be sent immediately. *
end;

else BIN-EMPTY +- true; /* Remove permits from bin.*/
SEND- MESSAGE( "permnit" ,LINK);
end;

else begin
SEND- MESSAGE(LEVEL,Parent-Link); /*Relay the request to the parent.*/
WAIT- FOR- MESS AGE- FROm- LINK (Paren t-Link); /*Wait for the permit,*~/
SEND- MESSAGE( "permit" ,LINK); /*and relay it down.*/
end;

end;
end.

Figure 3.4:- The code of the DELIV ERY- PROCESS procedure.



72 Chapter 3

Procedure ROOT-PROCESS
BIN *.- M ; /* All the permits we have.*/
do forever
LEVEL,LINK - GET-NEXT-MESSAGE;
if BIN > 0

then begin
RQST-CAPA CITY --- max{1, 2L.VFL+A}; /*The number of permits requested.*/
BIN .- BIN - RQST-CAPACITY;
SEND-MEsSAGE("permit" ,LINK);
end

else STOP, and generate Signal; /* The Root-Process bin is empty.*/
end;

end.

Figure 3.5: The code of the ROOT-PROCESS procedure.

from u to Supervisor(u) is at most one more than the number of permit messages sent from

Supervisor(u) back to u. Therefore it suffices to bound the number of permit messages.

The total number of permits is at most M. By definition, the number of permits in one

message received by a supervisor at level I is exactly the size of the bin at level 1, namely Cap(l).

Hence, the total number of permit messages received by the supervisors at level I is at most
M

cam. By Lemma 3.4.1, each one of these messages travels a distance of at most 3.2'. Hence,

summing over all (log U + 1) levels (for this computation we can treat the RESOURCE-REQUEST

procedures as if they are DELIVERY-PROCESSES at level -1), we get O(#U log2 U). I

Since all bins are initially empty, and all the permits originate from the root, the total

number of permits given out by the BASIC CONTROLLER is at most M. The correctness of the

algorithm follows from the following lemma.

Lemma 3.4.3 At least M - W resource requests are satisfied if any request is blocked.

Proof: By the previous Lemma there is a finite number of messages sent by the BASIC CON-

TROLLER. Consider the moment when the last one of these messages is received. At this time

every permit has either been issued or is stored in bins of non-unit capacity. If a request is

blocked, the bin of the root is empty. Hence, the number of issued permits is at least M minus

the total number of permits stored in the rest of the bins. A bin may be non-empty only if
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it belongs to a node which is a supervisor. Hence, by Lemma 3.4.1, the total capacity of bins

with capacity of at least 2 on level I is at most

U. 2 +A W

21-1 -logU

The number of levels with bin capacities of at least 2 is at most log U and therefore the sum of

bin capacities is at most W. I

Recall that the only messages received by a node are requests from its children or permits

from its parent. To minimize bit complexity and space requirements we require strict alternation

between permit and request messages on every link. Thus every time a node sends a request to

its parent it waits for a permit to come back before sending the next request. The node queues

any request message it receives while waiting for a permit. A request message propagating up

the tree from v to Supervisor(v) consists only of a single field, containing the level of v. When

a request form v arrives at Supervisor(v) all the nodes on the path between them are waiting

for a permit message to come back. Message size is thus at most O(log log U) bits. Note, that

every node needs to store at most one elementary message per link. Therefore,

Corollary 3.4.4 The bit message complexity of the BASIC CONTROLLER is O(M U log 2 U log log U)

and memory requirements are O(loglogU) bits per link.

The code of the BAsIc CONTROLLER is shown in Figures 3.3, 3.4, and 3.5. The bins are

represented explicitly only in the root of the spanning tree and in the procedure RESOURCE-

REQUEST. The rest of the bins are implicit, in the sense that if a node has a bin of capacity

> 2, we know that it can satisfy exactly 2 requests from the nodes it supervises. A node with

bin capacity 1 can satisfy only one request; hence it merely serves as a relay of requests and

permits between the nodes it supervises and its supervisor.

Each node maintains a central queue in which arriving messages are stored in the order

received. Basic communication primitives are described in Figure 3.2. Parent-Link is the

link connecting the node to its father in the spanning tree. The Request-Resource procedure

communicates with the DELIVERY-PROCESS at the same node though a logical link, called the

Internal-Link.

*1
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3.5 Main Controller

The previous section presented the BASIC CONTROLLER algorithm which assumed an a-priori

knowledge of an upper bound on the number of participating nodes. The complexity of the

BASIC CONTROLLER is a function of this upper bound regardless of the actual number of par-

ticipating nodes. In this section we show how to relax this assumption and describe the MAIN

CONTROLLER whose complexity depends only on the actual number of participating nodes.

The basic idea is to run two BASIC CONTROLLERS concurrently. CONTROLLER-N monitors and

controls the number of participating nodes; CONTROLLER-R monitors and controls the resource

consumption. We require that a new node that wishes to join the controlled protocol does not

participate until it gets a permit to do so from CONTROLLER-N.

The algorithm proceeds in iterations. The number of nodes that are allowed to join during

iteration i is at most twice the number of nodes in the beginning of the iteration. We use

CONTROLLER-N to terminate the iteration when the number of nodes has at least doubled

compared to the number of nodes in the beginning of the iteration.

More precisely, assume that at the beginning of iteration i the number of participating nodes

is ni. We set (M,W) of CONTROLLER-N to (3ni,ni). By Lemma 3.4.3, when CONTROLLER-N

terminates, the number of participating nodes is 3ni _ ni+I : 2ni. As long as it does not

terminate, both CONTROLLER-N and CONTROLLER-R use 3ni as the upper bound on the number

of participating nodes.

When CONTROLLER-N terminates at the root, it executes a "broadcast and echo" on all

the participating nodes, collecting the contents of their bins (both the CONTROLLER-N and

CONTROLLER-R bins). When the echo terminates, the number of participating nodes, n,+, and

the number of unused resources Mi+I are known at the root. If Mi+l _< W the algorithm

terminates, otherwise both controllers are restarted with bin sizes corresponding to the new

upper bound 3ni+l, and with CONTROLLER-R using (M 1+, W) as its parameters.

The correctness of the MAIN CONTROLLER follows from the correctness of the BAsIC CON-

TROLLER and from the fact that at any point we maintain a constant factor approximation to

the number of participating nodes. Let n be the final number of participating nodes.
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Theorem 3.5.1 The message complexity of the MAIN CONTROLLER iS O(*n log2 n) and the bit

message complexity is O(mn log' n log log n).

Proof: The message complexity of the MAIN CONTROLLER is the sum of the message complexities

of CONTROLLER-N and CONTROLLER-R. In iteration i, these complexities are O(ni log2 ni) and

O(Vn log2 n,), respectively. By definition, M > M W. Moreover, for each i, 3ni-. ni

2ni_1. The bound follows. Note that the communication complexity of collecting the contents

of all the bins is at most O(n log n) messages or O(n log2 n) bits. I

Before proceeding to the applications, let us mention three extensions to the controller:

1. The W = 0 case. Some applications require a zero "waste". Recall that the size of the

bins of the controller is inversely proportional to W which prevents us from applying the

MAIN CONTROLLER directly. Also observe that applying the MAIN CONTROLLER in cases

where W is small compared to M leads to large complexity. In general, in order to deal

with cases where M/W is large, we iterate the MAIN CONTROLLER log M times. In each

iteration the "waste" is at least halved. That is, we set M 0 = M. In the ith iteration

we execute the MAIN CONTROLLER with parameters (Mi, Mi/2). When it terminates the

root performs a "broadcast and echo" to count the number of unused resources, which

is Mi+1 :5 Mi/2. By Theorem 3.5.1, the message complexity of the above algorithm is

O(n log' n log M).

2. Unknown M case. In some applications the maximum number of resources available is

not known in advance. In such cases we invoke the MAIN CONTROLLER iteratively, setting

M = 2' and W = M/2 at the beginning of i-th iteration. At the end of each iteration

we allow an external mechanism to decide whether the ultimate limit was reached and to

terminate the algorithm. Observe that the sequence of iterations of the MAIN CONTROLLER

interacts with a single execution of the controlled algorithm. By Theorem 3.5.1, the

message complexity of this algorithm is 0(1. n log2 n), where I is the number of iterations

and n is the final number of participating nodes.

3. The Resource Controllers described thus far assume that the set of participating nodes

dynamically grows. That is, once a node has joined the set it may not leave it. If we



76 Chapter 3

apply the MAIN CONTROLLER directly, the complexity will be in terms of the total number

of participating nodes n, which might be much larger than the number of nodes actually

active at any point of time. It is easy to generalize the algorithms to the case in which

the set of participating nodes dynamically grows and shrinks, as long as the subnetwork

induced by this set is connected and we know an upper bound nn, on the size of the set

of concurrently active nodes. The idea is to control the number of active nodes to within

a constant of nn, . This is done by a separate Resource Controller which approximates

the number of inactive and the number of active nodes in the tree. Whenever the number

of inactive nodes in the spanning tree exceeds nmx,, the tree is reconstructed using only

the set of currently active nodes.

3.6 Applications

The motivating application of the MAIN CONTROLLER is to control the worst case message and

node complexities of a distributed algorithm, as described in the introduction. The techniques

described in the previous sections can be applied to solve several related problems, two of which

are presented in this section.

3.6.1 Dynamic Name Assignment

Many protocols assume that each node in a network has a unique name (ID) and use these

names to break symmetry (for example, see Gallager, Humblet, and Spira [46], Afek, Landau,

Schieber, and Yung [4], as well as Chapter 1 of this thesis). The bit message complexity of

these protocols is expressed in terms of the number of bits needed to represent a name, which

is usually assumed to be equal to the logarithm of the number of nodes. This assumption is

correct only if at least a constant fraction of the total number of the nodes are participating in

the protocol, which is not always true.

We define the Dynamic Name Assignment problem as follows. As in the case of the MAIN

CONTROLLER, we consider a single-initiator protocol (the extension to multiple initiators is not

difficult)that executes in a large network and dynamically activates new nodes, which start
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participating in the protocol. The goal is to assign unique integer names to all the participating

nodes, such that the largest name will be at most a constant factor larger than n, the number

of participating nodes.

To solve this problem we use CONTROLLER-N with the following change: the "permit mes-

sages" carry the range of allocated names instead of carrying permits. Note, that as opposed to

the case of CONTROLLER-N, every message in the Dynamic Name Assignment algorithm carries

a range of names, and hence it is O(logn) bits long. Moreover, since only contiguous ranges

can be represented concisely, we can not reuse names that are in the bins when CONTROLLER-N

is initialized at the beginning of each iteration, which increases the number of unused names.

Observe, that this increase is by at most a constant factor.

Lemma 3.6.1 The message complexity of the Dynamic Name Assignment algorithm is O(n log2 n)

with messages of O(log n) bits, where n is the final number of participating nodes.

Proof: Similar to Lemma 3.5.1. I

3.6.2 Distributed Bank

The MAIN CONTROLLER described in the previous sections deals with resources that can be

only consumed. Here we extend the MAIN CONTROLLER to the case where resources are both

consumed and generated.

We make assumptions similar to the ones in Section 3.3. In addition we assume that the

nodes participating in the controlled protocol may request to withdraw or to deposit a unit of

resource. A Distributed Bank Controller with parameter W is a distributed algorithm which

interacts with the controlled algorithm via the DEPOSIT-RESOURCE and WITHDRAW-RESOURCE

procedures at the nodes, and satisfies the following requirements:

1. At any time, the total number of withdrawal requests granted is at most the total number

of deposit requests.

2. If a withdrawal request remains unfulfilled forever, then the balance (the number of de-

posits less the number of granted withdrawals) eventually falls below W and stays there.
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A Distributed Bank Controller can be built by combining two MAIN CONTROLLERS, where one

controls the withdraw requests and the other controls the deposit requests. The two controllers

exchange resources at the root. That is, all the excess resources that are collected by the deposit

controller, are passed to the bin of the withdrawal controller at the root.

Another, somewhat more practical solution, is to regard deposit requests as "positive" and

withdrawal requests as "negative". In other words, the response to a withdrawal request is the

same as in the MAIN CONTROLLER; if a deposit request arrives to an empty or half-full bin, then

the request is added to the bin. If the bin is full, the excess is sent up to the supervisor as a

deposit request at the corresponding level. This solution, though more practical, raises some

fairness issues which are beyond the scope of this thesis.

Let M be the total number of withdraw and deposit requests made.

Lemma 3.6.2 The message complexity of the Distributed Bank Controller is O(mn log 2 n) and

the bit complexity is O(Mnog2 nlog oglon).

Proof: Similar to the proof of Lemma 3.4.2 and Theorem 3.5.1. I

3.7 Conclusions

The search for the right set of paradigms for designing efficient distributed algorithms is a

fundamental task of the theory of distributed computation. Afek, Awerbuch, and Gafni [2]

and Awerbuch [12] have already used the Resource Controller to design several important algo-

rithms, and we believe that it is potentially applicable to many diverse problems in distributed

computation.
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Minimum-Cost Spanning Tree as a
Path-Finding Problem

4.1 Introduction

Linear arrays and mesh-connected systolic arrays are an important class of parallel comput-

ers. The simplicity of their interconnection network makes them attractive from the hardware S
implementation point of view, but, on the other hand, presents the algorithm designer with a

challenge to map the data in a way which minimizes nonlocal communication.

Many problems are solved by algorithms that cai, be naturally mapped into a mesh-

connected computer. In particular, this is true for the path-finding problem in a closed semir-

ing [7, sections 5.6-5.9]. For a graph of n vertices, the path-finding problem can be solved

sequentiaily in 0(n3 ) steps by a dynamic programming algorithm [80, 99] of which the al-

gorithms of Floyd [40] and Warshali [129] are special cases. This dynamic programming al-

gorithm has a well known 0(n)-time implementation on an n x n mesh-connected computer

[10, 28, 32, 67, 116].

Graph problems that can be cast as path-finding problems include transitive closure and all-

pairs shortest paths. These instances differ only in the definitions of the operators of the closed

semiring. Many other simple O(n)-time algorithms for mesh-connected computers are based

on finding shortest paths, including the problem of finding bridges and articulation points, and

°This chapter represents joint work with Bruce Maggs [97].
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the problem of finding a breadth first spanning tree [10, 32].

In this chapter we show that minimum-cost spanning tree is a special case of the closed

semiring path-finding problem. Previously known minimum-cost spanning tree algorithms for

the mesh [10, 90] are based on the recursive algorithm of Boruvka (also attributed to Sollin)

[124, pp. 71-83), which is complicated to implement. For example, the algorithm of Atallah

and Kosaraju [10] achieves 0(n)-time by reducing the fraction of the mesh in use by a constant

factor at each recursive call. Our dynamic programming algorithm has the same asymptotic

running time but is much simpler.

The rest of this chapter consists of two short sections. In Section 2 we show how to cast

minimum-cost spanning tree as a path-finding problem. In Section 3, we briefly describe an

0(n)-time mesh algorithm to solve the problem.

4.2 Minimum-cost spanning tree

In this section we define the minimum-cost spanning tree problem and a related path-finding

problem. We give a recurrence for solving the path-finding problem via dynamic programming.

We then prove that the solution to the path-finding problem contains the solution to the

minimum-cost spanning tree problem.

Given an n-node connected' undirected graph G = (V,E), where V is the set {1 .... n}, and
where each edge {i,j} in E has cost C9 = C9). the minimum-cost spanning tree problem is to

find a subgraph that connects the vertices in V such that the sum of the costs of the edges in

the subgraph is minimum. We assume that the edge costs are unique. (If not, lexicographical

information can be added to make them unique.) For convenience, we also assume that if {i,j}

is not in E then it has cost C° = C9. = oo.

The path-finding problem is to compute the cost C for each 1 < i,j, k < n of the shortest

(lowest-cost) path from i to j that passes through vertices only in the set {1, .. , k}, where the

cost of a path is defined to be the highest cost of any edge on the path. For any i and j. the

shortest path from i to j with no intermediate vertex higher than k either passes through k or

'For simplicity, we assume that the graph is connected. The same technique will find a minimum-cost spanning
forest of a disconnected graph.

,, u a t I I - 1
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does not. In the first case, the cost of the shortest path from i to j is either the cost of the

shortest path from i to k or the cost of the shortest path from k to j, whichever is higher. In
te - Ck_-. Thus, C, can be computed by the recurrence

C =min{C,-', max{Ck[',Ck'}}.

The following theorem shows that the unique minimum-cost spanning tree can be recovered

from the costs of the shortest paths.

Theorem 4.2.1 An edge {i,j} belongs to the unique minimum-cost spanning tree if and only if
C9. = C

Proof: The proof has two parts. We first show that if {i,j} is a tree edge ther C9° = C!-. We

then show that if C9. = C!. then the edge {i,j} is in the tree. First, assume that {i,j} is a

tree edge, but that C9. $ CR. Consider the cut of the graph that {i,j} crosses, but no other

tree edge crosses. Since C9- $ Cj', there must be some path from i to j whose highest-cost

edge has cost Ci'j < C9. Hence, every edge on this path has cost less than C9.. This path must

cross the cut at least once. Replacing the edge {i,j} by any edge on the path that crosses the

cut reduces the cost of the tree, a contradiction. Conversely, assume that C9 = C! , but that

{i,j} is not a tree edge. Adding the edge {i,j} to the tree forms a cycle whose highest-cost

edge costs more than than C°,. Replacing this edge by {i,j} yields a tree with smaller cost, a

contradiction. I

4.3 Implementation on a mesh-connected computer

In this section we give a short description of an O(n)-time algorithm for solving the minimum-

cost spanning tree problem on an n x n mesh-connected computer. We assume that the diagonal

element in each mesh row can broadcast a value to the other elements of the row in a single

step. This type of broadcast can be simulated by a mesh without this capability by slowing the

a!gorithm down by a constant factor (86, 88, 891. Figure 4.1 presents an example of a retimed

4 x 4 mesh. Numbers near edges represent delays.
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The algorithm proceeds as follows. We assume that the input graph is given in the form of

a matrix of edge costs C0 which enters row-by-row through the top of the mesh. Matrix row

i is modified as it passes over rows 1 through i - 1 and is stored when it reaches mesh row i.

When matrix row i passes over mesh row k, the value Ck - is broadcast right and left from the

diagonal cell (k,k). Each cell (k,j), 1 < j _< n knows the value of Ck - 1 and computes

C = min{C-,maX{I- 1 ,C k }}.

which is passed down to the next mesh row. After reaching mesh row i, matrix row i stays there

until each matrix row I, i < I < n, above it has passed over it and then continues to propagate

down, passing over the rest of the matrix rows. The output matrix C' exits row-by-row from

the bottom of the mesh. By Theorem 1, the adjacency matrix of the minimum-cost spanning

tree can be constructed by comparing the input and output matrices.
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INPUT

ji 2 [3

71

5 

1

1 3

? 
3

1 2 3 ?

OUTPUT

Figure 4.1: An example of a retimed mesn-connected computer for minimum-weight spanning tree
computation. Numbers near the edges represent delays.
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Chapter 5

Sublinear-Time Parallel Algorithms
for Matching and Related Problems

5.1 Introduction

Bipartite matching and related problems have been studied extensively in the contexts of both

sequential (e.g. [38, 71, 125]) and parallel (e.g. [6, 77, 1021) computation. Though recent

research produced IINC algorithms for these problems, i.e., randomized parallel algorithms

that run in expected polylogarithmic time on a polynomial number of processors, no sublinear-

time deterministic parallel algorithms were known. This chapter describes several techniques

that allow us to construct such algorithms for bipartite matching, flows in zero-one capacity

networks, depth-first search, and the problem of finding a maximal set of node-disjoint paths.

Our algorithms for bipartite matching and for zero-one flows generalize to weighted versions

of these problems. These generalizations involve the technique of scaling, so the resulting

algorithms run in sublinear time if the weights are polynomially bounded. Although Karp,

Upfal, and Wigderson have given an RNC algorithm for the assignment problem with unary

weights, until now no sublinear-time deterministic algorithms have been discovered.

The results presented in this chapter are based on a more complete understanding of the

combinatorial structure of the above problems, which leads to new algorithiric techniques. In

particular, we show how to use maximal matching to extend, in parallel, a current set of node-

°This chapter represents joint work with A. Goldberg and P. Vaidya [57, 56].
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disjoint paths. We also show how to take advantage of the parallelism that arises when a large

number of nodes are "active" during an execution of Goldberg's parallel push/relabel network

flow algorithm [58].

Our model of parallel computation is a concurrent-read concurrent-write parallel random ac-

cess machine (CRCW PRAM) [42]. Given a directed graph with n nodes and m arcs, BFS(n, m)

denotes the maximum of n + m and the number of processors required to find a breadth-first

search tree in O(log2 n) time; SSP(n, m) denotes the maximum of n + m and the number of

processors required to find a single-source shortest-path tree (with nonnegative weights) in

0(log2 n) time. It is known that SSP(n, m) < n3 , and that BFS(n, m) is at most the number

of processors required to multiply two n x n matrices in 0(log n) time, which is 0(n 2
.
5 ) [108].

In this chapter we address the following problems. (Complexity of the algorithms is given

in terms of the number of node n, number of edges m, and the largest absolute value of the

weights (or costs) C.)

Maximal node-disjoint paths We are given a graph G = (V, E) with a set of sources S c V

and a set of sinks T C V, such that SnT = 0. A set II of node-disjoint paths is said to be

maximal if each path in II starts at a distinct source and terminates at a distinct sink, and there

is no path from a source to a sink in the graph induced by the nodes in V - II. The maximal

node-disjoint paths problem is to find a maximal set of node-disjoint paths from S to T. We

give an algorithm for the maximal node-disjoint paths problem which runs in O(vfnlog3 n)

time, both on directed and on undirected graphs. On undirected graphs our algorithm uses

O(n + m) processors, and on directed graphs it uses BFS(n, m) processors. The algorithm also

solves a slight generalization of the maximal node-disjoint paths problem, which is useful for

constructing a depth-first search tree in an undirected graph.

Depth-first search in undirected graphs Given an undirected graph G = (V, E) and a

distinguished node, construct a depth-first search tree of the graph rooted at this node. A tree

T is a depth-first search 11ree if and only if for all nontree edges (u, v), nodes u and v lie on the

same path starting at the root of the tree. The previous parallel algorithms of Anderson [9]

and Aggarwal-Anderson [6] for the problem use randomization. Using our our techniques we
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convert the Aggarwal-Anderson randomized depth-first search algorithm into a deterministic

algorithm that runs is O(V, log5 n) time using O(n + m) processors.

Bipartite matching Given an undirected bipartite graph G = (S,T,E), where SUT is the

set of nodes (SfnT = 0) and E C (S x T) is the set of edges, find a maximum cardinality

matching in G. We present an algorithm for the bipartite matching problem which runs in

O(n2/31 log 3 n) time using BFS(n, m) processors. Although Karp, Upfal, and Wigderson have

shown that the problem belongs to RNC [77], the previous fastest deterministic algorithm, due

to Schieber and Moran [115], runs in 0(n) time in the worst case.

Assignment problem (Also known as the weighted bipartite matching problem.) Given a

weighted undirected bipartite graph G = (S,T, E), find a minimum weight perfect matching.

We present an algorithm for the assignment problem that uses SSP(n, m) processors, and runs in

O(n 2 / s log3 n(log nC)) time if the edge weights are integers in the range [-C, C]. Under the

assumption that edge weights are given in unary, this problem is known to belong to RNC [77,

102]. Our algorithm is sublinear under this assumption. The previous fastest deterministic

algorithm, due to Gabow and Ta-':,n [45], runs in 0(nlog3 nlog(nC)) time in the worst case.

Flows in zero-one networks We study flows in networks with unit capacity arcs (zero-one

flow). We consider two versions of the problem, the maximum flow problem and the minimum-

cost flow problem. The bipartite matching problem is a special case of the maximum flow

problem, and the assignment problem is a special case of the minimum cost flow problem.

Our algorithm for maximum flow in a network with unit capacity arcs runs in O(m 2/ 3 logn)

time using BFS(n, m) processors. We also show that if the network has no multiple arcs, the

algorithm can be modified to run in O((nm)2/5 log n) time. Our algorithm for the minimum cost

flow in a network with unit capacity arcs runs in O(m 2 /3 log2 nlog(nC)) time using SSP(n,rm)

processors.

The chapter is organized as follows. Section 5.2 presents definitions and notation used

throughout the chapter. In Section 5.3 we describe a parallel algorithm for the maximal node-
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disjoint paths problem and show how to apply it to depth-first search in undirected graphs. In

Section 5.4 we give parallel algorithms for maximum matching and zero-one flow problems; in

Section 5.5 we extend the results to the weighted versions of these problems.

5.2 Definitions and Notation

This section presents the notation and definitions used throughout the chapter. We assume

that the reader is familiar with the standard definitions of maximum flow, minimum cost flow,

and maximum matching problems (see, for example, [85] for more details).

Given a graph G = (V, E), let n denote the number of nodes in the graph and let m denote

the number of edges (or arcs, if the graph is directed). Throughout the chapter we shall deal

only with simple paths, and a path will always mean a simple path. The length of a path is

defined as follows. If there is a length associated with each edge, then the length of the path

is the sum of the lengths of the edges on the path. Otherwise, the length of the path is the

number of edges on the path, i.e., each edge is assumed to have length 1.

A matching is a set of edges such that each node in the graph is incident to at most one

edge in the matching. A perfect matching is a matching such that each node in the graph is

incident to exactly one edge in the matching, and a maximal matching is a matching such that

there is no edge between any two unmatched nodes. The weight of a matching is the sum of

the weights of the edges in the matching.

A pseudoflow is a function on arcs of the network that obeys capacity constraints. Given a

pseudoflow f and a node v, we define the ezcess at v, ef(v), to be the difference between the

incoming and the outgoing flows. A flow is a pseudoflow that obeys conservation constraints,

i.e. excesses at all nodes except the sink and the source are zero.

The residual capacity of an arc (v, w) with respect to a pseudoflow f is defined to be the

capacity of (v, w) minus f (v, w), and is denoted by uj(v, w). Given a pseudoflow f, we denote

the corresponding residual graph by Gf = (V, Ef), where Ef is the set of arcs with positive

residual capacity.

==mn
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5.3 Maximal Node-Disjoint Paths

This section presents an efficient parallel algorithm that finds a maximal set of node-disjoint

paths from a set of sources to a set of sinks in a directed or an undirected graph. This algorithm,

which was the starting point of the research described in this chapter, is due to Vaidya. We

describe the variation of the algorithm that works for undirected graphs. The extension to the

directed case is straightforward.

A natural approach to solve this problem is to find paths one by one. The problem with

this approach is that there can be a large (ft(n)) number of paths, which leads to a running

time that is at least linear. Another approach is to maintain a current set of paths, extending

as many paths as possible at each iteration. This approach has two problems. First, it takes

time that is proportional to the length of the longest path, and therefore it is slow if the paths

are long. Second, it may not be possible to extend many paths at each iteration because of the

interaction among the paths. By combining these approaches, however, we can achieve a good

running time.

The algorithm MAXIMAL-PATHS solves a slight generalization of the node-disjoint paths prob-

lem: Given a set Pi, of node-disjoint paths connecting sources to intermediate nodes, find a set

Pot of node-disjoint paths from the sources to the sinks, such that for any node that is on a

path in Pi,, but not on any path in Po,,t, every path from this node to a sink intersects a path

in Pot. The node-disjoint paths problem corresponds to the case when each one of the input

paths is a single source node. The generalization of the problem is required for the depth-first

search algorithm which is described at the end of this section.

Figure 5.1 describes the MAXIMAL-PATHS algorithm. The algorithm maintains two sets of

node-disjoint paths: Active paths and Dead paths, denoted by P, and Pd, respectively. An

active path starts at a source and ends at some intermediate node which is not a sink; a dead

path connects a source to a sink. The initial set of active paths Pa is the set of the input

paths Pi,,. The nodes are divided into idle, active, and dead, denoted by VI,Va, and Vd,

respectively. A node is active if it belongs to a path, dead if it was active during the algorithm

but currently does not belong to any path, and idle otherwise. Intuitively, a node becomes

dead if the current set of active paths can be extended to a maximal set of node-disjoint paths
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procedure MAXIMAL-PATHS(V, E,P,);
P. - the set of active paths;
V1  - the set of idle nodes;
V. - the set of active nodes;
V - the set of dead nodes;
T - the set of sink nodes;

{The first stage}

V. - nodes on paths in Pa;
V1 .- V- V.;Vd - 0;
while 1P1 Vi do begin

H - set of end-points of paths in "P;
H' - {v' :' V , 3v E H s.t. (v, v') E E};
M -- maximal matching on (H x H') n E;
for all (v, v') E M do begin

extend the path corresponding to v with v';
V - V1 -V';
V V + v';
if v' E T, remove this path from the set of active paths P.;

end;
for all V E H not matched in M do begin

remove v from its path;
if no nodes left on this path, remove it from P.;
Va - V - V;
Vd - Vd + v;

end;
end;

{The second stage - number of active paths is below Vn}

for all P E P. do begin

E' - ((VI x VI) U (V. x v)) n E;
v, ,- the node closest to the end of P from which an idle sink is reachable via edges in E';
remove nodes that follow v, from P and add them to Vd;
extend P to a sink via edges in E', add used nodes to V.;
remove P from P.;

end;
end.

Figure 5.1: The MAXIMAL-PATHS procedure
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without using this node. Initially, Vd is empty and V is the set of nodes not on any input path.

The algorithm consists of two stages. The first stage proceeds in iterations, where at each

iteration the algorithm extends some of the active paths by idle nodes, changing the status of

these nodes to active. The algorithm "clips" the other active paths, i.e., removes end-point

nodes from these paths, and changes the status of the removed nodes to dead. Let H be the

set of nodes that are the end-points of the active paths, and H' be the set of idle nodes that

are neighbors of nodes in H. First, the algorithm finds a maximal matching in the bipartite

graph induced by the set of edges (H x H') n E, where E is the set of edges in the input graph.

If a node v E H is matched to v' E H', then the path associated with v is extended, and v'

becomes the new end-point of the path, changing its status to active. If v' is one of the sinks,

this path changes its status to dead. If a node v E H is not matched, the path associated with

v is "clipped": the node previous to v on this path becomes the new end-point of the path, and

the status of v changes to dead. This stage continues as long as the number of active paths is

at least Vrn_.

During the second stage, the algorithm extends the active paths to sinks one by one. To

extend a path P = (vi, v2,... ,vk), the algorithm first computes connected components in the

graph induced by edges in (V x VI) U (V, x VI). Let v, be the node on P, such there exists a

path P' from v, to some sink t via idle nodes, and for all r < i < k, no idle sink is reachable

from vi by a path that consists of idle nodes only. Then the algorithm clips P, changes the

status of the nodes {vi : r < i < k} to dead, changes the status of nodes on P' to active, and

extends the path (VI,v2,... ,vr) by attaching it to P'. If such node was not found, i.e. it is

impossible to extend P using idle nodes, all nodes on P are marked dead.

By construction, the algorithm terminates with a set of paths where each path connects a

source to a sink, and each source or sink belongs to at most one path. Moreover, a source is

marked dead if and only if it does not belong to any path and a sink is marked idle if and only

if it does not belong to any path. Thus, the following lemma is sufficient to show correctness

of the algorithm.

Lemma 5.3.1 At any moment during an execution of the algorithm, there is no path from a dead

node to an idle sink such that all the nodes on this path are either dead o. idle.
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Proof: Consider an iteration of the first stage in which a node v becomes dead. By construction,

v becomes dead only if it was not matched during computation of the maximal matching. This

means that at the end of this iteration v does not have any idle neighbors. On the other hand,

if a node changed its status to dead during the second stage, then, by construction, there is no

path consisting of idle nodes only from this node to an idle sink. Furthermore, a node cannot

change its status to idle from any other status, and hence each path from a dead node to an

idle sink must pass through an active node. I

We analyze the running times of the first and the second stages separately. The following

lemma bounds the number of iterations in the first stage.

Lemma 5.3.2 There are at most 0(V/n) iterations in the first stage.

Proof: The main idea of the proof is that nodes can change status only "in one direction", and

that at each iteration a large number of nodes change status. Define a potential function

41 = )VAj + 21VJ.

An extension of a path by one node changes the status of this node from idle to active and

reduces 4 by 1. On the other hand, when a path is clipped, its old end-point changes the status

from active to dead, again reducing 4' by 1. At each iteration of the first stage there are at

least V/n active paths. At the end of an iteration each one of these paths is either extended or

clipped, which causes a total reduction of at least VW in t. The claim follows, because initially

4 <3n. I

Each iteration of the first stage can be implemented in 0(log3 n) time and with 0(m)

processors, using the maximal matching algorithm of Israeli and Shiloach [72). Each iteration

of the second stage of the algorithm is essentially a connectivity computation, which can be

computed in 0(logn) time and 0(m) processors for the undirected case (117], and 0(log2 n)

timc and BFS(n, m) processors for the directed case [1081. This leads to the following theorem.

-- ia i ll i i im
i

-
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Theorem 5.3.3

1. On undirected graphs, the MAXIMAL-PATHS algorithm runs in O(V f1log3 n) time using 0(n +

m) processors.

2. On directed graphs, the MAXIMAL-PATHs algorithm runs in O(./,ilog3 n time using BFS(n, m)

processors.

Observe that a maximal set of node-disjoint paths corresponds to a blocking flow in matching

networks (described in detail in the next section). Thus, by using the MAXIMAL-PATHS procedure

to find blocking flow at each iteration of Dinic's maximum flow algorithm [34, 38], we can

compute a maximum bipartite matching in sublinear time. In the subsequent sections we will

show more efficient algorithms for bipartite matching and related problems; these algorithms

do not use the MAXIMAL-PATHS algorithm.

Depth-First Search Another application of the MAXIMAL-PATHS algorithm is for construct-

ing a deterministic sublinear-time algorithm for finding a depth-first seaach tree in an undirected

graph. The problem of findinF iuch a tree has been studied before [47, 121], and recently Aggar-

wal and Anderson have found a randomized NC algorithm for it [6]. However, no deterministic

sublinear-time parallel algorithm for the problem was known previously.

Although the Aggarwal-Anderson algorithm is randomized, the randomization is used only

in order to compute a maximum set of node-disjoint paths with the minimum weight [6]. Ag-

garwal and Anderson reduce this problem to the assignment problem. A careful examination

of their proofs shows that instead of a maximum set of paths, it is sufficient to be able to find

a maximal set of paths. More precisely, it is sufficient to have an algorithm that solves ex-

actly the generalization of the node-disjoint path problem that is solved by the MAXIMAL-PATHS

algorithm. Therefore, we have the following theorem.

Theorem 5.3.4 A depth-first search tree in an undirected graph can be found in 0(v/-'log5 n)

time using O(n + m) processors.
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The proof of the theorem involves a straightforward combination of the Aggarwal-Anderson

algorithm [6] and the MAXIMAL-PATHS algorithm.

5.4 Bipartite Matching and Zero-One Flows

In this section we describe sublinear-time par llel algorithms for the bipartite matching problem

and for the zero-one network flow problem (both with and without multiple arcs). This section

consists of three parts. In the first part we review Goldberg-Tarjan's generic maximum flow

algorithm. In the second part we present our maximum matching algorithm, and in the third

part we present our algorithm for finding a maximum flow in networks with unit capacities.

5.4.1 Goldberg-Tarjan Maximum Flow Algorithm

In this section we review the Goldberg-Tarjan push/relabel framework for solving the maximum

flow problem [59, 62]. We present only those ideas which are relevant for finding flows in unit-

capacity networks.

Before describing the generic Goldberg-Tarjan algorithm, we need to introduce a few terms.

For more detailed definitions, see [62]. A (valid) distance labeling is an integer-valued function

d on nodes that satisfies d(v) < d(w) + 1 for every residual arc (v, w). Given a pseudoflow f

and a distance labeling d, we define

E(f,d) = {(v, w) E Ef d(v) = d(w) + 1}

to be the the set of admissible arcs; the admissible graph G(f,d) = (V, E(f,d)) is the graph

induced by the arcs in E(f,d).

The algorithm is based on PUSH and RELABEL operations described in Figure 5.2. PUSH

moves one unit of excess through an admissible arc; RELABEL changes the distance labeling d

of a node to create an outgoing admissible arc from this node while maintaining the validity of

the distance labeling.

The generic Goldberg-Tarjan maximum flow algorithm is shown in Figure 5.3. First we set

all distance labels to 0, except the label at the source, which is set to n. Then we saturate all
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PUSH(V, W).
Applicability: e1 (v) > 0, uf (v, w) > 0 and d(v) = d(w) + 1.
Action: Send 6 = min(ej(v), uj(v, w)) units of flow from v to w as follows:

f(V,w) -f(V,w) + 6; f(w,V) -WV) - 6;
ej(v) +- ej(V) - 6; e "(W) - e1(w) + 6.

RELABEL(V).

Applicability: Any v.
Action: d(v) 4-- min{d(w) + I1(v,w) E Ef}.

(If this minimum is over an empty set, d(v) +-- oo.)

Figure 5.2: Push and relabel operations.

arcs that emanate from the source. Note that at this point the distance labeling becomes valid.

Now we apply PUSH and RELABEL operations in any order until no more excesses are left.

Goldberg and Tarjan [62] showed that the GENERIC-MAX-FLOW algorithm terminates with

a valid maximum flow. Observe, that for the case of zero-one flows, an arc can participate

in at most one PUSH operations before one of its ends is relabeled. Since labels can not grow

beyond 2n, this leads to 0(nm) bound on the number of PUSH operations, and 0(n 2 ) number

of RELABEL operations. Goldberg [58] gave a parallel implementation of the generic algorithm

which runs in 0(n 2 log n) time.

5.4.2 Bipartite Matching Algorithm

To solve a bipartite matching problem, we transform it into a zero-one network flow problem

in a standard way (see, for example, [85]). Given a bipartite graph with a node set S U T, we

direct edges of the graph from nodes in S to nodes in T. We add a source s and arcs (s, v) for

all v E S, and a sink t and arcs (w,t) for all w E T. We define all arc capacities to be one. The

resulting maximum flow problem is equivalent to the original bipartite matching problem. The

network which can be obtained by the above transformation is called a matching network. We

denote vertices and edges of the matching network by V and E, respectively.

Two possible approaches to the design of parallel algorithms for the problem of finding maxi-

mum flows in matching networks suggest themselves. One approach is to use the Ford-Fulkerson

S
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procedure GENERIC-MAX-FLOW(V, E,s,t);

[first stage - initialization]
for all v E V -{s} do d(v) 4- 0;
d(s) -- n;
for all (v, w) E E do f(v, w) +- 0;
for all v E V do ef(v) -- 0;
for all v E V such that (s, v) E E do begin

f(s,V) 1;
e(v) M -- ej(") + 1;

end;

[second stage]
while there exists a node with an excess do

apply PUSH or RELABEL in arbitrary order.

return the resulting flow f;
end.

Figure 5.3: The generic Goldberg-Tarjan maximum flow algorithm

augmenting path algorithm [41] with a parallel breadth-first search subroutine. Another ap-

proach is to use a variant of Goldberg's parallel maximum flow algorithm [58). Both approaches

lead to superlinear-time algorithms, but for different reasons. The bottleneck of the first ap-

proach is a potentially large number of augmenting paths; the bottleneck of the second approach

is a potentially large number of node relabelings.

Our algorithm works in two stages, using the Goldberg's approach in the first stage and

the Ford-Fulkerson approach in the second stage. A proper balancing of the two stages which

is achieved by adjusting the activity parameter and the distance parameter leads to a sublinear

running time. In the context of sequential algorithms for the problem, similar balancing, which

involves a single parameter that is similar to our distance parameter, was introduced by Even

and Tarjan [38] to obtain O(./'nm) time bounds.

Intuitively, the key idea of our bipartite matching algorithm is to keep at most a single unit

of excess at any node and to use maximal matching to decide where to push the excesses at each

parallel step. Essentially, we replace the "while" loop of the generic Goldberg-Tarjan maximum

flow algorithm (see Figure 5.3) with the MATCH-AND-PUSH procedure (see Figure 5.5), which,

as we will prove below, causes many relabelings to happen at each parallel step.
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procedure B-MATCH(S, T, E);

[initialization]
transform the input problem into network flow form;

(first stage]
for all v E SUT do d(v) - O;
d(t) - 0; d(a) +- n;
for all (v, w) E E do f(v, w) +- 0;
for all v E S do f(s, v) -- 1;
for all to E TU{s,t} do ef (w) --- 0;
for all v E S do ef(v) - 1;
while the number of active nodes is at least I do MATCH-AND-PUSH;
return all excesses to the source;

(second stage]
while there is an augmenting path from s to t do

find an augmenting path and augment;

return the matching corresponding to the current (maximum) flow;
end.

Figure 5.4: High-level description of the bipartite matching algorithm. For the algorithm described
in this chapter, we take I = n

Figure 5.4 describes the algorithm B-MATCH which finds a maximum bipartite matching.

The algorithm consists of two stages. The first stage is executed as long as the number of active

nodes is large, where a node is considered active if it has an excess and its distance label d

is below k, the distance parameter. By "large" we mean that the number of active nodes is

above 1, the activity parameter. When the number of active nodes is small (below 1), excesses

from these nodes are returned to the source, and the second stage begins. In this stage, the

algorithm finds augmenting paths from the source to the sink one by one, like it is done in the

Even-Tarjan maximum matching algorithm [38]. We will prove that the second stage works

fast because the residual flow is small.

The first stage of the algorithm starts by initializing the flow to zero, setting distance labels

of nodes in S U T U{t} to zero, and setting the distance label of the source to n. (Throughout

the algorithm, distance labels of source and sink never change: d(s) = n, d(t) = 0.) Then, all

arcs going out of the source are saturated. At this point, all nodes of S have excess of 1. After
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the initialization is complete, the MATCH-AND-PUSH procedure is executed until the number of

active nodes becomes less than 1. Recall that in the context of this algorithm, we have defined

an active node to be a node with label d below the distance parameter k. (As we shall see,

the best running time is achieved for distance parameter k = Lnl/3J and activity parameter

I = Lv1 J.) Finally, at the end of the first stage, the flow excesses are returned to the source.

Namely, the excess flow is pushed from nodes v E S such that e1 (v) = 1 to s along (v, s).

The MATCH-AND-PUSH procedure, shown in Figure 5.5, is the key to the first stage of the

algorithm. The following lemma states the properties of this procedure that are essential for

the analysis of the algorithm.

Lemma 5.4.1

The MATCH-AND-PUSH procedure maintains the following invariants:

1. The current pseudoflow f is integral.

2. Indegree of a node v E S in the residual graph Gf is 1 - ef(v).

3. For every node v E SUT, ef(v) E {0, 1}.

4. On entry to and on exit from MATCH-AND-PUSH, all nodes in T have zero excesses.

Proof: Integrality of f follows by induction on the number of the PUSH operations. The second

invariant follows from the properties of matching networks.

Invariant 3 holds after initialization by the structure of a matching network. Suppose that

the invariant holds before an execution of MATCH-AND-PUSH. Step 1 assures that it holds after

Step 2. The relabeling steps 3, 5, and 6 cannot affect this invariant. Because of the second

invariant, no flow can be pushed to an active node and at most one unit of flow can be pushed

to an inactive node at Step 4. Thus Step 4 preserves the invariant.

Invariant 4 holds because after Step 2, every node in T has excess of either zero or one,

and because of the relabeling done at Step 3 every node with excess of one has an outgoing

admissible arc that can be used to push the excess from the node in Step 4. After Step 4 all
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Step 1. Find a maximal matching in the subgraph of the admissible graph induced by nodes in T and
active nodes in S.

Step 2. For every matched arc (v, w), push excess flow from v to w.

Step 3. Relabel nodes in T.

Step 4. Push flow from active nodes in T along admissible arcs.

Step 5. Relabel nodes in T.

Step 6. Relabel nodes in S.

Figure 5.5: The Match-and-Push procedure

nodes in T have zero excesses. The remaining steps do not change the pseudoflow, and therefore

Invariant 4 holds at the end of MATCH-AND-PUSH. I

From Invariants 3 and 4 in Lemma 5.4.1 it follows that all matched arcs in Step 2 of MATCH-

AND-PUSH are directed from S to T. Lemma 5.4.1 also implies that the last step of the first

stage, namely returning flow from the nodes with excess to the source, is easy. More precisely,

Invariants 3 and 4 imply that nodes in T have no excesses, and each node in S has at most

one unit of excess. Furthermore, since k < n, no flow is pushed from a node v E S to s by the

previous part of the algorithm, and therefore for all v E S, the residual capacities of arcs (v, s)

are equal to one. Thus, the excesses can be pushed from nodes v E S such that ej(v) = 1 to

s along (v, s). Note that these pushes are nonstandard, i.e., they do not preserve the validity

of d. This is not a problem, however, because we do not use the distance labels after the last

execution of MATCH-AND-PUSH.

We start the analysis of the algorithm by bounding the running time of the MATCH-AND-PUSH

procedure.

Lemma 5.4.2 Procedure MATCH-AND-PUSH runs in O(log3 n) time on a CRCW PRAM with n+m

processors.

Proof: Steps 2-6 can be implemented so that each step takes O(log n) time on a CRCW PRAM

with n + m processors [58, 118]. The bottleneck is Step 1, which takes O(log3 n) time on a

CRCW PRAM using n + m processors [72]. 1

The next lemma, which bounds the number of executions of MATCH-AND-PUSH, is the key
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to the analysis of the algorithm.

Lemma 5.4.3 Procedure MATCH-AND-PUSH with activity parameter I and distance parameter k

is executed at most ni + 1 times.

Proof: We show that at all execution of MATCH-AND-PUSH there are at least I relabelings of

nodes that have distance label below k at the beginning of the execution. Since the distance

labels never decrease, the total number of such relabelings is at most n(k + 1), and the desired

bound follows.

We claim that a relabeling of each of the following nodes occurs during an execution of

MATCH-AND-PUSH:

1. The nodes in T which axe matched in Step 1.

2. The active nodes in S which are not matched in Step 1.

Note that in every execution of MATCH-AND-PUSH, except perhaps the last, the number of nodes

satisfying these two conditions is at least 1, so establishing this claim completes the proof of

the theorem.

Suppose a node w E T is matched with a node v E S at Step 1, which implies that d(v) S k

and d(w) = d(v) - 1 < k. We show that d(w) increases at Step 3 or at Step 5. If d(w) increases

at Step 3, we are done.

Consider a case in which d(w) did not increase at Step 3. After Step 4, the only residual

arc out of w is (w, v). (This follows from the observation that the outdegree of a node w E T

in the residual graph G! is 1 + ef(w) and that after Step 4 we have ef(w) = 0.) At Step 1, the

arc (v,w) is admissible, and therefore d(v) = d(w) + 1. Node v has not been relabeled since

then, so d(v) did not change, and we have assumed that neither had d(w). By the definition of

the relabeling operation, at Step 5 the distance label of w becomes d(v) + 1, i.e., the distance

label increases by 2.

Now consider an active node v E S that is not matched at Step 1. Recall that by definition

of an active node, d(v) < k, and thus the arc (v,s) cannot be admissible, because d(s) = n
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and d(v) :_ k < n. Hence, in the beginning of Step 1 all admissible neighbors of v lie in T.

These neighbors are matched during this step, and therefore by Step 6 their distance labels

must increase (by the argument above). Since v has not acquired any new residual neighbors,

its distance label must increase at Step 6. 1

Lemmas 5.4.2 and 5.4.3, combined with an observation that the initialization of the first

stage can be done in constant time using n + m processors, imply the following result.

Lemma 5.4.4 The first stage of the bipartite matching algorithm runs in 0(-,k log3 n) time using

n + m processors.

To complete the analysis of the algorithm, we prove the following lemma, which is similar

to a lemma in Even and Tarjan [38].

Lemma 5.4.5 After the first stage of the algorithm, the value of the residual flow is at most

n/k + 1, where k and I are distance and activity parameters, respectively.

Proof: Since returning excesses to the source does not affect the amount of flow that can reach

the sink, it suffices to show that the amount of flow that can reach the sink after the last

execution of MATCH-AND-PUSH is at most n/k + 1. The proof uses the fact that for every node

v, the label d(v) is a lower bound on the distance in the residual graph from v to the sink [58].

Consider the pseudoflow f and the distance labeling d just after the last execution of MATCH-

AND-PUSH, and let 7 be an optimal flow. Consider the set of arcs A = {(i,j)17(i,i) > f(i,j)}.

Note that A C Ef. Arcs in A can be partitioned into a collection of simple paths from nodes

with excess to t, a collection of simple paths from nodes with excess to s, and a collection of

cycles. Even and Tarjan showed that by the properties of matching networks these paths and

cycles are node-disjoint [38].

We need to show that the number of paths in the first collection is at most I+ n/k. Consider

a residual path from a node v to t. Since d(v) is a lower bound on the distance from v to t in

Gf, the length of such a path is at least d(v). Thus, at most 1 paths in the first collection have

length of k or less. The remaining paths have length greater than k, and the number of such

paths is at most n/k, because the paths are node-disjoint. i
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In the second stage of the algorithm, we find augmenting paths one by one. This stage

terminates when there are no augmenting paths, and therefore produces correct result. The

maximum number of augmenting paths found during this stage is bounded by Lemma 5.4.5,

and therefore we have the following claim.

Lemma 5.4.6 The second stage of the bipartite matching algorithm runs in 0((Q +1) log3 n) timeTi

using BFS(n, m) processors, where k and I a(e the distance and the activity parameters, respectively.

Remark: In the second stage, the algorithm can use any augmenting path. The fastest current

parallel algorithm, however, finds a shortest augmenting path.

Theorem 5.4.7 The bipartite matching algorithm runs in O(n2/3 log3 n) time using BFS(n, m)

processors.

Proof: Set k = [n1/ 3 J and I = [n 2 /3 j and apply Lemmas 5.4.4 and 5.4.6. 1

5.4.3 Zero-One Flow Algorithms

In this section we describe algorithms for computing maximum flows in networks with unit

arc capacitn-- We describe two algorithms, one optimized for general zero-one networks and

another optimized for networks with no multiple arcs. For general zero-one networks, by trans-

forming the input network into a matching network [25, 77] and applying the bipartite matching

algorithm described in the previous section, it is possible to achieve a running time which is

only log2 n-factor worse than the running time of the algorithm described below. However. the

method we describe in this section leads to better bounds for networks with no multiple arcs.

First we describe the algorithm that finds a maximum flow in a general zero-one network

(VIE,s,t) with unit arc capacities (see Figure 5.6). At a high level, this algorithm is similar

to the algorithm of the previous section. The algorithm consists of two stages, where the first

one is based on Goldberg's parallel maximum-flow algorithm, and the second based on the

Ford-Fulkerson method. The balancing of work done in the two stages is similar to that of

the sequential algorithms of Even and Tarjan [381 and, more recently, Ahuja and Orlin [8].

In addition, the zero-one flow algorithm has a finish-up stage that converts a pseudoflow of

k l



Parallel Algorithms for Matching 103

procedure ZERO-ONE(V, E,s, t);

[first stage]
for all v E V - {s) do d(v) +- 0;
d(s) +- n;
for all (v, w) E E do f(v, w) - 0;
for all v E V do ef(v) -- 0;
for all v E V such that (s, v) E E do begin

f(8, V- 1;
ej(V) - ej(V) + 1;

end;
while the total amount of excess at active nodes is at least I do PUSH-AND-RELABEL;

[second stage]
while there is an augmenting path from a node v E V - {s,t} such that e(v) > 0 to t do

find an augmenting path from v to t and augment;

(finish-up stage]
if the current pseudoflow fend is not a flow,

convert it into a flow by recursively calling ZERO-ONE;
return(7);

end.

Figure 5.6: High-level description of the zero-one flow algorithm. For general zero-one networks,
take I = m2/3; for zero-one networks with no multiple arcs, take 1 = min(m 2/ 3 , (nm) 2/5).

maximum value with only positive excesses into a flow of maximum value, where the value of

a pseudoflow is the amount flowing into the sink.

Intuitively, the key idea is to associate "energy" with every unit of excess, which is equal

to the amount of possible future increase in the distance label of the node this unit of excess

resides at. The total energy of a pseudoflow is bounded by O(nm). We use this ftJ to show

that during a parallel step either much work is done, or much energy is used.

The first stage of the algorithm is essentially Goldberg's parallel maximum flow algo-

rithm [59, 58, 62] with two important modifications. First, we define an active node as a

node that has a distance label of k or less, where k is the distance parameter. The second

modification is that the stage terminates when the total amount of excess at active nodes is less

then I = m 2/ 3 , where I is the activity parameter. The key part of this stage is the PUSH-AND-

RELABEL procedure. This procedure can be impki(nented by using either techniques of Shiloach

.nd Vishkin [1171 or by using parallel prefix computations (see e.g. [19, 87]) as described by

9.
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Step 1. For all active nodes v, use a parallel prefix computation on the list of outgoing arcs to distribute
ej(v) among neighbors of v in the admissible graph.

Step 2. For all nodes v, use parallel prefix computation on the list of incoming arcs to compute new
excess ej(v) by adding up flow pushed to v during Step 1.

Step 3. Using parallel prefix computations, relabel all nodes v 4 s, t.

Figure 5.7: The Push-and-Relabel procedure.

Goldberg 158]. Figure 5.7 describes the procedure. (Note that Step 3 of PUSH-AND-RELABEL

can be replaced by a computation of true distances from all vertices to the sink in the residual

graph, which can be achieved by doing a breadth-first search backwards from the sink.)

The second stage of the algorithm repeatedly finds an augmenting path from a node

v V {s,t) with ef(v) > 0 to the sink, and augments along the path. One way to find an

augmenting path is to do a breadth-first search backwards from the sink in the residual graph.

Observe, that when no such paths exist, the current pseudoflow fend is of maximum value.

Moreover, since we have not created any negative excesses, all excesses are positive.

The finish-up stage converts fend into a flow 7by returning excesses from nodes in V - {s, t}

to s. This conversion is done by running the same algorithm on a modified network. The

modified network is obtained from Gf,d by adding a new source s' and new arcs of unit

capacity connecting s' to nodes in V - {s,t} that have excesses with respect to f,,d. If a node

v has excess fend(v), then efe,(v) arcs of the form (.',v) are added. The source of the original

network is the sink of the modified network. It can be easily shown (see [59, 621) that when the

zero-one flow algorithm is applied to the modified network, its second stage terminates with a

flow (rather than a pseudoflow).

The correctness of the algorithm can be shown in exactly the same way as it was done by

Goldberg [58]. Performance of the PUSH-AND-RELABEL procedure is summarized by the following

lemma, which follows from the results of Blelloch [19] and Goldberg [58].

Lemma 5.4.8 Procedure PUSII-AND-RELABEL runs in O(log n) time using m7 processors.

The next lemma, which is the key to the analysis of this algorithm, bounds the number of

times PUSH-AND-RELABEL is executed.

S
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Lemma 5.4.9 Procedure PUSH-AND-RELABEL is executed O(-k) times, where k and I are distance

and activity parameters, respectively.

Proof: Define potential function -t to be equal to the number of pushes plus the sum over all

nodes v E V of the label d(v) times the degree of v, where by "degree" we mean the sum of

indegree and outdegree.

The pushes are made only through admissible arcs, which means that if a push was made

from v to w, the next push associated with this edge has to be from w to v, which can happen

only after the label of w was increased by at least 2. The algorithm executes pushes only from

nodes with label of at most k, and hence the total number of pushes is O(mk). Therefore 4D is

bounded by O(mk) as well.

Consider a unit of excess at an active node v at the beginning of the PUSH-AND-RELABEL

procedure. If this unit participated in a push at Step 1, it increased 4) by one. Otherwise, the

label of v increased by at least 1 during Step 3. This means that ob was increased by at least

the degree of v during this step. Observe, that each unit of excess at v can be associated with

the arc over which it reached v, and hence the degree of v is at least equal to the number of

units of excess at v. During the first stage the total excess at active nodes is at least 1, which

means that each call to PUSH-AND-RELABEL increases 4) by at least 1, and the bound follows.

I

Lemmas 5.4.8 and 5.4.9, combined with an observation that the initialization of the first

stage can be done in constant time using n + m processors, imply the following result.

Lemma 5.4.10 The first stage of the zero-one flow algorithm runs in O(,k log n) time using

n + m processors, where k and I are distance and activity parameters, respectively

In the second stage we find augmenting paths one by one. To bound the running time of

the stage, we first bound the value of the residual flow after the execution of the first stage.

The following lemma is similar to Lemma 5.4.3.

Lemma 5.4.11 After the first stage of the algorithm is applied to a general zero-one network, the

value of the residual flow is at most nlk + 1.
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Proof: The proof of this lemma is exactly like the proof of Lemma 5.4.5. The only difference is

that we decompose the residual flow into arc-disjoint paths instead of node-disjoint paths. I

Lemma 5.4.12 The second stage of the zero-one flow algorithm runs in 0((' + l)logn) time

using BFS(n, m) processors, where k and I are distance and activity parameters, respectively.

Proof: The lemma follows from Lemma 5.4.11. 1

Theorem 5.4.13 On general zero-one networks, the zero-one flow algorithm runs in O(m2/3 log n)

time using BFS(n,rn) processors.

Proof: Set k = 1m'/ 3 J and I - Lm2/3J. Lemmas 5.4.10 and 5.4.12 imply that the first two

stages of the algorithm run in the desired resource bound. These lemmas also imply that the

finish-up stage runs in the same resource bounds. 3

Now we consider the problem of finding maximum flows in zero-one networks with no

multiple arcs. In this case, we can improve the time bound of Theorem 5.4.13 for dense graphs

(more precisely, for m > n3 12). The following lemma, which is an adaptation of a similar lemma

due to Even and Tarjan [38], is a key to the improvement.

Lemma 5.4.14 After the first stage of the algorithm is applied to a zero-one network with no

multiple arcs, the value of the residual flow is at most +1, where k and are distance and

activity parameters, respectively.

Proof: Since returning excesses to the source does not affect amount of flow that can reach the

sink, it suffices to show that the amount of flow that can reach the sink after the last execution

of PUSH-AND-RELABEL is at most + .

Consider the pseudoflow f and the distance labeling d just after the last execution of MATCH-

AND-PUSH, and let 7 be an optimal flow. Consider the set of arcs A = {(i,j)7f(i,j) > f(i,j)}.

Note that A C Ef. Arcs in A can be partitioned into a collection of simple paths from nodes

with excess to t, a collection of simple paths from nodes with excess to s, and a collection of

cycles. Since we have a zero-one network, these paths and cycles are arc-disjoint. The number

of paths in the first collection that start at a node with a distance label of k or less is at most I. A
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To complete the proof, we need to show that the number of paths that start at a node with

a distance label greater then k and reach the sink is at most (1 ) Suppose for contradiction

that this is false. Let P be the set of these paths, and let G' = (V, E') be the graph induced

by arcs on paths in P. Let d'(v) be the distance in G' from v to t. Let V = {v E VId'(v) = i}.

By definition of P, no path in P starts at a node in the set V U V U U... UVk. Therefore JPJ

is bounded, for 0 < j < k - 1, by the number of arcs in the set En(v1 x Vj+ 1), which is

at most IVjj x lV+1I, since the network has no multiple arcs. Our assumption implies that

() 2 and therefore IVjI + i1+ > , for 0 < j < k- 1. We obtain a

contradiction as follows:

(V + V) + (V 2 + V 3 ) +... + (V2 k/2j "- V2Lk/2j)

2n [kj> L-_1
2n k-1

> n.

I

Using lemmas 5.4.11 and 5.4.14, one can obtain the following theorem; the proof is similar

to the proof of Theorem 5.4.13.

Theorem 5.4.15 On zero-one capacity networks with no multiple arcs, the maximum flow algo-

rithm runs in time O(min(m213, (nm) 2 1S) log n) on a CRCW PRAM using BFS(n, m) processors.

5.5 The Assignment Problem and Minimum-Cost Flows

In this section we describe parallel algorithms for the weighted versions of the problems studied

in the previous section, namely the assignment problem and the minimum-cost flow problem

with unit capacities. The section consists of three parts. In the first part we present some

definitions and review the generic minimum-cost flow algorithm of Goldberg and Tarjan [58, 64].

In the second part we present our parallel algorithm for weighted bipartite matching, and in

the third part we discuss the problem of finding a minimum-cost flow in a general network with

unit capacities. For the purpose of this section, we assume familiarity with the minimum-cost

flow framework developed by Goldberg and Tarjan [58, 61, 64].

• -... ... qmuunm Ullmllalmml~iI ~ immlln nnmkam m nm mmnnl l~fwl ,=• .j
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procedure MIN-COST-FLow(V, E, c);

C +- max{Ic(v,w)l : (v,w) E E);
(+- C;
for all v E V do p(v) *- 0;
p(s) = -2nC;

while e > 1/n do
c -- c/2;
(c, p, f) - GENERIc-REFINE(V, E, c,p, f, e);

end;
return the current (maximum) flow f;

end.

Figure 5.8: High-level description of the outer (scaling) loop of the generic Goldberg-Tarjan
minimum-cost flow algorithm.

5.5.1 Goldberg-Tarjan Minimum-Cost Flow Algorithm

In this section we review the main ideas of the minimum-cost flow framework developed by

Goldberg and Tarjan [58, 61, 641. We review only those ideas that are relevant for networks

with unit capacities.

In order to describe the algorithm, we need to introduce a few definitions (see [58, 611 for

more details). Each node v is assigned a price p(v). Given p, the reduced cost of an arc (v, w)

is defined by

CP(V, w) = p(v) - p(w) + c(v, W),

where c(v, w) is the original cost that is part of the input to the problem. We say that a

pseudoflow is c-optimal if there are no residual arcs with reduced cost below -E. Given a

pseudoflow f and a price function p, an arc (v, w) E E is admissible if it is a residual arc with

negative reduced cost, i.e., if uf(v, w) > 0 and cp(v, w) < 0. The admissible graph is the graph

induced by the set of admissible arcs. Define c(f), the cost of pseudoflow f, by

c(V, Of (V, W).
(v,w)E:vf(v,w)>O

In the case of zero-one flows, the cost of a pseudoflow is equal to the sum of the costs of the

saturated arcs.
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procedure GENERIC-REFINE(V, E, c, p, f, c);

[Convert into e-optimal pseudoflow.]

for all (v,w) I(Vw) E E! and cp(v,w) < -c} do
f(V,w) 4-- f(V, w)+ 1;
ej(w) 4-. ej(w) + 1;
ej(v) -- (v) - 1;

end;

[convert into e-optimal flow.]

while there exists a node with excess do
apply PUSH and RELABEL in arbitrary order;

return (c, p, f);

end.

Figure 5.9: High-level description of the inner loop of the generic Goldberg-Tarjan minimum-cost
flow algorithm.

The outer loop of the minimum-cost flow algorithm, shown in Figure 5.8, does generalized

cost-scaling [58, 61]. Initially c = C, where C is the maximum absolute value of an input cost.

The algorithm iteratively halves c and uses the GENERIC-REFINE procedure (see Figure 5.9) to

update the flow to be -optimal again. Bertsekas [18] noticed that if the costs are integral then

an c-optimal flow is optimal for E < 1/n, and therefore we have the following lemma.

Lemma 5.5.1 (Goldberg and Tarjan [58, 61]) The algorithm terminates and produces an optimal

flow after O(log nC) calls to the GENERIC-REFINE procedure.

The heart of the algorithm is the G 2NERIC-REFINE procedure, shown in Figure 5.9, that

converts a 2E-optimal flow into an c-optimal flow. The procedure is similar to the maximum

flow algorithm which we reviewed in Section 5.4.1. GENERIC-REFINE starts with constructing

an E-optimal pseudoflow by saturating residual arcs with reduced cost of below -c and creating

appropriate excesses and deficits at the nodes. Then positive excesses are moved towards

negative ones using PUSH and RELABEL procedures, described in Figure 5.10. Similar to the

case of the generic maximum flow, PUSH moves one unit of excess through an admissible arc

(i.e. an arc with negative reduced cost); RELABEL changes the price p of a node to create an -



110 Chapter 5

PUSH(V, W).
Applicability: e(v) > 0, uj(v,w) > 0 and cp(v,w) = p(v) - p(w) + c(v,w) _5 0.
Action: Send 6 = min(ej(v), u1(v, w)) units of flow from v to w as follows:

f(V, w) - f(V, w) + 6; f(w, v) - f(w, v) - 6;
e 1(v) "- ej(t) - 6; ej(w) 4- e1 (W) + 6.

RELABEL(V).

Applicability: Any v.
Action: p(v) -- max{p(w) - c(v, w) - el(v, w) E E!}.

(If this maximum is over an empty set, p(v) 4- -oo.)

Figure 5.10: Push and relabel operations for minimum-cost flow computation.

outgoing admissible arc from this node while maintaining c-optimality.

Goldberg and Tarjan proved that the MIN-COST-FLOW algorithm produces a feasible minimum-

cost flow of maximum value upon termination. Moreover, they showed that during a single

execution of GENERIC-REFINE the amount of relabeling of a single node is bounded by O(nc),

which immediately implies O(nm) bound on the number of times a PUSH is executed during a

single execution of GENERfc-REFINE for the case of flows in networks with unit capacities.

5.5.2 The Assignment Problem

The assignment problem is a weighted version of the bipartite matching problem. Similar to

the unweighted case described in Section 5.4.2, we transform the assignment problem into a

minimum-cost flow problem with unit capacities in the standard way (see, for example, [85])

where the weights on the edges are mapped into costs on the arcs of the corresponding matching

network. As in Section 5.4.2, the nodes and edges in the resulting matching network are denoted

by V and E, respectively. Without loss of generality, we assume that a perfect matching exists.

To assure this we can always add a matching with arcs of very high cost.

The outer loop of the minimum-weight matching algorithm (see Figure 5.11) is the same as

the outer loop of the Goldberg-Tarjan minimum-cost flow algorithm (see Figure 5.8.) The heart

of the algorithm is the REFINE procedure, shown in Figure 5.12, that converts a 2c-optimal flow

into an e-optimal flow. The procedure starts by decreasing the prices of all the nodes in T
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procedure ASSiGNMENT(S, T, E, c);

(Initialization]

transform the input problem into network flow form;

C - max{Ie(v, w)I : (v, w) E};
C -C;

for all v E V do p(v) 4- 0;
p(s) = -2nC;

while c > 1/n do
c +-,r/2;
(c, p,f) - REFINE(V, E, c, p, f,,E);

end;
return the matching corresponding to current (maximum) flow f;

end.

Figure 5.11: High-level description of the outer (scaling) loop of the assignment algorithm.

by 2e. (Though somewhat unnatural, this is essential for the proof of Lemma 5.5.4.) Next it

constructs an e-optimal pseudoflow by saturating residual arcs with reduced cost below -C and

creating appropriate excesses and deficits at the nodes.

The resulting pseudoflow is converted into an e-optimal flow in two stages. The first stage

iteratively uses the MATCH-AND-PUSH procedure (see Figure 5.5) to push the positive excesses

towards the negative ones. The MATCH-AND-PUSH procedure used during this stage is exactly the

same as for the unweighted case (see Figure 5.5), except that PUSH and RELABEL are generalized

to the weighted case as described in Figure 5.10. We say that a node v is active if ej(v) > 0 and

the price change of this node during the current invocation of REFINE is below kc, where k is

the distance parameter. (Note the similarity between this definition of the distance parameter

and the definition which we have used in the algorithms for the unweighted case.) The first

stage is executed as long as the number of active nodes exceeds 1. (The best running time is

achieved for activity paxameter I = Ln2/ 3j and distance parameter k = Lnt/ 31.)

The second stage of REFINE finds augmenting paths from nodes with excess to the sink and

augments along these paths. The paths used for the augmentations are shortest paths with

respect to the distance function length obtained by adding c to costs. Since we have assumed

that the input graph has a perfect matching, REFINE terminates with a flow.
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procedure REFINE(V, E, c, p, f, 0;
[Reduce the number of arcs with negative reduced cost.]

for all v E T do p(v) -- p(v) - 2c;

[Convert into c-optimal pseudoflow.]

for all {(v, W) I (v, w) E E and cp(v, w) < -f) do
(v, w) '-f(v, w) + 1;

ej (t) e- e(W) + 1;
ef (V) 4.- e(V) - 1;

end;

[First stage.]

while the number of active nodes is at least I do MATCH-AND-PUSH;

[Second stage]

for all (v, w) E E do length(v, w) , c(v, w) + ;
while there are active nodes do begin

let r be a shortest path w.r.t. length from an active node to t;
augment along r;

end;

return (c, p, f);

end.

Figure 5.12: High-level description of the inner loop of the assignment algorithm. For the algorithm
described in this chapter, we take 1 = Ln2/ 3J.

Since by construction the algorithm does not terminate as long as there are excesses, in

order to prove the correctness of the algorithm it suffices to show that both stages preserve

E-optimality.

Lemma 5.5.2 Procedure MATCH-AND-PUSH preserves c-optimality of the pseudoflow.

Proof: By construction the flow is pushed only through admissible arcs, and hence relabeling

can not cause an increase in the price of a node. Assume that there exists a residual arc (v, w)

after the execution of MATCH-AND-PUSH such that cp(v,w) < -r. This means that when v

was last relabeled either the price of w was lower, or this arc did not exist. The prices are

nonincreasing, and hence the first case is impossible. If (v,w) was not in the residual graph
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when v was last relabeled, there was a PUSH from w to v since then. During this push the

reduced cost of (v, w) was positive, which means that the price of w increased since then, which

is impossible. I

The following lemma shows that the second stage preserves E-optimality.

Lemma 5.5.3 Suppose a pseudoflow f is c-optimal, and suppose length : E -o R is defined by

length(v,w) = c(vw) + 4. Let r be a shortest path with respect to length in G! from a node

with excess to t. Then augmentation along r preserves c-optimality.

Proof: Relabel the graph by setting the price of each node to be equal to the negative of the

distance from this node to the sink in the residual graph, where the distance is computed with

respect to length. Observe, that the reduced costs of the residual arcs in this graph are at

least -e. Moreover, for each node such that the sink is reachable from this node, there is a

path to the sink along arcs with reduced cost of -c. I

The following lemma is needed to bound the residual flow after the first stage. This lemma

is similar to the lemma due to Gabow and Tarjan [45], which they used to construct an

O(m/nlog nC)-time sequential algorithm for weighted bipartite matching in the Hungarian

framework. Our proof uses similar ideas but is more involved since in the push/relabel network

we do not have a matching in the middle of the execution of the algorithm. Observe, that a

direct consequence of our lemma is an O(mVW log nC)-time push/relabel sequential algorithm

for the minimum-weight bipartite matching problem.

Lemma 5.5.4 After the first stage of REFINE, the value of the residual flow is at most O(n/k + 1).

Proof: Consider nodes other then s and t that have excesses at the end of the first stage. We

shall show below that the sum of price decreases at these nodes during the first stage is bounded

by O(ne). At the end of the first stage there can be at most I nodes with excesses such that

their price was decreased by less than kc during the first stage. Thus at most O(n/k + 1) nodes

can have excess at the end of the first stage. Each excess has a value of 1, and therefore the

total amount of excess at the end of the stage is O(n/k + 1). This gives the desired bound on

the value of the residual flow.
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We next show a bound of O(nE) on the sum of price decreases at the nodes that have

excesses at the end of the first stage. Intuitively, the main idea is as follows. CUnsider an

c-optimal pseudoflow f, at some point during the execution of REFINE and the c-optimal flow

f, at the end of the execution of REFINE. The difference between f, and f, can be decomposed

into node-disjoint paths and cycles. The cost of pseudoflow f, is lower than the cost of flow f,

and the difference in cost is equal to the sum of all the costs of these paths and cycles. On the

other hand, this difference is "small" since both f, and f, are -optimal. This leads to a bound

on the sum of the costs of the paths. Now we observe that the cost of a path depends on the

amount of relabeling of its end-point during the execution of REFINE, which leads to the proof

of the claim of the lemma.

The first step decreases the prices of all the nodes in T by 2 c. This increases the reduced

costs of arcs that go into nodes in T by 2c. The input is 2c-optimal, and therefore after this

increase all residual arcs that go into nodes in T have positive reduced cost. Hence the number

of remaining residual arcs with negative reduced cost is at most n. (Recall that n = ISI + ITI.)

On the other hand, the reduced cost of arcs going out of nodes in T is decreased by 2c, and

therefore the flow is 4E-optimal with respect to the new prices.

For the purpose of the proof, we assume that at this point all costs are replaced by the

reduced costs, and all prices are set to zero. We call the resulting costs transformed. After this

transformation, the residual network has the following properties:

1. The (transformed) costs of residual arcs are at least -4E.

2. At most n residual arcs have negative (transformed) costs.

Therefore, for any pseudoflow f in the network we have

cost(f) > -4n.(.1)

To bound the cost of any E-optimal flow f, from above, consider the decomposition of this

flow into paths from s to t and cycles. The network is a matching network and therefore

these paths and cycles are node-disjoint. The prices of both s and t are zero because they axe

never relabeled, and therofore the cost of f, is Pqua] to the sum of the reduced costs of the



Parallel Algo,; hms for Matching 115

saturated arcs, independent of the prices of the nodes other than s and t. Let p be the prices

(associated with flow f,) at the end of the execution of REFINE. For any saturated arc (v, w) (i.e.,

fM(v,w) = 1), there is a residual arc (w,v) E Ef, with reduced cost cp(w,v) = -cp(v,w) > -C,

and therefore we have

cost(f') - c e(v,w)

< ne. (5.2)

Consider an e-optimal pseudoflow f, and the associated prices p' at some point of the

execution of the first stage. From (5.1) and (5.2) we have

cost(f,) - cost(f,) < 5ne. (5.3)

Next we obtain a lower bound on cost(f,)-cost(f,). Define the set of arcs A' = {(i,j)f((i,j) >

f,(i,j)}. Arcs in A' can be partitioned into simple paths from nodes with excess to nodes with

deficit or to the sink t, simple paths from s to t, and simple cycles. Let S1 be the set of paths

from nodes with excesses to nodes with deficits or to t, let 52 be the set of paths from s to t,

and let 53 be the set of cycles. Note that A' C EfJ where Ef, is the set of residual arcs of the

pseudofiow f,, and therefore the reduced cost (with respect to p') of any arc in A' is at least

-c. Let IPI denote the length of a path (or cycle) P. Then the cost of a path P from node v

with excess to node w with deficit or to t is

cost(P) = 2c(e)
eEP

E c,(e) + p'(w) -
eEP

-(v) - IPIC.

The last inequality holds because neither t nor nodes with deficit are relabeled during execution

of REFINE. If P is either a path in S2 or a cycle in 53, then cost(P) > -1PIc. We have

cost(f,) - cost(f") = 1 cost(P) + 1 cost(P) + 1: cost(P)
PESt PES2 PES3

E p'(V) - U sUs
e(u)>O \PES, U S2 U 53 J
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By the properties of matching networks, the sum of the lengths of the paths in SI U S2 and the

cycles in S3 is at most n. Therefore we have

cost(fe) - cost(f,) _> - F p'(v) - nc. (5.4)
e(V)>o

From (5.3) and (5.4) we obtain

- 1 p'(v) _< 6nc.
e(V)>O

This gives the desired bound on the sum of price decreases at the nodes that have excesses

at the end of the first stage. Hence, the number of nodes that were relabeled by kc during the

first stage is at most 6n/k. I

Lemma 5.5.4 bounds the number of iterations of the second stage of REFINE. Next we bound

the number of iterations of the first stage. Note that the MATCH-AND-PUSH procedure maintains

the invariants defined in Lemma 5.4.1.

Lemma 5.5.5 There are at most n-) + I calls to MATCH-AND-PUSH in the first stage of REFINE

where k and I are the distance and activity parameters, respectively.

Proof: The proof is similar to the proof of Lemma 5.4.3. The main idea is that as long as

there are at least I active nodes, prices of at least I nodes decrease by at least e each during

one invocation of MATCH-AND-PUSH. The lemma follows because the total amount of relabeling

(price change) during the first stage of REFINE is bounded by nke.

Consider an active node v E S that was matched with w E T during the first step of MATCH-

AND-PUSH. If v pushes to w and w pushes to some node v' 5 v, the only residual arc from w

after this push is (w, v). But the arc (v, w) was admissible, and therefore in the beginning of
the iteration cp(v, w) = p(v) - p(w) + c(v, w) < 0. By definition of RELABEL (see Figure 5.10),

w is relabeled by

Ap(w) = p() + c(w, v) - p(V) +

> -c,(V' W) + f

> fE.

Similarly, if the push was back to v, it is easy to see that w is also relabeled by at least c.

" . . . . - m Nw mddmm m ll lmmlmmmm mm~mImll~ l l mllmll l fll1
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Consider a node v E S that is not matched during the first step. From the previous

discussion it follows that each node w E T, such that (v, wv) is a residual arc, is relabeled by at

least c. Hence, at Step 6, v is also relabeled by at least c. I

Given the similarity of the above lemmas with the corresponding lemmas for the unweighted

case, it is not surprising that the running times are similar.

Theorem 5.5.6 The assignment algorithm runs in O(n 2/3 log3 nlog(nC)) time using SSP(n, m)

processors.

Proof: The initialization of REFINE can be done in O(log n) time with n + m processors. By

Lemma 5.5.5, the first stage makes 0 (nk + 1) calls to MATCH-AND-PUSH. By Lemma 5.4.2,

MATCH-AND-PUSH runs in O(log 3 n) time on a CRCW PRAM with n + m processors. Hence,

by Lemma 5.5.4, each execution of REFINE takes O((-k + 1) log 3 n) time on a CRCW PRAM

using SSP(n, m) processors.

By Lemma 5.5.1, after O(log(nC)) iterations of REFINE the resulting flow is optimal. The

claim follows by setting k - Ln13J, I = [n 2 /3 J.

5.5.3 Zero-One Minimum-Cost Flows

The ideas of the previous section can be extended to get a parallel algorithm that finds a

maximum flow of minimum cost in graphs with zero-one capacities. The idea is to change the

REFINE procedure (see Figure 5.12) to use PUSH-AND-RELABEL procedure (see Figure 5.7) instead

of MATCH-AND-PUSH in the "while loop". The resulting algorithm runs in O(m 2/ 3 log2 n log(nC))

time using O(SSP(n, m) processors.

Note, that slightly worse running time can be obtained by reducing the minimum-cost flow

problem to weighted bipartite matching (see, for example, the paper of Chandra, Stockmeyer,

and Vishkin [25]), and applying the algorithm described in the previous section. The transfor-

mation is as follows. First, construct a line digraph G' = (V', E') of G, where

V'= E

E' = (uv),(vw))j(uv),(vw) E E}

weight(((u, v), (v, w)) = c(u, v) + c(v, w)

A
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Call the nodes of G' that correspond to arcs of G leaving the source or entering the sink

"sources" and "sinks", respectively. Observe that there is a one-to-one correspondence between

a minimum-cost flow in G and a maximum set of node-disjoint paths of minimum weight from

sources to sinks in G'. Split each node v in C, except the sources or sinks, into two nodes v,

and v2 . Connect these nodes by a zero-weight edge, and connect v2 to ul for each arc (v, u) in

G'. Add a complete bipartite graph between sources and sinks with edges of high weight. Call

the resulting bipartite graph G". It is easy to see that the minimum-weight perfect matching

in " corresponds to the maximum set of node-disjoint paths of minimum weight in G', and

therefore solves the minimum-cost flow problem for G. The number of nodes in G" is 0(m),

which leads to 0(m 2/3 log3 nlog(nC)) running time.

Remark: We can extend our results to networks with arbitrary integral capacities represented

in unary by replacing every arc (v, w) of capacity u(v, w) and cost c(v, w) by u(v, w) arcs of

capacity one and cost c(v, w).

5.6 Conclusions

The problems discussed in this chapter are important tools for design of efficient algorithms both

in the context of parallel and sequential computation. For example, a linear-time sequential

depth-first search algorithm leads to linear-time algorithms for many other problems. NC

algorithms for the above problems would result in NC algorithms for many other problems as

well. Our results are a step towards the design of efficient parallel algorithms for these problems.

We believe that the ideas of this chapter may lead to improved sequential algorithms as well.

Our weighted bipartite matching algorithm works in two stages, where the first stage

uses only a linear number of processors, and the second stage uses as many processors as

needed to compute shortest paths in polylogarithmic time. Using a linear-processor connec-

tivity algorithm in the second stage and rebalancing the distance and the activity parameters,

leads to a linear-processor algorithm that solves the weighted bipartite matching problem in

0(n 4/3 log 3 n log nC) time. The same transformation can be applied to our algorithm for find-

ing minimum-cost flow in networks with unit capacities, leading to a linear-processor algorithm

with 0((mn)1/ 3 log 2 n log nC) running time. Note that this algorithm works in the same time
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in a distributed network.
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Chapter 6

Combinatorial Algorithms for the
Generalized Circulation Problem

6.1 Introduction

Consider the following problem in financial analysis. An investor wants to take advantage of the

discrepancies in prices of securities at different stock exchanges and of the currency conversion

rates. His objective is to maximize his profit by trading at different exchanges and by converting

currencies. The generalized circulation problem, considered in this chapter, models the above

situation, assuming that a bounded amount of money is available to the investor and that

bounded amounts of securities can be traded without affecting the prices.

The generalized circulation problem is a generalization of the maximum flow problem. Each

arc (v, w) in the network has a gain factor y(v, w) and a capacity u(v, w). If x units of flow enter

the arc at v, then x . -(v, w) units of flow arrive at w. The graph has a special node, called the

source. The objective is to find a flow that maximizes the excess at the source. (Alternative

formulations of the problem are discussed in Section 6.2.4.) In the model of the above financial

analysis problem, nodes correspond to different currencies and securities, and arcs correspond

to possible transactions. Gain factors represent the prices or the exchange rates. For example,

an arc with gain factor of 113 from a vertex representing IBM stocks to a vertex representing

U.S. dollars models the possibility of selling the stocks at $113 per share.

0The chapter represents joint work with A. Goldberg and t. Tardos [55, 54].
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Generalized circulation problem can be used to model many situations which are impossible

to express using standard network flows (see e.g., [85, 48]). The gain factors can be used to

represent the fact that we loose some fraction of the commodity while transporting it (due to

damage, evaporation, theft, etc.) or that the commodity that enters an arc is transformed into

a different commodity before leaving it (to model manufacturing processes, currency exchange,

etc.).

The generalized circulation problem is in many respects similar to the minimum-cost cir-

culation problem, where each arc has a cost per unit of flow in addition to capacity. This

relationship, first observed by Onaga [106], has been studied in detail by Truemper [126]. Both

problems can be viewed as problems of transporting a commodity from a producer to a con-

sumer. Intuitively, the only difference between the two problems lies in the method of payment

for shipping costs: in the case of the minimum-cost circulations, these costs are paid with

money; in the case of the generalized circulations - with the commodity itself. The similar-

ity is not only intuitive; the linear programming dual of these problems, as well as optimality

conditions, are very similar.

Since generalized circulation problem is a special case of a linear program (LP), it can be

solved in polynomial time using general-purpose linear programming algorithms, such as the

ellipsoid method [791 or Karmarkar's algorithm [76]. Standard network flow problems are special

cases of LP as well, and can be solved in polynomial time using general LP algorithms. They

can also be solved by combinatorial algorithms, i.e. algorithms that exploit the combinatorial

structure of the underlying network as opposed to being based on analytic ideas like the interior

point methods for linear programming. The combinatorial approach to solve standard network

flow problems proved to be extremely valuable and lead to algorithms with running times

which are far superior to the running time bounds of the algorithms based on the general linear

programming techniques.

Surprisingly, no polynomial-time combinatorial algorithm for the generalized circulation

problem were known. Nevertheless, previous work on combinatorial algorithms for the gener-

alized flow problem produced useful insights into the structure of the problem, which lead to

combinatorial algorithms that run in finite time. Special variants of the linear programming
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simplex method have been developed for the generalized flow problem (see e.g., [37]). These vari-

ants give combinatorial methods for solving the generalized network flow problem. Algorithms

that Iteratively augment the current flow have also been studied (see e.g., [73, 74, 85, 112, 126]).

However, no polynomial-time bounds are known for these algorithms. 1

This chapter develops the machinery which allows us to design polynomial-time combi-

natorial algorithms for the generalized circulation problem. We present two algorithms, one

based on the repeated application of a minimum-cost flow subroutine, and another based on

the idea of augmenting along a biggest improvement path [36] and the idea of canceling neg-

ative cycles [60, 81]. We assume that the capacities are integers represented in binary, each

gain is given as a ratio of two integers, and denote the value of the biggest integer used to

represent the gains and capacities by B. Under these assumptions, the first algorithm runs in

O(n 2 m(m + nlog n)lognlog B) time and the second in O(n 2 m2lognlog2 B) time.

The fastest general-purpose linear-programming algorithm currently known [127], when ap-

plied to the generalized circulation problem, runs in O(m' log nlog B) time. Using techniques

of Kapoor and Vaidya [75], this algorithm can be modified to take advantage of the special

structure of the problem; the resulting algorithm runs in O(n 2 m5 l ' log n log B) time [Vaidya,

personal communication]. The running time bounds of our algorithms are better than the

bounds achieved by the general-purpose linear programming algorithms. Although our time

bounds are slightly worse than the time bound of Vaidya's specialization of his linear program-

ming algorithm mentioned above, our algorithms lose by only a logarithmic factor on sparse

graphs. Unlike Vaidya's algorithm, our approach exploits the combinatorial structure of the

problem. Therefore we feel that it will lead to bounds that are better than those arising from

implementations of general-purpose linear programming methods.

A remaining open question is the existence of a strongly polynomial algorithm for the gen-

eralized circulation problem. This problem is one of the simplest LP problems for which no

strongly polynomial algorithm is known. (See [100, 123, 122] for a discussion of the classes of

linear programs known to have strongly polynomial algorithms.) We believe that a combina-

1Prlat and Elmaghraby [112] claim to have developed a strongly polynomial algorithm based on iterative
augmentation of flow. However, the proof in the paper has a major gap, and the method used for the augmenting
path selection does not seem to be sophisticated enough to yield a polynomial-time algorithm.
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torial approach is more likely to lead to a strongly polynomial algorithm for the generalized

circulation problem, and view our results as a step in this direction.

This chapter is organized as follows. Section 6.2 defines the generalized circulation problem

and closely related concepts, and gives their important algorithmic and combinatorial proper-

ties. Section 6.4 introduces the vertex labels, which are used to convert a given instance of the

problem into an equivalent instance with several useful combinatorial properties. Section 6.5

reviews two simple combinatorial algorithms for the generalized circulation problem. Section

6.6 describes our first polynomial time algorithm, which is based on a minimum-cost flow sub-

routine. In Section 6.7 we present our second algorithm, based on the idea of augmenting the

flow along a "big improvement" path. The last section contains concluding remarks.

6.2 Definitions and Background

In this section we review the definition of the minimum cost flow problem, define the generalized

circulation problem, and discuss the relationship between them. In particular, we define the

notion of Generalized Augmenting Path (GAP) and review the generalization of the flow-

decomposition theorem for the case of generalized circulations.

6.2.1 Minimum-Cost Circulation Problem

First we discuss the minimum-cost circulation problem. A circulation network is a directed

graph G = (V, E) with arc capacities given by a nonnegative capacity function u : E --+ R,.. 2

We assume that G has no multiple arcs, i.e., E C V x V. If there is an arc from a node v to

a node w, this arc is unique by the assumption, and we denote it by (v, wo). This assumption

is for notational convenience only. We also assume, without loss of generality, that the input

graph G is symmetric: (v, w) E E (w, v) E E.

In the context of the minimum-cost circulation problem we need the following definitions.

A pseudoflow is a function f : E - R that satisfies the following constraints:

f(v,w) < u(v, w) V(v,w) E E (capacity constraints), (6.1)

-=R U 0oo}.
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f(v,W) = -f(w,v) V(v,w) E E (flow antisymmetry constraints). (6.2)

Remark: To gain intuition, it is often useful to think only about the nonnegative components

of a pseudoflow (or a generalized pseudoflow, defined in the next section). The antisymmetry

constraints reflect the fact that a flow of value x going from v to w can be thought of as a

flow of value (-x) from w to v. The negative flow values are introduced only for notational

convenience. Note, for example, that one does not need to distinguish between lower and upper

capacity bounds: the capacity of the arc (v, w) represents a lower bound on the flow value on

the opposite arc.

Given a pseudoflow f, the residual capacity function u! : E --+ R is defined by

U1 (Vw) = u(V, w) - f(v, W).

The residual graph with respect to a pseudoflow f is given by G! = (V, E!), where Ef =

{(v,w) E Eluy(v,w) > 0). An excess Ex1(v) at a node v is equal to

Exj(v) = - ~ f(u,v). (6.3)

We will say that a node v has ezcess if Exj(v) is positive, and has deficit if it is negative. A

circulation is a pseudoflow with zero excess at every node:

Ex1 (v) = 0 (flow conservation constraints). (6.4)

A cost function is a real-valued function on arcs c : E --* R. Without loss of generality, we

assume that costs are antisymmetric:

c(v, w) = -c(w, v) V(v, to) E E (cost antisymmetry constraints). (6.5)

A cost of a circulation f is given by

c)(V, w)c(V, W).
(v,w)EE:f(v,-)>O

The minimum-cost circulation problem is to find a minimum-cost (optimal) circulation in an

input network.
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Next we state two criteria for optimality of a circulation. Define the cost of a cycle to be

the sum of costs of arcs along the cycle.

Theorem 6.2.1 (Busacker and Saaty [24]) A circulation is optimal if and only if its residual graph

contains no negative-cost cycles.

To state the second criterion, we need the notions of the price function and the reduced

cost function. A price function is a labeling on nodes p: V -- R. A reduced cost function with

respect to a price function p is defined by

cP(v, W) = c(v, W) + p(v) - p(w).

These notions, which originate in the theory of linear programming, are crucial for many

minimum-cost flow algorithms. As linear programming dual variables, node prices have a

natural economic interpretation: they can be interpreted as current market prices of the com-

modity. We can interpret reduced cost cp(v, w) as the cost of buying a unit of commodity at v,

transporting it to w, and then selling it.

Theorem 6.2.2 (Ford and Fulkerson [41]) The cost of a circulation f is minimum if and only if

there is a price function p such that, for each arc (v, w),

cp(v, w) < 0 =: f(v, w) = u(v, w) (complementary slackness constraints). (6.6)

Another useful fact about circulations is the decomposition theorem, which states that a

circulation can be viewed as a collection of flows along cycles.

Theorem 6.2.3 (Ford and Fulkerson [41]) For every circulation f, there exists a collection of

k < m simple cycles CI,.. .,Ck in G, and k positive numbers, bi,. .. ,k, such that an arc (v,w)

appears on one of the cycles only if f(v, w) > 0, and for every (v, w) E E

f(VW)= 6,- 6,.
i:C. contains (v,w) ,:C, contains (w,v)
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6.2.2 The Generalized Circulation Problem

This section reviews the definitions of generalized pseudoflows, generalized circulations, and the

generalized circulation problem. We summarize some combinatorial properties of the general-

ized pseudoflows and generalized circulations, and describe the correspondence between these

properties and the properties of regular circulations and pseudoflows discussed in the previ-

ous section. For more details about the relationship between the minimum-cost flow and the

generalized circulation, see [106, 126].

In the generalized circulation problem, every arc has a gain factor associated with it, with

the gains given by a gain function -f : E --+ R+. 3 We assume (without loss of generality) that

the gain function is antisymmetric:

7(v, to) = 1//(w,v) V(v,w) E E (gain antisymmetry constraints). (6.7)

Remark: Recall that the gain factors in our financial analysis problem correspond to currency

exchange rates. Though the exchange rates are usually not antisymmetric, it is easy to use

multiple arcs to describe them by a network that satisfies gain antisymmetry constraints.

In the case of ordinary flows, if f(v, w) units of flow are shipped from v to w, f(v, w) units

arrive at w. In the case of generalized flows, if g(v, to) units of flow are shipped from v to w,

7(v, w)g(v, w) units arrive at w. A generalized pseudoflow is a function g : E - R that satisfies

the capacity constraints (6.1) and the generalized antisymmetry constraints:

g(v, w) - -'(wv)g(w, v) V(v, W) E E (generalized antisymmetry constraints). (6.8)

If 'y(v, w) > 1, then (v, w) is a gain arc; if 7(v, w) < 1, then (v, to) is a loss arc. A gain of a path

(cycle) is a product of gains of arcs on the path (cycle). Given a generalized pseudoflow g, the

definitions of residual capacities, residual graph, and excesses are the same as for the ordinary

pseudoflows.

A generalized circulation is a generalized pseudoflow that satisfies conservation constraints (6.4)

at all nodes except at the source node.

'R+ denotes the set of positive real numbers.
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The input to a generalized circulation problem is a tuple (G =(V, E), u, -, a), where G is

a directed graph, u is a capacity function, -y is a gain function, and 8 E V is the source. For

simplicity we assume that the capacities are finite and nonnegative. As before, for notational

convenience, we assume that G is symmetric, has no multiple arcs, and that the residual graph

of the zero flow is strongly connected. A value of a generalized pseudoflow g is the excess

Ex,(s). The output of a generalized circulation algorithm is a generalized circulation of the

highest possible value (an optimal generalized circulation).

Unless mentioned otherwise, we assume that the capacities are given as integers, each gain

is given as a ratio of two integers, and that all integers are represented in binary. We denote

the biggest integer used to represent capacities and gains by B. In addition, we denote the

maximum of a product of gain numerators on a simple path or cycle in the input graph by

T, and the least common multiple of numerators and denominators of all gains in the problem

by L. Clearly, T < B" and L < B2m . However, T and L are often significantly smaller than

implied by the above bounds. In particular, this is the case for some of the problems obtained

via reductions.

A flow-generating cycle is a cycle whose gain is greater than 1, and a flow-absorbing cycle

is a cycle whose gain is less than 1. Observe that if one unit of flow leaves a node v and

travels along a flow-generating cycle, more than one unit of flow arrives at v. Thus we can

augment the flow along this cycle, that is, we can increase the excess at any node of the cycle

while preserving excesses at other nodes by increasing flow along the arcs in the cycle and

correspondingly decreasing flow on the opposite arcs, to satisfy the generalized antisymmetry

constraints.

Recall the financial analysis interpretation of the generalized circulation problem, discussed

in the introduction. From the investor's point of view, a residual flow-generating cycle is an

opportunity to make profit. However, it is possible to take advantage of this opportunity only

if there is a way to transfer the profit to the investor's bank account (the source node). This

motivates the following definition.

A generalized augmenting path (GAP) is a residual flow-generating cycle and a (possibly

trivial) residual path from a node on the cycle to the source. Given a generalized circulation

LP
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and a GAP in the residual graph, we can augment the flow along the GAP, increasing the value

of the current circulation. The role of GAPs in the generalized circulation problem is similar

to the role of negative-cost cycles in the minimum-cost circulation problem: both can be used

to augment the flow and thus improve the value of the current solution.

In the case of the maximum-flow problem, the flow is optimal if and only if the correspond-

ing residual graph contains no augmenting paths [41]. A similar result holds for generalized

circulations.

Theorem 6.2.4 (Onaga [106]) A generalized circulation is optimal if and only if its residual graph

contains no GAPs.

Using the linear programming dual of the problem, it is possible to specify an alternate

criterion of optimality, similarly to the way it is done for the minimum-cost circulation problem.

We refer to the dual variables as prices. As in the context of the minimum-cost circlation

problem, a price function p is a labeling of nodes by real numbers. In addition, in the context

of the generalized circulation problem, we require p(s) = 1. Node prices can also be interpreted

as market prices of the commodity at nodes, which motivates the definition of the reduced cost

function. If a unit of flow is purchased at v and shipped to v, then -,(v, w) units arrive at w.

Buying the unit at v costs p(v), and selling -(v, to) units at to returns p(w)-y(v, to). Thus the

reduced cost of (v, t) is defined as

cp(v, to) = p(v) - p(to)7(v, to).

Linear programming duality theory provides the following optimality criterion, which is similar

to the one given by Theorem 6.2.2 for minimum-cost circulations.

Theorem 6.2.5 A generalized circulation is optimal if and only if there exists a price function p,

such that the complementary slackness conditions (6.6) hold for each arc (v, w) E E.

6.2.3 Decomposition of Generalized Pseudoflows

Theorem 6.2.3 states that a circulation can be decomposed into cycles. In this section we state

a generalization of this theorem to generalized pseudoflows. We show how to decompose a

generalized pseudoflow into "elementary" generalized pseudoflows.
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We start by defining five types of elementary pseudoflows. Given a generalized pseudofiow

g, let £(g) denote the set of nodes with excess and let D(g) denote the set of nodes with deficits.

An elementary flow can be of one of the following types, where the type is defined according to

the graph induced by the set of arcs on which this elementary flow is positive.

Type I A path from 6(g) to D(g). It creates a deficit and an excess at the two ends of the

path.

Type II A flow-generating cycle and a path connecting this cycle to a node in C(g). It creates

excess at the end of the path. (If the path ends at the source, then this corresponds

to a GAP.)

Type III A flow-absorbing cycle and a path connecting this cycle to a node in D(g). It creates

deficit at the end of the path.

Type IV A cycle with unit gain. It does not create any excesses or deficits.

Type V A pair of cycles connected by a path, where one of the cycles generates flow and the

other one absorbs it. It does not create any excesses or deficits.

Theorem 6.2.6 (Gondran and Minoux (66]) A generalized pseudoflow g can be decomposed into

components gl,.. . ,gk with k < m such that

g(V,w) = g,

where each component gi is an elementary flow that is positive only on arcs (v, w) with g(v, w) > 0,

and that belongs to one of the above mentioned types. This decomposition can be found in O(nm)

time.

Proof: We prove the theorem by induction on the number of arcs with nonzero flow value. Let

G' denote the subgraph of G consisting of the arcs with positive flow value. If G' is acyclic,

then a decomposition consisting only of paths (generalized pseudoflows of Type I) can be found

by tracing the flow from some node with deficit to some node with excess. Otherwise, let C be

a cycle in G'. If this cycle has gain 1, then we can subtract flow around the cycle until one arc
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on the cycle has zero flow value. The subtracted flow is of Type IV, and the theorem follows

by induction.

Now consider the case when the gain of C is more than 1 (the case when the gain is less

than 1 can be treated similarly). Decrease the flow along this cycle until one of the arcs along

the cycle has zero flow value, creating deficit at one of the nodes v on the cycle, and denote the

removed flow by h. Decompose g-h according to the induction hypothesis. This decomposition

includes several components that create the deficit at v. These components can be either of

Type I or of Type III, and each is responsible for some amount of deficit, such that all the

amounts sum up to the deficit at v in g - h. Observe that each one of these components,

together with an appropriate fraction of h, corresponds to an element of Type II or Type V in

the decomposition of g.

To establish the running time, observe that the above procedure decreases the number of

arcs with positive flow value in amortized 0(n) time. |

6.2.4 Alternative Formulations

The generalized circulation problem can be stated in several ways. In this section we present

different formulations of the problem and discuss the relationship among them. Understanding

this relationship is important since different practical problems can be modeled in different

terms, and certain algorithms seem more natural when applied to certain formulations.

Generalized Flow Problem (See [851 under the name of "flows with losses and gains".)

The input to the problem is a graph G = (V, E), a gain function f : E --+ R, a source s, and

a sink t. A generalized flow is a function on arcs that satisfies the antisymmetry constraints

on all arcs and the conservation constraints on all nodes except s and t. The value of the flow

is defined to be the amount of flow into the sink. Among all the generalized pseudoflows of

maximum value, the goal is to find a generalized pseudoflow that minimizes the flow out of the

source. The generalized flow problem is reducible to the generalized flows with profit.
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Generalized Flows with Profit Problem (GFP Problem) The input to this problem

is the same as the input to the generalized flow problem plus a number r E R+ that gives the

ratio of the price per unit of commodity at the sink to the price per unit of commodity at the

source. The goal is to find a generalized flow that maximizes the profit. For a generalized flow

g, the profit is rEx,(t) + Ex,(s). To reduce a generalized flow problem to the GFP problem,

chose r to be large enough (but finite); for example, r = B' + 1.

The following linear-time reductions show that the GFP problem is equivalent to the gen-

eralized circulation problem. Given an instance (G = (V, E), -y, s,t, r) of the GFP problem,

we define an equivalent instance of the generalized circulation problem by adding an arc (t, a)

with very large ( nB 2 ) capacity and a gain of r; and defining s to be the source. Given an

instance (G = (V, E),-, s) of the generalized circulation problem, define an equivalent instance

of the GFP problem by adding a new node t to the graph, along with the arcs (s, t) and (t, s),

assigning unit gain and very high ( _ nB2 ) capacity to these arcs, and letting r = 1.

6.3 The Restricted Problem

Instead of solving the generalized circulation problem directly, we will solve a restricted version

of the problem. hI this section we define the restricted problem and present O(nm)-time

reduction of the general problem to the restricted one. Although similar restricted problems

were considered before (see, for example, [73, 126]), we were unable to find a similar reduction

in the literature.

We say that a generalized circulation network is restricted if in the residual graph of the zero

flow all flow-generating cycles pass through the source. The restricted problem is a generalized

circulation problem on a restricted network. The restricted problem has a simpler combinatorial

structure and leads to simpler algorithms. Unless stated otherwise, in the subsequent sections we

will refer to the restricted version of the problem under the name of the generalized circulation

problem.

One of the nice facts about the restricted problem is that the opt aiality condition given

by Theorem 6.2.4 simplifies in this case, and becomes very similar to Theorem 6.2.1. Before
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stating the simplified optimality condition, we prove a lemma that will also be useful later on.

Lemma 6.3.1 Let g be a generalized pseudoflow in a restricted network.

1. If the excess at every node other than at the source s is nonnegative, then for every node v

there exists a (v, s)-path in the residual graph G.

2. If the residual graph of a generalized pseudoflow g has no flow-generating cycles and the

excess at every node other than at the source s is non-positive, then for every node v there

exists an (s, v)-path in the residual graph G9.

Proof: The proof is by induction on the number of arcs with positive flow value. Recall that the

residual graph of zero flow is strongly connected. Let G' be the subgraph induced by the arcs

with positive flow value. Both statements are easy to prove when G' is acyclic. Now suppose

G' contains a cycle C. This cycle is in the residual graph of the zero flow and therefore if its

gain is more than 1, it has to pass through the source. Consider the case when the gain of C

is at most 1. Decreasing the flow along C can only decrease the deficit at some node. The first

claim follows by induction. Observe that if there are no flow-generating cycles in the residual

graph of g, then the gain of C has to be at least 1, which proves the second claim. The case of

C having a gain of more than 1 can be checked in a similar way. I

Theorem 6.3.2 (Onaga [105]) Given a restricted problem, generalized circulation g is optimal if

and only if the residual graph of g contains no flow-generating cycles.

Proof: Clearly, if the residual graph of the generalized pseudoflow has no flow generating cycles,

then it has no GAPs, and therefore it is optimal. To see the converse, consider a flow-generating

cycle in the residual graph. We have to show that there is a path in the residual graph connecting

this cycle to the source. The generalized circulation g has nonnegative excess at every node,

and hence, by the the above lemma, there is a path from every node to the source. |

Corollary 6.3.3 Given a restricted problem, a generalized circulation g is optimal if and only if

the residual graph of g has no negative-cost cycles, with c = -logy, as the cost function.
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This corollary implies that the optimality of a solution for an instance of the restricted problem

can be tested in one shortest-path computation.

Finally, we show how to reduce the generalized circulation problem to the restricted version

of this problem.

Theorem 6.3.4 The generalized circulation problem is O(nm)-time reducible to the restricted

problem.

Proof: The reduction works as follows. First, we saturate all gain arcs. More formally, define

a generalized pseudoflow h by

h(v, w) = u(v, w) if (v, w) is a gain arc,

h(v,w) = -- t(w,v)u(w,v) if (v,w) is a loss arc,

h(v,w) = 0 otherwise.

For every v E V such that Exh(v) < 0, add an arc (v,a) of gain 7(v,s) = B" + 1 and

capacity u(v, s) = -Exh(v). (We also add reverse arcs with capacity 0 to preserve symmetry.)

For every v E V such that Exh(v) > 0, add an arc (s, v) of gain '1(s, v) = B' + 1 and capacity

u(s, v) = Exh(v)/1/(s, v) (and the reverse arcs with capacity 0 to preserve symmetry). Finally,

define h to be zero on the new arcs. Let 6 be the extended graph. Then the transformed

problem is (G, Uh, -y, s). Intuitively, the new arcs assure that nodes that have positive excess

with respect to h are supplied with an adequate amount of "almost free" commodity, and

nodes that have deficits with respect to h send adequate amount of commodity to s, whenever

possible.

Define a pseudoflow g' by g'(v, w) = 4(v, w) + h(v, w) for every (v, w) E E. Observe that the

residual graph of g' is the restriction of the residual graph of 4 to arcs in E. A node v E V - s

has deficit in g' if and only if the arc (v,s) with gain Bn + 1 is in the residual graph of 4.
Similarly, the node v E V - 9 has excess in g' if and only if the arc (8, v) with gain Bn + 1 is in

the residual graph of 4. By Theorem 6.3.2, there are no flow-generating cycles in the residual

graph of 4, which implies that there are no paths from nodes with excess to nodes with deficit in

the residual graph of g'. Let S be the subset of nodes from which s is reachable in the residual

graph of g'. Note, that there are no nodes with excess in S - s.
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Decompose g' as described in Theorem 6.2.6. Since there is no path in the residual graph

from nodes with excess to nodes with deficit, the decomposition does not include elements

of Type I (paths). Therefore, excesses are created by flow-generating cycles, and deficits are

created by flow-absorbing cycles. The existence of a flow-absorbing cycle in the decomposition

implies that there are flow-generating cycles in the residual graph of g', which, by Theorem 6.3.2,

contradicts the optimality of §. This implies that g' cannot have deficits.

Subtract from the pseudoflow g' the elements of the decomposition that create the excesses

at nodes other than s. Let g be the resulting generalized circulation. We claim that g is

optimal. Observe that on arcs (v, w) inside S or entering S, the flow value g(v, w) = g'(v, w) =

w) + h(v, w), and therefore there are no flow-generating cycles contained in S. Furthermore,

the source a is not reachable from nodes outside S. Therefore the residual graph of g cannot

contain a GAP. I

Note that if B is the biggest integer in the input problem, then the biggest integer in

the transformed problem can be as high as B n + 1. On the other hand, the transformation

can not cause a significant increase in T and L: the corresponding parameters T' and L' of

the transformed problem are bounded by Bn(B n + 1) : B 2 n + l and B 2m(Bn + 1) B 3 m + ],

respectively.

6.4 Vertex Labels and Equivalent Problems

In this section we review the idea of relabeling, which was originally introduced by Glover and

Klingman [49] (under the name of scaling). We introduce the notion of Canonical Relabeling,

and give an intuitive explanation of the relationship between the original and relabeled net-

works. We also prove an "integrality" theorem which will be used to prove termination of our

polynomial-time algorithms, presented in subsequent sections.

Recall the financial analysis interpretation of the generalized circulation problem, described

in the introduction, where vertices correspond to different securities or currencies, and arcs

correspond to possible transactions. Suppose one country decides to change the unit of currency

(for example, Great Britain could decide to introduce the penny as the basic currency unit,

I_
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instead of the Z, or Italy could erase a couple O's at the end of its bills). This causes an

appropriate update of the exchange rates. Some of the capacities are changed as well (for

example, a million £ limit on the exchange from L to DM would now read as a limit of 100

million pennies).

The operation of changing the units of measure is called relabeling and the equivalent prob-

lem obtained by relabeling is called the relabeled problem. Let p : V i & R + be a function

denoting the number of old units per each new unit at nodes of the network. Given a function

p, we shall refer to u(v) as the label of v.

Definition: Given a function p : V ' R+ and a network N = (V,E,y, u), the relabeled

network is N = (V, E,y,, u,), where the relabeled capacities and the relabeled gains are defined

by

U,.(V, Wo) = u(V, w)/A(v)

7tp(v, Wo) = 7Y(v, W)A(V)/pA(W).

Given a generalized pseudoflow g and a labeling p, the relabeled residual capacity is defined by:

u,,(v,W) = u(VW) - g(V,W)

The following lemma relates pseudoflows in the original and the relabeled networks.

Lemma 6.4.1 If N is a generalized network and g is a generalized pseudoflow in N, then g)(v, w) =

g(v, w)/p(v) is a generalized pseudoflow in the relabeled network N,. Moreover, the residual graphs

of g and g. are the same.

6.4.1 Canonical Relabeling

Let g be a generalized pseudoflow whose residual graph has the property that all flow-generating

cycles go through s (for example, the zero flow in the restricted problem). We shall use two

symmetric ways to relabel a residual network. One is the canonical relabeling from the source,

and the other is the canonical relabeling to the source. We use the first relabeling when we want

to push additional flow from s, and the second when we want to push additional flow into s.
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The canonical relabeling from the source applies when every node v E V is reachable from

the source a via a path in the residual graph of the generalized pseudoflow g. For every node

v E V, the canonical label p(v) is defined to be equal to the gain of the highest-gain simple s-v

path in the residual graph. That is, one new unit corresponds to the amount of flow that can

reach the node v if one old unit of flow is pushed along the most efficient simple path in the

residual graph from a to v, ignoring capacity restrictions along the path.

Observe that the highest-gain path is the shortest path when arc lengths are defined to be

c(v, w) = - log(,y(v, w)). Because of the assumption that all flow-generating cycles pass through

the source, the highest-gain path can be easily found by a single shortest-path computation,

since deleting the arcs entering a from the residual graph yields a graph with no negative cycles.

The canonical relabeling to the source is defined similarly. It applies if there is a path in the

residual graph from every node to the source a. The canonical label p is defined as the inverse

of the gain of the highest-gain simple v-s path in the residual graph.

The following important properties of the canonically relabeled problem are easy to prove.

(Notice the symmetry between the theorems.)

Theorem 6.4.2 After a canonical relabeling from the source:

1. Every arc e with nonzero residual capacity, other than the arcs entering the node 9, has

_(e) < 1.

2. For every node v, there exists a path from a to v in the residual graph with 7p(e) = 1 for all

arcs e on the path.

3. The most efficient flow-generating cycles consist of an (a, v)-path for some v E V with

y ,(e) = 1 along the path, and the arc (v,s) E Eg such that ',(v,s) = max(-y/(e) : e E Eg).
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Theorem 6.4.3 After a canonical relabeling to the source:

1. Every arc e with nonzero residual capacity, other than the arcs leaving the node s, has

7g.(e) < 1.

2. For every node v, there exists a path from v to s in the residual graph with -1,(e) = 1 for all

arcs e on the path.

3. The most efficient flow-generating cycles consist of an (v,s)-path for some v E V with

7M,,(e) = 1 along the path, and the arc (8,v) E E, such that -yj,(j,v) = max(f,(e) : e E E9 ).

There is a simple correspondence between the units used for a relabeling and the prices from

the linear programming dual of the problem. Intuitively, making the unit at a vertex v smaller,

while keeping the price per unit constant, corresponds to increasing the price at v. In other

words, changing the unit at v to p(v) and keeping the price per unit (p(v)) constant has the

same effect as keeping the size of the unit and setting the price to p(v) = p(v)/p(v). If the

price at every node is 1, then canonical relabeling from the source corresponds to changing the

prices to p(v) = 1/p(v). Note that, ignoring the arcs entering s, these prices are the marginal

costs of the commodity, that is, the minimum prices (per unit) for which one could get some

additional amount of the commodity to the nodes.

We can reformulate the optimality conditions of Theorem 6.2.5 to use labels instead of

prices.

Lemma 6.4.4 A generalized circulation g in a restricted problem is optimal if and only if there

exists a labeling p such that every arc in the residual graph of the generalized circulation has

_(< 1.

We say that a labeling p is optimal if there exist a generalized circulation g such that g and

p satisfy the conditions of Lemma 6.4.4.

Lemma 6.4.5 The optimality of a labeling /p for a restricted problem can be checked in one

maximum-flow computation. I.
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Proof: Relabel the network with labels p. Suppose g is a generalized circulation that satisfies

the optimality conditions with p, and let g., be the corresponding generalized circulation in the

relabeled network. If -y,(v, w) > 1 then, by the optimality conditions, g(v, w) = u(v, w), that

is, gp,(v, w) u,(, ow). Due to the symmetry, this uniquely defines the flow value on every

arc with j/,(e) i 1. The labeling p is optimal if and only if g. can be extended to a feasible

generalized circulation in the relabeled network. Hence, it is sufficient to solve a network flow

feasibility problem on the subgraph of the relabeled network induced by the arcs with unit

relabeled gain, which can be done via a single maximum flow computation. I

During a computation one has to keep the size of the numbers under control. The following

lemma provides bounds on some of the numbers occurring in the algorithms.

Lemma 8.4.6 Let g be a generalized pseudoflow such that the canonical relabeling from the

source (or to the source) in the residual graph applies. Let p denote the canonical labels. Then

T - 1 <_ p(v) 5 T and both numerator and denominator of p(v) are divisors of L, for every v E V.

Proof: The label p(v) is equal to the gain of an s-v path in G, and hence satisfies the above

claim, by the definitions of T and L. |

The following theorem will be used to prove termination for both of our polynomial-time

algorithms. For a node v, a generalized pseudoflow g, and labels p, let Exg,,(v) denote the

relabeled excess of the node v, that is, the total excess of the pseudoflow corresponding to g in

the relabeled network with labels p (Ex9,.(v) = Exg(v)/M(v)). Consider the subgraph G' of

G induced by the arcs with unit relabeled gain. By Lemma 6.4.6, in a canonically relabeled

network the relabeled capacity of every arc with relabeled gain different from 1 is a multiple of

L -'. The next theorem states that the same is almost true for the arcs in G'. For any subset

S, the relabeled capacity of arcs of G' entering S plus the relabeled excesses of the nodes in S

is an integer multiple of L - 1.

Theorem 6.4.7 Let g be a generalized pseudoflow whose residual graph contains no flow-generating

cycles. Let u denote the canonical labels when relabeling from the source (or to the source) in the

-Li - - i 
i

N W i
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residual graph of a generalized pseudoflow g. For any subset S C V,

X = X"V + U9AW'V
WJES WES;wuS and p(w,,J)=1

is an integer multiple of L - 1 .

Proof: By Lemma 6.4.6, the labels, relabeled gain factors, and relabeled capacities, are mul-

tiples of L - 1 . However, this is not necessarily true for the relabeled residual capacities. First

consider an arc with relabeled gain higher than 1. By assumption, the flow on this arc is equal

to the capacity, so the flow is a multiple of L - 1 . By symmetry, the flow value on an arc (v, w),

with relabeled gain of less than 1 is equal to (-7y,(w, v)u,(w, v)), so it is also a multiple of L'.

This might not be true for arcs with unit relabeled gain.

The main observation is that the value of X is unchanged when the value of the flow is

changed on an arc (and its opposite, to preserve the antisymmetry) with a unit relabeled gain.

Indeed, if the arc e is contained in S, then changing the flow on e changes the excess at the two

ends of the arc by opposite amounts. On the other hand, if e is outside of S, then it does not

affect the expression.

Consider an arc e entering S. A change in the flow on e results in the change in the excess

at the head of e and in the corresponding change in the residual capacity of e (in the opposite

way). Consequently, one can replace the flow value on all arcs with unit relabeled gain by zero

without changing the value of the expression. In the resulting generalized pseudoflow all flow

values are multiples of L - 1 , and therefore every term in the expression is an integer multiple of

L -1 . I

6.5 Simple Algorithms

In this section we review two simple algorithms for the generalized circulation problem, where

the first one due to Onaga [105] and the second one is due to Truemper [126]. Both algorithms

are based on the natural approach of augmenting along flow-generating cycles. Though the

algorithms are not efficient, we describe them in order to give some intuition for the polynomial-

time algorithms presented in the subsequent sections and to acquaint the reader with our
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notation.

The first algorithm, due to Onaga (105], is similar to the minimum-cost flow method of

Busacker and Goven (23] and Jewell (74], that augments the flow along a cheapest augment-

ing path. In the input network, all flow-generating cycles pass through the source. Onaga

observed that this property is retained if the augmentation is done along the highest-gain

flow-generating cycle. Onaga's algorithm iteratively augments the generalized circulation along

highest-gain flow-generating cycles in the residual graph, until there are no such cycles left.

By Theorem 6.4.2, if all flow-generating cycles pass through the source, then the highest-gain

flow-generating cycle can be found by a shortest path computation. Therefore, each iteration

of this algorithm consists of a shortest-path computation followed by an augmentation along a

flow-generating cycle through the source.

By Theorem 6.3.2, we know that when the algorithm terminates, the resulting generalized
circulation is optimal. Like the minimum-cost flow algorithm that augments the flow along the

cheapest path, however, this algorithm does not run in finite time [41]. In order to make the

running time finite, Truemper [126] uses a maximum-flow algorithm as a subroutine to augment

flow along all of the highest-gain flow-generating cycles at once, instead of augmenting the flow

on a cycle-by-cycle basis.

More precisely, consider the residual graph after the canonical relabeling from the source.

Let a = max{7(v,s) : (v,a) E E,}, and let N. be the generalized network with underlying

graph G, that is induced by the arcs with unit relabeled gains and arcs {(v, 8) E E : -Y,(v,.s) =

a} together with their opposites. Then, by Theorem 6.4.2, all flow-generating cycles with

the highest gain lie in G, . Observe that any nongeneralized augmentation of flow in G , , i.e.,

augmentation that disregards the gain factors and views G, as a standard network, corresponds

to a valid generalized augmentation in G.

Lemma 6.5.1 A (ordinary) flow in G , that maximizes the sum of the flow values on the arcs

entering a with the gain factor a corresponds to an optimal generalized circulation in G0,.

Therefore, by a single maximum-flow computation, we can augment the flow so that there

are no flow-generating cycles that pass through the source in G,, and therefore there are no
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Step 1 Find p, canonical labeling from the source.
If ,v, w) S 1 on every arc of the residual graph, then halt (the current circul.tion
is optimal).
Otherwise let a = max 4., 7,(e).

Step 2 Let Ga = (V, Ea) be the network induced by residual arcs with either unit reduced
gain or reduced gain of a, and their opposites.
Find a circulation P' in G. using the residual relabeled capacities, that maximizes.
the flow on the arcs with reduced gain a in to s

Step 3 Update the current solution by setting g(v, w) = g(v, w) + f'(v, w)p(v) V(V, w) E
E; v : 8, and set the value g(s, wp) Vw E V to keep the symmetry.

Figure 6.1: A single iteration of the maximum-flow based algorithm.

flow-generating cycles with gain a in the residual graph.

The maximum-flow based algorithm proceeds in iterations, where at each iteration we

compute the canonical relabeling from the source, construct Ga, compute the appropriate

maximum-flow, and interpret the result as an augmentation of the current generalized circula-

tion. See Figure 6.1 for a more formal description. All flow-generating cycles in the residual

graphs of the generalized circulations found throughout the algorithm pass through the source,

which guarantees that the canonical relabeling is applicable. The optimality of the solution

produced when the algorithm terminates follows from Theorem 6.3.2.

Theorem 6.5.2 The highest gain of a flow-generating cycle in the residual graph is strictly de-

creasing from one iteration to another, and therefore the number of iterations is bounded by the

number of different gains of simple flow-generating cycles in the original network.

Corollary 6.5.3 If the gain factors in the input are all integer powers of 2 (or of any other

constant), then the above algorithm runs in polynomial time.

Observe, that the algorithm which is based on path by path augmentation may not termi-

nate, whereas the maximum flow-based algorithm terminates in exponential time. In the next

two sections we describe more efficient algorithms for the problem.
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6.6 Algorithm MCF

In this section we present our first algorithm that solves the restricted version of the generalized

circulation problem in polynomial time. Unless stated otherwise, we will refer to the restricted

problem as the generalized circulation problem. This algorithm is based on a minimum-cost flow

subroutine, and we call it Algorithm MCF. The main idea of the algorithm is best described by

contrasting Algorithm MCF with the maximum-flow based algorithm, presented in the previous

section. At each iteration, both algorithms solve a simpler flow problem, and interpret the result

as an augmentation in the generalized circulation network. The maximum-flow based algorithm

is slow because at each iteration it considers only arcs with unit relabeled gains and some of

the arcs adjacent to the source, disregarding the rest of the graph completely. The algorithm

presented in this section considers all arcs, assigns cost c(e) = - log -y to each arc, and solves

the resulting minimum-cost circulation problem (disregarding flow gains and losses).

The interpretation of a pseudoflow f is a generalized pseudoflow g, such that

vW) f (V, o) if f(vw) 0,
--y,(w, v)f(w, v) otherwise

Note that, as opposed to the case of the maximum-flow based algorithm, where the inter-

pretation of a feasible circulation is a feasible generalized circulation, the interpretation of a

minimum-cost circulation leads to a generalized pseudoflow. Whenever the circulation uses

arcs with relabeled gain of less than 1, its interpretation has deficits. A connection between a

pseudoflow f and its interpretation is given by the following lemma.

Lemma 6.6.1 The residual graphs of a pseudoflow f and its interpretation g as a generalized

pseudoflow are the same.

The algorithm starts with the zero generalized pseudoflow, which has flow generating cycles

in the residual graph. By the definition of the restricted problem, all these cycles path through

the source. Using this fact, we will show that the only iteration that creates a positive excesses is

the first one, and that the only positive excess created is the one at the source. Each subsequent

iteration tries to use this excess to balance deficits at various nodes of the graph, created by
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Step 1 Find IA, canonical labeling from the source.
If 'y(v, w) _5 1 on every arc of the residual graph and Vv E (V - s): Ex,,(v) = 0,
then halt (the current circulation is optimal).

Step 2 Introduce costs c(v, w) = -log-,(v, w) on the arcs of the network.
Find a minimum cost pseudoflow f' in the residual relabeled network G that has
excess Exp'(v) - - Ex9,,,(v) for every node v E V - 8.

Step 3 Let g' be the interpreted version of f'.
Update the current solution by setting g(v, w) = g(v, w) + g'(v, w)p(v) V(v, w) E E.

Figure 6.2: Inner loop of Algorithm MCF.

interpretation of flow through arcs with relabeled gain of less than 1. In each iteration we find

a minimum-cost flow that satisfies the deficits that were left after the previous iteration.

Algorithm MCF, shown in Figure 6.2, maintains a generalized pseudoflow g in the original

(nonrelabeled) network, such that the excess at every node other than the source is nonpositive.

The algorithm proceeds in iterations. At each iteration it canonically relabels the residual graph,

solves the corresponding minimum-cost flow problem in the relabeled network, and interprets

the result as a generalized augmentation.

6.6.1 Analysis of the Inner Loop of the Algorithm

In this section we prove that each iteration of Algorithm MCF can be implemented to run in

in polynomial time, and show that the algorithm produces an optimal generalized circulation

upon termination. The proof that the number of iterations is polynomial is deferred until the

next section.

The most important property of a minimum-cost flow, for this application, is that its residual

graph has no negative cycles. By Lemma 6.6.1 this yields the following corollary:

Corollary 6.6.2 The residual graphs of the generalized pseudoflows introduced by the algorithm

in Step 3 have no flow-generating cycles.
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Lemma 6.6.3 The following statements are true for a generalized pseudoflow g that is constructed

by Step 4:

1. The canonical relabeling applies to the residual graph of g.

2. All excesses, except at the source, are nonpositive.

Proof: We will prove the lemma by induction on the number of iterations. Assume that at

the end of an iteration we have a generalized pseudoflow g that satisfies the statements of the

lemma. We shall prove that the statements are satisfied at the end of the next iteration.

By Corollary 6.6.2, the residual graph of g has no flow-generating cycles, and therefore, by

Lemma 6.3.1, every node is reachable from the source in the residual graph of g. Hence, we can

compute the canonical relabeling from the source at Step 1, which proves the first statement of

the lemma. Moreover, the absence of flow-generating cycles in the residual graph means that

there are no arcs with relabeled gain of more than 1 in this graph. Therefore, the interpretation

of flow f', computed at Step 2, can create only deficits, which proves the second statement.

To prove the correctness of the statements after the first iteration, recall the assumption

that the residual graph of the zero generalized pseudoflow is strongly connected. Also, by

definition of the restricted problem, all flow-generating cycles in the residual graph of the zero

generalized pseudoflow pass through the source. Therefore we can apply canonical relabeling

from the source. Moreover, after the relabeling, all arcs with relabeled gain of more than 1 enter

the source. Therefore, the only node that can have a positive excess after the interpretation of

the flow f' is the source. I

Lemma 6.6.4 For a generalized pseudoflow g and the labeling j. after Step 1, there exists a

pseudoflow f' in the relabeled residual network of g with Exf,(v) = -Ex,(v) for every node

v E V - s.

Proof: Let g be a generalized pseudoflow at the beginning of an iteration. Decompose it

according to Theorem 6.2.6. The only elements of the decomposition that can contribute to

deficits are paths from nodes with deficits to the source and paths from nodes with deficits to

flow-absorbing cycles. Existence of a flow-absorbing cycle in the decomposition implies that
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there are flow-generating cycles in the residual graph of g, which contradicts Corollary 6.6.2,

and therefore there are no flow-absorbing cycles in the decomposition.

Consider a subset of the nodes S containing the source. By the previous lemma, the only

node that can have a positive excess is the source, and therefore it is sufficient to prove that

the relabeled residual capacity of the cut defined by S exceeds the sum of the relabeled deficits.

Consider an (a, v)-path in the decomposition where v f S, and let (wI, w 2 ) be an arc on

this path that leaves S. Recall that one of the properties of the decomposition is that (W2, wI)

is an arc of the residual graph. By Corollary 6.6.2, there are no flow-generating cycles in the

residual graph of g, and hence the relabeled gain of every arc in the residual graph of g is at

most 1. Therefore, the sum of deficits created by the paths in the decomposition that use this

arc, is at most the relabeled residual capacity of the opposite arc (w 2 , wl). U

The above lemmas show that the algorithm can proceed until a generalized circulation is

found. By Corollary 6.6.2 and Theorem 6.3.2, the generalized circulation found is optimal.

Hence, we have proved the following theorem.

Theorem 6.6.5 Each iteration of the algorithm can be implemented in polynomial time, and the

generalized circulation g, produced by the algorithm upon termination, is optimal.

6.6.2 Bounding the Number of Iterations

Consider a generalized pseudoflow g at the beginning of an iteration. The fact that there

are deficits and that there are no flow-generating cycles in the residual graph means that the

current excess at the source is an overestimate on the value of the maximum possible excess.

It is easy to see that the sum of the deficits (after the relabeling) at all the nodes except at the

source is a lower bound on the amount of the overestimation. This suggests to use this value,

Det~g,p) = "#.(-Exg,,(v)), as a measure of the proximity of a generalized pseudoflow to an

optimal generalized circulation.

First we show that if Def(g,p) is very small, then the algorithm terminates after one more

iteration.
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Theorem 6.6.6 If Def(g, p) < L - 1 before Step 2 of an iteration, then the algorithm produces an

optimal generalized circulation at the end of Step 3 of this iteration.

Proof: We claim that the pseudoflow f', computed at Step 2 of this iteration, uses zero cost

arcs only. To see this, consider a set of nodes S containing the source a. We have to argue

that the sum of the relabeled deficits of the nodes not in S is at most equal to the sum of the

relabeled residual capacities of the zero cost arcs entering S. Clearly, the difference is at most

Def(g, p) < L - 1. Applying Theorem 6.4.7 to the complement of S shows that this difference is

an integer multiple of L- 1. Therefore, it is nonpositive.

The interpretation g' of a pseudoflow f that uses zero cost arcs only, is equal to the pseud-

oflow. Therefore, no deficits are left after Step 3. The lemma follows because the residual graph

contains no flow-generating cycles throughout the algorithm (by Corollary 6.6.2). |

An important observation is that the labels 14 are monotonically decreasing during the 7

algorithm. The next lemma relates the decrease in the labels to the price function from the

minimum-cost flow computation. Let p' denote the optimal price function associated with the

pseudoflow f found in Step 2. Assume, without loss of generality, that p'(s) = 0.

Lemma 6.6.T Let f' be the minimum-cost pseudoflow found in Step 2 of an iteration, and let p'

be the associated price function. For each node v, the canonical relabeling in Step 1 of the next

iteration decreases the label u(v) by at least a factor of 2P'(v).

Proof: The decrease in the label of a node v is computed by finding a shortest path in the

residual graph from s to v. The price function p' is optimal, and hence the reduced costs of the

arcs in the residual graph are nonnegative. Therefore, the length of any (s, v) path is at least

p'(V) - P'(). U

For the analysis of the algorithm we decompose the minimum cost flow into paths, and

consider the paths one by one. The decomposition is based on the following lemma.

Lemma 6.6.8 (Ford and Fulkerson [41]) Let f be a minimum-cost flow that satisfies given (non-

negative) demands at every node other than s and let p be an optimal price function such that

p(s) = 0. The flow f can be decomposed into cydes and paths from s to the other nodes, such
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that the cycles and the paths are in the residual graph of the zero flow, the cycles have nonpositive

cost, and the cost of the paths ending at a node v is at most p(v).

Proof: For every node v E V add the arcs (v, s) and (s, v). Extend the flow f to these arcs, so

that it becomes a circulation. Define the cost of an arc (v, s) to be equal to c(v, s) = -p(v).

The new arcs have zero reduced cost, and hence the circulation is of minimum cost.

The lemma is proved by applying Theorem 6.2.3 to decompose this circulation into cycles.

Note that the arcs opposite to the ones that belong to the cycles of the theorem are in the

residual graph of the circulation. Therefore, the cycles have nonpositive cost. Any cycle that

uses a new arc (v, a) corresponds to (s, v)-paths in the original graph. I

The key idea of the analysis is to distinguish two cases: Case 1, where the flow f' can be

decomposed into "cheap" paths, (e.g., p'(v) is small, say p(v) < log 1.5, for every v E V); and

Case 2, where there exists v E V such that p'(v) is "large" ( log 1.5). We show that in the

first case Def(f, u) decreases significantly, while in the second case, by Lemma 6.6.7, some of

the labels decrease significantly. Using Theorem 6.6.6 and Lemma 6.4.6, we prove that neither

case can occur too many times.

The following lemma is used to estimate the total deficit created when interpreting a flow

as a generalized pseudoflow.

Lemma 6.6.9 Let f' be a flow along a simple path P from s to some other node v that satisfies

one unit of deficit at v. Let g' be the interpretation of f' as a generalized pseudoflow. Assume

that all relabeled gains along the path P are at most 1, and denote them by -y.,... ,yk. Then

after augmenting by g', the unit of deficit at v is replaced by deficits that sum up to at most

Proof: The deficit created at the ith node of the path is (1 - -ft), for i = 1,..., k. Using the

assumption that the gain factors along the path are at most 1, the sum of the deficits can be

bounded by
k k

. 1( 1~ - 1)g- - - -

"=1 '=1 i l 7
1

- f =I 7i
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Using this lemma and Theorem 6.2.6, we bound the value of Def(g, A) after an application

of Step 3. Let p' be an optimal price function associated with the flow f', such that p'(8) = 0.

Let [ = max,,,v p'(v) denote the maximum price.

Lemma 6.6.10 The value of Def(g, ) after an application of Step 3 can be bounded by 20 - 1

times its value before the Step.

Proof: Use Lemma 6.6.8 to decompose f' into paths and cycles. Interpret the pseudoflow f'

by interpreting the cycles and the paths one by one. The costs associated with the arcs of

the residual graph of the generalized pseudoflow g are nonnegative, and therefore the cycles in

the decomposition consist of zero-cost arcs only. Interpretation of the flow along these cycles

does not change the flow value; in particular it does not create deficits. By Lemma 6.6.9, when

interpreting a path from 8 to v, the deficit at v is replaced by deficits that sum up to at most

2P' (' ) - 1 _< 20 - 1 times the deficit at v satisfied by this path. I

Corollary 6.6.11 If p'(v) < log 1.5 for every node v, then Def(g,p) decreases by a factor of 2

during the application of Step 3.

The remaining difficulty is the fact that the function Def(g,1 s) can increase, either when the

canonical relabeling is done in Step 1 or in Step 3 when Case 2 applies. If Def(g, p) has increased

by some factor during relabeling (Step 1), or after interpretation of f' (Step 3), however, then

at least one of the nodes is relabeled by the same factor, as it is shown by the following lemma.

Lemma 6.6.12 If either during Step 3 of one iteration or Step 1 of the next one, Def(g,p)

increases by a factor of a, then the label of some node decreases by at least a factor of ae during

Step 1 of the next iteration.

Proof: The increase in Def(g, p) during Step I is due to relabeling, and hence the deficit at a

node can increase during this Step by a factor of a if and only if the label at this node decreases

by the same factor. By Lemma 6.6.10, the increase in Def(g,p) during Step 3 is bounded by

20, where 3 = maxp'(v). Hence, if Def(g,p) increases by a during this step, there exists a
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node v such that pl(v) > log a. By Lemma 6.6.7, this means that u(v) decreases by at least a

during Step 1 of the next iteration. 3

Combining the above results, we can bound the overall growth of Def(g,pt) during an

execution of the algorithm.

Lemma 6.6.13 The growth of the function Def(g,p) throughout an execution of the algorithm

is bounded by a factor of T0 (").

Proof: The function Def(g, p) can increase either as a result of Step 1 or Step 3. By the above

lemma, such increase is followed by a decrease in the label of one of the nodes by at least the

same factor during the subsequent relabeling. The claim follows from Lemma 6.4.6, that limits

the decrease of the label of any node. U

Due to Lemma 6.4.6, Case 2 cannot occur too many times. The above lemma helps to

bound the number of times Case 1 can occur.

Theorem 6.6.14 The algorithm terminates in O(n log T) = O(n 2 log B) iterations.

Proof: Lemma 6.4.6 shows that Case 2 cannot occur more than O(n log T) times. When Case 1

applies, the value of Def(g,p) decreases by a factor of 2. The value of Def(g,p) is at most

O(nBT) after the first iteration, and by Theorem 6.6.6, the algorithm terminates when this

value decreases below L - 1 . Lemma 6.6.13 limits its increase during the algorithm. Hence,

Case 1 cannot occur more than O(n log T) times. 3

To get a bound on the running time, we must decide which minimum-cost flow algorithm to

use as a subroutine. The best choice turns out to be Orlin's strongly polynomial algorithm [107].

Theorem 6.6.15 The above generalized flow algorithm can be implemented so that it will use at

most O(n2 m(m + n log n) log n log B) arithmetic operations on numbers whose size is bounded by

O(m log B).

Remark: The choice of a strongly polynomial minimum-cost flow algorithm is somewhat sur-

prising, since our algorithm is not strongly polynomial. The reason for this choice is that the
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current best scaling algorithms would give worse running times, even when the size of the num-

bers in the input is small. Observe that the number of bits needed to represent the capacities

of the intermediate minimum-cost flow problems can be as high as m log B, which would make

a capacity-scaling algorithm too slow. The classical cost-scaling algorithms cannot be used

directly because the costs are (irrational) logarithms of rational numbers. A cost-scaling algo-

rithm can be constructed based on the idea of c-optimality, as done in [58, 64]. Note that the

gain of a flow-generating cycle can be as small as 2
- °(B), and hence the absolute value of the

cost of a negative cycle can be as small as B- 0 ("). Consequently, the required precision seems

to be fl(B-'), and therefore the cost-scaling algorithms are too slow as well.

6.7 The Fat-Paths Algorithm

Recall that a GAP is defined to be a flow-generating cycle with an augmenting path connecting

this cycle to the source. A natural way to make progress towards an optimal solution is

to increase the flow along a GAP. We call this a generalized augmentation. Clearly, if the

augmentations are done along arbitrary GAPs, we do not get a polynomial-time algorithm.

One way to improve the running time is to execute only those generalized augmentations that

result in a significant progress towards an optimal solution.

We divide a generalized augmentation into two parts: augmenting the flow along a flow-

generating cycle and bringing the created excess to the source. Our algorithm first saturates all

flow-generating cycles, creating excesses at various nodes of the graph, and only then looks for

augmenting paths from nodes with excess to the source. This method does not create deficits.

A natural way to measure the progress of this algorithm is by the difference between the excess

at the source in the current generalized pseudoflow and the excess at the source in the optimal

solution. This difference is called the excess discrepancy. We shall show that if the excess

discrepancy is very small, a single maximum-flow computation produces an optimal solution

(similarly to Theorem 6.6.6).

Consider an augmenting path with an excess in the beginning of the path. Even if this

excess is very large, the increase in the excess at the source caused by an augmentation along

this path is limited, and depends on both the capacities and the gains of arcs on the path. We
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call this limit the fatness of the path. A simple v-s path is A-fat if, given unlimited supply at

v, at least A units of flow can be sent to a along this path. An arc is A-fat if it belongs to a

A-fat path. Saturating all the flow-generating cycles before bringing the excesses to the source

facilitates the search for A-fat paths.

The section consists of three parts. In the first part we describe the Fat-Path algorithm,

assuming existence of the Fat-Augmentation and the Cancel-Cycles procedures, and discuss

the correctness and the running time of the algorithm. The second part presents the Fat-

Augmentation procedure. This procedure finds a A-fat path in the residual graph and augments

the flow along it. The third part of this section is devoted to the description of the Cancel-

Cycles procedure, which transforms a generalized pseudoflow with flow-generating cycles in its

residual graph into a generalized pseudoflow with no such cycles, without creating any deficits.

6.7.1 Fat-Path Algorithm - Overview

The Fat-Path algorithm, described in Figure 6.3, solves the restricted problem in phases. The

goal of each phase is to decrease the bound on the excess discrepancy by at least a constant

factor. The input and output of a phase is a generalized pseudoflow with non-negative excesses.

Each phase consists of three stages. The input to the first stage is a generalized pseudoflow

with non-negative excesses and, possibly, with flow-generating cycles. This stage uses procedure

Cancel-Cycles, described in Section 6.7.3, to cancel all such cycles, creating new excesses at

various nodes of the graph.

In the second stage we test whether it is possible to bring all the excesses to the source

over the most efficient residual paths. This test is performed by canonically relabeling to the

source and then computing a maximum flow in the graph induced by the unit relabeled gain

arcs. Observe that by Lemma 6.3.1, the canonical relabeling to the source applies. There are

no flow-generating cycles in the residual graph after the first stage, and an augmentation of the

flow along arcs with a unit relabeled gain does not create new ones. Therefore, if we succeed

in bringing all excess to the source using these arcs, the resulting generalized circulation is

optimal, and the algorithm terminates. This stage may be viewed as a variation of a single

iteration of the maximum-flow based algorithm, described in Section 6.5.
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Stage 1 Cancel all flow-generating cycles by calling the Cancel-Cycles procedure.
Stage 2 Compute p, the canonical labeling to the source. Let E' be the set of all arcs with

unit relabeled gain. Consider nodes with excess as sources with capacity bounded by
the value of their relabeled excess, and compute maximum flow f' from these nodes
to the source in the graph induced by the arcs in E' with the relabeled residual
capacities. Update the generalized pseudoflow g by setting g(v, w) = g(v, w) +
f'(vw)p(v) V(vw) E E.
Terminate if Vv E V - s : Ex,(v) = 0.

Stage 3 Repetitively call Fat-Augmentation procedure to augment the flow along A-fat paths
from nodes with excess to the source, as long as such paths exist.
Set A = A/2.

Figure 6.3: A single phase of the Fat-Path algorithm.

The input to the third stage is a generalized pseudoflow with nonnegative excesses and no

flow-generating cycles, and a "fatness" parameter A (initially set to B 2 ). This stage iteratively

augments the flow on A-fat paths from nodes with excess to the source, reducing the excess at

the starting node of the path and increasing the excess at the source. The stage continues until

there are no more A-fat paths from nodes with excess to the source. Before the next phase,

the value of A is decreased by a factor of 2. We shall show that this stage does not introduce

flow-generating cycles in the graph induced by the A-fat arcs.

The following lemma indicates that the excess discrepancy is a good measure of progress.

Lemma 6.7.1 If the excess discrepancy is below L - 1 , and there are no negative excesses or flow-

generating cycles, then all the excesses are brought to the source by Stage 2 of the Fat-Path

algorithm.

Proof: We claim that after Stage 2 the excess discrepancy at the source is an integer multiple

of L - 1. This means that the excess discrepancy decreases by at least L 1 in between any two

iteration, which directly implies the lemma.

Consider the generalized pseudoflow g before Stage 2. Let (S, ) be the cut saturated by

the maximum flow computation in Stage 2, such that there are no excesses left in S and s E S.

Let p denote the canonical labels computed during this stage. After this stage, the excess at

the source is equal to the sum of Exg,,(v) for v E S plus the sum of the relabeled residual

capacities of the arcs with relabeled gain 1 entering S, i.e. all the excesses in S are brought to

S
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the source. Applying Theorem 6.4.7 to V' = S, the pseudoflow g, and the labels p, we conclude

that this sum is an integer multiple of L - 1 . I

The following lemma bounds the excess discrepancy in terms of A.

Lemma 6.7.2 The excess discrepancy at the end of a phase is at most O(mA).

Proof: Let g be a generalized pseudoflow at the end of a phase and let g" be an optimal gen-

eralized circulation. Let E + = {eig°(e) > g(e)} be the arcs with positive residual flow, and let

G + = (V, E+). The residual pseudoflow g* - g can be decomposed according to Theorem 6.2.6.

The arcs opposite to the ones used by the cycles in the decomposition are in the residual graph

of the generalized circulation g*, and therefore the decomposition consists only of paths from

nodes with excess to the source and GAPs. Note that each one of these paths and GAPs is in

G+. There are at most O(m) paths and GAPs used, and therefore it is sufficient to show that

each one of them contributes at most A to the excess at the source.

First, consider paths from excesses to the source. By construction, no path in G, from

excess to the source is A-fat. Also, we have E + C E.. Hence, there are no A-fat paths in G+

either. Therefore, a path cannot contribute more than A to the excess at the source.

By Lemma 6.7.8, the subgraph of G induced by the A-fat arcs has no flow-generating

cycles. We know that E+ C E., and therefore every flow-generating cycle in G + has at least

one arc that is not A-fat. Consider a GAP in the decomposition and let (v, w) be a non A-fat

arc along the flow-generating cycle in the GAP. The contribution of this GAP to the excess of

the source is bounded by the fatness of the (v, s)-path in the GAP. The arc (v, w) is not A-fat,

which implies that the fatness of this path is less than A. I

In Sections 6.7.2 and 6.7.3, we prove that the Fat-Augmentation and the Cancel-Cycles pro-

cedures can be implemented to run in 0(m + n log n) and 0(mn2 log n log B) time, respectively.

Thus, we have the following theorem:

Theorem 6.7.3 The Fat-Path algorithm runs in O(m 2 n2 log n log 2 B) time.

Proof: By Lemma 6.7.1, the algorithm terminates after O(mlogB) phases. An augmentation

either decreases the number of nodes with excess or increases the excess at the source by at least
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Initialise: Start with an empty tree.
For all v E V - s, set Gain(v) = 0.
Set Gain(s) = 1 and Father(s) = s.

Step 1 while there are nodes outside the tree with nonzero Gain do
a) Let v be a node not in the tree with the maximum Gain.
b) Add the arc (v, Father(v)) to the tree.
c)For every neighbor u; of v (i.e., (w,v) E E), if

u,(w, v)yf,(w, v)Gain(v) ' A and Gain(w) < Gain(v)- (w, v),
then update Gain(w) = Gain(v)j.(w, v) and Father(w) = v.

Step 2 Relabel the nodes in the tree using u(v)Gain(v) as the new label of node v (so that
the relabeled gain of the tree arcs becomes 1).

Step 3 If there exists a node with excess in the tree, augment the current generalized
pseudoflow from this node to a along the unique path in the tree.

Figure 6.4: The Fat-Augmentation algorithm.

A. By Lemma 6.7.2, this gives an O(m) bound on the number of augmentations per phase.

U

6.7.2 Fat-Augmentation

The procedure Fat-Augmentation, shown in Figure 6.4, is a crucial part of the Fat-Path

algorithm. It finds a node with excess such that the source is reachable from this node through

a A-fat path, then finds the highest-gain A-fat augmenting path from this node to the source,

and augments.

First we describe a simple (but not the most efficient) version of the algorithm. Consider

a highest-gain augmenting path from a node v to the source. Either this path is A-fat, or the

capacity of the arc (v, w) that would be saturated when the flow is augmented along this path,

times the gain of the part of the path from v to the source, is below A. In this case we call

(v, w) critical. The observation that a critical arc cannot be A-fat leads to a simple algorithm.

First, find a highest-gain path from a node with excess, and check its fatness. If it is A-fat,

we are done. If not, look for a critical arc, delete this arc from the set of arcs considered when

searching for a highest-gain path, and repeat.

It is important to note that if an augmentation is done along the highest-gain A-fat path,

then disregarded arcs do not become A-fat.
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The above algorithm ruus in polynomial time, but its running time can be improved. A faster

method, proposed to us by Tarjan [personal communication], is the one described in Figure 6.4.

The main idea is to recognize and disregard arcs that are not A-fat while constructing a highest-

gain path. Let GA denote the graph induced by the A-fat arcs in the residual graph of g. We0

search for a tree in GA that is rooted at ., such that the path in this tree from any node to the

source a has the highest gain among all A-fat paths from this node to the source. We call a

tree with this property the "Max-Gain" tree. In order to improve the efficiency of finding this

tree, we maintain a set of labels u, such that all A-fat arcs have relabeled gains of at most 1.

In particular, these labels guarantee that there are no flow-generating cycles in G.

The input to Fat-Augmentation is a parameter A, generalized pseudoflow g, and a set of
labels u, such that the relabeled gain -y of arcs in G6 is at most 1. The output is a generalized

9

pseudoflow g', together with updated labels is', such that the relabeled gain of the arcs in G ,

with respect to u' is at most 1.

The procedure can be viewed as a search for a shortest-path tree in GA, where the length of

an arc with relabeled gain -y. is -log-y.. There are no A-fat arcs with relabeled gain of above

1, and therefore the A-fat tree can be "grown" as in the Dijkstra's shortest-path algorithm.

Initially, the A-fat tree consists only of s. With each node v, we associate Gain(v), which

is the maximum gain of a A-fat path found so fax from v to .. We initialize Gain(v) = 0, for

all v E V - {s}. Like in the Dijkstra's shortest path algorithm, at each iteration we find a

node v that has the largest Gain among the nodes not in the tree, and add it to the tree. The

difference is in the way we update the Gain of its neighbors. An arc (v, w) is disregarded by

the algorithm if u9 (v, w)Gain(w)-y7(v, w) < A. We show below that an arc is disregarded if

and only if it is not A-fat.

After the tree is constructed, the labels it are updated, so that the relabeled gains of the

arcs in the tree are equal to 1. Then we find a node in the tree with positive excess and augment

the flow on the path from this node to the source.

To prove the correctness of the algorithm, we need to show that each augmentation is done

only along a A-fat path, that the procedure finds a A-fat path if such a path exists, and that

the subgraph of the A-fat arcs does not contain a flow-generating cycle.
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Lemma 6.7.4

1. The arcs used for updates in Stop 1c are A-fat.

2. Augmentation is done on a A-fat path.

Proof: Consider a path from some node to a in the tree constructed by the algorithm, and let

(v, w) be a critical arc with respect to this path. This means that the fatness of this path is

equal to u9(v,w)Gain(v) = u9(v,w)Gain(w),(v,w). By construction, this is at least A, and

hence the path is A-fat. A similar argument shows that all arcs used for updates are A-fat.

U

Lemma 6.7.5 If all A-fat arcs have relabeled gains of less than or equal to 1 at the beginning of

the procedure Fat-Augmentation, then Step 2 constructs a valid Max-Gain tree.

Proof: By Lemma 6.7.4, the arcs used for updating in Step 1c are all A-fat. Therefore the length

(-log -t,) of the arcs considered for updates is non-negative. Step 1 is an implementation of

Dijkstra's shortest path algorithm on the graph induced in Gg by the considered arcs. Therefore

the constructed tree is the shortest-path tree in this graph.

To prove the lemma, we have to show that disregarded arcs are not A-fat. Let (v, w) be the

first A-fat arc disregarded by the algorithm. By definition there exists a path P1 from w to s

such that (v, to) and P1 form a A-fat path. Denote by P2 the path from w to s in the tree. The

arc (v, w) is the first A-fat arc disregarded by the algorithm, and therefore, by construction,

P2 is the highest gain A-fat path. Moreover, we have

Gain(w) =I %.7~(e)
eEPa

>1 fyi j(e).
eEPi

The path (v, w) and P1 is A-fat, and therefore ug(v, w)7y(v, w) leAPi if(e) _> A. Hence,

u,(v, w)Gain(v)M,(v, w ) > A. This contradiction shows that no A-fat arc will be disregarded

by the algorithm. I

As an immediate corollary we get the following lemmas.
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Lemma 6.7.6 If the procedure did not augment, the source is not reachable in G0 from any node

with excess.

Lemma 6.7.7 If all A-fat arcs have relabeled gain less than or equal to 1 at the beginning of an

iteration of the procedure Fat-Augmentation, then the same is true after the relabeling in Step 2.

Lemma 6.7.8 In the graph G , where g' is the generalized pseudoflow g' returned by the proce-

dure, there are no flow-generating cycles, and all arcs have relabeled gain of at most 1.

Proof: The new labels u are computed so that the augmentation is done along a path with

relabeled gain 1. Therefore, the arcs whose residual capacity increases due to this augmentation

all have relabeled gain 1. Since augmentation is done along the highest gain A-fat path, arcs

that do not lie along this path do not become A-fat. U

The algorithm Fat-Augmentation can be implemented using Fibonacci heaps in a manner

similar to the Fredman-Tarjan [43] implementation of the Dijkstra's shortest path algorithm.

Theorem 6.7.9 The Fat-Augmentation algorithm runs in O(m + nlog n) time.

6.7.3 Canceling Flow-Generating Cycles

The aim of the algorithm described in this section is to convert a generalized pseudoflow g

into a generalized pseudoflow g' whose residual graph has no flow-generating cycles, without

decreasing the excess at the nodes. The idea is to cancel flow-generating cycles in the residual

graph, while increasing the excesses at some nodes of the graph and without creating any

deficits. The algorithm is an adaptation of Goldberg and Tajan's [60] minimum cost flow

algorithm that iteratively cancels negative-cost cycles in the residual graph.

Throughout this section, we refer to a generalized pseudoflow with no flow-generating cycles

in the residual graph as passive. The Cycle-Canceling algorithm of Goldberg and Tarjan is based

on the idea of -optimality. A circulation is said to be c-optimal if the mean of the arc costs

along any cycle in its residual graph, i.e., the sum of the costs divided by the number of arcs

in the cycle) is at least -c. To adapt this algorithm for generalized pseudoflows, we introduce
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the cost c(v, w) = - log -y(v, w) on the arcs. We say that a generalized pseudoflow is c-passive

if the mean cost of a cycle in its residual graph is at least -e. In other words, a generalized

pseudoflow is e-passive if the geometric mean of the gain-factors along every residual cycle is at

most 2". Given a generalized pseudoflow g, let e denote the minimum e such that g is E-passive.

The following lemma corresponds to Theorem 3.3 in [60].

Lemma 6.7.10 A generalized pseudoflow g can be relabeled so that the relabeled gain of any arc

in the residual graph of g is at most 2'9.

Proof: Define the length of an arc (v, w) in the residual graph to be l(v, w) = - log -(v, w) + ,g.

By definition of e, there are no negative-cost cycles with respect to this length. For v E V, let

p(v) denote the length of the shortest path from v to 8 in the residual graph. (By Lemma 6.3.1

such path exist.) It can be seen that relabeling the graph using labels u(v) = 2-P() leads to a

graph with the relabeled gain of every arc being below 2'g.

The following lemma corresponds to Theorem 3.2 in [60].

Lemma 6.7.11 If eq _5 1/(nT), then any E-passive generalized pseudoflow is passive.

Proof: Consider a cycle in the residual graph of a pseudoflow. By definition of T, if this cycle

has gain above 1, then its gain is at least 1 + T - 1 . This means that the mean cost of this cycle

is at most -(1/n) log(1 + T - 1) :_ 1/(nT). I

In the case of the minimum-cost flow problem, the Goldberg-Tarjan Cycle Canceling algo-

rithm cancels cycles consisting of arcs with negative reduced cost. In the case of generalized

pseudoflows we shall cancel cycles consisting of arcs with relabeled gain of above 1.

The algorithm is described in Figure 6.5. It starts with E = log B and proceeds in phases,

where a phase consists of relabeling the graph so that the relabeled gain of every arc in the

residual graph is at most 2' (see Lemma 6.7.10), and canceling all cycles in the graph induced

by the arcs with relabeled gain above 1. Observe, that in the end of a phase any flow-generating

cycle contains at least one arc with relabeled gain below 1, and the rest of the arcs have relabeled

gain below 2'. Hence, we can set E = (1 - 1/n)E and start the next phase.
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Step 1 Relabel the residual network so that -'(v, w) <_ 2' for every (v, w) in the residual
graph of the generalized pseudollow g.

Step 2 Cancel all cycles in the residual graph of g where the relabeled gain of every arc is
above 1.
Set e = (1 - .)e.

Figure 6.5: A single phase of the Cancel-Cycles algorithm.

Lemma 6.7.12 The algorithm terminates in O(log T) = O(n log B) phases, producing a general-

ized pseudoflow with no flow-generating cycles.

Proof: Immediate from Lemma 6.7.11 and the above discussion. I

Each time we cancel a cycle, we saturate at least one residual arc with relabeled gain above

1, and do not create any new such arcs. Therefore, we cancel at most rm cycles during a single

phase. Canceling a single flow-generating cycle, while creating excess at one of the nodes of the

cycle, can be done in O(n) time. By marking nodes that do not belong to cycles, we can easily

obtain a running time of 0(nm) per phase, which leads to a total running time of O(n 3m log B).

This running time can be improved using a variant of the Dynamic Tree data structure.

Sleator and Tarjan introduced dynamic trees [119, 124, 120] in order to implement the op-

erations described in Figure 6.6, where each operation takes amortized O(log n) time. This

data structure was used for speeding up several maximum flow and minimum cost flow algo-

rithms [119, 58, 63, 64, 60], including the Cycle-Canceling algorithm for minimum-cost flows.

The main idea is that augmenting the flow along a path does not saturate all the arcs along

this path. Instead, the path is subdivided into shorter paths. Storing these paths in a dynamic

tree data structure allows to use the add-value operation to augment the flow in time which is

logarithmic in the length of the path.

Unfortunately, this technique can not be applied directly for generalized circulations. The

problem arises when we want to cancel a cycle. In order to do this, we must update the residual

capacities of the arcs along the cycle. The amount of flow pushed along the arcs of the cycle

is different in each arc and depends on the gains of the arcs. Therefore this update can not be

done by subtracting the same value from all of them, as it is done in the case of flows.
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make-tree(v): Make node v into a one-node dynamic tree. Node v must be in no other tree.

find-root(v): Find and return the root of the tree containing node v.

find-vale(v): Find and return the value of the tree arc connecting v to its parent. If v is a tree
root, return infinity.

find-min(v): Find and return the ancestor w of v such that the tree arc connecting w to its
parent has minimum value along the path from v to find-root(v). In case of a tie,
choose the node w closest to the tree root. If v is a tree root, return 0.

change-value(v, z): Add real number z to the value of every arc along the path from v to find-root(v).

link(v, w, x): Combine the trees containing v and w by making w the parent of v and giving
the new tree arc joining v and w the value x. This operation does nothing if v
and w are in the same tree or if v is not a tree root.

cut(v): Break the tree containing v into two trees by deleting the arc from v to its parent.
This operation does nothing if v is a tree root.

Figure 6.6: Dynamic tree operations.

We use a variant of the Dynamic Tree data structure, which we call the Generalized Dynamic

Tree (GDT). The operations supported by this data structure are shown in Figure 6.7. The

data structure is used to store and update the residual capacities of the arcs along the paths

currently considered for augmentation. These arcs form a set of disjoint rooted trees. We shall

show below that the Generalized Dynamic Tree operations can be implemented in O(logn)

amortized time (Theorem 6.7.14).

Using Generalized Dynamic Trees, we can speed up Step 2 of the Cancel-Cycles algorithm

to run in O(m log n) time. This implementation is shown in Figure 6.8. The algorithm picks a

node v that is not yet marked as useless, and finds the root r of the tree that this node belongs

to. If there are no arcs with relabeled gain above 1 from r to some node which was not yet

marked as useless, we mark r as useless, remove it from the tree, and decompose the tree into

a number of smaller trees. On the other hand, if there exists an arc (r, w) with relabeled gain

above 1 and w was not yet marked, then w belongs to some tree. Let r' be the root of this tree.

If r' and r are different nodes, then at this point we know that there is an augmenting path

from v to r', that uses (r, w). In this case we insert (r, w) into our data structure by linking

the two trees. If bott. v and w belong to the same tree, we have found a flow-generating cycle

that consists of the arc (r, w) and the path from w to r in the tree. In this case we augment

the flow along this cycle, removing from the tree all arcs whose residual capacity becomes :ero.
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make-tree(v): Make node v into a one-node dynamic tree. Node v must be in no other tree.

find-root(v): Find and return the root of the tree containing node v.

find-cap(v): Find and return the residual capacity of the tree arc connecting v to its parent.
If v is a tree root, return infinity.

find-gain(v): Find and return the gain of the path in the tree connecting node v to to find-
roog(v).

find-sat(v): Find and return node w, such that the arc between w and its parent is the first
one to get saturated if we increase the flow along the path from v to find-oot(v).
In case of a tie, choose the node w closest to the tree root. If v is a tree root,
return v.

change-cap(v, z): Update the residual capacities of the arcs on the path from v to find-roof(v). The
residual capacity of each arc (w, w) on this path is decreased by z times the gain
of the path from v to w in the tree.

link(v, w, x, -f): Combine the trees containing v and w by making w the parent oftv and assigning z
and 7 to be the residual capacity and gain of this arc, respectively. This operation
does nothing if v and w are in the same tree or if v is not a tree root.

cut(v): Break the tree containing v into two trees by deleting the arc from v to its parent.
This operation does nothing if v is a tree root.

Figure 6.7: Generalized Dynamic Tree operations.

A straightforward analysis of the above procedure shows that it requires O(m) tree opera-

tions. By Theorem 6.7.14, the use of Generalized Dynamic Trees leads to 0(m log n) running

time per phase. As it was already mentioned, after at most O(n 2 log B) phases the pseudoflow

is passive, and therefore we have:

Theorem 6.7.13 The Cycle-Canceling algorithm runs in O(mn2 log nlog B) time.

6.7.4 Implementing the Generalized Dynamic Tree Data Structure

The implementation of Generalized Dynamic Trees is based on two data structures. The first

one is similar to the standard Dynamic Tree, and is used to store the gains on the arcs of the

path. Using it, we can compute the gain of any path from a node to the root of the tree this

node belongs to in amortized O(log n) time.

To implement the other operations that are supported by a Generalized Dynamic Tree data

structure, we use a variant of Dynamic Trees that, in addition of supporting all the dynamic tree

operations, supports the multiply-value operation that multiplies all the values stored in a tree

. ... ... mamm n~lN nnmn IINININI I NHWIO Iram mmnumnmam m*
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(Initialize]
for each node v, unmark v and perform make-tree (v);
while there exists an unmarked node v do begin

let r = find-root(v);
if there exists an arc (r, w) in the residual graph with -t,(r, to)> 1
then begin

if find-root (w) $ r then do [extend the path]likrwu or ), wo));
else begin [cancel the cycle]

6 = min{uj,,(r, w),find.gain(w)fnd-cap(find-sat(w)));
g(r, w) = g(r, w) + p,(r)6;
change-cap(w, 6,o(r, w));
while find-cap(find-sat(w)) = 0 do begin

z = find-sat(w);
g(z,parent(z)) = u(z, parent(z));
cut(z);

end;
end;

else begin (remove r from the path]
mark r;
for each node z such that r = parent(z) do begin

g(z, r) = u(z, r) - p(z)find.cap(z);
Cut(z);

end;
end;

end;

end.

Figure 6.8: Implementation of Step 2 of the Cancel-Cycles algorithm.

by a constant. This data structure is used to store residual capacities that are relabeled to the

root of the tree. In other words, instead of the capacity of the arc (v, w), we store this capacity

multiplied by the gain of the path from v to the root. The advantage of storing the capacities in

this way is that changing the flow along a path changes the residual capacities of the arcs along

the path by different amounts, dependent on the gains, whereas the relabeled capacities are

changed by the same amount. The multiply-value operation is needed to relabel the capacities

of the new trees to the new roots when we cut or join the trees. We will show (Theorem 6.7.15)

that a sequence of dynamic trees operations, possibly including multiply-value operations, can

be implemented in O(log N) amortized time, where N is the number of make-tree operations

used. As a corollary, we get the following theorem.

Theorem 6.7.14 A sequence of M Generalized Dynamic Tree operations takes O(M log N) time,
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where N is the number of make-tree operations in the sequence.

In order to be able to add the multiply-value operation to the standard dynamic tree opera-

tions, we change the way information is stored inside each clement of the dynamic tree. Recall,

that in a dynamic tree each tree is regarded as a collection of arc-disjoint paths. Dynamic tree

operations axe implemented in terms of operations on these paths. In order to implement a new

operation, one has to add this operation to the set of operations supported by the underlying

data structure that implements paths.

Each path in a Dynamic Tree is represented as a search tree, where the key is the distance

from the end of the path. In the implementation suggested in [120] the search tree used is a

splice tree. In order to distinguish between the trees in the graph (defined by the link and cut

operations), and the search trees that represent paths, we call the latter trees solid.

Let Minvalue(v) denote the minimum among the values of the descendants of v in a solid

tree. Each node of a solid tree holds the following information:

Avalue(v) = value(v) - Minvalue(v)

Minvalue(v) if v is a solid tree root
Amin(v) =

Minvalue(v) - Minvalue(parent(v)) otherwise.

Each operation on a path, say find-minimum(v), consists of scanning the solid tree repre-

senting the path from the node associated with v to the root of the tree. Minvalue(v) can be

computed by summing the values of Amin in the nodes encountered during this scan. Using

this representation, adding a value to all the capacities on a path requires adding this value to

Amin of the root of the solid tree, which takes constant time.

In order to be able to multiply the stored values by a constant without scanning all the

nodes on the path, each node contains the following information instead of the above data:

Tvalue(v) { Avalue(v) if v is a solid tree root,

I Avalue(v) /A value(parent (v)) otherwise.

1'min(v) = Amin(v) if v is a solid tree root,
Amin(v)/Amin(parent(v)) otherwise.
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It is easy to see, that by scanning the nodes on a path from a given node to the root of the

solid tree, we can compute Amin and Avalue of all the scanned nodes, and hence, we can also

compute Minvalue(v) and value(v). More precisely, in order to be able to compute Amin and

Avalue even if some of them are zero, we keep the above ratios as tuples.

Observe that a change in the information stored in the root of a solid tree is sufficient in

order to multiply value(v) for every node in the solid tree by a constant. Adding a constant to

value(v) for all nodes v in the solid tree can be done by changing the information stored in the

root of the solid tree and in its sons only. The rest of the operations on paths, required for the

dynamic tree operations, are implemented exactly as for the standard dynamic trees.

Using the analysis of the Dynamic Tree data structure by Sleator and Tarjan either in [119]

or in [120], it is straight-forward to see that storing Tvalue and lkmin instead of Avalue and

Amin in the nodes of the solid trees does not increase the running time. This means that it is

possible to add the multiply-value operation to the set of the operations supported by dynamic

trees without increase in the running time, which implies the following theorem.

Theorem 6.7.15 A sequence of M Dynamic Tree operations, possibly including multiply-value

operations, takes O(M log N) time, where N is the number of make-tree operations in the sequence.

6.8 Conclusions

We have presented two polynomial-time combinatorial algorithms for the generalized circula-

tion problem. The first algorithm is based on the repeated application of a minimum-cost

flow subroutine; the second algorithm is based on the idea of augmenting along the biggest

improvement path [36] and the idea of canceling negative cycles [60, 81]. Previous polynomial-

time algorithms for the problem were based on general-purpose linear programming techniques,

and the combinatorial structure of the problem was used solely for improving the efficiency o f

computing the required matrix inversions. Our results show that the problem can be handled

by methods that are closer to the combinatorial methods traditionally used for network flow

problems.

We introduce new tools for the design of combinatc.r.' algorithms for the generalized cir-
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culation problem. Analysis of our algorithms is based on new insights into the comb'natorial

structure of the problem and on deeper understanding of the relationship between the minimum

cost flow problem and the generalized circulation problem. We believe that these tools and in-

sights will lead to faster algorithms and to a better understanding of combinatorial structure

of various network flow problems.

A by-product of our research is an increased appreciation of strongly polynomial algo-

rithms. Our algorithms repeatedly use procedures to find shortest paths, maximum-flows, and

minimum-cost flows. The input to these procedures may contain numbers which are much bigger

than those in the input to the original problem. (See the remark at the end of the Section 6.6.)

Because of this fact, we obtain better bounds by using strongly polynomial algorithms to solve

these subproblems. This phenomena suggests that strongly polynomial algorithms may be im-

portant in practice as well as in theory: even though the numbers that occur in a statement of

a problem may be relatively small, the numbers that occur in the intermediate prob~ems can be

large. This observation gives additional motivation to study strongly polynomial algorithms.

The methods used by Tardos 1123] for designing a strongly polynomial algorithm for the

minimum cost circulation problem were later extended by her in [1221 for linear programs with

integer constraint matrices. This yields an algorithm for the generalized circulation problem,

whose running time is independent of the size of the capacities, and polynomial in n, m, and

the number of bits needed to represent the gains. Our algorithms exploit a similarity between

the gains and certain corresponding costs. Unfortunately, we were unable to use this similarity

to extend the methods of [1221 to construct a strongly polynomial algorithm for the generalized

circulation problem.

Despite the apparent similarity between gains in the generalized circulation problem and

costs in the minimum-cost circulation problem, the roles of these numbers are quite differ-

ent. The difference stems from the fact that the gains appear in the constraint matrix of the

corresponding linear program, whereas the costs appear only in the objective function.

In some applications, the generalized circulation problem is naturally stated by giving loga-

rithms of gains in the input. For example, in the context of electrical networks, it is customary

to use decibels to measure power loss in transmission lines. We call this representation of the

S
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problem the compact representation. This representation is also natural from the theoretical

point of view, because of the intuitive correspondence between a generalized circulation prob-

lem with a gain function y and the minimum-cost flow problem with the cost function - log 7.

On the compact representation, our algorithms do not run in polynomial time, and neither do

the algorithms based on the linear programming techniques. In fact, all algorithms described

in this chapter that run in polynomial time on the original representation of the problem run

in pseudo-polynomial time (i.e., in polynomial time if the input numbers are given in unary)

on the compact representation. Solving the problem in polynomial time assuming the compact

representation is closely related to finding a strongly polynomial algorithm for the generalized

circulation problem. It is interesting to note that if the input numbers of the compact represen-

tation are given in unary, the simple Maximum Flow Based algorithm has the best time among

the algorithms discussed in this chapter (see Corollary 6.5.3).

An important extension of the generalized circulation problem is the generalized circulation

with costs problem. This problem has costs in addition to gains and capacities, and a fixed price

p(s) per unit of commodity of the source. The goal is to maximize profit, where the profit of a

generalized circulation g is defined in a natural way. Vaidya's algorithm handles this extended

problem with no modifications. Our algorithms, however, cannot handle this problem. It would

be interesting to see if our algorithms can be modified to handle the generalized circulation with

costs problem. A promising approach is to use the linear programming prices and reduced costs,

as discussed above.
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