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I. . Introducticn

‘This veport describes an analysis of 2 model of the active
sonar detection process. The anslysie was done in order to
aestinate t@a effects of signal excess fluctuations on the
probability of detecting a sonar eche. The analysis is an
extension of an analysis that is described in Reference 1.

The model has the following characteristics: Each return
corresponding to a resolution cell has an associated signal
excess. A return is conditicnally classified as an echo if and
cnly if the signal excess assoclated with the return is greater
than or equal to zero (a success). A return is unconditionally
clasgified as an echo if and only if it is the Xkt guccess in a
saquence of no greatexr than n rzturne. This detection
criterion has been referrsd to as 3 k-cut-of-n criterion.

FPor & resolution cell that dcas not contain a target, the
signal excess is negative infinity. Por a resclution cell that
dces contain a target, the cignal axcess is a random cuantity
that is determined by a stochastic procese., Thres stochastic
processes vers considered in the analysis. The firgt is the
gauss-narkov process, the second is the lasbda-sigma jump process
and the third is a mcdification of thie process. In the analysis
that is dsscribed in Refasrence 1, only the lambda-sigma jump
procass and its modification wvere conasidered. A discuesion of
the gauss-markov procese which supports its inclusion in the
analysis ie contained in Reference 2 and an example of its use in

an active sonar datection rodel is containad in Reference 3.




Tha active sonar detection models that are described in
Reference 3, Raference ¢ and Refarence £ sare all based on a -
k-out~cf-n criterion. . In Reference 5, it is suggested that Xk
cqqal to three and n equal to fiva give an adeguate description
of the active sonar detection process in which an oparator
dsternines the classification of the sonar returns. In Refsrence
6, argulaﬁtm based on cperational data are given both for
determining sonar raturn classification in terms of signal excess
and for a k-cut-of-n criterion.

Since each return corresponding to a resolution call has an
associated signai excese, the model can accommodate falge
contacts pasged on signal inputs but not false contacts based on .
noise alone. However, if in the modal the probability of
cenditionally classifying noise as an echo were .001, then with a
3=-cut-of-5 criterion the chance of r false contact based on

noise alone would be lesg than one in tan million{




IX.  The Active Sonar Detection Hodel

In the model of the active sonar detection process, the
clzssification of an echo is determined by its signal excess. A
scnar return is conditionally classified as an echo if and only
if the signal excess is greater than or equal to zero. The
signal excesa is the differance between the echo signal-te-noise
" ratio in decibels and the sonar receiver recocgnition .
differential, koth of which are independent random variables in
the model. With Xgp(t) the signal excess for an echo generated
at a time indicated by the index t, the signal excess is:
(1) ZXKggp(t) = 10 1log(S8/N) - Xpp(t)
where 10 lcg{S/N)} is the signal-to-noise ratio in decibels for
an echo generated at that time and Xgp(t) dis the recegnition
differential for the echo. The random signal-to-noise ratio in
dacibels is determined by the following sonar egquation:
(2) 10 1og(8/N) = Xgp{t) ~ 2 Xpp(t) + Xpg(t) - [Eyyp(t) - Xpy(t))
vhera, Xgr(t) is the sonar source level, Xpr(t) is the one-
way tranazission loss between tha target and the scnar, Xpg(t)
is the target strangth, Xyp(t) is the noise level and Xpjy(t)
is the sonar directivity index. The random variable Xyp(t)
accounte for ambient noise, self noise and reverberation and
represants a power sux of thase guantities.

Frea Egquations 1 and 2, the mean value of the signal axcess
is given by:
{(3) SE(t) = SL(t) =~ 2 TL(t) + TS(t) -~ [NL(t) - DI(t)] ~ RD(%)

wvhere each term rapresents the mean valuas of its corresponding




randon variable. In the model, the mean values are the values
that would be ussed in the gonar equation that Equation 3 usually
represents. From Bquation 1 and Equation 3 the signal excess can
be expressed as follows:

(4) Xgp(t) = SE(t) + X(%)

vhere X(t) is a random variable whose msan is zero and whose
variance is squal to the variance of Xggp(t). Equation 4 implies
that for each index t that ia involved in deséfibing an
ancounter thers is a randem variable X(t) that determines the
fluctuations in the signal excess at the time corresponding to
the index t¢t.

The three stochastic processes that were usad in the
analysis to determine the random variasbles rapresented by X(t)
ara described in Section III. Unfortunately, it appears that the
following quotation f£rom Reference 7 has some relevance for each
of the processes: "As discussed in Volume I, it is comaon
practice i performance analyces to model signal or noise or
sigral excess fluctuations ag stochastic processes. The choice
of a gpscific process may bs based on experienca but usually

tanda tovard nmathexatical convenience.*




I1I. Two Simulation Programs

™wo simulation programs for an IBM-PC were used in the
analysis of the active sonar detection model. The two programs
differ in the stochastic process that determines the random
components of the signal excess. 1In the first program, the
stochastic r.rocess is either a lambda-sigma jump process or a
modification of a lambda-sigma jump process. In the second
program, the stochastic process is a gauss-markov process. The
prograne which are written in BASICA are described in Appendix 1
and are listed in Appendix 2.

The programs simulate encounters between a submarine and an
active sonar. In an encounter, the sonar source level, the
transmission loss, the submarine target strength, the noise level
and the ~onar directivity index are independent of azimuth. In
addition, the course, speed and depth of the submarine and the
depth of the transmittin§ and receiving hydrophones of the sonar
are constant throughout an ancounter. This implies that the
track of the submarine relative to the sonar is a straight line
and that the encounter can be determined by specifying following
quantities: the depth of the submarine, the depth of the
transmitting aydrophone, the depth of the receiving hydrophlone,
the relative speed of the submarine, the horizontal range of the
submarine at its closest point of approach (CPA), the time at the
beginning of the encounter and the time at the end of the
encounter. An encounter of this kind that beginzs and ends at

ranges beyond which the probability of detecting the submarine is




essentially zero is called a couplete straight line encounter.
For a complete straight line encounter, only the horizontal range
at CPA is raquired to dotermine the encounter geometry. This
rangs is called the lateral range. The probability that
detection occurs during a complete straight lime encounter can be
.eynregsed as a function of the lateral range. The function is °
called the lateral range function or lateral range curve.

The lateral range functions plots that are in Section IV
were generated with the two simulation programs. The mean
transmission loss values that were used tn &; this are plotted in
Figure 1 of Section IV. The values correspond to horizontal
ranges from 2000 nmeters to 100,000 matars in 2000 meter
incraments. For a target range that is not an integer multiple
of 2000 meters, the mean transmiseion loss value that is used in
4the programs is the value ccrresponding to the greatest integer
multiple that is less than the target range. Relative to the
programs, the transmission loss is determinad by a step function
with a step evary 2000 meters.

Bacausa of tha step function nature of the transmission
logs, the relative track of the target in an encounter is dividad
into sectors such that wien the targst is within a sector the
tranemission loss is constant. The simulstion programs generate
estimates of both the conditional and the unconditional
probability that detection occurs on a sector.

Clearly, the encounters rapresented by the sinulation

programs ara abstractions. In particular, except for the mean




transuission loss TL(t), all terms on the right.side of
Bguation 2 are constant during an encounter. Changas due to
ariinzation, location and relative motion are ignored. Por
czample, in addition to ignoring the change in the noise field
with azimuth, the change in the noise field due to the doppler
gain that resr te from the radial moticn of the sorar and the
subsvarine is alsoc ignored. (More detailed models are described
in Refersence 3, Rofereﬂce ¢ and Reference 5.) However, the
simulation programs were assumed to be adequate to satisfy the
purpcse of the analysis.

Because of the conditions described above, Equation 3 can be
written as:

(5) SE(t) = 8L - 2 TL(r(t)] + TS - (NL - DI} - RD

vhere the transmission loss at & time corrssponding to the index
t is determined by the sonar transmitting hydrophone depth, the
gonar receiving hydrophone depth, the submarine depth and 1@ (t),
the submarine horizontal range gt that tixa.

Both the lambda-sigma jump process and the gauss~-markev
process have been used to predict coperational performance of
sonar systems. This i3 not the case for the modified lambda-
sigea jump process. The wodification was introduced in order to
- deal with the observations that are reported in Reference 8. A
roditication based on a log-normal distribution rather than a
shifted rayleigh distribution would have accomplished this also.
The choice of a rayleigh distribution was based on mathematical

convanienca.




Por a vayleich random variable Y, the density function of
its diatribution is: fy(y) ~ 2ca-ycexp{~a-y’) where y 2 O.
With B = I'(3/2), the mean of the distribution is: py = §/ad
ané the variance is: o¢ = (1 « g°)/¢.

The modified lambda-sigma jump process is deZined as
followe: If X(t) 1is a random variable that is determined by a
sodified lambda-sigma jump procese, then X(t) » py - Yure)
where MN(t) ié determined by a Poisson proucess with a mean raca
laghda and the randoam variables Yy, ¥3, -+ are independent
rayleigh random variables each with parazeter a. This implies
that uy = 0 and oy = ogy. If a = (1 - $°)+{1/0"), then
o = 0. Con3leque.itly, if the random component of the signal
oxcass ig deternmined by a uocdified lambda-sigme jump process,
then tha standard deviation of the signal excess can be made
agual to sigma by requiring that a = (i = Bf)-(1/0").

The correlation ccefficient betwuen iwo random variables is
a messure of their dspendence. For the randem variables X(tj)
ang E(tj) which represent tha randoe componrent of the signal
exceas at tives t; and ty and for ty > tj, the correlation
coafficisnt has the form exp(~(ty - ty)/v] for the gauss-markov
process, the laphda-sigma junmp process and the redified lanbda-
sigea jump process. For each process, a value for the parsmeter
v and a8 value for ¢he parameter o ava sufficient to define the
process. The paranmster 1 ig referred to as tha relaxation
time. It is the reciprocal of the parameter lawmkia in the

lambda-sigua jusp processes. For both the lambda-sigma juup
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jump processes. For both it and the modified lambda-sigma jump
process, T is the expected time between jumps. If T = 0 for
any one of the processes, the random components of the signal
excess are independent. Otherwise, the random components are
dependent. If (i/7) = 0 Zfor any of the processes, the random
cemponents are completely dependent. This implies that the
random components of the signal excess associated with an
encounter all have the same value, Consequently, if the value of
one of the random components of the signal excess is determined
at some point in the encounter, the value of all of the other
random compcnents are also determined. Reference 9 contains a
discuseion of factors affecting relaxation times.

An acceptable chnice for o, the standard deviation of the
signal excess, appears to be more easily agreed upon than an
appropriate choice for 1, the relaxation time. However, the
following quotation from Reference 10 ié relevant both to these
choices and to the cheice of an appropriate stochaséic process:
"As of this date [1974) there is no unanimity of opinion as to
which process [lambda-sigma jump or gauss-markov] to use in a
detection model or what values of the parameters lambda and sigma
to use. It is not even clear (certainly not to everyone) that
this kind of detection model is uniformly valid. Some half-
hearted attempts at “validating’ this kind of model have been
made but the results can be characterized as at best fragmentary
and inconclusive. In my opinion, what is needed is a full-blown

exercise whose sole purpose is to investigate the validity of
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various hypothesized modeis for detection. past attempts at this
. have merely been "ax post facto' exhumations of some sketchy

sxercise data."

10
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. Simulation Resuits

Encounter simulation data are presented in this section.
The data which arae presented as lateral range function plots and
as range saector probabllity of detectlon tables are from
simulations that are based on the propagation loss values that
are plutted in Pigure 1, the encounter values that are listed in
Table 1 and a 3-cut-of-5 criterion.

For the sikdiated encounters, the lateral range function
plote in Pigure 2 through Pigure é indicate the effect on the
encounter probability of datection of the transmission less
function, especially the increage with range because of the
convaergence zone component. Hut, in particular, the figuras
indizate the effect on the encounter probability of detection of
& gauss-narkov process relative to that a lambda-sigma jump
process for various relaxation times. Figure 5 is representative
of the effect on encountar detection probability of a modified
lambda-gsigma jump procsss relative to that of the unmodified
process. For additional compariscon plots for the same simulated
enceunters, seg Reference 1.

Except for the CPA range sector, each range sector is
associated with two track segments that are symmetric about the
CPA. The CPA range sactor is associated with a single track
segment that is bisected by the CPA. T2ble 2 and Table 3 list
the probability of detection estimates cn a track segment as a

function of the track segment's distance from CPA and the range

11




sector stociated with the track seguent. Table 4 and Tabie 5
do this for the conditional probability of detection estimates.
The valuee in Tsble 2 and Table 3 are estimates of the
probability that detection will occcur on & track segment. The
values in Table 4 and in Table 5 are estimates of the probability
that detecticn will occur on a track segment given datection has
not already occurred cn an earlier track sayaent.

The length of the simulated straight line encounters that
were used in the analysis was restricted by the requiraement that
the range from the sonar at the and points of an encounter bve
1s8a ¢Lan or equal to 100 kilometers. Bacause of this
regtriction Lhe encounter track lenrngth ie 120 kilozmeters for an
encounter latersl rangs of 30 kilometers and the encecunter track
langth is approximately 200 kilometers for &n encounter lateral
range of 10 kllometers. Kowarer, for the simulated acoustic
conditicns, the tranauission loss for a cange of 100 kilometers
is 94.2 ¢E. If transmission lc.s values for ranges greatar than
100 kilometers were ccnstant and agual to 94.2 28 rather than
genarally lncraasing, fnor an e~ho from ¢ cargut that was at a
range grsater than 100 kilomsuwrs, the probability of
conditionally classifying the acho as an echo would be ir the
aeighborhocd of .000015. 1Thus, increasing the length of the
slimulated encounters should only ruke a negligible increase in
the value of the encounter probability of detection estimates.

the probability estimates genavated by the programs

represent samples from biroiial distributions to the degree of

iz
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randonness of the program simulations. However, the sample size
of the estimates is not constant. In a simulated cncounter, the
encounter is terminated when a detectién occurs. Congegeantly,
for a given nuanr of repetitions of an encounter simulation, the
sanple size for a’rango gactor depends oa the number of
detactions that have occurred in track segments prior to the
track segment associated with the range.sector. Because of this,
each simulated encounter was rapeated 1000 times in order to
genorate the lateral range function plot and sactor probability
of detection estimates. This number of samples is staéistically
sufficient for the purpose of the analysis reported here.

i3
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Pigure 1. A plot of the encounter transazission loss values in dB
against their corresponding ranges in kilecmeters. The values ara

listed in Appendix 4.
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Reccgnition Differential
Source Lavel

Target Strength

¥oise Level

Directivity Index
Standard Deviation: o
Ping Cycle Time

Table 1. The parameter valuas for the simulated encounters.
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20-dB
215 dB
5 dB
65 dB
20 4B
8 aB

61 seconds
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Table 2. Range -“sctor probability of detection estimates for a
gauss—-markov process, a lateral range of 10,000 meters, a
relaxation time v of 3 minutes and & 3-out-of-5 criterion.
Range sector and distance from CPL valuas are in meters and zero

probability values are not ligtaed.
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prebability range sector distance from CPA
. .01 76000 =-74330
.132 74000 =-72312
088 72000 =70292
- 062 70000 =-68272
022 68000 -66250
. 045 66000 -64226
. 007 ' 64030 -62201
.003 62000 -50175
.001 50000 ~47%969
. 001 48000 =45924
.001 400060 =37697
.002 38000 =-35623
.001 26000 . =22912
. 007 12600 -4583
. 007 10000 . 0
.001 12000 4583
.001 32000 29343
. 001 38000 35623
.001 46000 43875
.002 50000 47969
.001 52000 50010
.001 58000 56116
.202 60000 58146
. 007 62000 60175
.040 64000 62201
.030 66000 64226
. 046 68000 66250
.060 70000 68272
.054 72000 70292
. 009 74000 72312
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Table 3. Range sectcr probability of detection estimates for a
lambda-sigma jump process, a lateral range of 10,000 meters, a
relaxation time 1T of 3 minutes and a 3-out-of-5 criterion.
Range zector and distance from CPA values are in metexs and zero

orobability values are not listed.
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probability range sector distance from CPA

.61 76000 -74330
.147 74000 -72312
.090 72000 -70292
.061 70000 -68272
046 68000 -66250
.033 66000 -64226
.017 64000 -62201
.005 62000 -60175
; .001 61000 ~58146
.003 52000 ~50010
.002 50000 -47969
.001 48000 -45924
.003 46000 -43875
.002 42000 -39762
.001 40000 ~37697
.001 38000 -35623
.001 28000 ~25080
.001 26000 -22913
.001 24000 -20712
.003 20000 ~16155
.002 18000 ~13748
.012 12000 -4583
.008 10000 0
.001 14000 8307
.001 16000 11180
.003 20000 16155
.001 22000 18466
.001 26000 22913
.003 28000 25080
.002 30000 | 27221
.001 32000 29343
.001 36000 35541
.001 40000 37696
.001 44000 41821
.003 46000 43875
. 004 48000 45924
.002 50000 479695
.co1 56000 54083
-005 58000 | 56116
.005 60000 58146
.010 62000 60175
.040 64000 . 62201
.029 66000 - 64226
. 03¢ 68000 66250
.04 70000 65272
.046 72000 70292
.005 74000 72312
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Table 4. Range sector conditional probability of detection
estimates for a gauss-markov prccess, a lateral range of 10,000
meters, & relaxation time of 3 rinutes and a 3-cut-of-5
criterion. Range sector and distance from CPA values are in

meters and zero probability values are not listed.




.

probability

.01
+133
.104
.081
. 041
.066
.011
.005
.002
.002
«002
.003
.002
.011
.011
.002
.002
.002
.002
.003
.002
.002
.003
.012
.068
.055
.088
.128
.132
.025

range sector

76000
74000
72000
70000
68000
66000
64000
62000
50000
48000
40000
38000
26000
12000
10000
12000
32000
38000
46000
50000
52000
$8000
60000
62000
64000
66000
68000
70000
72000
74000
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distance from CPA

=74330
-72312
=70252
-68272
=66250
-64226
=62201
-60175
-47969
-45924
=37697
-35623
=22913
-4583
0

4583
29343
35623
43875
47969
50010
€116
58146
60175
62201
64226
656250
68272
70292
72312




Table 5. Range sector conditional probability of detection
estimates for a lambda-sigma juxp process, a lateral range of

10,000 meters, a relaxation time <t of 3 aminutee and a
3-cut-of-5 criterion. Range sector and distance from CPA values

are in meters and zero probability values are not listed.
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probability range sector distance from CPA

.01 76000 =74370
148 74000 -72312
.107 720060 - =70292
081 70000 -68272
" .066 680600 -66250
051 66000 =64226
.027 64000 «62201
.008 62000 -60175
.002 60000 . ~58146
.005 52000 -50010
.003 50000 ~47969
.002 48000 -45924
005 46000 -43875
.003 42000 -39762
.002 400600 -37697
.002 38000 -35623
.002 28000 -25080
.002 26000 -22913
.002 24000 ~20712
.003 20000 -16155
. 008 18000 =13748
.021 12000 -4583
.014 10000 0
.003 16000 8307
.002 16000 11180
.005 20000 16155
.002 22000 18466
.002 26000 22913
. 006 26000 25080
.004 30000 27221
.002 32000 29343
.002 36000 35541
.0062 40000 37696
.002 44900 41821
.006 46000 43875
.008 48000 45224
.004 50000 47969
.002 56000 54083
.010 56000 56116
.010 60000 58146
. 020 62000 60178
.079 65000 62201
. 063 66000 64226
.090 66000 66250
.169 70000 68272
131 72000 70292
.016 74000 72312
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V. Conclusions

For the simulated encounters, the lateral range function
plote in Section IV suggest that the probability of detection
during an encountei ié a maximum for a relaxation time in the
naigaicorhocod of 3 minutes for the gauss-markov process ag well as
for the lambda-gigma jump process. A heuristic argument for this
apparent relation hetween probability of detection, relaxation
time and detection criterion for the laxzbda-sigmz jump process is
given in Appendix 3.

Por the simulated encounters and a relaxation time of 2
minutes, the lateral range function plota in Section 1V also
suggaest that the probability of detection during an encounter for
the gauss-markov' prccess and for lambda-sigma jump process are
eszantially equivalant. This apparent eguivalence does not liolqg
generally. For example, for relaxation tines of 10 minutes and
60 minutaes, the probibility of detsction Juring an encounter for
the gauss-markov process is greatar than that for the lambda-
sigra jump process. However, for both procsesses, the lateral
range function plots for a relaxation time of zero correspond to
encounters in which the randoa componente of the signal excess
are indepsndent gaussian random variables. Aand, for both
procasses, thae lateral range function plote for a relaxation time
of infinity correspond tr encounters in which the random
coaponents of the =2ignal excaess are depsendent gaussian random
variables with correlation coefficients of one. Consequently, in

the limit for a relaxation time of zero or infinity, the two
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:uptcdﬁssls are eguivalent. Figure 5 shows their lateral range
’paeta‘fbr a relaxation time of zero and Figure 6 shows their
latsral range plots for & relaxation ﬁina of infinity.

In Table 6 on Page 33, for the nominal encounter ping cycle
time of 60 seconds and a lanmbda-sigma jump process, conditional
probability of detsction estimstes are listed for a 1l-out-of-1
dstection criterion and a 3-cut-of-5 .detection criterion. (In
8 l-ocut-of-1 detection criterion, a return is unconditionally
claseified as an acho if and only if ths signal excess associated
with the return is greater than or egual to zeroc.) |

Algo, in Table 6, conditional probabilities of detection are
ligted for an encounter with a single ping per secter, l-cut-of-l1
detection criterion. For an encounter with a single ping per
sector, l-out-cf-1 detection criterion, #(SBE/g) is the
conditional probability of detaction for a range sector where @
indicatas the standard normal (gaussian) cumulative distribution
function. Conditional probabilities of detection determined for
& range sector by @(SE/c) have been used toc construct
probability of detection maps. Table & suggests that for a
lambda~-sigma jump procass, the conditional probabilities of
detection for a 3-ocut-of-5 detection criterion may not be
significantly diffarent from the values determined by &(SE/g).
However, in Appendix 3, a heuristic argument indicates that for a
lambda-sigra jump process, a 3-out-of-5 encounter conditional
probability of detection estimate is of the order of

#(SE/0) - (t/1)axp(-8/1) where s is the time required for 3

3l




-oaasacutive successes to ocour and for this case & can be
conlid.rad to be the tims in & range sector. For the encounter
sinulation that genorated the data in Table 6, both 8 and 7
are egual to 3 minutes and, for the range sectors with reasonable
sanple sizes, t/v is approximately egual to 2. This implies
that ths 3-out-of-5 wvalues should be of the order of &(SE/c)
wvhich is coneistent with Table 6. PFor &n encounter whose lateral
range is 10 kilometers, the length of tba range sector track
segeants go from zero for & rangs of 100 kilometers to 13256
noters for the CPA rangs of 10 kilcmeters. For the nominal ping
cycle time of 50 seconds, the number of pings in the CPA range
gactor track segment is approximately 42. A table similar to
Table 6 is generated for the gauss-narkov process for the same
encounter conditions.

Table € also suggests that, for a three minute relaxation
tire, the 1-ocut-of-1 criterion is gJuperior to tha 3-out-of=-5
criterion because of the increased probability of detaection and
the minimum decision delay. However, for an operatiocnal scnar
system, the falsa alarm probability would be significantly lower
for the 3-out-0f-5 criterion given typical single return false

slarm probabilities.
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- single ping l1-out-cf=-1 3-out-of-5 ' range sector

.000 ' 76000
«017 .047 .015 749000
«130 - «323 <127 72000
<130 192 «107 70000
077 .180 079 68000
.070 «119 .055 66000
.067 - 149 .064 64000
.032 .028 .022 62000
.008 .026 .010 60000
.002 .003 .002 58000
.001 .007 .002 56000
.001 .007 $4000
.002 .007 .002 52000
. 004 .017 .005 50000
. 0035 .003 .005 48000
.005 .017 .003 46000
.003 : .003 44000
.002 .007 42000
. 002 40000
.002 .002 38000
.002 . 007 36000
.002 .011 .002 34000
.002 .003 .002 32000
.001 30000
.002 .007 28000
.002 .011 .002 26000
.002 .011 24000
.001 22000
.001 .004 20000
. 001 .005 18000
. 002 . 007 16000
.002 . 007 14000
.002 . 008 .005 12000
.007 111 022 10000

Table 6. Range sector conditional probabilities of detection for
a single ping per sector, 1l-out-of-1 criterion and conditional
probability of detection estimates for a lambda-sigma jump
proccess and a 1l-out-of-1 criterion, a 3-out-of-5 criterion
and a 10,000 meter lateral range. Range sector values are in
meters and zero probability values are not listed.
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Appendix 1. Program Descriptions

The programs that were used to compute encounter detection
probability estimates are listed in Appendix 2. The programs are
vritten in BﬁSICA and were run on an IBM-PC using QuickBasic
vhich is licensed by Microsoft Corporaticn.

When a program is run, an initial prompt provides a choice
of either generating a file containing encounter probatility
estimates or printing the data contained in a previously
generated file. When the program is used to generate encounter
probability estimates, additional prompts request parameter

values that are required to define an encounter.




Appandiz 2. Program lListings

10 REM active gauss-markov lateral range function/range sector

probabilities

20 PI="RSGHA.BAS™

30 DIN TL(50),PP(20),N0(20),IR(20),CTA(20),H1(150),P1(150,20),

P2(150,20) ,R1(1506,20),Y1(150,20)

40 PI=4#ATN(1)

50 INDUT “generace file or print file (g/p)%:N$

60 IF NSwMG" OR N$="g® THEN GOTO 230

70 1IF NS=YP® OR NS~*p* THEN GOTO 80 ELSE GOTO 50

80 PRINT

90 ON ERROR GOTO 100: GOTO 110

100 KESUME 90

110 INPUT %file name";A$

120 OPEN ¥I",$1,A$

;go INPUT#1,RD,SL,TS,NL,DI,TAU,SIG,W, LR¥,ST,CT,K3,NO, N8, M8, BS,
L .
’

140 FOR J=1 TO L '

150 INPUT#1, PP(J),IR(J),M1(J),NO(J),CTA(J)

160 FOR I=0 TO N1(J)

170 IRXIT#1, PL(I,J),R1(X,J),¥Y1(I,J)

180 NBXT I

190 NEXT J

200 CLOSE

210 CN ERROR GOTO O

220 GOTO 1440

230 PRINT

240 INFUT "maximum transmission logs range (50000/100000)%;HTLR

250 IF ETLR=50000! THEN RI=1000 ELSE IP KTLR=100000! THEN RI=2000

ELSE GOTO 230

260 INPUT “transmission loss data entry (K=keyboard/D=disk)*;A$

270 IFP AS$="DY OR AS="d™ THEN GOTO 400

280 IF AS="K" OR AS=%k" THEN G070 290 ELSE GOTO 260

290 FOR I=)l TO 50

300 A$=uTRS(XI*2000)

310 PRINT “transmission loss at “AS$™ mesters (dB)®: INPUT TL(I)

320 HBXT X

330 TL(0)=TL(1)

340 INPUT “transmission loss file name™;B$S

350 OPEBN "O¥,§1.B3S

360 FOR I=0 TO 30

370 WRITE#l, TL(I)

580 HEXT X

39C CIOSE: GOTO 490

€00 ON ERROR GOTO 410: GOTO 420

410 RESUME 4060

420 IPUT "transmission loss file name®;B$

430 OPEN "I™,#i,BS

430 FOR I=0 TO 50

450 INPUVE1, TL(I)

460 HEXT I
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470 CLOSE
480 ON ERROR GOTO 0
496 INPUT “recognition differential (dB)";RD

500 INPUT “"source level (dB)";SL: INPUT “target strength (dB)";Ts

510 INPUT "noise level (dB)*;NL: INBUT “directivity index (dB)";

520 FOEmSIATS-NL+DI-RD: REM figure of merit

830 INFUT “relaxation time tau (minutes, -1 for infinity)*;TAU
540 INFUT "sigma (dB)";8IG

550 INPUT *relative speed (knots)"™;¥

560 IP W<=0 THEN PRINT "must be greater than 0": GOTO 550

570 WaW21852/69: REM relative speed in meters per minute

580 INPUT "maximum lateral range (meters)";LRM

590 IP LRM>,.8#MTLR THEN PRINT "maximum is

+STRS (. 8*MTLR) +" metars“: GOTO 580

600 INPUT "lateral range step (meters)®;ST

610 IF ST>LRM THEN PRINT “maxinum step is "+STRS(LRM): GOTO 600
620 ImINT(LRM/ST)

630 IF L>20 THEN PRINT *minimum step is ®+STRS {LRM/20) : GOTO 600
640 INPUT “ping cycle tima (saconds:“;CT: CTH=300

6580 IP CT>CTM THEN PRINT "must be less than "+STRS (CTM) +

* seconds®: GOTO 640

660 CT=CT/60: REK ping cycle time in minutes

670 YN5=INT(SQR(MTILR#HTLR-IIMLRM)}/W/CT): REM number of pings to
CPL

680 INPUT "pings in detection criterion window®:N8

690 IP N8>=2+#N5 THEN PRINT “must. be lezs than "+STRS (2*NS) ¢
GOTO 680

700 IF N8<1 THEN PRINT “minimum is 1 : GOTO 480

710 INPUT "echoes required for detection®;:Ms

720 IFP M8<1 THEN PRINT "minimum is 1%: QOTO 710

730 XF M8>N8 THEN PRINT "maximum is "+STRS(NS): GOTO 710

740 INPUT "repetitions® ;K3

780 IF N3<=0 THEN PRINT "must be greater than 0®: GOTO 740

760 INPUT *data file name™;A$

770 LE=0

780 FOR J=1 TO L

790 LR=LR+5T: LR(J)=LR: REM lateral range )

800 YO=SQR{MTLR#MTLR-LR*LR): REM distance from CPA at encounter
start

810 TE=Y0/W: REM TE=tims to CPA in minutes

820 NO=INT(TE/CT): IF NO=0 THEN NO=l: REN adjusted number of
pings to CPA

830 CTA=TE/NO: REN adjusted ping cycle tims in minutes

840 DIK SE(2¢NO),P(2%NO),Y(2%N0O),R(24N0) ,K(2*NO)

850 TK=~TE

860 FOR K=0 TO NO

B70 Ri=SQR{LR*LR+W*WH*TK*TK): IN=INT(Ri/RI) REM transcission loss
range index

€80 SE«FOM-2+#TL(IN)

890 SE(K)=S8E: TR«TK+CTA: R(K)=IN*RI REM transmission loss range
for FOM
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900 NEXT K
610 FOR K=NO+1 TO 2*NO
920 SE(K)=SE(2*N0=K): R{K)=R(2%*N0~K)
930 NEXT K
940 P=0
280 FOR I=1 TO N3
960 DIM M(8-1)
970 GOSUB 2120
980 X=8IG*Q
990 IF TAU =-1 GO0 1020
. 1000 IF TAU=0 THEN RHO=0: FAC=1: GOTO 1020
1010 RHO=EXP(-CTA/TAU): FAC=SQR{1-RHO*RHO): REM gauss-markov
parameters '
1020 FOR K=0 TO 2*NO
1030 IF R=0 OR TAU=-1 GCTC 1060
10406 GOSUB 2120
1050 X=SIG*FAC*C+RHO%*X
1060 XSF=SE(K)+X
1070 IF KR<=N8-1 THEK J1=K: GOTO 1120
1080 FOR J1=0 TO N8-2
1090 M{J1)=M(J1+1)
1106 NEXT Ji
1110 J1=N8-1
1120 IF XSE>=0 THEN M(J1)=1 ELSE M(J1)=0
1130 s=0
114¢ FOR J1=0 TO N8-1
1150 S=S+M{J1)
1160 NEXT J1
1170 IF S>=MB8 GOTO 1200
1180 NEXT X
1190 GOTC 1210
1200 P=P+1: P(K)=P(X)+1
1210 ERASE M
1220 NEXT I
1230 PP(J)=P/N3
1240 P1({0,J)=P(0): R1{0,J)=R(0): Y1(0,J)=-Y0
1250 FOR I=1 TO 2*NO
1260 IF R(I)=R(I-1) THEN N(I)=N(I-1): P1(N(I),J)=P(I)+P1(N(I),J):
GOTO 1310
1270 N(I)=N(I-1)+1: P1(N(I),JT)=P(I): R1(N(I),J)=R(I)
1280 IF LR>R1{N(I),J) THEN Y1(N(I),S)=0: GOTO 1310
1290 Y1(N(I),J)=SQR(R1(N(I),J)*R1(N(I),J)~LR*LR)
1300 IF Y1(N(I),J)<ABS(Y1(N(I-1),J)) THEN Y1(N(I),J)=-Y1(N(I),J)
1310 NEXT I
1320 M1({Jj=N(24H0): NO(J)=NG: CTA({J)=CTA*60
1330 ERASE P,Y,R,N,SE
1340 NEXT J
1350 OPEN "O",#1,A$
1360 WRITE#1,RD,SL,TS,NL,DI,TAU,SIG,W,LRY,ST,CT,N3,NO,N8,M8,
B§,PS,L
1370 FOR J=1 TO L
1380 WRITE41, PP(J),LR(J),M1(J),NO(J),CTA(J)
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1390 FOR I=0 TO M1(J)

1400 WRITE#1, P1(I,J),R1(I,J),Y1(I,J)

1410 NEXT I :

1420 NEXT J

1430 CLOSE

1440 PRINT

1450 INPUT "print encounter parameters (Y=yes/N=no)";D$

1460 IF D$="Y" OR D$="y" GOTO 1480

1470 IF D$="N" OR D$="n" GOTO 1660 ELSE GOTO 1450

148C¢ LPRINT

1450 LPRINT "program file name ",P$

1500 LPRINT "t¢ransmission loss file nanme “_BS

1510 LPRINT "recognition differential (dB) * . RD

1520 LPRINT "source level (d3) ",SL

1530 LPRINT "target strength (dB) ", TS

1540 LPRINT "noise laevel (dB) ", NL

1550 LPRINT “directivity index (dB) ",DI

1560 LPRINT "relaxation time tau (minutes) ", TAU

1570 LPRINT "sigma (dB) ",.81IG

1580 LPRINT "relative speed (knots) " _W*60/1852

1590 LPRINT "maximum lateral range (meters) ", LRM

1600 LPRINT “lateral range step (meters) ", ST
1610 LPRINT “ping cycle time (seconds) " _CT*60
1620 LPRINT "pings in detection criterion window ",N8
1630 LPRINT “echoes requirad for detection ", M8
1640 LPRINT "“repetitions “,N3
1650 LPRINT “data file name %, A$
1660 PRINT

1670 INPUT "print encounter probabilities (¥=yes/N=no)";D$
1680 IF D$="Y" OR D$="y™ GOTO 1700

1690 IF D$="N™ OR D$="n" GOTO 1780 ELSE GOTO 1670

1700 LPRINT: LPRINT: LPRINT: LPRINT A$+" encounter probabilities"
1710 FOR J=1 TO L

1720 LPRINT: LPRINT

1730 LPRINT *lateral range " LR(J)

1740 LPRINT "probability of detection ", PP(J)

1750 LPRINT "adjusted ping cycle time (seconds) “,CTA(J)

1760 LPNINT

1770 NEXT J

1780 PRINT

1790 INPUT "print range sector probabilities (¥=yes/N=no)";:D$
1800 IF D§="Y" OR D$="y" GOTO 1820

181¢ IF D$="N" OR D$="n" GCTO 1930 ELSE GOTO 1790

1620 LPRINT: LPRINT: LPRINT: LPRINT AS$+" range sector
probabilities®

1830 FOR J=1 TO L

1840 LPRINT: LPRINT

1850 LPRINT *lateral range ", LR (J)

1860 LPRINT "probability of detection w,PP(J)

1870 LPRINT "adjusted ping cycle time (seconds) " CTA(T)

1880 LPRINT

1850 FOR I=0 TO M1(J)




1900 LPRINT “P(®I¥) = *Pi(I,J)/N3 TAB(30) "R("I") = "R1(I,J)
TAB(60) “Y("I") = wY1(I,J)

1910 NEXT X

1920 NEYT J

1230 PRINT

1940 INPUT "“print range sector conditional probabilities
(¥=yes /N=no) " ; D$

1950 IF D$="Y®" OR D$§="y" GOTO 1970

19560 IF D$="H" OR D$="n" GOTO 2110 ELSE GOTO 1940

1970 LPRINT: LPRINT: LPRINT: LPRINT A$+" range sector conditional
probabilities®

1980 FOR J=1 TO L

1956 LPRINT: LPRINT

2000 LPRINT "lateral range ", LR(J)
2010 LPRINT "probability of detection ", PP(J)
2020 LPRINT “adjusted ping cycle time (seconds) ",CTA(J)
2030 LPRINT

2040 D=N3

205C FOR I=0 TO M1(J)

2060 IF D=0 THEN P2(1,J)=0 ELSE P2(I,J)=P1(I,J)/D

2070 LPRINT %"P(®I%) = ¥p2(I,J) TAB(30) "R{"I") = ®“R1(I,J) TAB(60)
HY(YI®) = "Y1(I,J)

2080 IF D>0 THEN D=D-P1(I,J)

2090 NEXT I

2100 REXT J

211¢ END :

2120 RV=RND: IF RVey THEN RV:2,8E-238

2130 IF RV=l THEN RV=l-2,8E-38

2140 Q=SQR{-2%LOG(RV) ) *SIN(2%*PI%RND): REH standard normal random
nurber

2150 RETURN




10 REM active lambda-sigma lateral range function/range secior
probabilities

20 P§S="RSLSA.BAS®

36 DIM TL(50),PP(20),N0(20),LR(20),CTA(2C) ,M1(150),P1(150,20),
P2(150,20), n1(150 20) v1(1so 20)

40 PI-4*A&N(1) RC1=,88623: RC2m,21459

50 INFUT "generate file or print filc (a/p) ¥ 3N$

60 IF NS="G" OR N$="g® THEN GOTO 23

70 IF N$="P* OR NS="p® THEN GOTO 80 BLSE GOTO 50

86 PRINT

9C ON ERROR GOTO 100: GOTO 110

100 RESUME 90

110 INPUT "file name";A$

120 OPEN “I%,#1,A$

130 INFUT#1, RD,SL,TS,NL,DI,TAY,SI1G,W,LR¥,ST,CT,N3,NC,N8, M3,
B$,C$,PS,L

140 FOR J=1 TO L

150 INPUT#1, PP(J),LR(J),M1(J),NO(J),CTA(J)

160 FOR I=0 TO K1(J)

170 INPUT#1, P2(I,J),R1(1,J),¥Y1(I1,J)

120 NEXT I

10 NEXT J

209 CLOSE

210 ON ERROR GOTO 0

220 GOTO 1520

230 PRINT

240 INFUT "maxizun transmission loss range (50000/100000)" ;MTLR
2%0 IF MTLEK=500006! THEN RI=1000 ELSE IF MTLR=100000! THEN Ri=2000
ELSE GOTO 230

260 INPUT "transmission loss date entry (K=keyboard/D=disk)*:A$
270 IF AS=%D" QR AS=%a% @OTO 400

280 IF A$="R® OR A$=”k“ GOTC 290 ELSE GOTO 260

2%0 FOR I=1 TQ 5¢

300 AS=STRS (I%2000)

310 PRINT "transmisaion loss at “ARSY meters (dB)™: INPUT TL(I)
320 BEXT I

330 TL(O)=TL(1)

340 INMIT ®transuission loss file name";B$

350 OPEN "O%,§$1, BS

3¢ FOR I=0 TO 3¢

370 WRITRB§L, TL(I)

380 NEXT Y

380 CIOSE: GOTO 520

400 ON EEROR GOTO 410: GOTO 420

410 RBSUME 400

420 INFUT “transmission loas file name®;B$

430 OPEN "I%,#1, R$

é40 FOR I=0 TO 50

459 IRPUTEL, TL(I)

460 REXT I

470 C1O83

480 ON ERRCR GOTO 0
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490 INFCT "signal excess Adistribution (Gmsgaussian/w~rayleigh)";c$
500 IF C$="G" OR CS="g" GOTO 520

510 IF C$="R" OR CS=¥r® GOTO 520 ELSE GOTO 490

520 INPUT "recognition differential (dB)*:RD

530 INPUT “source level (dB)™;S8L: INPUT "target strength («B)";TS
8546 INPOUT "noise leval (dB)*;NL: INPUT “directivity index (dB)*;
DI

550 FOHaSI+TS-NI+DI-RD: REM figure cf merit

S60 INPUT "relaxation time tau (minutes, -1 for infinity)¥%;TAU
570 INPUT “sigwma (dB)%;SIG

580 INPUT "relative spsad (knots)";w

590 IPF W<=0 THEN PRINT “aust be greater than 0%: SOTO 580

600 Wa=W*1852/60: REM relative speed in meters per minute

610 INPUT "maxinum lateral ranga (meters)™;LRM

620 IF IRM>.8*MTLR THEN PRINT “maximum is ®+STRS(.8*MTLR)+

* meters®: GOTO 610

630 INPUT "lateral range step (meters)™;ST

640 XF ST>LRN THEN PRINT “maximum step iz “+STRS$(LRM): GOTO 630
650 Lm=CNT (LRM/ST)

660 IF 1>20 THEN PRINT ®"minimun step is “+STRS(LRM/20)+" meters":
GOTO 630

670 INPUT "ping cycle time (seceonds)";CT: CTM=300

680 IF CT>CTM THEN PRINT *"must be lass than "+STR$ (CTN)+

* geconds™: GOTO 670

690 CT=CT/60: REM ping cycle time in minutes

700 N5=IKT({SQR(MTLR*NTLR-LRHSLRM)/W/CT): REM number of pings to
CPA

710 INPUT “pings in dstection criterion window";Ns

720 IF N8>=2*NS THEN PRINT "must be leass than “+STRS (2#N5):
GOTO 710

730 IF N&<l1 THEN PRINT "minimum ig 1%: 30TO 670

740G INPUT *achoes reguired for detection®;Ms

750 IF M8<) THER PRINT ®minimum is 1%®: GOTO 740G

760 IF M8>N8 THEN PRINT “maximum is “+STR$(NS8): GOTO 740

770 INPUT "rapetitions™;N2

780 IF H3<=0 THEN PRINT "must be greater than 0": GOTO 770
7¢0 IKPUT ¥data file name™;AS

800 LR=0

81¢ POR J=} TO L

820 Lim=LR+ST: IR(J)=LR: REM lateral ranage

§30 Y(=SQR{NTLR#MTLR~-LR®*LR): REM distance from CPA at encounter
start

840 TE=Y0,W: REM TE=time to CPA in minutes

850 NO=INT(TB/CT): IP NO=Q THEN NO=1: REM adjusted number of
pings to CPA

860 CTA=YTE/NO: REN adjueted ping cycle time in ninutes

870 DIN SE(2%KO),P(2#NO0),Y(2%N0) ,R{2%NO) ,R(22NC)

880 TR=-TE

{90 FOR K=0 TO WO

900 R1l=SQR{LR¢*LR+WeW*TReTK): IN=INT(Ri/RI) REX TL range index
910 KE=PON-29TL(IN)
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920 SE(K)=ESB: TR<TK+CTA: R(K)=IN®RI REX transnission loss range
for FOM )

$30 NEXT X

940 FOR K=}0+1 TO 2#NO

930 SE(K)=S8E(2%N0-K): R(K)=R(2#N0-K)

960 HEXT K

970 P=0

$80 FCR I=1 TO N3

980 DIM M(NE~1)

1000 I TAU=0 GOTO 1050

1010 GOSUB 2210

102¢ IF TAU=-1 GOTO 1050

1030 GO3UB 2270

1040 N=-TAU*LOG(1~RV)/CTA: REM number of pings to the first jump
1050 FOR X=0 TO 2¢*NC

1¢60 IF TAU=0 GOTO 1110

1070 IP E<N OR TAU=-1 GOTO 1120

1080 GOSUB 2270

1090 DN=~TAUSLOG (1-RV)/CTA

1100 N=N+DN: REM number of pings to the next jump
1110 GOSUB 2210

1120 XSE=SE(K)+Q

1130 IF ER<s=H8-1 THEN Jl=K: GOTO 1180

1140 FOR Ji=0 TO N8-2

1150 M(J1)=N(J1+1)

1160 NEXT J1

1170 Ji=NG~-1

1180 IF XSE>=0 THEN H(J1)=1 ELSE N(J1)=0

1190 8S=0

1200 FOR J1=0 TO N8-1

12190 8S=S+M(J1)

31220 NEXT J1

1230 IFP S>=HE THEWN GOTO 1280

1240 HEXT K

1250 GOTO 1270

1260 PwP+l: P(K)=P(X)+1

1270 ERASE K

1280 NEXT X

1290 PP(J)Ywp/N3

1300 N{0)=0: P1(0,J)=P(0): R1I(0,J)=R(0): ¥Y1{0,J)==¥0
1310 FOR I=1 TO 2¢NO

1320 IP R(I)=R(I-1l) THEN N(I)eN(I-1): 2L{N(X),Jj=P(I)+P1(N(I),J):
GGTO 1370

1330 H(I)=N(XI~-1)+1: PL(N(I},T)=P(I): R1I(KN(I),J)=R(I)
1340 XIF LR>RI(N(I),J) THEN Y1(N(I),J)=0: GOTO 1370
1380 Y1(N(I),J)=SQR{R1(N(I)},J)*R1(N(I),JT)~LR%LR)
1360 IF¥ ¥YY(N{I),J)<ABS(Y1(N(I-1),J)) THEN VYI(N(I),J)=-YL1(H(I),J)
1370 NRXT I

1380 K1{J)=N(2*K0): NO(J)=NC: CTA(J)=CTARGO

1390 ERASE P,Y¥,R,N,8E

1400 NEXT J

1410 IF CS="G" OR CS$="g" THEN CS$=*gaussian®: GOTO 1430 !
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1420 C$="rayleigh*
1430 OPEN "O",#1,A$
1440 WRITEQ1, RD,SL,TS,NL,DI,TAU,SIG,W,LR¥,8T.CT,N3,NO,NS,
¥8,B$,C3,P8,L
1450 FOR 3-1 ™ L
1460 WRITE§1, PP(J),LR(J),M1(J),R0(J),CTA(T)
- 1470 FOR I=0 TO Ki(J)
. 148C WRITE#1, P1(I1,J),R1(I,J),Y1(I,J)
§ 1450 NEXT 1
) 1500 NEXT J
. 1510 CLOSB
1520 PRINT
1530 INPUT "print encounter paramaters {:=ves,K=no)¥;D$
1540 IF D§="Y" QR DS$="y" GOTO 1560
1550 IF D$="N" COR D$="n" GOTO 1750 ELS:® GOTO 1530

1569 LPRINT

1570 LPRIRT “"program file name ». P$
1580 LPRINT “transmission loss file nime % BS
1590 LPRINT “signal excess distribution ", C$
1600 LPRINT "recognition differantial (dB) % ,RD
1610 LPRINT “source level (dB) ®_SL
1620 LPRINT *"target strength (dB) %, TS
1630 LFRIRT ®"noisas level (dB) %,HL
1640 IPRINT *directivity index (dR) ".,DI
1650 LYRINT "ralaxaticn tima tav (minutes) ", TAU’
1660 LPRINT “sigma (dB) » SIG
1670 LEPRIRT 'rclative gpasd (Knuts) w,We60/1852
1680 LPRINT *maximun lateral range (asters) ", LR¥
1690 LPRIRT “lateral range step (meers) *, 87T
1700 LPRINT *ping cycle tius (seconds) ", CT*60
1710 ZFRIRT "pings dstqc?ien criterion window ¥, N8
1720 LPRIRT “echoes required for datection L - {:}
1730 LPRINT "repetitions *,N3
1740 LPRINT “data file name * as
1750 PRINT

1760 INPUT “print encounter probabilities (Yeyes/Neno)?;D$

1770 IF DGw"Y® QR DG=®-r® GOTC 1790

1780 IF DS=®N% OR DG=* s* 30T 1870 ELSE GOTO 1770

1790 LPRINT: LFRINT: LPRINT: LPRINY AS+" encounter probabilities®
1800 FOR J=1 TO L

18i¢ LPRINT: LPRINT

1820 LERINT “lataral rangs L IR(T)
1830 LPRINT "probability of detection ", PP(J)
1840 LFRINT %adiusted ping cycle time (seconds) ", CTA(J)
1850 LPRINT

1860 NEXT &

1870 PRINT

1380 INPUT "print range sector probabilities {Y=yves/N=no)¥:D
1880 IF DS‘"Y“ OR 3S=%y® GOTO 1910
1900 IP DS="N" QR DS=*n* GOIY 20620 ELSE GOTO 1680
1910 LFRINT: LPRINT: LPRIKT: LPRINT AS$+Y range sector
! prodabilitieg”
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1920 POR J=1 TO L

1930 LPRINT: LPRINT

1940 LPRINT "lateral range ®,LR{J)
1950 LPRINT “probability of datection %, PP(J)
1960 LPRINT "adjusted ping cycle time (saconds) %,CTA(T)
1970 LPRINT

1980 POR I=0 TO M1 (J)

1590 LPRINT “P(“I™) = "P1(X,J)/K3 TAB(30) "R("I") = "R1(I1,J)
TAB(€0) “Y("IY) = ®Y1(I,J)

2000 NEXT I

2010 NEXT J

2020 PRINT

2030 INFUT *print range sector conditional prcbabilitiss
(Y=yas/K=no)¥;D$

2040 IF D$=*Y" OR D$="y® GOTO 2060

2050 IF D$="N" OR DS=%n® GOTO 2200 ELSE GOTO 2030

2060 LPRINT: LPRINT: LPRINT: LPRINT A$+" range sector conditional
probabilities*®

2070 FOR J=1 10 L

2080 LFRINT: LPRINT

209C¢ LERINT "lateral range % ,LR(J)
2100 LERINT "preobability of detection w.PP(J)
2110 LPRIKT “adjusted ping cycle time (saconds) ", CTA(J)
2120 LPRINT

2130 D=N3 '

214C FOR I=0 TOC M1(J)

2150 IF D=0 THEN P2(I,J)=0 ELSE P2(I,J)=P1(I,J)/D

2160 LPRINT ®P("I%) = %P2(I,J) TAB(30) “R(“I") = “R1(I,J) TAB{60)
HY(NIY) = ®Y1(.,J)

2i70 IP D>0 THEN D=D-P1(IX,J)

2180 NEXT I

2190 NEXT J

22280 END

2210 GOSUB 2270

2220 IP CS=“GF QR CSw®g" GOTO 2250

22§g QuSIG* (RC1-EQR(~LOG(RV) ) ) /SQR(RC2) : REM random signal axcess
pa

3240 RETURN

24250 Q=SIGO*SQR(=29LOG(RV))*SIN(2#PI*RND): REN random signal
excess part

2260 RETURH

2270 RVeRND: IF RV=0 THEN RV=2,8E-3}8

2280 IF RVml THEN RVw}-2,8B-38

2290 RETURN X
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Appandix 3. A Heuristic Argument

* The following hauristic arqument applies to the lambda-sigma
Jump process. Suppose that SE 1is constant over a time interval
of length t. Then, the occurrence of a jump during the interval
that is sufficient for conditionally classifying an echo as an
echo (a success) is determined by a Poisson process with rate
¢(SE/c)/1. Ir addition, suppose &(SE/c) 1s small enough so
that the probability that one success will occur in the interval
is approximately & (SE/o)+(t/T). (If this expression is equal to
.1, the probability of one success in the interval is .0905 and
the probability 6? tvo or more successes in the interval is
.0047.) The probability that the time to the first jump
following a success will bae greater than or equal to s is
exp(-s/7). This implies that the probability of a success in
the interval after which the random component of the signal
excegs is constant for a time at least equal to s is
approximately #(SE/g)°(t/1)+exp(-8/7). This expression is a
maximue when 1 = g. Laet 8 bsg the time required for k
consecutive returns and lat t ba = time greater than but of the
order of the tims required for n consecutive returns. Then,
given that the signal excess at the beginning of & time interval
of length t 15 less than zero, the above suggests that for a
k-cut-of-11 criterion the conditional probability of detection
durirng the interval will have a maximum for ¢ in the
neighborhcod of & if @(S5B/0)+(t/7)-exp(-s8/7) is esmall and s
is sufficlently smaller than t. This suggests, for + in the
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neighborhood of s, that the range sector conditional
probabilities for an encounter will have a maximum and
consequently the datection probability for the encounter will
have a maximum also.

As 1 becomes small, &(SE/0)-(t/71)-exp(-s/1) will become
greater than one and the approximation described above clearly
does not held. 1In this case, givern the signal excess at the
beginning of a time interval of length t is less than zero, the
conditional probability of detection during an interval
approaches the probability of 3 or more successes of out of 5
independent trials where the pﬁobahility of success is &(SE/0).
| As v becomes large, the probability of the random
component of the signal excess changing during an encounter
becomes small and in the limit the random component of the signal
excess wvill be a constant value during an encounter and the
signal excess can be represented by SE + X where the value of
X 4is determined at the beginning of the encounter. In this
case, if SE + X is greater than zerc for 3 returns out of 8§
during an encounter, detection will occur, otherwisa it will not.

Por the encounters that were considered, for both small and
large values of T, the conditional probabilities of detection
for the range sedments of an encounter appear to be dominated by

thoge for 1 im the neighborhood of 3 minutes.
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