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FOREWORD

S" The work summarized in this report was performed by employees of
Griffin Consulting and by employees of the subcontractor, Pratt and
Whitney Aircraft. Essentially, all test data and model parameter inputs
were provided by Pratt and Whitney Aircraft. The analytical simulations
of bladed disk vibration discussed in this report were performec Griffin
Consulting. Opinions expressed in this report are those Griffin
Consulting and do not, necessarily, represent those of the subctý. -%ctor,
Pratt and Whitney Aircraft.

This final report covers the entire contract period, 13 July 1984 to 30
Sept#,mber 1985. The work reported here was under the sponsorship of the
AFWAL under the technical direction of Mr. William A. Stange.
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1. INTRODUCTION

* This report presents the work conducted under the Air Force contract
F33615,84-C-2454, "An Improved Method of Measuring Blade Vibration and
Predicting Engine Durability." The objectives of the program were to
improve procedures for instrumenting jet engines to measure blade
vibrations and to improve the ability of engineers to predict engine
durability. These goals are difficult to obtain because of blade
mistuning'. Mistuning refers to small variations in the dynamic properties
of the gas turbine engine blading that cause the blades to vibrate at
slightly different frequencies and which can lead to large variations In
resonant stresses from blade to blade. Since every blade In every engine
cannot be instrumented, the issues are: which blades should be
instrumented in a particular test engine to get the maximum amount of
information, and how best to use this Information to estimate the worst
possible vibration that any engine of this tyoe is likely to experience. The
key to this problem is the use of mistuning statistics, a recent advance in
structural dynamics, which seeks to bridge the gap between mistuning
theory and its application in actual engines.

In mistuned rotors, individual blades behave in an almost
unpredictable fashion. However, large groups of blades will always
contain some blades that have small vibratory stresses, some that have
large stresses, and many with stresses that lie in between. This
statistical distribution of blade vibratory stresses is essentially the
same for any large group of blades. It is the parameters that characterize
this distribution which need to be substantiated during engine tests since
it is the distribution of blade amplitudes which can be used to predict the
response of the worst blade on the worst engine in the fleet and,
consequently, predict the durability of the entire fleet.



Prior to the commencement of this program, computer programs hadI
been written which predicted mistuning statistics for a given bladed disk
assembly, Reference [11. Sincti the underlying theory is linear, the
programs could calculate the relative vibratory amplitude of blades on
hundreds of disks and compile the resulting statistica distributions, but '
it could not predict their absolute magnitude because the magnitude of the
excitation' Is not known a priori. It is the premise of work undertaken In
this contract that the goal of vibratory testing should be to establish the
absolute magnitude of the distribution and to check the validity of theI
underlying computer model. Then the computer generated statistics can
be used to predict the worst blade behavior for the fleet. In addition,
since the distribution of blade amplitudes can be compiled ahead of time,
it can be used to optimize the placement of gages and to select the number

of instrumented blades that are required to achieve a valid test.
The purpose of the research conducted in this program was twofold:

to 3how that the statistical simulation program provides an accurate
means of predicting amplitude scatter, and se~condly, to Illustrate how theI
statistical data generated by the computer program can be used to
optimally Instrument the stage.

The first purpose was to investigate how well the statistical

simulation computer program predicts amplitude distributions. Prior toI
this research program the code had been used to generate a statistical
distribution of blade amplitudes for one mode of vibration on only one
bladed disk system. The results of that simulation were compared with
test data in Reference [1]. The comparison proved satisfactory after the
relatively large strain gage errors were taken Into account (it was
estimated that the old, hand-wound gages that were in use at that time
measured strains accurately to within only plus or minus 50%).
Consequently, one purpose of the work reported herein was to perform

additional comparisons with test data. To that end it was necessary to
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establish an experimental data base of blade amplitude statistics, to
* characterize the accuracy of the measurements, and to perform baseline

simulations of the vibrations in order to analytically predict the
* amplitude scatter.

The original study cited above, Reference [1), simulated the vibratory
response of a high pressure turbine stage. Turbine blades are relatively
stiff compared to the disk to which they are attached and significant
amounts of mechanical coupling Is transmitted through the disk. In the
work performed in this program three modes of an unshrouded first fan
stage bladed disk are simulated. Since for this stage the disk is extremely
stiff relative to the blades, relatively little mechanical coupling takes
place through the disk. Consequently, the comparisons of the predicted
amplitude distributions with the experimental data made In this program
provides three additional assessments of the validity of the statistical
approach on a stage whose dynamic characteristics are quite different
from that investigated in the original study, Reference [1l.

A second purpose of the work performed in this program was to
illustrate how statistical information about the blades' vibratory
amplitudes could be used to optimally instrument a stage with strain
gages. As was previously mentioned it is the view of this research
program that the goal of measuring vibratory stresses during engine
testing should be to establish the statistical distribution of blade
amplitudes so that it can be used to predict stags durability. The
distribution can be calculated analytically provided the magnitude of the

*generalized force acting on the bladed disk is known. Since the system 'S
linear, the magnitude of the generalized force acts as a scaling factor
which has the simple effect of proporticaially Increasing or decreasing the
peak vibratory stress amplitude that each blade experiences. As a result,
the mean stress on the stage is directly proportional to this quantity and,
conversely, the value of the generalized force can be easily calculated if
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the mean stress on the stage Is measured experimentally.

Several strategies for Instrumenting the bladed disk are considered in
this report. In each case the goal of the instrumentation Is to characterize
the distribution so as to infer the generalized force that acts on the stage.
For example, In the first strategy N blades are Instrumented on a random
basis. The Issue addressed In this program Is how accurately can you
assess the mean stress on the stage and how does this accuracy change as
you Increase the number of blades instrumented. As will be seen the
answer to this question depends on the dynamic characteristics of the
particular stage under consideration and, consequently, it Is possible that
one may find that five instrumented blades will be adequate for a first
fan stage while ten blades must be Instrumented to achieve the same level
of accuracy for the second stage. Clearly, for a limited amount of
instrumentation such an approach can be used to optimally distribute the
available strain gages throughout the test engine.

The work is reported in this document in the following manner.
Chapter 2 summarizes the input data required to develop the analytical
computer model of the stage. Chapter 3 describes the analytical model,
how the model parameters are calculated from the input data and
summarizes the resulting values of the model parameters. Chapter 4
provides a summary of the engine test data. A comparison of the
analytically predicted statistical distributions of blade amplitudes with
engine data is given In Chapter 5. Chapter 6 deals with the results of the
engine instrumentation optimization study, and Chapter 7 summarizes the
main conclusions of the work.
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2. INPUT DATA

In this chapter the data required to develop the analytical model of
the stage's vibratory resoonse will be summarized. The information that
is required falls into four categories: The dynamic characteristics of a
nominal blade, Information about the nominal stage dynamics, statistical
information which characterizes the blades frequency variation, and the4
amount of damping in the system.

The dynamic characteristics that will be used to establish nominal
blade properties in the various modes under consideration are its "blade
alone" modal mass and frequency in those modes (blade alone refers to how
the blade would vibrate if it was attached to a rigid foundation). These
properties for the first fan stage under consideration are summarized in
Table 1 for the first three modes: 1st bending, 2nd bending, and 1st
torsion. All nominal blade or system dynamic properties were calculated4
by the subcontractor using the NASTRAN finite element code. Blade alone
mode shapes are depicted for these three modes in Figures 1, 2, and 3.
Nominal properties will also be referred to as the "tuned" blade properties,
i.e., the properties blades or system would have if it were machined
perfectly to nominal specifications.

TABLE 1. BLADE ALONE PROPERTIES

Description 1 st bending 2nd bending 1 st torsion
Crossing 2E 4E 6E
rpm 6100 8700 7700
res. freq. 213.34 595.33 779.71
mod. mass 5.11 E-4 3. 10E-4 4.14 E-4
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When a theoretically tuned bladed disk is excited, it responds in
families of modes. For example, there is a first bending family in which
the blades flex in a first bending type response and in which the disk may
respond in various nodal diameter patterns. We will use the notation 1 D,
2D, 3D, etc. to refer to the various nodal diameter modes in a family where
the integer indicates the number of nodal diameters present. The
frequencies of these families of modes are plotted in Figure 4 as a
function of engine rpm. Note that the frequencies of the modes -within a
family are so close to each other in value that on this plot they appear as a
single curve. This is due to the relative flexibility of the blades and the
rigidity of the disk.

Each of these three families of modes w'ill be excited in the running
range by excitation sources whose frequencies are integer multiples of the
engine rpm. We will employ the commonly used notation of 1 E, 2E, 3E, etc.
to indicate excitation sources whose frequencies are'1, 2, 3, etc. times
the engine rpm. It can be shown that if the bladed disk were tuned that an
N nodal diameter mode can be excited only by an N engine order excitation.
From the Campbell plot of Figure 4 it is cltar that the 1st bending mode
family will be most strongly excited by a 2E excitation. If the stage were
tuned it would only excite a 2D response in the disk. Thus, it is important
to have a model which has approximately the same frequency response as
the original system in the various nodal diameter modes. The procedure
used here was to choose the values of the lumped spring mass system so
as to match the tuned system response of the actual bladed disk in the
primary response mode (2D3 for the case of a 2E excitation) and for a
neighboring mode (11D in this case). One then finds that because of
similarities in the physics of the systems the frequencies of the model
system approximate these of the actual disk reasonably well over a range
of nodal diameter responses. The 2nd bending and 1st torsion families of
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modes are dealt with in the same manner. The modal mass and frequeircies
of appropriate tuned bladed disk modes are summarized in Table 2.

TABLE 2: SYSTEM PROPERTIES

Lower ND 13 5
Freq. 210.18 589.43 774.29
Prim. ND 2 4 6
Freq. 212.91 592.66 776.61
Mod. mass 6.07 E-4 3.48 E-4 4.15 E-4
Higher ND 3 5 7
Freq. 213.16 593.88 777.32

Statistical data which characterize the variation in the blade
frequencies are presented in Table 3. The values quoted are the
frequencies of the blades measured during a shaker table test. In the
statistical simulations it is assumed that the frequencies of the blades in
the engine would vary by the same proportions from its nominal engine
frequency. The mean frequency, standard deviation, and the ratio of the
standard deviation to the mean for each blade mnode are given in Table 4.

7



TABLE 3: BLADE FREQUENCIES

BLADE S/N 1ST MODE 2ND MODE 3RD MODE
1 1 166 489 793
2 2 166 495 797
3 3 167 490 802
4 4 166 495 801
5 8 165 492 796
6 11. 167 498 806
7 11 167 493 807
8 12 167 494 801
9 14 167 496 799

10 15 168 494 806
11 20 169 495 804
12 24 168 496 804
13 25 165 493 798
14 26 168 494 802
15 27 165 425 795
16 29 169 499 810
17 30 167 490 805
18 31 167 496 803
19 32 167 496 799
20 34 167 492 801
21 36 169 500 802
22 37 168 498 809
23 39 167 496 801
24 42 166 493 800
25 43 167 495 798
26 47 167 491 796

*denotes blade serial number.
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TABLE 4: IMPORTANT BLADE STATISTICS

Mode 1 2 3
Mean Frequency, f* 167 494 801
Standard Deviation, SD 1.1 2.8 4.3
Ratio, SD:f* 0.66% 0.57% 0.54%

The last system property that needs to be characterized is the
damping. In Reference [1] it was assumed that all damping could be
represented in the bladed disk model by a viscous damper from the tip of
the blade to ground which contributed the same amount of modal damping
to the system as that which was observed experimentally in the high
response blades during the engine tests. The damping was inferred from
the high response blades by considering tracking plots of their vibratory
amplitude as a function of engine rpm and using the half-bandwidth
method of calculating the damping ratio (the ratio of the amount of
damping in the system to critical damping for that mode). The
half-bandwidth method of calculating the damping ratio Is equal to dcw/2co,
where dco is the freq~lency change required to go from the half power point
below the peak resonant response (the amplitude equals 70.7% of the peak

I - value observed at resonance) to the half power point above peak resonant
response and where co equals the resonant frequency. Tracking plots for all
the instrumented blades are given in Appendix A. Calculated values of the
damping ratios observed on different high response blades are summarized
in Table 5 along with their -mean values, It will be the mean values of

modal damping that will be used to calculate the viscous damping
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parameter in the analytical model.

TABLE 5: DAMPING MEASUREMENTS
Values of m-C/ccritical from high response blades, %

I st bending 2nd bending 1 st torsion
1.6 1.2 0.7
1.5 1.4 1.3
1.1 1.1 1.3
0.8 0.8 1.0

0.9
1.2
1.2
0.9
1.5
1.5
0.6
0.9

av 1.1, 1.1

The above approach for characterizing the system damping was
successful in Reference [1] but was found to be inadequate for the stage
studied in this program. One reason for this is that the unsteady
aerodynamic forces including the aerodynamic coupling terms are far more
important for a large flexible fan blade than they are for a turbine blade.
As a result, during this program It was necessary to modify the dynamic
spring mass model in order to incorporate aerodynamic coupling terms.
The various aerodynamic force terms are either in phase or 90 degrees out
of phase with the relative motions that occur between the blades and

10



essentially contribute either a dynamic stiffness or damping to the
system. There are six stiffness and damping parameters that were
introduced into the model in order to characterize aerodynamic forces
between each blade and the gases that flow arround it and between each
blade and its neighboring blades. The values of these parameters wereI
calculated for the three modes of IMerest using a computer program which
incorporated the NASA developed aerodynamic code, RA3, Reference [2].

The computer program can calculate the unsteady aerodynamic forces
provided that the modal displacements correspond to either simple bendingI
or simple rotational motions, but not both. Upon consideration of the
mode shapes associated with the first three modes, it is apparent that
first two modes are predominately bending whereas the third mode (which
we have been calling 1st torsion) has significant components of both

bending and rotation. In order to run the aerodynamic code the modalI
displacements of all three modes were simplified as consisting of either
simple bending motions (for the first two modes) or a simple torsion type

rotational motion in the case of the third mode. The resulting errors in

the mode shape were judged to be most significant for the third mode. TheI
aerodynamic coefficients that resulted from these calculations are
summarized in Table 6. Their relevance to the mass spring system4

representing the bladed disk is discussed in Chapter 3.

TABLE 6: AERODYNAMIC COEFFICIENTSI
-- ---------------------------------------------- -
Coefficient 1I t bending 2nd bending 1 at torsion

K21 7.3 4.0 -108.

K22 -7.5 -28.0 -344.
K23 -2.5 10.3 12.
C21 0.0026 0.0037 0.0459
022 0.0190 0.0205 0.3548

C23 0.0024 -0.0028 -0.076



Note that the computer program for calculIating the aerodynamic
coefficients, Appendix B, was developed by Griffin Consulting and sent to
the subcontractor, Pratt and Whitney Aircraft, in order for them to
calculate the aerodynamic coefficients. The Input data describing the
flow conditions in the engine (Mach number, gas density, etc.) are not
available for general distribution and, consequently, are not contained in
this report.
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3. THE ANALYTICAL MODEL

In this chapter the procedures used to establish the nominal values of
the model's parameters will be discussed first. Then, the basis for
Incorporating the statistical varlatlonn will be given.

The analysis used In computing the blades' amplitudes Is based on
establishing the vibratory response of the spring mass system depicted In
Figure 5. Note that the parallel lines In Figure 5 Indicate beamlike
elements which have zero extensional flexibility and transverse
stiffnesses as noted. The model used here differs from that used in
Reference [1] in two respects. Only one mass (instead of two) is used to
represent the blade's degree of freedom. This was shown to be an adequate
representation in Reference [3] and simplifies the modelling process.
Secondly, stiffnesses and damping elements were added in order to better
represent the aerodynamic forces in the system. These correspond to the
additional springs and dashpots labelled K21, K22, K23, C21, and C23 in
Figure 5.

The external force represents a particular engino order excitation
and, as a result, is sinusoidal in time and differs only In phase from blade
to blade. This type of excitation is caused by circumferential variations
in the flow field which translatc into a source of periodic excitations in
the reference frame of the rotating blades. The resulting forcing function
is equivalent to a Fourier series which has frequencies proportional to
integer multiples of the engine rpm. As the engine changes speed, one of
these frequencies will coincide with a natural frequency of the bladed
disk at which time the other terms in the Fourier series have little effect
and are negligible. Under these circumstances each blade is exposed to the
same excitation except for differences in phase which are proportional to
the blade's circumferential position on the disk. The cases simulated are
of this type, for example, the 1st bending mode is subjected to a 2E
excitation at approximately 6000 rpm (Figure 4) and in that case the phase

13



difference between the excitation acting on neighboring blades is equal to
4x divided by the number of blades, 26. The amplitudes and phase
difference between neighboring blades are summarized for the excitation
in Table 7.

TABLE 7: EXCITATION CHARACTERISTICS
--------------------------------------------------------

MODE let BENDING(1) 2nd BENDING(2) lt TORSION(3)

Engine Order 2E 4E 6E
Magnitude of Excitation 1.0 1.0 1.0
Phase Difference (Radians) 20/3 4w/I3 6Mc113

In this study, the analytical simulations attempt to represent actual
components as tested in an engine configuration. Consequently, the mean
values of the modei's parameters are selected to represent the nominal
physikAl system as closely as possible. In the actual rotor the dominant
resonant response corresponded to a specific blade mode stimulated by a
particular engine order excitation, say nE. Thus, to simulate this response
properly it was important to do two things: 1) Let the blade-part of the
model hiave the s~.me modal response as the actual biade; and 2) in order to
get the right amount of intoraction between the mistuned modes and the nE
excitation, have the circumferential response of the bladed disk model be
the same as that of the actual hardware.

Orig!nally, it was assumed that these physical constraints could be
satisfied ini the same nronimr as used in Reference [1]. The following
description cummarizes that approach. The mass and stiffness of the
blade elements, m2 aria K2, are chosen so that the nominal blade model has
the same modal mass and frequency as the actual blade in the blade alone
mode of Interest (refer to Table 1 for specific values as calculated via the
finite element method). Secondly, that the disk's lumped mass and spring
parameters are chosen so that the modal mass and resonant frequency of

14



4

the spring mass system are the same as that of the nominal bladed disk In
the nth nodal diameter mode (which means that the nominal spring mass
model would predict the same amplitude of response for an 'nE excitation
as would a finite element analysis of the bladed disk). Lastly, the disk's
circumferential stiffness parameter, KB, Is chosen so that the next lower
nodal diameter mode in the spring mass system has the same frequency as
that calculated by the finite element analysis. (in fact, this means that
all of the adjacent nodal diameter modes have approximately the correct
frequencies).

It Is clear that such an approach satisfies requirements 1) and 2)
stated above. It also satisfies the requirement that the number of
constraints equals the number of degrees of freedom in the model and,
hence, provides a mechanism for uniquely establishing all of the nominal
values of the masses and stiffnesses used in the model. This approach
proved completely successful In simulating the turbine disk of Reference

[1.However, If the mass spring model of Figure 5 is examined more
closely it shows that, in addition to the modes of vibration just discussed,
there is a second family of bladed disk modes in the radial direction
having various circumferential nodal lines, OR,1 R 2R, etc., that correspond
to additional radial bladed disk modes. (This phenomenon occurs in all
two dimensional structures; for example, if a circular disk is vibrated its
modes of vibration can have radial, as well as; diametral nodal lines.
Because of circular symmetry, the spring, mass system used In this
simulation also has this property. The families of modes under discussion
have zero and one circumferential nodal lines. The mode having one
circumferential nodel line - the 2nd radial mode - is spurious). In the case
of the turbine stage, Reference [1], the second radial mode was also

* present but occurred at a significantly higher frequency than that of the
mode under consideration and, consequently, had no effect on the analysis.
In the case of the fan stage under investigation In this program the second
radial mode of the spring, mass system is very close to the mode of
interest and, consequently, its presence would strongly effect the dynamic
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response analytically predicted by the model. It has been verified that
this result cannot be changed by using two masses to represent the blade
if the blade's modal mass is constrained to be the same as that of the
physical blade. It has also been verified that this is a spurious effect
caused by the limitations of the lumped parameter system and that it does
not occur in this manner in the actual physical system that we wish to
simulate. The presence of the spurious mode follows from the physical
constraints that we hava applied and the model we have selected and
occurs in this instance beIause of the relatively massive disk to which the
blades are attached. Tlie only way of removing this unwanted mode from
the frequency range of interest is to relax one of the constraints used in
establishing the mnd;el's parameters.

The least importent constraint is that the mass representing the
blade in the model has the same value as mba, the modal mass of the blade
in its blade alone mode of response (i.e. when its attached to a rigid
foundation). A parametric study was conducted to ascertain the effect of
mba on the frequency of the second radial mode. This was performed
computationally by vary;,ag p, the mass ratio between the blade and disk
(m3/m2). Once a modal mass is established which gets the second radial
mode out of the frequency range of interest it is then necessary to
calculate the new valuis of the lumped masses and springs which satisfy
the other sytem constraints. It was found that the frequency of the second
radial mode was quite high and, as a result, out of the frequency range of
interest for low valuez of g± and that it deceased as g, increased until for
large values of pg its ;requency was very close to the first radial mode.
Thus, in this respect lower values of g± were more desirable. However,
when low values of AI were used no physically acceptable values of the
system parameters could be found which would satisfy the other system
constraints. For this reason, moderate values of gt were chosen which
resulted in acceptably high second radial mode frequencies and, also,
physically meaningful values of the model parameters.
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As an example of this, consider the two nodal diameter, 1st bending
mvcde. The mode we wish to simulate has a frequency of 212.9 Hz. and
using the original modelling technique the spurious 2nd radial mod.e has a
frequency of 214.4 Hz. By letting the blade alone modal mass change from
0.00051 to 0.00081 the frequency of the spurious mode is increased to
398 Hz., well out of the range of the simulation. This approach was used
for each of the modes and the resulting values of the masses and springs
used in the final simulations are given in Table 8.

TABLE 8: NOMINAL VALUES OF MASSES, SPRINGS

& HALF-BANDWIDTH DAMPING

Parameter It bend. 2nd bend. 1st torsion

mI 6.05 E-7 3.46 E-7 4.12 E-7

m2  6.03 E-4 3.46 E-4 4.12 E-4

m3  3.03 E-2 1.75 E-2 4.12 E-2

k1 1.09 E+6 4.85 E+6 9.90 E+6

k2  1.09 E+3 4.85 E+3 9.90 E+3

k3  9,259 6.48 E+4 1.91 E+5

k8 1.37 E+6 8.27 E+3 1.16 E+6

C22" 0.019 0.029 0.045

The nomit-.nl damping parameters were calculated in two ways. The
first method that was used in Reference [11 was to let all of the system
damping be incorporated into viscous dampers that act between the tip
mass on each blade and ground (the ground represents the gas). The main
source of damping in bladed disks is usually due to aerodynamic effects.
Consequently, the underlying assumptions in this approach are that
interblade aerodynamic coupling is negligible and that the aerodynamic
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damping can be inferrad from half-bandwidth estimates of damping
calculated from strain gage tracking plot* ot the high response blades.
(See Chapter 2 for additional discussions concerning this approach). Using
this approach one may calculate the damping ratio for the mode and, using
values of modal mass and frequency, calculate the corresponding values of
C22 to be used In the models. Values of C22 calculated In this manner are

FgivenIn Table 8as C22.

A difficulty that can occur with this approach is that mistuned stages
can have multiple peaks which can coalesce and make the half-bandwidth
estimating method unreliable (typically It will overestimate the damping).
A second problem Is that the method of incorporating damping into the
model fails to take into account aerodynamic coupling between the blades
which is an especially important effect in large, flexible fan blades. To
compensate for these difficulties a second, analytical approach was
developed to assess aerodynamic effects which used the NASA developed
code RAO, Reference [2], to calculate aerodynamic coupling terms. Since
the aerodynamic forces are linearly proportional to the displacements and
velocities of the blades It was possible to calculate values of equivalent
springs and dashpots that would exert the same forces on the stage as
those predictaid aerodynamically. The dampers and springs associated with
the aerodynamic effects are labelled K21, K22, K23, C21, C22, and C23 In
Figure 5. Their values as calculated using the aerodynamic code are given
in Table 6.

There are two distinct statistical aspects of the problem that need to
be characterized experimentally: the variation in the natural frequencies
of the blades, and strain gage measurement errors.

The natural frequencies of the blades were measured In the modes of
Interest using a shaker table. Their values are given in Table 3. Since
these are developmental blades, a larger sample size is not available to
better characterize frequency variations. It is assumed for purposes of
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this study that the observed frequency variations in the test blade sample
would be representative of those that would occur in production. (This
assumption would have to be verified by tests on additional blades once

* the engine was in production if the stage proved sensitive to mistuning).
In addition, it is assumed that the percent variation in blade frequencies
would be the same in the engine as on the shaker table. For example, in the
shaker table test the mean frequency of the blades in first bending was
167 Hz. and the standard deviation was 1.1 Hz. or 0.66% of the mean value.
Under engine conditions the first bending frequency increases to 213 Hz.
because of centrifugal stiffening and it is assumed that the standard
deviation in the frequency would be 1.4 Hz. (which is 0.66% of 213 Hz.).
This assumption allows us to take engine effects on blade frequency into
account in our simulation. The key blade frequency statistical data is
summarized In Table 4. Note that the ratio of the standard deviation to
the mean is approximately constant, 0.6%, for all three modes.

Strain gage measurement errors where estimated using laboratory
tests in which ten different blades were instrumer'ted with engine size
gages and shaken at three different amplitudes in the modes of interests.
The original test data sheets are provided in Appendix B, the statistical
results are, summarized in Table 9 in which a key result is p, the standard
deviation in the strain measurements as a percentage of the average value
measured. The data is given for strain gages located on the blades in
various physical locations which were designated by the subcontractor as
locations El, E2, ... , etc. These locations are indicated in Figure 6. Note
that only pertinent statistics are given in Table 9, for example, for the
first bending mode, statistics for gages in positions El and ES are given
only since gages in the other locations were not adequately sensitive to

* this mode of vibration and were not used to measu.'e its response. This
information will be used during the simulation in order to facilitate the
comparison of the analytical predictions with the test data in the

following manner.
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TABLE 9: STRAIN GAGE ERROR SUMMARY
Measured at constant tip amplitude of 0.090 inches

S1st bending mode
Quanitv El E2 E4 ES E6

Ave strain 5.3 2.1
Stand. Dev. 0.43 0.06

p 8.1% 3.0%

2nd bending mode
Ave strain 11.9
Stand. Dev. 0.90

p 7.6%

1st torsion mode
Ave strain 10.3 17.7 9.4
Stand. Dev. 1.3 2.1 0.5

p 13% 12%/6 5%

First, the statistical amplitude variations due to mistuning will be
computed. Then each data point will be reprocessed under the assumption
that it is subjected to a random, log normal strain gage error whose mean
value is one and whose standard deviation is a specified percentage of the
value measured. The distribution in strain gage errors is assumed to De
log normally distributed in order for the simulation to always result in
positive definite amplitude distributions for large samples, which, of
course, is a physical constraint which must be met, i.e. you always
measure positive amplitudes.

This completes the description of the nominal and statistical models.
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4. ESTABLISH VIBRATORY STRESS AMPLITUDES FROM ENGINE
TRACKING PLOTS.

In this chapter the procedure for establishing the strain gage
amplitude distribution from the engine test data will be given.
Experimental amplitude distributions will be summarized.

A typical engine tracking plot is given in Figure 7. The strain gage
under consideration Is located at a position on the blade that is sensitive
to the 1st and 2nd bending modes. These modes are excited by Fourier
components of the excitation whose frequencies are proportional. to two
and four times the engine rpm. Thus, the 1st bending response may be
established by using a 2E filter (the middle plot) which is synchronized
with two times the engine's rpm. The peak 1st bending response for this
strain gage may be read from the 2E filtered plot as 5.8 KSI. Similarly,
the 2nd bending mode response is given by the top plot as 3.9 KSI.

Two engine tests were conducted during which the blades' vibratory
responses were measured, one In Hartford and one In Florida. The tracking
plots for both sets of tests are given In Appendix A. An example of how
the data was processed is Indicated in Table 10.

The case considered in Table 10 is the Hartford data for the 1st
bending mode. First, the peak values of all the vibratory stresses are read
from the 2E filtered tracking plots. Strain gages 130 and 131 were
located at a different position on the blade from the rest of the gages so
their stress values had to be multiplied by the appropriate modal ratio
(2.5) in order to establish equivalent stress values for these two gages.
The mean value of the stresses was then calculated for this set of
equivalent stresses to be 5.1 and the equivalent stress data was then
normalized by this value. The stresses were then ordered by their
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magnitude and assigned a probability rank. The probability rank in percent

was calculated using the formula

P - 100 x (2i - 1)/N

where i is the order of the observation and N is the total number of
observations.

TABLE 10: EXAMPLE OF DATA PROCESSING: 1ST BENDING
Hartford data:

SG# SG Loc Stress Eq. Stress Normalized
104 1 5.5 5.5 1.08
105 1 6.5 6.5 1.27
10 1 5.8 5.8 1.14
130 5 1.5 3.8 0.74
131 5 1.5 3. 0.74

mean- 5.1

Order Rank Value
1 10%/o 0.74
2 30% 0.74
3 50% 1.08
4 70% 1.14
5 90% 1.27
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5. COMPARISON OF ENGINE DATA WITH PREDICTIONS FROM THE
ANALYTICAL MODELS AND AN EXAMPLE OF A DURABILITY
PREDICTION.

First, the experimental data will be compared with those predicted
analytically when the simple aerodynamic model based on one damping
parameter and half-bandwidth measuren'ents from tracking plots are used.
Then the experimental cata will be compared with scatter pret,bted using
the aerodynamic paramete%; calculated analytically utilizing RAO.

A description of how the experimental data was processed is provided
in Chapter 4. In the umse of the analytical data, the peak amplitudes were
calculated for each blade on the disk and a strain gage error,
representative of those observed in the laboratory tests, was statistically
incorporated into its fial 'measured' value of stress. The amplitudes
were then listed and processed in an identical manner to the experimental
data.

The comparisons between the experimental data and analytically
predicted values that were calculated using the simple aerodynamic model
are made graphically in Figures 8, 9, and 10. Figure 8, which displays the
results for the I st bending mode, is representative of the results for all
three modes. Note that the analytical model underpredicts the amplitude
scatter observed in the engine by a significant margin. For example, one
would predict that the worst amplitude one would expect to see on a disk
would be 30% higher than the average value observed. In fact, the engine
data indicated that it was closer to 90%. In summary, the simple approach
did not predict the amplitude scatter observed in the engine well. (It
should be pointed out that the Hartford and Florida data have been treated
as independent observations in this comparison and have been lumped
together after they were normalized by their respective mean valueo. The
conclusion would be essentially the same If data from the two engines
were compiled separately).
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It was felt that the model may have underpredicted the amount of
scatter because the half-bandwidth method of estimating damping tends
to overestimate Its actual value. This occurs because mistuning results in
multiple peaks that can coalesce and provide the appearance of a broader
single peak. In the turbine disk that was previously analyzed, Reference
1IJ, it was felt that this was not a significant problem since all of the
high-response blades exhibited about the same amount of damping. That
was not the case in the fan stage considered in this study. In this
investigation the damping varied significantly more from blade to blade
and, as a result, It was not clear what the best value of damping would be
to use in the model. Damping values were calculated analytically to
compensate for this uncertainty and the mistuning model augmented so
that it could incorporate the additional aerodynamic terms that represent
coupling between the blades. As was mentioned in Chapter 3, the third
blade mode (which has been casually referred'to as the 1st torsion mode in
this report) was the hardest to model aerodynamically because it
corresponded to the most complex mode shape of the three modes that
were modelled. In the third mode each section of the blade had significant
bending components as well as rotations. The aerodynamic code could
simulate either a simple section translation or a simple rotation, but not
both concurrently. As a result, for the third mode, the bending component
of its motion was deleted and Its behavior modelled as simple torsion.

The resulting analysis predicted that larger values of aerodynamic
damping should occur than were measured experimentally using thie half
band-width approach. Since the half-bandwidth method overestimates
damping it was felt that the aerodynamic coefficients for the 3rd mode
were significantly in error, probably due to the aforementioned
simplifications required in representing its mode shape.

The comparison botween the experimental data and values predicted
analytically is depicted for the 1st bending mode in Figures 11 a and 11 b.
In the first figure the Florida and Hartford test data are processed
separately. Both sets of data agree well with the analytical predictions.
The Florida data would agree even better if there were not one data point
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with an exceptionally high value. The data points at the extremes of the
probability spectrum are the least reliably known. Consequently, this
disagreement with one observation is not particularly disconcerting. Note
that Its presence significantly affects t.he mean of the distribution and
because of the normalization procedure shifts all of the other amplitudes
observed in this test to the left. Thus, the Important point is that while
the data are slightly shifted to the left (relative to the analytically
predicted trend), the slopes are essentially the same. In Fig 11 b the test
data from the- two tests have been combined into one probability
distribution. Under this approach the effect of the single large value is
less pronounced and the good agreement between the experimental and
analytical data is more apparent.

Comparisons are made for the 2nd bending mode in Figures 1 2a and
12b. The comparison with the Hartford data is quite good although the data
is limited (there are only 3 data points). The comparison with the Florida
data is at first glance not as good until we observe that this is due in
large part to a single datum which appears to be atypical. In this case the
value of the peak stress was unusually small, 0.05 of the mean value (note
that the next smallest values were an order of magnitude larger) and one
might suspect an experimental error of some type. In fact, this strain
gage had an unusual tracking plot in that it had no apparent 2E response at
all and only a very marginal 4E response (see tracking plots in Appendix A).
For this reason this datum was considered of questionable validity and- the
engine data was analyzed a second time without its value being
incorporated into the process. The results are depicted in Figures 1 3a and
13b. With the removal of the outlying data point, the agreement of the
engine data with the results predicted by the. analytical model is judged to
be excellent.

The results for the 3rd mode are depicted in Figures 1 4a and 1 4b.
There is poor agreement between results predicted analytically and those
observed experimentally. It is believed that this poor agreement is due to
errors in the aerodynamic coefficients caused by a poor representation of
the relatively complex motions that occur in this higher mode.
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To provide an example of how durability predictions could be made for
this stage, the response of the first bending mode was analyzed using aI
large simulation; of 200 bladed disks. The resulting probabltly
distribution of amplitudes Is depicted In Figure 15. The worst stress that
one should observe in 500 disks (based on extrapolation of the data) is
approximately 1.5 times higher than the mean stress. The mean stress in
the Hartford test was 5.1 KSI peak to peak. This Implies that the
maximum stress one would expect to see in 500 engines tested' under
comparable run conditions would be 7.7 KSI, well below the vibratory limit
for this blade. It Is clear that an important issue is how well do we know
the mean stress for the distribution. This is addressed in the next chapterI
on instrumentation procedures.

In conclusion, it is noted that for the first two modes considered, the
scatter in the amplitudes of vibratory response was predicted quite well
by the analytical model utilizing the NASA developed aerodynamic code,
1-O Consequently, relative amplitude scatter can be computed in these
cases completely analytically before the engine test is run and the
resulting statistics used in establishing an instrumentation strategy.
Several approaches to instrumenting the engine are discussed in the nextI

~hapter.
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8. IN4STRUMENATION OPTiMIZATION STUDY

6.1 INTIRODUCTION

This chapter deals with using the statistical information on how the
stage vibrates to instrument the endgine. Two goals of engine testing are:

*1) establishing the statistical distribution of amplitudes, and 21
protecting the stage so that It lasts through the test program without
losing a blade because of excessive vibrations. With the approach used
here the first goal can be achiev'ed by establishing the distribution's scale.
This can be done by experimentally determining the mean, median, or any
other characteristic measure of the amplitudes since this establishes fo,
the magnitude of the excitation, in our analytical model. The second goal
can be accomplished In several ways: either Indirectly by knowing the
ratio of the worst stress on the stage to its mean value and monitoring the
mean stress during the experiment, or directly by trying to instrument the
blade that will vibrate most strongly on the engine disk.

These goals of measuring the mean stress on the stage and monitoring
the worst blade on the engine test disk provides our criteria of how well
a particular instrumentation strategy works. That is, If there is a limited
number of gages that can be used on a stage, how big is our error when we
try to estimate a characteristic stress (such as the mean stress, or the
maximum stress on the stage) from our measurements when a particular
strategy is used in selecting the blades that are to be Instrumented.

Two primary strategies will be examined: selecting blades randomly,
and selecting blades to instrument based on their blade alone frequency. A
third strategy which will be briefly considered for establishing the

* magnitude of the excitation, fog will consist of modelling the test engine
stage and trying to find a value of fo which gives the best correlation of
the experiment with the analytical model.

In the following sections these instrumentation strategies will be
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Illustrated by investigating how they could be applied to the 1 st bending

* 8.2 RANDOMLY SELECTING BLADES

The key attribute of randomly selecting the blades to Instrument is
that It provides an unbiased sample of the distribution of blade amplitudes
and that, consequently, the mean value of the vibratory stress that isI
observed Is always an estimate of the mean value of the distribution, a
result which is truly independent of the number of blades Instrumented.
The Issue then becomes one of how well can the mean value of the
distribution be determined from the mean value of the stresses that are .
measured. A measure of error in this situation is the standard deviation
that is observed when making an estimate of the mean from a limited
sample since one would expect the estimate to be accurate to within plus
or minus two or three standard deviations depending on the confidence

level sought. Estimating the mean of a distribution from a limitedI
randomly selected sample is a classical problem in statistics and
according to the Central Limit Theorem, Reference [4], the standard
deviation predicted in estimating the mean is equal to the standard
deviation of the statistical distribution that is sampled divided by the

F square root of N, where N is the number of blades instrumented.

This classical result was tested numerically by considering ten disks
rsing thchenc valus. Thed resuolts areldepcted insFigurened 16lalong wThhe
mean vibratory amplitude was calculated for each disk with N equal to 2,
4, 6, etc. and the standard deviation in the means calculated from the
theoretical results one would calculate using the Central Limit Theorem
and the fact that the standard deviation of the ten disk sample was 10.8%
of the mean. The numerical data agrees reasonably well with theI
theoretically predicted behavior and it is clear that the Central Limit
distrib cutlo is known.tyoc tesadaddvato fth vrl
Theoremutoul be usddrctyocntesadaddvatonfth.vrl
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The results In Figure 16 can be used to select the number of gages
that should be used on the stage In order to achieve a specified level of
accuracy In estimating the mean. Alternatively, it Is apparent that there
Is a significant Improvement In the accuracy of the estimate If the number
of gages Is Increased from 2 to 6 or 8. Conversely, It would not seem
worthwhile to have more than 8 gages unless there were exceptional
circumstances. This result depends on the level of mistuning In the stage
and on a number of physical factors which can be different with each mode
and stage considered. The overall Instrumentation strategy for an engine
can be established once curves of this type are developed for all the
stages. One might find that a given level of accuracy can be achieved In all
the stages If, for example, 8 gages are used in the first stage, 6 In the
second, and 10 in the third stage.

Randomly Instrumenting the blades Is appealing because It Is an easy
strategy to implement, requires no additional analysis beyond a baseline
mistuning analysis to calculaie the standard deviation, and provides and
unbiased estimate of the distribution. It does not provide a very effective
method of instrumenting the high response blades. To do that we need to
recognize the relationship that exists between the frequency of individual
blades and the amplitudes they tend to exhibit in the mistuned bladed disk.
Then we may preferentially instrument those blades which tend to be the
high responding blades. This approach is addressed in the next section.

6.3 CHOOSING BLADES BY THEIR FREQUENCIES

The first question addressed 'n this section is whether or not there is
a correlation between the blade alone frequency of a blade and how it
vibrates on the disk. In Reference El] it was found that blades whose

* frequencies were close to the tuned system frequency tended to act as
tuned absorbers and, on the average, tended to be the high response blades
in the system. To establish If this was also the case for the fan disk
considered in this research program, the peak amplitudes of the fan blades
were plotted as a function of their blade alone frequencies in Figures 17
and 18 for the 1st and 2nd bending modes, respectively. In each case
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approximately two hundred amplitudes were generated analytically and
plotted as open triangles. In both plots there is a tendency for blades with
frequencies near the tuned system frequency (the solid vertical line) to
vibrate most strongly. Thus, It can be concluded that the same type of
dependency on blade alone frequency Is predicted for the fan blade modes
as was observed In the earlier study of turbine blades, Reference [11. The
experimental data from the engine test was also plotted (as the solid
squares) In Figures 17 and 18 as a check on the analytical predictions.
The amplitudes of the test data were scaled so that they had the same
mean value as the analytically generated data and their frequencies by
scaling the blades bench test frequencies so that they had the same mean
frequency as the blades In the analytical model. The trends In both sets of
experimental data tend to confirm the distribution predicted by the
analytical model. Note that in this instance the analytical data was not
processed to Include strain gage error while, of course, the engine data
included this additional source of error. Consequently, while the
experimental data shows the same overall trends as that predicted
analytically, it also exhibited more scatter than expected based on the
analytical results.

In summary, both the analytical and experimental data confirmed that
the blades with frequencies near the tuned system frequencies of the
bladed disk tended to be the high response blades. This result suggests the
Instrumentation strategy of Instrumenting those blades with blade alone
frequencies nearest this tuned system frequency. Such a strategy results
in a biased sample and, as a result, the mean amplitude measured, A*, is
not the mean of the overall distribution. Furthermore, the mean value
measured depends on the number of blades instrumented. Thus, two issues
need to be addressed in this section with regard to A*: 1) how does the
average stress measured on one engine with N blades instrumented relate
to the mean stress of the overall distribution from many engines of this
type, and 2) what is the uncertainty ýn A* in such a measurement.

The purpose of adopting a strategy of instrumenting blades
preferentially by their blade alone frequency is, of course, to improve the
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chances of monitoring the stresses an the worst blade on the dick. How
well this goal Is met is assessed by determining the *rmax amplitude
MaOOo, R, as a function of N, the number of gages on the disk. R is the
ratio of the maximum amplitude measured to the amplitude of the
maximum responding blade on the disk. When R Is equal to 1.0, the
maximum peak amplitude on the disk has been measured. If It is known
that on the average R Is 0.9 for the Instrumentation strategy, then the
maximun stress you observe is multiplied by 1.11 In order to estimate
the worst stress on the disk. A second concern Is how much uncertainty
there Is In R. Clearly, as the number of gages Is Increased, R goes to 1.0
and there Is lesn uncertainty involved in whether or not you have measured
a value nearly equal to the worst stress. This uncertainty may be
assessed by knowing the standard deviation In R as a function of N, the
number of blades Instrumented.

Thus, four quantities will be assessed In this study as functions of N:
1). A*, the mean amplitude of the sample, 2) Ps the standard deviation in
A* as a percentage of A*, 3) R, the max amplitude ratio, and 4) SDR, the
standard deviation in R. These quantities were be calculated using a 50
disk simulation In which N blades are instrumented preferentially by their
frequency. For example, when N equals two, two blades on each disk were
chosen with frequencies closest to some prescribed value, and A* and R
were calculated for the 50 bladed disks simulated. From these 50 samples
standard deviations for A* and R were determined. Thus, A%, R and their
standard deviations are known for N equal to 2. This process was repeatbd
for other values of N and the results depicted as plots of A% R, etc. as
functions of N.

Three approaches will be assessed: instrumenting blades with
frequencies nearest the tuned system frquency, Instrumenting the lowest
frequency blades, and instrumenting the highest frequency blades. The
results are depicted in Figures 19 through 22. First, consider how A* and
its standard deviation depends on N for each of these approaches.

A* is plotted as functions of N for the thfr'ee instrumentation
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ainproaches In Fig 19. The results are reasonable If Figure 17 is taken into
consideration In that if blades are instrumented near the tuned system
frequency they tend to be the most highly responding blades; if the lowest
frequeincy blades are instrumented, they tend to have somewhat above
average response (the overall mean is about 0.051); and, If the high
frequency blades are Instrumented, the blades have below average
response. The values plotted In Figure 19 are Important in that they allow
you to convert from the mean amplitude value that you measure to the
mean amplitude of the overall distribution. Note that A* depends on N
and must bra calculated analytically using this type of simulation
technique. Figure 20 yields the standard deviation in A* as a function of N.
It Is clear that instrumenting high frequency blades results in
consistently higher measurement errors than the other two approaches.
Instrumenting low frequency blades and instrumenting blades near the
tuned system frequency results in comparable errors In measuring A*
except for very low values of N at which time instrumenting the low
frequency blades results In a better estimate of A'.

The maximum amplitude ratio, R,- Is depicted in Figure 21. Once again
it is clear that instrumenting blades with frequencies near the tuned
system frequency results in a better chance of measuring the high
response blade since R is consistently higher using this approach. The
uncertainty In R is proportional to its standard deviation which is depicted
in Figure 22. Again instrumenting the high frequency blades produces the
most uncertainty in the measurements, whereas, the other two approaches
have lower and comparable uncertainties.

From these plots, one might conclude, for example, that it is best to
instrument the eight blades on this disk with frequencies nearest the
tuned system frequency, i.e. those blades having bench test frequencies
0.2% below the mean bench frequency of all the blades on the disk. In this
case the average amplitude measured is 1.02 times the mean amplitude of
all blades of this type with an uncertainty of approximately plus or minus
12% (3 standard deviations). In addition, the worst stress measured on any
of these eight blades is 97% of the highest stress on any of the blades on
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the disk also with an uncertainty of plus or minus 12%.

6.4 PREDICTING THE RESPONSE OF THE TEST ENGINE

A third strategy for calibrating the analytical model and determining
the magnitude of the excitation, for is to predict the response of the
specific bladed disk system used on the test engine and choose fo so as to
provide the best correlation with the engine data. This is not an
instrumentation strategy so much as a way of establishing a scale factor
for the distribution in order to perform a durability calculation. To test
this approach the response of the test disk was simulated as closely as
possible and the resulting peak amplitudes correlated with those observed
experimentally. The results are dopicted in Figure 23. Note that the
experimental results are scaled so as to have the same mean response as
the analytical values. A perfect correlation would lie on a straight line
with a slope of 45 degrees. After some consideration of this plot it is
apparent that there is no significant correlation between predicted and
experimentally measured values of peak amplitude. Consequently, it was
concluded that this was not a feasible approach for estimating foe

Several comments should be made concerning this result. Firstly, this
was never considered a very attractive approach because there was no way
to access the uncertainty in for whereas the other approaches provide a
method for estimating the error in how well we know the mean stress (and
hence, fo). Secondly, it has been shown that very small modelling errors
can result in very large errors in how we would predict a particular blade
on the disk would vibrate, however, such errors do not significantly affect

A the overall statistical response of the bladed disk system, Reference [2].
Tis is why the statistical approach is needed to circumvent the

unreliability that is inherent in a deterministic approach. Thus, in
conclusion, Figure 23 indicates the strong need for a statistical approach

to this class of problems.
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7. CONCLUSIONS AND RECOMMENDATIONS

The following otservatlons and conclusions are made with regard to
the work that was carried out during this project:

1. The approach for modelling the bladed disk system had to be
modified in two respects from that used in Reference [1] in order to
provide an adequate representation of the physical system. The first
difference is that the parameter identification constraint (which
stipulated that the mass of the blade part of the spring-mass model had to
be the same as the modal mass of the blade in its blade alone mode of
response) had to be relaxed. This was necessary in order to move a
spurious second radial system mode of the spring-mass model out of the
frequency range of interest. This difficulty occurred in all three modes of
the fan blade but did not occur in the previous turbine stage simulation,
Reference [1]. This difference between the turbine and fan stages is
attributed to the increased stiffness of the disk relative to the blades in
the case of the fan. (The stiffness of the disk is indicated by the fact that
the bladed disk frequency was only 0.2% less than the blade alone
frequency for the fan stage while it was 2% less for the turbine stage.) It
is believed that this change in modelling technique will be required in any
situation involv~tng very stiff disks and flexible blades.

The second difference was that an improved aerodynamic model had to
be used in order to properly compute blade scatter. The aerodynamic
model used in the spring-mass system was improved by including
additional spring and -dashpot elements which represented aerodynamic
forces between blades. The coefficients of these elements were computed
analytically utilizing the NASA developed aerodynamic code RAO. It was
concluded that the aerodynamic coefficients calculated for the third mode
(also referred to as the 1st torsion mode) were significantly in error.
This is attributed to the significant simplifications that were required in
modelling the mode shape of this higher order mode in order to represent
it as a simple torsion motion for input to RAO.

2. The augmented mistuning computer code correctly predicted the
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statistical distribution of blade amplitudes in the frst two modes, 1st
and 2nd bending. This was indicated by good agreement with engine test
data on amplitude probability plots and on. correlations of amplitude with
bench test frequency. The code did not correlate well with the 3rd mode's
response. This difficulty is attributed to difficulties in calculating the

* correct amount of aerodynamic damping in the system for this complex
mode. For the first two modes the approach offers a completely

* ýanalytical method of computing relative amplitude scatter, and, as a
result, can be used to optimize instrumentation strategies prior to
testing.

3. None of the modes studied would cause a durability problem.

4. The instrumentation optimization study was completed. It
considered how to select the number of gages that should be used on the
stage and which blades should be instrumented. Choosing blades randomly
is appealing because it results in an unbiased sample and requires less
analysis to implement. However, if blades are chosen by their bench test
frequencies there Is a higher probability of measuring the high response
blades on the test engine and preventing blade loss. This approach results
in a biased sample which must be accounted for analytically in
interpreting the resulting data and projectin'g engine durability. In
summary, using mistuning statistics to select an instrumentation scheme
can result in safer tests and better data with less error.

The following recommendations for additional work are made:

1. In order for mistuning statistics to be a useful tool for the design
and test engineer it has to be put in a "package" which is easier to use. To
this en~d it is recommended that a user friendly computer package be
developed with integrated graphics so that the key results can be quickly
and easily viewed by the user.

2. It is Important that additional work be done on understanding
various sources of errors that can occur In measuring vibrations during
engine testing. This study included work on strain gage error due to gage
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Placement and geometric variations In the blade. Additional sources of
-error are encountered during actual testing that need to be better
understood and characterized statistically.

-3. Additional work should be done to better understand the response
of the fan stage investigated in this study. There is a considerable amount
of engine data available on the response of the blades in 1 st torsion. The
mode should be reanalyzed for its mistuned response after an improved
aerodynamic model has been used to calculate better aerodynamic
coefficients. Then, if the predictions of amplitude scatter compare well
with the engine test data, it will be established that the problem with the
3rd mode was, in fact, due to a poor aerodynamic model and not due to
some other limitation of the lumped parameter representation. In addition,
another engine test of this fan stage is currently planned. It would be
worthwhile to process the strain gage data from those tests to provide an
additional comparison with the analytical predictions made during this
study.
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FIG. 2. SECOND LENDING MODE
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FIG. 3. FIRST TOPSION M!ODE
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What Is the enemy's doctrine?

How does the enemy prepare war plans?

What are the enemy'v objectives?

What Is the enemy's strategy?

What are the enemy's operational plans?

What are the enemy's courses of actions?

What are the enemy's tactics?

How does the enemy train?

How is the enemy equipped?

How Is tne enemy force sustained?

How is the enemy force structured?

I Table 7-2. Checklist of RED Questions

What are the BLUE principles of war?

SWhat are the friendly objectives?

What are the friendly force resources?

What is the commander's mission?

What resources does the commander have at his disposal?

What are the priority InfornatIon needs of the commander?

S~What are the inftrmatlon needs to execute the mission?

Table 7-3. Checklist of BLUE Questions
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S. AUTOMATED SYSTEMS

The objective of this chapter is to describe how automated systems fit Into the cog-
nitive processes of the Intelligence analyst. There are a limited number of prototype
automated systems that support tactical Intelligence production and there are
several operational systems that currently support strategic Intelligence production.
Many more automated Intelligence support systems are In a requirements definition or
development stage. The developers of these systems need an awareness of the
cognitive processes of the analysts who will use their systems.

Over the course of the IMTIA study, site visits were conducted to observe and
evaluate the use of existing automated systems that support Intelligence production.
Table 83-1 lists the Systems that were reviewed during the course of this study.

SYSTEM TYPE
BETA Tactical, Testbed
TCAC Tacticai, Development
ITEP *TENCAP
DITB *TENCAP
AMH Strategic, Operationai

Table 8-1. Reviewed Systems
*TENCAP - Tactical Exploitation of National Capabilities

Users, devetopers, and trainers were Interviewed with respect to how analysis was
affected by the existence of these systems. The Intent was not to study the per-
formance of these systems but to understand how automated supports relate to
Intelligence anaiysis.

The observations from titese site visits and Interviews were Integrated with our own
experience with automated systems and compared with the Implications of the cogni-
tive model. As a result, we have compiled a set of conclusions about common design
problems In existing systems and Implications for future automated systems.

8.1 Common Problems

In the past, automated systems have been developed with the objective of exploit-
Ing some form of data processing functionality (memory, computation, communica-
tions) without a clear understanding of how the system will affect the performance
aspeict of analysis. Many of the problems these systems have experienced In the
area of user acceptability appear to be traceabie to the lack of understanding of the
human performance aspects of Intelligence analysis on the part of the system
developers. In looking at the Information architecture of these systems In relation to
the cognitive framework, there are several common Inconsistencies that may be the
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source of usability problems. Four ot the most Important Inconsistencies are:
* Tne structural features of the automated data base do not match the structure

of the analyst's threat model.

e The user Interface dialog does not provide for separating the contexts of dif-
ferent users In different roles or different objectives In multiple analysis tasks.

e Dispiay and control arrangements are not tailored to various thinking skills or to
variations In ~skill within the User population.

e Feedback mechanisms between Information sources, analysts, and product users
are not Integral to the system architecture.

* Communication mechanisms In automated systems do not fully exploit the value
of shared conceptual models.

These problem areas are further defined In the following paragraphs.

8.1.1 INCONSISTENCIE S WITH THREAT MODEL

The threat modei is the analyst's mleans of seeing the battlefield through an abstrac-
tion of perceived reality. The threat model Is an Integrating framework that facili-
taes multi-source exploitation and multi-disciplinary analytical team effort. Most
database aids In automated intelligence support systems address some aspect of
threat model Information (e.g., order of battle, operations plan, terrain, weather).
Current Systems have database structures that raia Inconsistent with the threat
mnodel In one or more of the following ways:A

"* The data cannot be tailored to the mission context.jInformation, such as order of battle, Is sensitive to the mission context and
environmental factors. Multiple representations or adaptivity features are
required to tailor the threat model data to a particular situation.

"* The data cannot be easily related to a specific time-space framework.

All threat model Information must be placed In the time-space framework relevant
to the mission.

"* Data are not classified as hyiothesis vs. observation (facts, evidence).
The entire threat model Is a hypothetical structure. The hypothetical structure
provi les the means of Interpreting new information. The hypothetical structure
thould be distinguishable from the Information gathered to substantiate or
repudiate the hypothesis.

"* Data cannot be selectively displayed (using geographic boundaries, time window,
entity class, or entity parameters) as selection criteria.

The totality of threat model data requires that mechanisms be used for
deciuttering the user's view of the threat model. Selective retrieval and display
Is a required for effective use of a threat model database.

"* Data cannot be portrayed from different perspectives.
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F
The threat model has three major perspectives -- WHITE, RED, and BLuE. In
addition, specific uses of threat model information may require varying levels of
detail or resolution. The ability to shift perspectives enables the analyst to deal
with much more information than In possible with a single perspective.

e Information cannot be dealt with In sets.

Within the bal lefleld, there are numerous objects that can be treated as
members of a ciss (e.g., type of unit or equipment) or set (e.g., force comr.ised
of individual units, communication net, command structure, events occurring In
line of communication). Databases must be able to recognize the association of
objects or Information events as part of a set.

8.1.2 LACK OF MULTI-PROCESSING SUPPORT

Automated systems In general are not structured to support the multiple processes
of the total analytical procedure. On the surface, analytical procedure appears to be
data driven. Most ADP systems have assumed a data-driven interaction, either by
Incoming raw intelligence messages or by commands from the user. Tho IMTiA cogni-
tive model has shown the analytical process to be objective driven, but with interr-
uptions driven by opportunities to exploit Information sources. For an automated sys-
tem that hopes to follow and aid the analytical procedure, there must be provisions
for supporting multiple on-going analytical processes that run concurrently and that
Interrupt each other.

Because most system designers have not been aware of a common structure In the
analytical process, there has been no attempt to support that structure or the
processes that occur within that structure.

8.1.3 COMPENSATICN FOR USER SKILL LEVEL

Little attention has been given in current systems to varying skill ievels In the user
population. intelligence analysts represent many different skill levels because of
personnel rotation, rank, diacipline, education and experience. A system designed for
the casual user may be cumbersome and frustrating for t'ie experienced user. A
system that can only be operated by an experienced user places Inordinate demands
on training resources and risks failure under the stresses of battlefield or crisis
situations.

Systems that deal with the issue of varying user skill levels are more difficult to
design and guidelines for dealing with this issue have not been available.

8.1.4 LACK OF FEEDBACK MECHANISMS

The IMTIA study clearly identified the role of feedback in the communication
processes between the analyst and the Intelligence user and between the analyst
and. information sources. Because most of the feedback channels are Informal In
non-automated intelligence production systems, the feedback mechanisms may have
been overlooked by the developers of automated systems. Feedbaek is an essential
feature in controlling information overload from collection system inputs and in the
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generation of quality Intelligence products. Feedback Is the natural mechanism that
the analyst uses In tailoring intelligence products to the specific needs of user.
Because feedback mechanisms operate over a long period of time, its Importance is
not apparent In systems with stable configurations and operating procedures. How-
ever, In a dynamically-changing battlefield environment, crisis situation, or in newly
formed analytical teams, the criticality of feedback Is more apparent.

8.1.5 COMMUNICATIONS WITHOUT SHARED CONCEPTUAL MODELS

The most critical problem in tactical intelligence production is communications. Tacti-
cal communications are vulnerable to jamming, environmental factors, fires, overload-
Ing, and disruption during maneuver. Because of these fectors, tactical communica-
tn channels do not have predictable bandwidths, availability, reliability, and
throughput times. Strategic communications as well may be affected by delays
cauied by peak period overloads, manual handling, and misdissemination of mes-
sages. None of the ADP systems reviewed addressed the problem of achieving
effective communications under these conditions.

The observation of Informal communications In analyst activities has shown that there
are natural mechanisms for dealing with the problems of unreliable communication
channels. These mechanisms exploit shared conceptual models as discussed in
Chapter 3. Automated communications have not yet been designed for exploiting the
concept of shared conceptual models. Common problems are that more data are sent
than neeceed, or critical data needed to establish a context for interpretation are
missing.

Communications designs do not use a cognitive framework for deciding the relative
Importance of Information; under adverse communication conditions the most Impor-
tant Information does not always get sent first.

8.2 Reviews of Intelligence ADP Systems

The reviews of automated systems conducted under the IMTIA study were not aimed
at evaluating the performance of the automated data processing functions. The
objective was to look for successes and failures that were related to human cogni-
tive processes.

Curient systems are designed with the primary objective of exploiting sensor, com-
munication, or adp technology rather than aiding the cognitive processes of the user.
User interface configurations are designed in an ad hoc manner and do not reflect a
systematic application of design guidelines kprimarily because adequate guidelines
have not been available). As such, instances where automated systems successfully
support the cognitive processes of the analyst are largely due to the intuition of the

designer or have evolved with operational experience.

Failings in many cases could have been avoided with the application of guidelines
that addressed the Issues of cognitive performance.

A synopsis of the system reviews Is provided below to Illustrate some of the critical
issues In future system developments.
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8.2.7 8rTA

BETA was designed as a testbed system to demonstrate the utility of multi-source
intelligence exploitation for targeting and situation assessment.

One of the most important features of BETA Is its capability to allow users to selec-
tively call up and display information from the shared database. Each user's display
can be scaled to the geographic area of Interest and can display battlefield entitles
selected by by class, by time parameters, and by specific attributes of the entity.
The selective display features are controlled by the user through tvie use of query
structures that act on a shared oatabase.

In essence, the BETA user display is adaptive to the role and Interests of the user.
The BETA user command language, however, is not adaptive to the role and skill level
of the user. Although the use of menus and forms makes it possible for a relatively
inexperienced; user to exercise the system functionality, the interactive dialog can
be very cumbersome for the experienced user.

BETA lacks desirable feedback mechanisms cn what the automatic correlation algo-
rithms are doing and lacks easily modifiable templates for entities represented by
the system.

An Important feature of the BErA system is that it provides graphics communications
for conveying the results of target analysis and situation assessment.

Many of the functions of BETA map into the Idealized threat model structure
presented in Chapters 6 and 7. The most important feature missing from BETA's
threat modeling capability is the lack of time snapshot partitioning. The user is
unable to "back up" the displayed time window or "project" a futAre time snapshot.
This missing feature makes it Impossible for the user to go back and reinterpret sen-
sor reports against a new hypothesis or to project an outcome of a situation.

8.2.2 TCAC

Very little information was available on TCAC at the time of the :MTIA system
reviews. Comments made by analysts during Interviews reflected a common concern
about TCAC's lack of a geographic framework as an Integral part of its display capa-
"bility. The Implications of the threat modeling study are clear about the need for a
geographic framework In all forms of tactical and strategic Intelligence analysis.

8.2.3 ITEP

IIEP Is a product of the TENCAP Program. TENCAP (Tactical Exploitation of National
Capabilities), is a program uesigned to provide access to National Technical Means
Intelligence products at the tactical level. ITEP is an Interim system that was
deaiqned to exploit ELINT Intelligence.

Clearly, the most Important issue demonstrated by ITEP is ti-a need for the analyst's
Involvement in the system development process. ITEP is regarded by users as a
very successful development effort. Much of ITE.P's success is attributed to the
heavy Involvement of intelligence analysts In evolving the functional features and
interactive capabilities. The user Interface i1 highly Interactive and the analyst is
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Involved In all analytical d-cislons.

The user Interface Is not designed for a uasual user.

8.2.4 DIT8

DITB is another product of the TENCAP program that Is aimed at Imagery exploitation.
This system demonstrates the importance of sharing Information on collection plans
and requirements In urder to fully exploit Intelligenue gathering resources. DITB as
well as I TEP demonstrate the utility of reducing the time delays in dissemination of
collected Intelllgence.

8.2.5 AUTOMATED MESSAGE HANDUNG

The bulk of raw Intelligence data and many Intelligence products are carried through
the media of digital communication networks as electrical messages. These networks
also carry requirements, queries, and responses as messages. Automated message
handling capabilities were Introduced Into the Intelligence environment during the
70's to deal with the problems of increasing message volumes, manual handl;ng
delays, crisis peak loading conditions, new requirements from new collect'on capabili-
ties, and need for more raplo and ar.curate dlssen,;natloni.

Automated message handling systems also make It possible to provide direc " updates
to Intelligence community databases such as DIAOLS/COINS.

Automated message handling capabilities were first Introduced at the CIA and DIA
and subsequently to military commands. AMH is gradually being Introduced Into the
tac:tical environment starting with Echelons above Corps.

The most Important cognitive aspect of these automated message handling systems
i In Intelligence 13 that dissemination Is controlled by user Interest rather than by dis-

tribution list assigned bt the sender. Dissemination control m s exercised at the
receiving end rather than the transmitting end. This Is an extremely important

characteristic of Intelligence distribution that facilitates the exploitation of all
sources of Information.

Intelllgence analysts need to be In control of the Informatlon-gatherino process. The
ability to select infoemation from the electrical message carrying networks by
automatic filtering Is a critical capability required to cope with Informatioii overload in
the modern intelligence environment.

8.3 Future Implications
The ressilta of the IMTIA study have direct Implications for the design of future

automated intelligence support systems. The genera! Implications are:

"* The threat model can be used as a guideline for the organization of database
structures to support the Intelligence analyst.

"e The steps required to build the threat model can be used as a checklist for func-
"ltons required to support the storage and retrieval of Intelligence data.
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"* The design of Interactive dialogs must take Into account the multiplicity of
analysis tasks. Each finalysls task carries with it a different objective, differing
information needs, and differing procedure requirements.

"e Analysis tasks adapt with the changing mission needs. Automated aids that sup-
port the analyst In meeting mission Information requirements must be adaptable
to the mis3ion parameters.

" The r'ne thinking skills In the cognitive procedure provide a framework for the
design oW an interactive dialog between the analyst and the automated support

system. Each skill provides a focal point for the design of display and control
features of the user Interface. The general sequence In which these skila are
performed provides a prototypical order for automatic sequencing of machine-
initiated help or cognitive aids. Sequences can be named end Identified with the
context of a particular task/mission so that sequences can be !nterrupted,
saved, resumed, or repeated automatically.

"a The IMTIA model of communications is a model of normal Informal communications.
The analyst In day-to-day activities uses shared conceptual models as a foun-
dation for communications. Informal communications are extremely flexible In
adapting to media and time constraints.

Day-to-day Interaction between parties establishes a broad base of shared con-
ceptual models. In informal communications, once a context has been esta-
bUshed, the actual information exchange can be very brief but achieve a high
level of understanding. This is especially Important when the time available Is
extremely limited.

Automa.ted systems can be similarly designed by organizing Information into
context-specific networks (e.g., artillery targeting, EW targeting, weather,
OPSEC, etc.) Many context-specific networks can be mapped onto a single digl-
tal message network. Modern communications protocols can be utilized for error
control and allocating available bandwidth between the multiple networks.

Automated communications should be based on exploiting the nature of shared
conceptual models In order to achieve understandability and effectiveness.
Designers must recognize the multiplicity of the Information networks that per-
meate Intelligence operations, each using different conceptual models of the real
world. Because of the multiple contexts In which the same Information may be
used, communications designers must recognize the need to tailor information to

a particular user or usage. Although the number of logical networks may be more
numerous under this approach, the actual data transfer r'tes can be minimized
by exploiting existing thared knowledge between sending and receiving parties
that is context dependent. Communications systems that do not exploit context
must transmit substantially more data In each message to convey the same

amount of Information.

The use of a cognitive framework for the design of the user Interface Is being pur-
sued under an on-goin1f research project sponsored by ARI. (Research on Human
Factors In Design for C I, Contract No. MWA903-61-C-0679.) This research effort is
aimed at developing guidelines fcr system developers who wish to Incorporate adap-
tive user Interface features.
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S. RESEARCH, DEVELOPMENT, AND TRAINING I3SUES

The eight previous chapters have summarized and discussed current cognitive Issues
In performing Intelligence analysis. Some of these Issues have direct Implications for
training; others raise questions that require further research and development.
Further researcat would In turn provide clarification and understanding that would be
applicable to Improved training methods.

9.1 Cognitive Processes

Some Important problems raised In analyzing and evaluating cognitive processes and3
performance In Intelligence analysis are described below.

9.1.) TASK SEGMENTS AND SKILLS I
While the task segments underlying analytic performance have been Identified, the
actual cognitive skills required to execute the task segments have not been Itemized
Indivdually. The general skills described In Chapter 4 apply to all task segments. Asj
described In Section 7.1, It Is hypothesized that there exist very specific cognitive
skills pertinent to the Individual task segments. These should be Identified Individu-
ally and training materials developed, tailored to the Individual task segments.

The different task segments are associated with different biases and are differen-
tially affected by the cognitive biases discussed In Section 2.4. The relationship

could begin with a case study review of intelligence products to Identify where and
hwcognitive biases might have led to misleading or erroneous predictions or situa-
tinassessments.

9.7.2 TRAINING IMPLICATIONS FROM THE COGNITIVE MODEL

The various aspects of the cognitive model, as described In Chapters 2 through 5
hav.e numerous Implications for training.

Because of the Importance of decision making In Intelligence analysis, It is Imperative
that more research be devoted to the iypes of decisions that analysts have to make,
how they make them, and how they affeact the Intelligence product. This would be a
high pay-off area for research, since analytical thinking covers an extremely broad
and complex domain. Though much Is known about decision theory and rules for
application, It would be detrimental to train analysts Using extant knowledge In deci-
sion theory and by providing them with a few formal rules without first Investigating
the context and contents of analytic decisions.

While there exist numerous automated and non-automated decision aids, many of
these aids are not appropriate for Intelligence analysis because the quantity and
quality of Information necessary to utilize the aids In the Intelligence arena is not
available. However, there exist certain recurrent problems encountered -when mak-
Ing decisions In the Intelligence context that are tied to limitations of the human



Information-processing system, and there are fundamental procedures that would
prove useful In dealing with these problems.

The development of effective analytical thinking is likely to proceed through experl-
once with relevant classes of examples. From such experience will emerge an
awareness of common pitfalls inherent In analysis as well as procedural guides and
decision paths to maximize the quality of performance. Toward this goal, a selective
list of fundamental concepts and problem areas In the context of operational Intell-i
gence -ould be prepared for inclusion in a training program. Also, a limited set of
examples could be developed such that useful guides (procedures) for dealing with
the problem areas can be Illustrated and imparted effectively to the analyst
trainees. The suggested procedures would serve to develop a general attitude
about problem solving and decision mak.-rj that Is conducive to optimizing analytcicai
thinking. Although the trainee may never encounter the precise events described In
the examples, experience with the important problem areas and useful modes of
solution (the analytical processes) should generalize to a broad class of similar sltua-

"ton" .
Among the concepts and problem areas in analytical thinking that should be con-

sidered for Inclusion In a training program are:

"• Inflexlbilty of thought (cognitive entrenchment, e.g., confirmation bias).

"• Separation of relevant from Irrelevant Information (e.g., unwarranted hypothesis
switching).

* Filtering biases (selectivity, polarization).

"e interpretation of sparse or uncertain data (caricature effect).

"e Memory access shortfalls (similarity effects).

"e Information management (summarizing, sorting, assessing trends, checklists,
memory aids).

"e Fallacies of logic (e.g., the "gambler's fallacy" in prodiction).

"• Asking the right questions (recognizing goals).

Among the general decision guides to analytical thinking that might be addressed are:

e Seeing the total picture (avoiding over-focusing on details).

e Withholding judgment (hypothesis testing as an Iterative process).

e Using models (doctrine, templates, prototypes).

• Generating hypotheses based on partial information.

o Changing perspective (restructuring problems).I Understanding uncertainty and reliability (will to doubt).

a Using stable substructures.

e Discussing problems and dec1sion alternatives with others.
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9.t The Analyst/User Dialog

The Importance of communication in general, and between analyst and user specifi-
cally, should be explored more thoroughly. Wuys to optimize the development and
use of shared conceptual models to enhance communication and reduce errors and
misunderstandings should be Investigated. There are two parallel areas of inquiry
relevant to communication, namely by%

a Types and areas of communications (e.g., which ones are most Important, which
ones might Increase danger If misunderstandings occur).

a Types and areas of misunderstandings that are known to occur.

Inquiries should begin with interviews and result In lists, hierarchically organized by
Importance, of these two areas. Among the specific issues to be investigated are
the folkAng:

• The analyst must have an adequate understanding of how the intelligence pro-
duct will affect the user's perception of threat. We know that the desired reac-
tion is for the user to perceive an increased level of control and a reduction in
danger. The first research question, therefore, concerns the measurement
requirements for determining any changes in the analyst's and the user's per-
caption of threat.

a Current feedback to analysts Is generally informal or non-existent unless the
analyst Is in direct contact with the user. Feedback mechanisms are required
for the analyst to know if these effects are being achieved. The following ques-
tion3 should be Investigated:

- What are optimum feedback mechanisms?

- How can they be exploited?

R- ow can their effectiveness be measured?

9 Shared conceptual models have the potential for being exp!oited to reduce
errors and costs of battlefield communications, as well as for Improving the
commander's timeline for control. Ways of measuring the efficiency of SCMs are
needed to Justify revamping current communications concepts.

There are several research questions that deal directly with the way SCMs, as
well as CMs, are generated and used in Information processing, analysis, and
communications:

- What are the characteristics of the cues that allow for the "best" (most
complete, most appropriate) retrieval from external memory?

- What knowledge items do we need within our own CMs in order to make use
of external memory?

- What are the beat retrieval cues to access other CMs within one's own

memory or to access external memory? Are they the same?

- What types of Informational Items have to be shared for SCMs to be optimally
effective? Intuitively, one might suggest the fcllowing as Important common
factors for effective SCMs:
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- Context, framework.

- Goals.

- Language.

Affective value of CM.

- How can effective SCMs he generated?

- How can the effectiveness of SCMs be measured?

If some of these questions could be determined, then training materials could be
structured so as to Include appropriate Information to generate SCMs and
appropriate retrieval cues for correct access to Internal and external memory.

Summary Questions on research Involving SCMs Include:

"e How are SCMs established and can the process be speeded up?

9 How can the shared aspects of conceptual models be Identified?

"* How can areas of misunderstanding be Identified?

9.2.1 IMPLICATIONS FOR TRAINING

The views presented here concerning CMs, SCMs, and goals, have several Important
Implications for understanding learning, retention, and recal!, and hence, for the
development of training mat.erials, for education, for training new skills, for the
maintenance of skills, and for Improving communications within the Intelllgenre com-

munity.

Some of these Implications are as follows:

e It is Important to develop a common framework among analysts or.ncerning the
goals of analysis, Its organizational basis, and Its role within the military commun-
Ity and for the overall goal of national defense. This framework should be shared
at all levels of analysis (horizontally and vertically) and It should be shared with
the users.

Developing such a framework has two consequences:

It provides the new analyst with an organized structure (a new CM In
memory) withlr which to store new learning materials. The alternative Is that
new materials must be stored In existing CMs, carried over from earlier
training. These existing CMs may be quite Inappropriate for organizing new
materials, and the result Is confusion and/or slower learning.

- It sets the context for establishir.,; SCMs between analysts, and It provides
the basis for the analysts themselves to establish SCMs with their clients.

e The goals and subgoals of analysis should be clearly spelled out and Invested
with affective values so as to Increase the Importance (and hence, the speed of
learning and ultimate performance) of the CM that is being established.

a Once the framework has been establlahed, the training materials to be presented
chould always be related to that framework. Analysts should understand how
hypother•is generation, for example, Is related to the production task, the mission
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requirement, an'l the goals of analysis.

e Access to existing CMs: It is important to relate new materials to items that are
already in memory. For example, If an analyst has a good background in
mathematics and sta'.1stics, it is important to insure thet the connection Is made
butween the new material to be taught and the relevant background knowledge.
In other words, training materials must be developed based on an understanding
of the trainee's available CMs and a clear identification of the objectives and
the goals of training. The taxonomy of knowledge described in Section 3.3
should be expanded to include individual analysts' existing knowledge hases and
the required knowledge categories for optimum performance.

* Training amd knowledge mairtenance must address the problem that analysts
have when they change jobs or when they are transferred from one theater of
operation to anothoe. The descriptions and attributes of CMs (Section 3.2) sug-
gest ways to make such changes easier for the analyst and more effective for
meeting production requirements.

e The views concerning the nature and characteristics of CMs should be con-
aldered when developing automated databases as aids to analysis.

9.3 Goal Orientation

The IMTIA cognitive model emphasizes the importance of a context-specific goal
orientation in guiding analytic performance. Analysts must know their goals and share
goals with other members of the Intelligence community to fulfill mission requirements
effectively. At the same time, these goals must be explicit for the Ideal product to
be offective as an evaluation tool. Some research issues are discussed below.

9.3.1 LEARNING GOALS

Analysts should be encouraged to learn how to identify their go'..s and how to use
goals in structuring their tasks and future training requirements. Without goal direc-
tion, some analysts may have a great deal of difficulty [. ieterminPng what is impor-
tant for them to know at any given time or how to process what they know. One way

to Increase the likelihood that analysts will learn and aggregate the appropriate data
elements in an efficient manner is for them to adopt or be provided with explicit
learning goals.
Learning goals might take the form of questions, or they might simply be statements
to "loam about X". In addition, the goals could be stated generally (e.g., "learn

about the overall threat of enemy forces In Sector X"), or they could refer to
specific bits of Information (e.g., "learn about the movement of maneuver units in
Section X"). The more specific the learning goal, the greater the chance that the
analyst will be successful In mastering the goal.

The use of goals In learning complex materials demonstrates that learning goals
induce the learner to process the material in such a way that performance on test
questions (usually sentence completion items) referring to the goal-relevant material
is improved. This improvement cannot be explained solely as a redistribution of pro-
cessing time. The extent of the Improvement is somewhat dependent upon the
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number of goals to be mastered and the easo with which the learner can locate the
appropriate material In a text. With a greater number of goals, mosvi subjects take
"longr to study the material and they are less likely to learn the Information relevant
to each goal. If all of the data that are relevant to a particular goal are not located
together In the Information flow, then It will sometimes be the case that only the
Information contained In the first reference to the goal-relevant data will be
thoroughly studied (Gagne & Rothkopf, 1976). Therefore, there are some limiting
factors In adopting learning goals as learnirlj guides, and the limits are dependent
upon both the learner and the materials. The available basic research suggests that
each analyst should (a) adopt only a limited number of goals to %julde performance
and (b) acknowledge potential Interpretive biases caused by concentrating too
heavily on the Initial Information pertinent to the goals. However, no research exists
on learning Improvements with multiple goals when those goals are hierarchically I
organized, as proposed In Section 5.1. It Is likely that multiple goals, when hierarchi-
cally organized, will enhance learning rather than Impede It. This might be a fruitful
and Interesting area for Investigation.

9.3.2 SHARED GOALS

In developing shared conceptual models and In Identifying relevant goals, a connec-
tion must be made between the goals that are to be shared and goals that are
already Important to the Individual. Individuals have different goals, but to optimize

teamwork, there should be some shared goals at some level of the hierarchy. Both
during training and In the work setting, It is suggested that the common goals ofI analysis be made personally Important for each analyst.
Shared goals promote the development of SCMs. Though analysts need not accept

the users' goals as their own, they do need to know and understand them. *
For purposes of training and Improvement of analytic performance, It is necessary to
Identify a hierarchy of goals, subgoals, and tasks and to relate this hierarchy to the

cognitive skills required to perform the task.

9.4 Issues Related to Threat

Threat Is one of the primary conceptual Issues that Intelligence analysts deal with. A
threat model has been developed by Logicon to serve as a shared conceptual model
between analysts and users, and to provide a basis for ma.J*ng more accurate intelli-
gence evaluations and predictions. Much research remains to be done, however, for
the purposes of the threat model to become fully realized.

Research related to threat can be divided Into two categories:

1. Research related to the perception of threat.

2. Research related to the parameters of the threat model.

9.4.1 THREAT PERCEPTION

There are several areas with potential payoffs for further research In evaluating and
measuring threat perception.
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1. The payoff s are In selecting optimum reporting rates for threat Information to -

ensure that the user can react with control. Too frequent reporting may reduce
the signififcance of changes or decrease the user's ability to detect trends. Too
Infrequent reporting may decrease the user's abiiity to respond without panic.

Research In this area would be concerned with ways to measure the user's
reaction to threat Information as a function of reporting rate.

2. The user's reaction to threat in general Involves a decision regarding allocation
of resources for control. The Impact of uncertainty Is to reduce the user's per-
ception of controi and Increase the probablilty of errors In battlefield resource
allocation.

Research In this area would be directed at mechanisms to measure the user's
level of uncertainty as a means of feedback to the Intelligence production
operation.

3. Assuming that the Miiburn and Watman (1981) model Is valid, It would be usefu!
to devise means for ani objective evaluation of observable behavioral responses
(i.e., sense of comfort, challenge, alienation, panic) associated with perception
of threat and control. Research questions would deal with the differences
between such observable responses In the strategic and the tactical battle-
'fields. A possible approach would be to review Intelligence cases with these
factors In mind, ndmely perception of threat, available physical control, and phy-
sical responses associated with different degrees of each. Such a review
should attempt to determine If a correlation exists that would validate the Mil-
burn and Watman model.

4. An additional research area concerns the problems of the extraneous 7'actors
that affect Intelligence analysis and reporting, as discussed above (i.e., national
polloy, user Idiosyncrasies, etc.). While not strictly a problem of Intelligence
analysis per se, It is obviously a source of many poor analytical products.

The fact that so many extraneous factors Impact adversely on the Intelligence
product Is a matter of great concern to observers of and participants In the U. S.
Intelligence community. The IMTIA studies suggest that these. problems are pri-
marily due to a lack of shared conceptual models, -shared goals, and to poor com-
munication. The IMTIA cognitive model contains several useful concepts that, If
applied, can help alleviate these shortcomings of the intelligence production
cycle.

9.4.2 PARAMETERS OF THE THREAT MODEL

As discussed In Chapter 6, the threat mrdel has three major aspects: white, red, and
blue. Each of these Is made up of numerous elements that have variable Impacts on
the Implications derived from the model. The Implications of concern to Intelligence
analysts are:

e Hew to assess threat.

* How to assess threat credibility.

* How to communicate threat.



* Analysts' and users' reactions to threat.

* How to evaluate threat.

It is possible that these Issues are treated differently by analyst3 as they view the
battlefield from the white, red, or blue perspective, respectively. It might be
Interesting to investigate this Idea.

There would also be a high pay-off value in developing other notions underlying the
threat model.

For example, not all elements of the threat model have the same relative importance
for the various analytic tasks. Research In this area would consist in Identifying the
relative Importance of the threat model elements for assessing situations, making
predictions, or evaluating and dealing with uncertainty.

A better understanding of how uncertainty and risk affect analytic performance and
products could make a significant Impact on training. For example, some research
should be devoted to identifying different typls of uncertainties, such as uncertain-
ties concerning:

1. Currently existing physica, structures (e.g., tanks, enemy Installations).

2. Future ph;ysical structures (e.g., new weapons).

3. Current non-physlcal red elements (enemy doctrine).

4. Future nore-physical red elements (enemy Intentions).

S. Current white elements (given Inadequate maps, for example).

8. Future white elements (e.g., weather).

7. Current and future blue elements (e.g., availability of resources).

These uncertainties are categorized by "types". The question Is, do the types of
uncertainties have differential effects on the tasks. Also, are the types of uncer-
taintles correlated In some way with the Judged degrees of uncertainty that a com-
mander might have? That Is, are uncertainties treated differentially depending on
type? Given certain dagrees of uncertainty, how are predictions affected? Specifi-
cally, are probabilities assigned differentially?

Othar questions related to uncertainty might be asked, such as:

* What Is the Judged risk, given different types of uncertaintles?

* How are the probabilities of events treated, given differential judged risk?

* How do analysts/commanders estimate reliability, validity, or countering capabill-
ties of various types of Information?

All these factors should be more carefully evaluated, the literature searched for
Information on these factors, and a research program designed to answer some of
the more Important questions.

In summary, the following IVues related to the threat model should be Investigated:

* The relative Importance of the parameters of the threat model as they Impact on
the prediction of threat.
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e The dynamics of the parameters; iLe., which factors change taster than others
and how these changes Impact on each other.

e The effects of different degrees of uncertainty on decision making (i.e., humans
tend to deviate from normative models of decision making: are these deviations
a function of the uncertainties associated with the different factors that need
to be considered Allen making decisions?).

e Whether there are different types of uncertainty and wnether these types have
a differential Impact on decision making and strategic predictions. For example,
are uncertainties related to physical Items (e.g., existing enemy Installations)
treated differently than uncertainties related to hypothesized behavioral Items
(e.g., future troop movements or enemy Intentions)?

a Whether differences In uncertainty types affect how probabilities are assigned,
how risk is perceived, and how validities, reliabilities, and countering capabilities
are estimated.

e How dzifferent degrees of uncertainty affeact the product outcome or the report-
ft of the product.

9.5 The Ideal Product

The concept of the Ideal product arose out of the need to define a baseline state for
the cognitive model. That Is, an assumption was made that or.a can define an Ideal
analyst performing Ideally and producing an ideal product. This baseline state would
aerve as the evaluat'an criterion for actual performances and products. The differ-

well as areas where maintenance of knowledge or skills should be focused. These

assumptions should be Investigated for their validity and usefulness.

0.6 Conclusion

Several research topics and training Issues have been discussed. No specific
methods have been proposed for actually performing experiments. In general, how-
ever, most Issues discussed could be subjected to controlled experiments on the
one hand, or could be usefully Investigated by combining in-depth Interviews of on-
the-job Intelligence analysts with results from the existing cognitive and analytic
literature.
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