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Abstract

Trhe rwtilti-layer perceptron is investigated as a new approach to the automatic discrimination

of spoken minimally distinct word-pairs. The choice of the parameters for the multi-layer
perceptron is discussed and experimental results are reported. A comparison is made with
hidden \larkov modelling applied to the same data. The results, for this particular task.
show Ihat the discrimination accuracy obtained using the multi-layer 1 orceptron is superior
to that attained using hidden Markov modelling.
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1 Introduction

A previous memorandum !31 has discussed the use of the multi-layer perceptron (MLP) as
a new approach to speech pattern processing and, in particular, to the problem of isolated
digit recognition. This memorandum applies the same techniques to the problem of dis-
criminating between minimally distinct word-pairs Experiments are conducted to show the
effect of the choice of the parameters used by the MLP on the experimental results.

A comparison is made with the established technique of hidden Markov modelling ap-
plied to the same data. Also, the performance of discrimination simply on the basis of
overall energy and length is assessed.

2 The Multi-Layer Perceptron

The units in a multi-layer perceptron are configured in layers such that there is a layer of
input units, any number of intermediate layers, and a layer of output units. Connections
within a layer or from higher to lower layers are not permitted Each unit has a real-valued
output (between 0 and 1) which is a non-linear function of its total input. For example, the
total input, x, to unit j is given by:-

where W,, is the value of the weighted connection between unit t and unit j.

The output of unit j, y,, is given by:-

Thuq, given an input pattern, the output 1 .tern can be computed in a single forward pass
through the network

If a unit j is an output unit then, for a given target value t,, the total error E at the
output is defined by the following expression:-

E = >Ii Zt, -Y)
' I1

where c is an index over input-output pairs.

The learning algorithm minimises E by gradient descent. This involves changing the
weights according to the following rule:-

Lw,(n ± 1) = 6, y, + ok_'w, (n)

where ',wj, is the change to he made to the weight on the connection from the ith to the
jth unit, r is the learning rate, a is a 'momentum' term and 6 is a measure of the local
error atr unit j.
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For an output unit, the error term is given by the expression-

= (t, - Y ( - )

and for an internal (hidden) unit the expression is:-

-i E 6 kw5 W Y (I - Y
k

From the foregoing it can be seen that the learning algorithm changes the weights b.
apportioning the error at the output using a backward pass from the output layer to the
input layer. This process is termed 'error back-propagation'.

The effect of the learning algorithm is thus to 'discover' a set of weights 'hich produce
an appropriate non-linear transformation between input and output. The MLP is thus a
powerful technique for deriving high-order internal representations.

A more comprehensive description of the MLV can be found in f3 and )4

3 Minimal Pair Experiments

3.1 Recorded Speech Data

The data for the experiments described in this memorandum consisted o pairs of minimally
distinct spoken words The minimal pairs used all have the property that their durational
characteristics provide an important cue for discrimination. The eleven minimal pairs are
shown in Table 1, together with the mnemonics used to refer to them in the later text.

M-inima Pair Mnemonic
"chip" - "ship" CSHIP

"cloze" - "close" CLOZSE
"five' - "fife" FIVFE

"hard" - "heart" HARDT
"heard" - "hurt" HERDT
"killed"- "kilt" KILDT

"league" - "leak" LEEGK
"rider"- "writer" RIDTER
"robe"- "rope" ROBPE
"seen"- "teen" STEEN

"wand" - "wa.-" WONDT

Table 1: Minimal word pairs investigated and their mnemonics.

Twenty examples of each word were recorded. Of these, ten were reserved for training
purposes and ten for testing purposes.
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3.2 Data Representation

Speech pattern data were obtained by passing speech signals through a 19 channel filter-
bank analyser with a 20ms frame rate il1. The output from each channel corresponded to
the amplitude of the signal over a particular frequency band. The data were se'mented so
that the start and end points of each word were known, and each word was labelled. The
words ranged in length between 25 and 44 frames ( 500ms to 880ms).

3.3 Experiments

Initial experiments were conducted to show the effect of varying the learning rate and
momentum term for fixed numbers of hidden units, over a given number of pattern presen-
tations, on the recognition performance of the MLP

Using the experience gained in these experiments, the learning rate and momentum
term were fixed and further experiments were conducted to show the effect of varying the
number of hidden unit' in the recognition performance.

As well as the MLP, the statistical speech recognition technique of hidden Markov mod-
elling (HMM), was applied to the same data.

In view of the spucific properties of the minimal pairs used here, discrimination siroply
on the basis of overall energy and length was also investigated.

4 Software Implementation of the MLP

The MLP program was written in Coral66 and run on a VAX8600 The program was written
to allow most of the parameters to be user chbngeable. The MLP was trained by presenting
the complete set of training dat-i (i e. ten examples of each word) repeatedly. After each
set of twenty words the MLP weights were updated. Traiing continued in this way until

the termination criterion was satisfied.

The main output from the program consisted of a data file containing details of all the
parameters involved in a particular run, plus the set of weights which had been generated
As the program ran it displayed the error-per-word summed over all the output units
Obviously it wasn't practical to print this error after each pattern presentation so it was
only printed after some number of patterns had been presented to the system. Usuall.,
the error was summed over ten sets of twenty pattern presentations, then the average error
displayed. In the remainder of this memorandum, the term presentation refers , j the cyle
of presenting twenty words to the MLP and adjusting the weights on the connections using
error back-propagation.

5 Experimental Strategy

This section gives greater detail c" the strategy used in all the experiments for each of the
different techniques applied to the data.
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5.1 Discrimination on the Basis of Overall Energy and Length

The main difference between the minimal pairs used in these experiments lies in the dura-
tional structure of the words In view of this, it was important to check that it was not
possible to discriminate accurately simply on the basis of overall energy or length differ-
ences The total 'energy' was calculated by summing the file r-bank outputs over the whole
word.

The results of this type of discrimination are discussed n Section 7.5.

5.2 Hidden Markov Modelling

In the experiments reported here, a 16-state hidden semi-Markov model HSMM with Gaus-
sian state output probability density functions and non-parametric (Ferguson) state dura-
tion probability distribution functions I5! wasR trained on ten examples of each word

For the results reported here, the same testing files were used bN the HSMM and the
MLP.

5.3 The Multi-Layer Perceptron

For all the experiments reported here thp MLPs had a 19 (channel) x 60 (time frames)
input array. Words shorter than 60 frames were padded with silen . kzeros) and randoml.
positioned within the input array. (Hence on repeated presentations the words were not
always in the same position in the input array). There were two output units, one for each
class The number of hidden unit- could be varied. In some cases there were no hidden units.
i.e. the input and output units were directly connected. All other experiments involved a
single hidden layer of between one and fifty hidden units.

The determination of parameters such as learning rate, morncntum a--ling term and
number of hidden units will now be discussed.

The choice of suitable parameters for any particular experiment is non-trivial since th
parar-teters are dependent on the problem and the MLP configuration. For example, values
of the lea.rning rate, f, and the momentum term, a, which are suitable for an MLP with
one hidden unit may not be suitable for a system with, say, twenty hidden units. Hence.
suitable values for ( and a can only be found by experimentation for each configuration
Given the finite timescale for this study, a comprehensive search for the optimum set of
parameters was not feasible. Details are given later of the experiments that were conducted
in order to find suitable values of ( and ca for MLPs with one and four hidden units.

Similarly, in order to determine the appropriate number of hidden units it is impractical
to conduct an exhaustive search. Experiments were conducted on the effect of using up to
fifty hidden units and the results are reported later.

In the initial experiments it was believed that the values of the start-up weights might
be crucial to the successful convergence of the MLP. (These start-up weights are the small
random values which are assigned to the weights on all of the connections before the first
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pass through the network). A strategy was therefore evolved in which each experiment was
repeated five times with different start-up weights on each occasion. It soon became clear
that, in these experiments, this was not necessary provided that the convergence criteria
(discussed below) were satisfied.

There are two methods of terminating the training phase for an MLP: the MLP is either
presented with a specified number of training examples, or the training continues until the
total error E at the output units falls below some pre-defined value. Both strategies were
employed but with a further limitation - the MLP so trained must give zero errors when
tested on the training data. This criterion was relaxed in some of the experiments when
after using five different sets of start-up weights the MLP still did not give zero errors on
the training data.

Rumelhart et al !41 state that setting the target outputs to be 0 or I encourages the
Aeights on the connections to become infinitely large. This is not a problem which has
materialized in these experiments. The target outputs were always set to 0 or 1.

6 Computational Requirements

Full details of the computational requirements of the MLP used for isolated digit recognition
can be found in 131. '1 he same conclusions apply to the MLP used for minimal word pair
discrimination; the MLP is more computationally expensive than the HSMM during the
training phase; but the situation is reversed during the testing phase.

7 Results

7.1 Learning Rate and Momentum Term for a Fixed Number of Pattern

Presentations

Initial experiments were conducted to investigate the effect of different values of the learning
rate, t, and momentum scaling term, ot. For these experiments MLPs with one or four

hidden units were used. Each experiment used five different sets of start-up weights and
nine different pairs of c and a values. These pairs of values involved c taking the values
0 1, 0 25 and 0.4 with a values of 0.25, 0.5 and 0.75, in all possible combinations for ( and
0 Each MLP with one hidden unit was trained on 1000 pattern presentations, i.e. it was
shown ten examples of words from each of the two classes 1000 times. For the MLP with
four hidden units, training involved 400 pattern presentations. The weights were updated

after each set of 20 words The MLP was then used to recognise the training and test data
sets.

Graphs showing typical results, from both training and test sets, for both one and four
hidden units can be found in Appendix A, together with tables giving the complete results
for the eleven individual minimal pairs.

A summary of the results for one hidden unit is shown in Tables 2 and 3, and for four
hidden units in Tables 4 and 5. These are the "best" results for each pair of e and a in

5



E~ ~ 0.505 .5 0.25 0.50 0.75

010 0 0 0-1 0.-10 _10 1_0_ 10
0.5_ 0 2 -11 0.25 21 16 23
0.40 6 7 13 0.40 15 17 24

Table 2- Total errors from 11 minimally Table 3: Total errors from 11 minimally
distinct word pairs with a 220 word train- distinct word pairs with a 220 word test
ing set for MLPs with 1 hidden unit and set for MLPs with 1 hidden unit and f and
( and a as shown after 1000 pattern pre- a as shown after 1000 pattern presenta-
sentations tions.

0 -505007 O_. 2SjOSO 0.75
01 0 0 0 010 7 6 7

o2]0 o 0 0125 1 5 5 9
0,041ii7V- 0 --- , C 040' 5 4 13

Table 4: Total errors from 11 minimal). Table 5: Total errors from 11 minirnall
distinct word pairs with a 220 word train- distinct word pairs with a 220 word test
ing set for MLPs with 4 hidden units and ( set for MLPs with 4 hidden units and
and a as shown after 400 pattern presen- and a as shown after 400 pattern presen-
tat ions. tations.

the sense that they come from the MLPs which gave the smallest number of errors on the
training set. (When more than one MLP gave the same number of errors the results quoted
come from the one with the smallest error-per-pattern after 1000 or 400 presentations).

From Tables 2 and 3 it is clear that the best training and test results for experiments
using an MLP with one hidden unit came from using (=0.1 with any of the three values
of a. From Tables 4 and 5 it is clear that all the results obtained from an MLP with four
hidden units are very similar; apart from those obtained by using (=0.4 with o=0.75

As with the isolated digit experiments, reported in 13], the results obtained showed that
the strategy of using five different sets of start-up weights per experiment was unnecessary
All further experiments used just one set of start-up weights unless the MLP failed to
converge, i.e. it did not give zero errors on the training set; in that circumstance another
set was used. Again, an overall limit of five different sets of start-up weights per experiment

was applied. In these experiments it was very rare for a run not to converge. Only in the
case of zero hidden units were several sets of start-up weights requi-ed and even then it wa
only for a couple of word pairs.
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7.2 Termination Criteria

As mentioned previously, the training phase can be terminated either after a pre-determined
number of pattern presentations, or when the error-per-pattern falls below some pre-specified
value. In view of the significant improvement in recognition accuracy obtained by using the
second criterion in the isolated digit experiments, it was decided to investigate the effect in
these minimal pair experiments.

0.5

005

0

Uj

0 C00"

0 OW0 2000 X)00 4000 5000 5000 700C 8C00

PRESENTATIONS (SET S OF 20)

Figure 1: Graph showing the behaviour of the error- per- pattern at the output units for an

MLP with one hidden unit, trained on the minimal pair CSHIP.

As an initial test, a subset of the data was used; specifically the minimal pairs CSHIP,

HARDT and KILDT. This subset was chosen since experience showed that KILDT produced
very few recognition errors, HARDT gave many recognition errors and CSHIP was about
average. Experiments were cnduicted using an MLP with both one and four hidden units

and with (=0.1, a=0.5. Training progressed in stages so that the recognition accuracy on
both training and test sets could be assessed (the set of weights produced at the end of each
stage was used as the starting point for the next st age).

The error at the output units for an NILP with one hidden unit, trained on the minimal

pair CSHIP, is shown in Figure I. (Similar graphs for the other three minimal pairs can be
found in Appendix B). For comparison purposes, a graph showing the error at the output

units for an MLP used in the isolated digit experiments is shown in Figure 2. The overall
behaviour of the error is similar in both graphs. However, ir the minimal pair case, many

more pattern presentations are needed before the error begins to flatten out.

The test set errors for these three minimal word pairs at each of the various stages are

7
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Figure 2 Graph showing typical behaviour of the error-per- pattern at the output units for
an MLP in the isolated digit experiments.

shown in Table 6. (in all the cases there were no errors on the training set,

From the results in Table 6 and the graphs showing the behaviour of the error (Figures I
and 2), it is clear that the choice of termination criterion for the minimally distinct word
pairs is not as obvious as it was for the isolated digits. Looking at the graphs of the error
at the output units (in Appendix B) it can be seen that a large number of iterations are
needed before there is any flattening out. Whilst the ideal solution is to terminate once the
error has flattened out, and preferably with as few test-set errors as possible, it must be
borne in mind that extra pattern presentations are computationally expensive. For the one
hidden unit case, 1000 iterations take about twelve minutes on a VAX8600, and in the case
of four hidden units the figure is about twenty minutes. Bearing all these factors in mind
the termination criteria chosen was to iterate until the output error was less than 0.0005 or
0.00025. All remaining results will state which termination criterion has been used.

I8



o. of Termination Average no of i T
Hidden Criterion Presentations Set Errors

001 -4 1240 4

1 O -n oOS 2-000- 7

000025 3480 8
1 0.0001T 7410
1 0.00009 8230 - 10

4 001 240 4
4 0,001 820 - 3

0 0005 1250 2
4 0.00025 2650 3
4 00001 4530 1
4 o0009 5270 2

Table 6: Effect of using different termination conditions for MLPs with one and four hidden
units - total errors from 60 word test set

9



7.3 Learning Rate and Momentum Term for a Variable Number of Pat-
tern Presentations

The sets of experiments using the nine pairs of c and a values were repeated, but terminating
when the error fell below 0.0005 or 0.00025. Also, as well as using one and four hidden units.
experiments wpre conducted using MLPs without any hidden units. Full details of the results
can be found in Appendix C. A summary of the test set results are shown in Tables 7 and
8 for zero hidden units; in Tables 9 and 10 for one hidden unit; and in Tables 11 and 12 for
four hidden units. Except in the cases indicated, there were no errors on the training set

a a
S 25 T 050 0.75 0.25 0.50 075

0.0 - 5 - i1 6-1 10 j 9
I0.25 1 1 13 0.25 9 7 13

040 10 11 17 0.40 10 11 13
*some runs had not some runs had not
converged converged

Table 7: Total errors from 11 minimally Table 8: Total errors from 11 minimally
distinct word pairs with a 220 word test distinct word pairs with a 220 word test
set for MLPs with zero hidden units, ( set for MLPs with zero hidden units,
and a as shown (learning terminated when and a as shown (learning terminated when
error<0.0005). error<0.00025).

For the zero hidden unit case the results from the different termination criteria are very
similar. There is only a 6/ improvement in recognition performance from using the smaller
termination condition.

0.25 0.50 0.75 0.50.50 0.75
0. 10 -11 6 11 0.10 7 13 18

2512 0.25 10 12 151 "- o,°i-52
0.40 19 12 13- 0.40 12 12 13
.one run did not give

zero errors on training

Table 9: Total errors from 11 minimally Table 10: Total errors from 11 minimally
distinct word pairs with a 220 word test distinct word pairs with a 220 word test
set for MLPs with one hidden unit, f and set for MLPs with one hidden unit, c and
o as shown (learning terminated when a as shown (leaining terminated when

error<0.0005). error<0.00025).

In the one hidden unit case there is no improvement from continuing tle learning process
- in fact there is a 3% decrease in recognition accuracy.

10



0.25 0.50 0.75 0.25 0.50 0.75

0.10 4 3 5 0.10 6 5 3
0.25 4 9 0.25 6 5 8
0.40 8 8 13 0.40 6 4 9

Table 11: Total errors from 11 minimally Table 12: Total errors from 11 minimally
distinct word pairs with a 220 word test distinct word pairs with a 220 word test
set for MLPs with four hidden units, c set for MLPs with four hidden units, c
and cr as shown (learning terminated when and a as shown (learning terminated when
error<0.0005). error<0.00025).

The only case in which there was a marked improvement fron, using the 0,00025 termi-
nation condition was with four hidden units. Here continuing the learning process resulted
in 13% fewer recognition errors.

Since over all the experiments the minimum number of recognition errors came from

using c=0.1 with a=0.5 these values were used in all the remaining experiments. Further-
more, in all cases these minima resulted from terminating the learning process when the
error fell below 0.0005. Hence all remaining experiments use this condition for terminating
the learning process.
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7.4 Number of Hidden Units

There is no simple way to decide how may hidden units are necessary to solve a specific
problem However, it is known that two hidden layers are sufficient [2>.

C0

CL
a 03

Uj2

0 5 0 15 20 25 30 3 40 45 ,5(

NUMBER OF HIDDEN UNITS

Figure 3 Test set errors versus number of hidden units over eleven minimally distinct word
pa;rs using MLPs with c=0.1, o=0.5.

In order to assess the effect of the number of hidden units on the recognition performance
of the MLP ( and a were set at 0.1 and 0.5 respectively whilst the number of hidden units
was varied. Beginning with zero hidden units the number was increased by one until there
were ten hidden units in tile system. After this, the hidden units were increased by five
each time up to a maximum of fifty units. In all cases the MLPs used gave no errors on the
training data. The effect of the increase in hidden units on the test set recognition accuracy
is shown in Figure 3.

The number of pattern presentations involved is shown in Figure 4

From Figures 3 and 4 it can be seen that the best test set recognition is obtained from
an MLP with fifteen hidden units. Generally in these experiments, the more hidden units
that were used the fewer pattern pre3entations were needed to train the system. However,
the decrease is very slight after the number of hidden units is increased beyond twenty.
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Figure 4: Pattern presentations versus number of hidden units over eleven minimally distinct

word pairs using MLPs with E=0. 1, a=0.5. The error bars show the range of the presentations

in each case. The mean number of presentations is shown by the horizontal line within the

bar.
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7.5 Comparison with Discrimination on the Basis of Overall Energy
and Length

The graphs of overall energy versus length for all the minimal word-pairs described in this
memorandum, are shown in Appendix D The summary of the resuits obtained is shown
in Table 13, together with the 'best' and 'worst' performances obtained from fully trained
MLPs. From previous results, the worst fully trained performance is from an MLP with a
single hidden unit and c=0.4, o=0.25. The best performance came from an MLP with fifteen
hidden units and c=0.1, n=0.5. Note that the errors quoted are from both test and training
sets, but all the MLPs gave no errors on the training sets.

Word Overall 'Worst' 'Best'
Pair Energy/Length MLP MLP

CSHIP 8 2 0
CLOZSE 1 0 0
FIVFE 3 1 0
HARDT 1 7 0
HERDT 3 1 0
KILDT 0 0 0
LEEGK 2 0 0

RIDTER 0 2 0
ROBPE 0 4 1

STEEN 5 2 1
WONDT 0 0 0

Total 23 19 2

Table 13: Result of minimal pair discrimination on the basis of overall energy and length
as compared to that obtained using MLPs.

From Table 13 it can be seen that only four minimal pairs, KILDT, RIDTER, ROBPE
and WONDT, show clear separations between the two word classes using the overall en-
ergy/length criteria. It is worth noting that although KILDT and WONDT have consis-
tently given very few recognition errors with all the MLPs used here, neither of the other
two pairs stand out from the rest
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7.6 Comparison with Hidden Markov Modelling Results

Table 14 shows a comparison of the total test set errors from each of the eleven word pairs
for an MLP with fifteen hidden units (f= 0.1, a=0.5) trained until the error was less then
0.0005, as compared to those from a HSMM.

Word MLP HSMM
Pair Errors Errors

CSHIP 0 3
CLOZSE 0 0
FIVFE 0 5

HARDT 0 1
HERDT 0 1
KILDT 0 1

LEEGK 0 0
RIDTER 0 0
ROBPE 1 0

STEEN 1 1
WONDT 0 0

Total 2 12

Table 14: Results: errors from 20 word test sets.

From the results in Table 14 it can be seen that the performance obtained from using
an MLP with fifteen hidden units is much better than that from using a 16-state HSMM

15



8 Conclusions

Experience suggests that for this particular task, unlike the problem of isolated digit recog-
nition. the choice of learning rate and momentum term are not crucial. Neither is the
number of hidden units

The choice of termination criterion is non-trivial for this task. The criterion finally
used in this study was a compromise between recognition performance and computer time,
bearing in mind the behaviour of the error at the output units

Even the worst fully trained MLF performance is better than that obtained using dis-
crimination on the basis of overall energ) and length.

It is clear that for the task of discriminating between the minimall distinct word pairs
described in this memorandum. MLPs are capable of a level of performance superior to that
obtained by using HSMNms This is not really surprising since HSMMs are concerned with
modelling the words accuratel., whilst MLPs are concerned with discriminating between
them
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Appendix A Effect of Varying Learning Rate and
Momentum Over a Fixed Number of Pattern Presentations

The tables here show the errors obtained for the 11 minimally distinzt word pairs using an
MLP with either one or four hidden units. In the one hidden unit case the MLP saw each of
L ie twenty words 1000 imes. For the four hidden unit case there were 400 presentations.
The words were positioned randomly within the input array. Each word pair is identified
as in the main body of the memorandum.

The results are shown from using t=0.1, 0.25 and 0.4 with a=0.25, 0 5 and 0.75.

There were five runs per word pair for each experiment but only the 'best' results are
shown in the tables Graphs are shown for the results over all the runs for (=0.1, CX=0.5
for both one and four hidden units. These are typical and demonstrate the consistency of
the resu!ts over (he five runs
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Wrrd f =0 1 ( =025 =0,25

Pair a - 0 (k
' 25050.,5025 0.5 0.75 0.25 0.5 1075

-0HIP 0 -o 0 -0 0 0 0 5
CLOZSFE 0 0 0 0 0 0 0 0 0

FIVF0 00
- --it 0 -0 - 2 2 3 1
HERDT o o 0 01 2 33 
KLDT 0~ 0 0_ 0 0 0 1--- 00
LEAGKfO I 0 -C 0T 0 - 0 0 0
RIDT -ER 0 0O - 01 0 1-0 2 14---l i
IROBPEIOlY 0 0__ 0 0 0 :1(
LST V' 0 0 0 0710f 0 0o o 2
IA ONN7 0 ___ 0 07 0 0 0 10

Table 15. Errors from t lie 20 ,, t" i fr the eleven minirsiall.% distinct word pairs

using one hidden unit

Word .. . . 01. 02 T =04

Pair a 0 .75 a

l1 025 . 0 75~ 0.2 0 5 07 0.25 0,5075
CSl-lll 2 2 1 T 2 1 2 6

CLOZSE 0 0 0 0 0
MF1FE~ 0 4 0 2 21..... . T -- I. - ,- + - -

11AHD 5 DT 5 643 6 5 5 3
HERDT , 1 1.6 4 5 4 3 4

iILIT 0 0' 0 0 1 0 0 1
EL (, 0E 0 _ 0 0 0 0 0 0 2

RII)T~fI -- 1 1 2 2 3 1 4 2
ROBPL 0 0 1 O I -. 1 5 2 _1 0 1
ST I 1 1 1 . N I I I1 1 3

0 ). - o- 0 0-0 o 0 -1

Table 16 Errors from the 20 word test set for the eleven minimally distinct word pairs
using one hidden unit
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W04 -- (=0. (=.5-

CHRD 0.5 0 .7 0 .2 0 . 0 .7 0 .2 0 .5 07

LE GK 0 0 0 0 0 0 0 3
RIDTE 0 0 0 0 0 0 0 0

FOBPE 0 0 0 0 0 0 0 0 0
STEEN 0 0 0 0 0 0 0 0 2
HONDT 0 0 0 0 0 0 0 0 1

WordG 0. 0 0 0 25 ~0 0

025TE 0 07 0 0 07 02 0 07

CLZE 0 0 0 0 60 0 0 0
FVE 0 0 0 0 0 0 0

KIDT 0 00 0 0 0 0 0
LEG 0 0 0 0 0 0 0

Table 18i Errors from the 20 word testin set for the eleven minimally distinct word pairs

using 
four hidden 

units.

Word 6= 6 1 E2 0 , =-



8-

7 RUN 1
6
5 4

4
3
2 +

8-
7 RUN 2
6
5.

o4
3- 0

I I 2:I +C. 01 0
LUJ

C-8

7 RUN 3
6

o +-

. 44
I 3.

LUr 2 +

CD 0' 4

LU 7j RUN 4

3.
22

0

7RUN E
6-
5.
4.
3.
2-+

0- '1, 9 9 9

MINIMAL PAIR

Figure 5: Errors after 1000 pattern presentations from MLP's with one hidden unit, (=O 1
and as=0.5. Circles represent training set errors and crosses represent test set errors, both
over 20 words.
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Figure 6: Errors after 400 pattern presentations from MLP's w'th four hidden units, c=O.I
and a=0.5. Circles represent training set errors and crosses represent test set errors, both

over 20 words.
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Appendix B The Error at the Output Units as a
Function of the Number of Pattern Presentations

The graphs tere shw 'he beha,'kcur ;f the error at the output units aq the uumhor nf
pattern presentations is increased.

Results are shown for MLPs with both one and four hidden units for the word pairs
CSHIP, HARDT and KILDT. In all cases e=0.1 and ck=0.5.
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Figure 7: Error at output units, as a function of the number of pattern presentations, for
word pair CSHIP with i--0.I. o=0.5 and one hidden unit in (a) and 'our in (b).
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Figure 9: Error at output units, as a function of the number of pattern presentations, for
word pair KILDT with c=0.1, 0v=0.5 and one hidden unit in (a) and four in (b).
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Appendix C Effect of Varying Learning Rate and
Momentum Using Error per Pattern as the Termination
Criterion

The tables here show the errors obtained for the 11 minimally distinct word pairs using an
MLP with zero, one or four hidden units. In each case, two termination criteria were used.
The first result is from terminating the learning process when the error feli below 0.0005;
and the second from when the error fell below 0.00025.

The words were positioned randomly within the input array. Each word pair is identified
as in the main body of the memorandum.

The results are shown from using f=0.1, 0.25 and 0.4 with a=0.25, 0.5 and 0.75.

If the learning process did riot result in zero errors on the training data then up to four
more sets of start-up weights were tried. If this still did not result in zero errors then the
result quoted comes from the run producing the smallest number of errors on the training
data.
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Word C=0. 1 C=0.25 c=0.4

Pair a a ek
0.25 0.5 0.75 0.25 0.5 0.75 0.25 0.5 0.75

CSHIP 1 1 2 2 1 2 1 1 3
CLOZSE 0 0 0 0 0 0 0 0 0
FIVFE 0* 0 0 1 0 0 1 1 1

HARDT 4" 2 2 4 7 5 5 5 5

HERDT 1- 0 1 0 0 1 1 1 1
KILDT 0 0 0 0 0 0 0 0 0
LEAGK 0 0 0 0 0 0 0 0 0
RIDTER 1 0 0 0 0 2 0 0 2
ROBPE I 1 1 2 2 1 2 2
STE EN- 1I 1 2 1 1 1 1 1 2

WONDT 0 0 0 1 0 0 0 0 1

"had not converged so stopped after 15000 presentations

Table 19 Test set errors, from 20 words, for the eleven minimally distinct word pairs using
zero hidden units and trained until error<0.0005.

Word i =0.1 (=0.25 E=04
Pair a a a

025 05 075 0.25 0.5 075 0.25 0.50 .75
CSHIP 0 1 1 1 1 2 1 J 1

CLOZSE 0 0 0 0 0 0 0 o
FIVFE 0" 0 0 1 0 0 1 1 0
HARDT 3" 4 4 2 4 8 4 6 6
HERDT 01 1 0 0 0 1 1 1 0
KILDT 0 0 0 0 0 0 0 0 1
LEAGK 0 0 0 0 0 0 0 0
RIDTER 1 1 1 1 0 1 1 1 2
ROBPE 1 1 2 2 1 0 1 1 1

-STEEN jj1 1 1 1 1 1 1 1 1

WONDT 1 o 0 1 0 0 0 0 0
| had not converged so stopped after 30000 presentations

Table 20: Test set errors, from 20 words, for the eleven minimally distinct word pairs using
zero hidden units and trained until error<0.00025.
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Word E=0.1 c=0.25 E=0.4
Pair cI or a

0.25 0.5 0.75 0.25 0.5 0.75 0.25 0.5 0.75
CSHIP 2 1 2 2 3 2 2 1 1

CLOZSE 0 0 0 0 0 0 0 0 0

FIVFE 0 0 0 1 0 0 1 0 1

HARDT 6 4 6 5 3 5 7 5 3

HERDT 0 0 0 1 1 0 1 1 0

KILDT 0 0 0 0 0 1 0 0 1
LEAGK, 0 0 0 0 0 0 0 0 0

RIDTER 1 0 1 1 2 1 2 1 1*

ROBPE 1 0 0 0 2 1 4 1 4
STEEN 1 1 2 2 2 2 2 2 1

WONDT 0 0 0LO T 0 0 1 1

*had 2 errors on training data

Table 21: Test set errors, from 20 words, for the eleven minimally distinct word pairs using

one hidden unit and trained untii error<0.0005.

Word f=0.1 (=0.25 E=0 4
Pair O 0 a

0.25 0 5 0.75 0.25 0.5 0,75 0.25 0.5 0.75
CSHIP 1 2 1 1 3 1 3 1 1

CLOZSE 0 0 0 0 0 0 0 0 0

FIVFE 0 1 1 0 0 0 0 1 1
HARDT 3 6 8 3 4 6 4 6 3

HERDT 0 1 1 2 2 0 1 1 1

KILDT 0 0 2 0 1 3 0 0 1

LEAGK 0 0 1 0 0 0 0 0 1
RIDTER 1 0 1 2 0 1 2 1 2

ROBPE 1 1 2 1 1 2 ! 0 1
STEEN 1 1 1 1 1 2 1 1 2

WONDT 0 1 0 0 0 0 0 1 0

Table 22: Test set errors, from 20 words, for the eleven minimally distinct word pairs using
one hidden unit and trained until error<0.00025.
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Word ~ =0. 1 (=0.25(=.
Pair Ck a

0.25 0.5 0.75 0.25 0.5 0.75 0.25 0.5 0.75_
CSHIP 0 1 1 2 1 3 1 2 3

CLOZSE 0 0 0 0 0 0 0 0 0
FIVFE 0 1 1 0 0 0 1 1 2

HARDT 1 0 1 3 2 2 4 2 2
HERDT 0 0 0- 0 0 1 0 1 3

KLAG 0 0 0 0 0 0 0 0 0

RIDTER 0 0 0 0 0 0 0 1 0

LEAG PE 0 0 0 , 0 0 0 1 0 0

STEEN 2 -, 1 1 1 2 1 1 2
R 01 1 0 0 12

Table 23 Test set errors, from 20 words, for the eleven minimally distinct word pairs using
four hidden units and trained until error<0.0005.

'Ord- e=. =0.25 (=0.4

Pair a Q 07
0.25 0.5 j0.75 0 250.5 0,75 0.25 0507
1SW f j -41 1 1 2 1 1 2

CLOSE 0 __ 6 0 -Y 0 0 0 0
FIYVF E 1 0 0 0 0 1 0 0 1
HjARDT--0 1- 1 I 1 1 1 2 0 2
HERDT 1 1 0 0 0 1 0 0 1
K FLDT 1 1 0 1 0 0 1 0 1
LEAGK 0 0 0 0 0 0 0 0 0

RU1D TE R 1 0 0 1 0 0 0 0 0

ROBPE I0 0 0 O 0 0 0 0 00

Wb D O0 0 1 1O 0 1

Table 24: Test set errors, from 20 words, for the eleven minimally distinct word pairs using
four hidden units and trained until error<0.00025.
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Appendix D Graphs of Overall Energy Versus Length for
all Eleven Word Pairs

These graphs show plots of overall energy versus length for all the minimal pairs considered
in this memorandum. Note that the complete data set of forty words is shown in each
graph.

The lines used for discrimination are shown.
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Figure 10 Overall energy versus length for the minimal pair CSHIP Circles represent desta
from word class "chip" and crosses represent data from word class "ship"

2300
0

0
0

2050 0 0

1550 +

29 30 31 32 33 34 35 36 37 38 39 4 6i

LENG TH
Figure 11 Overall energy versus length for the minimal pair CLOZSE Circles represent
data from word class "dloze", and crOSSLs represent data from word class "close".
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Figure 12: Overall energy versus length for the rainimal pair FIVFE Circles represent data
from word class "five", and crosses represent data from word class "fife",
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Figure 13: Overall energy versus length for the minimal pair HARDT. Circles represent
data from word class "hard", and crosses represent data from word class "heart".
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Figure 14: Overall energy versus length for the minimal pair HERDT. Circles represent
data from word class "heard", and crosses represent data from word class "hurt".
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Figure 15: Overall energy versus length for the minimal pair KILDT. Circles represent data
from word class "killed", and crosses represent data from word class "kilt".
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Figure 16: Overall energy versus length for the minimal pair LEEGK. Circles represent

data from word class "league", and crosses represent data from word claw "leak".
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Figure 17: Overall energy versus length for the minimal pair RIDTER. Circles represent
data from word class "rider", and crosses represent data from word class "writer".
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Figure 18: Overall energy versus length for the minimal pair ROBPE. Circles represent
data from word class "robe", and crosses represent data from word class "rope".
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Figure 19: Overall energy versus length for the minimal pair STEEN. Circles represent data
from word class "seen", and crosses represent data from word class "teen".
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Figure 20: Overall energy versus length for the minimal pair WONDT. Circles represent
data from word class "wand", and crosses represent data from word class "want"
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