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L INTRODUCTION

When a single channel is shared by many users, for the accommodation of their transmis-
sions, the multiple-access problem arises. This problem takes various forms, depending on the
system model, and mainly .on the characteristics of the users. In packet networks, when the
number of the users and their packet-generating processes are well-defined and remain
unchanged, multiple-access algorithms with deterministic characteristics are most appropriate;
the deterministic tree search in [2] belongs in this class, which then induces better throughput-
delay characteristics than those induced by the random-access class. The random-access class is
most appropriate when the user population may vary, and has the advantage of induc.n& opera-
tions which are independent of the user population; its disadvantage is that it induces high varia-
tions in delays. The algorithms in [1], [31, [5], [6], [11], and [13] belong in the latter class.

For both well-defined and varying population user models, the existing research efforts 0
have almost exclusively focused on uniform user populations and on absence of strict constraints P
imposed on transmission delays. The exceptions are the works in [7], [8], [10], and [12]. In [7]
and [10], the possibility of time constraints in transmissions is considered. In [10], a uniform,
infinitely large, user population is considered with a strict upper bound on transmission delays
imposed, and a random-access algorithm which then inevitably induces packet losses, is adopted
and studied. In [8], an interconnected two-channel system with mixed user populations is con-
sidered; a portion of the user population has the option to dynamically join either one of the two
channels, which results in an acceleration effect on the delays of the latter class of users. The
algorithm in [8] is random-access; it thus induces variations on delays, and cannot tolerate strict
delay limitations without packet losses. In [12], a single channel but mixed traffic system is con-
sidered, where a portion of an overall infinitely large population of users generates priority data.
Then, a variation of the random-access algorithm in [13] is adopted which accelerates the prior-
ity packets. The algorithm in [12] induces large variations on the delays of the priority data,
however, and cannot tolerate strict delay limitations without losses.

In this paper, we take a different approach than those taken in [7], [8], [10], and [12], which
combines time-constraints and nonuniform-population issues. In particular, we consider a
single-channel system accommodating mixed traffic: High priority data requiring a strict upper
bound on their transmission delays, and low priority data which do not impose such strict delay
limitations. We require that there are not packet losses for any part of the traffic, and our objec-
tive is to meet the strict delay requirements of the high priority data with simultaneous good
throughput-delay accommodation of the low priority data. The satisfaction of our objective is
feasible, based on the following observation: In real systems, there is a well-defined user popu-
lation which may generate high priority data. Based on this observation, we design and analyze
a mixed algorithm which performs a deterministic tree search for the high priority traffic, and
which has a random-access part assigned to the possibly varying population of users who gen-
erate low priority data.

The organization of the paper is as follows. In Section 11, we present the system model. In
Section III, we include the description of the transmission policies adopted for both the high and
the low priority packets. In Section IV, we present the analysis of the overall system, in terms of
throughputs and delays. In Section V, we include numerical results. In Section VI, we draw
some conclusions.
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El. SYSTEM MODEL

We consider a system where a fixed number of users who may generate high priority data
and a large number of users who generate low priority data only, share a single common channel ",-'

for their transmissions. We assume that the data from all users are in the form of packets whose
lengths are identical, and we consider synchronous transmissions; that is, the channel time is
divided into slots of length equal to a single packet, and packet transmissions can start only at
the beginnings of slots. We adopt the idealistic case where no propagation delays exist and
where the only cause of channel errors are due to collisions. In particular, we assume that a sin-
gle packet transmission is always successful and that simultaneous multiple-packet transmissions
(collision) cause destruction of all the involved packets which must then be retransmitted.

We consider the existence of binary, collision versus noncollision, feedback per slot; a col-
lision slot will be denoted C, while a noncollision slot will be denoted NC. We adopt the limited 0
sensing environment; that is, each user observes the feedback sequence continuously, only from
the time he generates a packet to the time that this packet is successfully transmitted. In addi-
tion, we assume that identifiable "flags" exist in the system, which indicate the beginnings of
certain slot frames; the frames and the "flags" are described in the next section. Each user
observes the "flags" only from the time he generates a packet, to the time that this packet is suc- •
cessfully transmitted. As will be explained in the next section, the frames and their identifica-
tion are necessary for securing a strict upper bound on the delays of the high priority packets,
with simultaneous system stability; that is, without rejecting any data packets from the system.

We assume 2N number of users, who may generate high priority packets. We assume that
in a period of 2N-1 (n+2) slots, for some n such that l.n<_N, each of the 2N users generates a 0
high priority packet with probability p, and generates no such packet with probability 1-p. We
impose the constraint that the transmission of each high priority packet cannot be delayed by -k.
more than 2 N (n+2) slots.

For the traffic generated by the low priority users in the system, together with the possible
low priority traffic that may be generated by the 2N users, we adopt the limit Poisson user model
with some Poisson intensity X packets/slot; that is, infinitely many Bernoulli independent users V N
with total traffic intensity . As proven in [9], the latter model corresponds to a "worst case," in
terms of throughput-delay performance of some given random access algorithm.

Our objective is to devise transmission policies for the mixed, high versus low priority,
traffic, which are stable (they do not reject any packets), which satisfy the strict delay constraints
for the high priority packets, and which accommodate as effectively as possible the low priority •
traffic.

Time will be measured in slot units, where slot t occupies the time interval [t, t+l). The
feedback of slot t will be denoted xt, where xt=C if the slot is occupied with a collision, and
where x,=NC otherwise. It is assumed that a packet arrival in [t, t+l) observes the feedback x,
and all the subsequent feedbacks x+ ,..., until it is successfully transmitted. .

Il1. THE TRANSMISSION POLICIES

In this section, we describe the transmission policies adopted by both the high and the low 0
priority traffics, given the models and constraints presented in Section II. We start with the U
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description of the policy adopted by the high priority packets, since they have to satisfy a strict V
delay constraint, and since the policy for the low priority packets will be designed "around" the
openings allowed by the former policy.

IILI. The Policy for the High Priority Packets

Let us temporarily ignore the presence of the low prio traffic, and let us only consider
the high priority packets generated by the 2N users. Let the 2% users be indexed from 1 to 2
and let this indexing be known to them all. Let the 2N users form 2 N-n disjoint groups, where
I n_.N, and where the k-th group contains the users with indices from
(k-1)2n+l to k 2n, 1<k2N-n. Let n and the grouping be known to the 2 N users. Then, in the
absence of low priority traffic, the high priority packets are transmitted by "examining" the 2N-n

groups sequencially, from group 1 to group 24-; that is, all possible packets in group k are
transmitted after those in groups 1 to (k-i) have completed successful transmission. The
transmissions within each group are accommodated via the rules of some multiple-access algo-
rithm, and the transmissions from group k start immediately after the last successful transmission
from group (k-1). We point out that in the presence of low priority traffic, the transmissions
from group k will not start immediately after the resolution of group (k-1). Instead, to allow
openings for the low priority traffic, the transmissions from group k will start after the "worst _
case" resolution length for group (k-i) has been exhausted. This will be explained better, in the
process of this section.

Let us first describe the multiple-access algorithm used for the successful transmission of
all packets within a group containing 2n users. The algorithm is the deterministic tree-search
version of the 2-ceil random access algorithm in [11 . The reason we adopt this deterTninistic •
tree-search rather than the probabilistic (random) access imposed by the algorithm in [11], is due
to the strict upper bound delay constraint in conjunction with the unacceptable of rejections for
the high priority packets. Indeed, no random-access algorithm can simultaneously satisfy the
above two requirements. The deterministic form of the algorithm in [11] is described as follows:

Consider the binary tree in Figure 1, with 2" leaves. The 2n users are placed on the latter
leaves. The resolution of the tree starts with a root transmission; that is, all users who may'
have a packet to transmit, first attempt transmission. The number of slots needed for the
tree resolution (for the successful transmission of all the packets on its leaves) is called the
Collision Resolution Interval (CRI). If the feedback from the root transmission is NC, the
CRI lasts one slot. If, instead, the feedback from the root transmission is C, then a collision
resolution process starts with the next slot. The process works with binary subdivisions of
the tree, exactly as with the Capetanakis tree algorithm [2], until the first after the root col- .-
lision successful transmission. The difference here is that after each successful transmis-
sion, and before the end of the CRI, the tree-search starts from the tree root.
As compared to the Capetanakis tree algorithm, the algorithm here has the advantage that a

CRI which starts with a collision ends the first time that two consecutive NC slots appear. This
fact makes the ends of CRIs easy to identify for users in the limited sensing environment. In
addition, as its random-access counterpart [11], the present algorithm has much higher resistance %',,
to feedback errors than that of the Capetanakis tree algorithm.

We now present a useful proposition, whose easy proof can be found in the Appendix.
5, 11
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Proposition 1

Given the binary tree with 2n leaves, the longest CRI induced by the algorithm in this sec-
tion corresponds to the case that each one of the 2n users has a packet to transmit, and this larg- %
est length equals:

L ax= A62,-' (n+2) (1) %

In view of the proposition, given 2 N users who are divided into 2N-n groups, for some n
such that 1 n<_N, we visualize 2N-n consecutive time "frames," each of length 2I-1(n+2),
comprising a "superframe." Then, we visualize the channel time being divided into consecutive ,A.
superframes, which are in turn subdivided into consecutive frames (see Figure 2). According to .' ,
the model for the high priority packets, as presented in Section II, each of the 2N users can gen-
crate at most one packet per superframe length, with probability p. We then propose the follow-
ing transmission policy for the high priority packets:

Let us consider the superframe i in Figure 2. Then, during this superframe, all the high . ,.
priority packets that were generated during the superframe immediately preceeding it, are
successfully transmitted. In particular, the users in the first of the 2 N-n user groups transmit
their packets within the first frame in superframe i, where the corresponding CRI starts with
the first slot of this frame. The collision resolution process follows the rules of the algo-
rithm in this section. Similarly, the users in the k-th user group transmit their packets
within the k-th frame in superframe i, where the corresponding CRI starts with the first slot
in the frame.
From the above description, and in view of the fact that the probability p is less than one, it

is clear that the CRIs in each frame will be generally shorter than a frame length. Thus per
frame, some sequence of consecutive slots (ending with the last slot in the frame) will be gen- %

erally free, to be used for transmissions by low priority packets. (see Figure 3).
The scheme explained in this section can work in the limited sensing environment, only if

the starting points of the superframes can be identified by any new high priority packet that
enters the system. We thus assume that those points are identified by "flags" which may o
correspond to encoded messages occupying a small percentage of a slot. Then, upon generation
of a high priority packet, a user starts observing the channel, until he sees the first flag. Then, he
transmits his high priority packet within the superframe following the flag; in particular, within
the frame of the latter superframe that corresponds to his group. ,

As it is clear from above, for the high priority packets, only the identification of the starting •
points of the superframes is necessary. For better accommodation of the low priority packets,
however, it is desirable to have the beginnings of frames identifiable as well, otherwise, the low
priority users will be penalized (as we will see below) by higher delays. If such identification is
possible, it must be distinct from that for the beginnings of superframes, for the benefit of the --.-
high priority packets, which cannot be synchronized otherwise. Thus, if the starting points of -

frames can be identified, they will be by distinct from the flags codes, called "miniflags.'
We conclude this subsection, by pointing out that the transmission policy we have proposed ,,.,"

for the high priority packets, clearly guarantees a worst case strict upper bound on the per packet
delay (from the time the packet is generated to the time it is successfully transmitted). This
boind equals two times the length of a superframe; thus, 2N (n+2) slots, wnich is consistent with
the constraint presented in Section II. Let us also remark, that given 2N users, the number n is
selected to satisfy the upper bound on the per high priority packet, on one hand, and to maximize %
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the throughput of the low priority traffic, on the other hand. This is generally accomplished by .
the largest possible n, which still satisfies the delay constraint for the high priority packets.
Indeed, as n increases, the percentage of the per frame capacity dedicated to the low priority
traffic increases as well, and so then does the throughput of the low priority traffic, for any given
random-access algorithm adopted for its transmission. For upper bound on the per high lriority
packet that is at least 2 N (N+2), n should be selected equal to N. In the latter case, all 2 users

form a single group, and frames and superframes become then identical entities.

11L2 The Policy for the Low Priority Packets

From the preceeding, it is clear that the channel capacity dedicated to transmissions of low
priority packets, consists of the portions of the frames which follow the ends of high priority
CRIs. If the union of those portions could be seen as a separate channel dedicated to the 0

transmissions of the low priority packets, then the problem becomes simple: A known limited
sensing random access algorithm is adopted, and the throughput-delay performace for the low
priority traffic is then predictable. The issue here is: Can low priority packets identify the por-
tions of the frames assigned to them, and how? We will provide answers to this question, when
the 2-cell random access algorithm in [l1] is deployed for the transmission of the low priority
traffic. As established in the latter reference, this algorithm induces CRIs whose ends are easily,-
identifiable by new packet arrivals; thus, it can be easily implemented in the limited sensing
environment. In addition, this algorithm is highly insensitive to feedback errors, in the presence
of the limit Poisson user model (and nonmixed traffic) its throughput is 0.43, it induces good ,
delays, and it is matchable with the algorithm adopted for the high priority traffic; that is, the
ends of CRIs for both high and low priority traffics are identified similarly by new packet
arrivals.

To make our presentation clear, it is first necessary to review briefly the operations of the
algorithm in [11], when nonmixed traffic, say low priority traffic only, is present in the system.
Then, the algorithm generates a sequence of consecutive CRIs, such that: Let at the end of some
CRI, the total length of arrival intervals which contain packet arrivals that have not yet
attempted transmission be d, called me lag. Then, the next CRI resolves an arrival interval of
length equal to min (d, A), where A is an algorithmic parameter and equals 2.33 for throughput ,.

maximization (for attaining throughput 0.43 in the presence of the limit Poisson user model). In
the first slot of the CRI, all arrivals in the arrival interval of length min (d,A) transmit. If at most
one arrivals are contained in the latter interval, the CRI ends and lasts one slot whose feedback is
NC. Otherwise, the first slot of the CRI is a collision slot, and a collision resolution process
starts with the slot following it. During the collision resolution process, each involved user util- ', -.

izes a counter, whose value in slot t is denoted rt, and where rt = either 1 or 2. If rt = 1, the user :,:
transmits in slot t. If rt=2, the user withholds in slot t. The rt values are updated as follows:

(a) If rt = 1 and xt = NC, the packet of the user is successfully transmitted in slot t.

(b) Ifr = l and xt = C, then:

I , with probability 0.5
r + 2 , with probability 0.5 .,,

(c) If r =2 and xt = NC, then r,+ =1

A"%A
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(d) Ifr t = 2 and x= C, then rt+- 2

From the above recursions, it can be easily concluded that a CRI which starts with a colli-
sion, ends the first time after its beginning that two consecutive NC slots appear. Due to
the latter property, a new packet arrival knows for sure that a CRI has ended, the first time
after its arrival that it observes two consecutive NC slots. In the limited sensing environ- ,. ..

ment, a packet arriving in [t, t+l) starts observing the channel feedbacks, beginning with xt,
and remains passive until the first after t occurence of two consecutive NC slots; after that,
it can identify the ends of consecutive CRIs. In such environment, each CRI examines an
arrival interval whose length is min (d, A), where the window of length A slides from left to
right on the lag d, with its right edge being one slot before the starting point of the CRI (see
Figure 4). Everytime the above mentioned packet arrival is not within the window of size
A (which implies that the lag d is necessarily longer than A), it updates its arrival instant by
adding a A value to it. The first time his updated arrival instant is closer than A+1 from the
beginning of a CRI, the packet is successfully transmitted during the process of the latter
CR1.

Let us now consider the system studied in this paper, as seen by low priority packets. The
CRIs for the low priority packets will be identical to those of the algorithm operating with non-
mixed, strictly low priority traffic, only that they will be generally interrupted by CRIs from the 0
high priority traffic. The delays induced for the low priority packets will be generally longer
than those induced when high priority packets are absent from the system. To present the opera- .

tions of the low priority packets clearly, we will consider two cases: (A) The case where only
flags, but not miniflags, exist in the system, and (B) the case that both flags and miniflags exist.

Case (A)
Let a low priority packet arrive at some point during superframe i. It immediately starts .4-

observing the channel feedbacks sequencially, beginning with that of the slot containing its
arrival instant. Due to the absence of miniflags, the packet cannot identify the beginnings of
frames within superframe i; thus, it cannot distinguish between ends of CRIs for high priority £
packets and same ends for low priority packets, within superframe i. Therefore, it observes pas-
sively, until the occurence of the first after its arrival flag (which identifies the beginning of
superframe (i+l)). Since it knows the lengths of the frames, it can identify, from the occurence
of the latter flag and on, the starting points of frames. Knowing the latter points, it can also iden-
tify the ends of CRIs for high priority packets, within each such frame, and thus the portion of
each such frame which is assigned to transmissions of low priority packets. Within those frame -
portions only, the packet operates as it would if hi,h priority packets were absent. Specifically,
starting with the point when the first after its arrival flag occurs, the packet subtracts from the
arrival axis the intervals that are occupied by CRIs for high priority packets, by adding to its
arrival time their lengths, sequentially as they occur (see Figure 5). After it observes the first h'-

pair of two consecutive NC slots within the channel portions assigned to low priority transmis-
sions, it also starts adding a length A to its arrival time, each time a CRI for the latter transmis- ,
sions ends and the packet is not part of it. The packet is transmitted within a CRI for low prior-
ity packets, if its updated arrival instant is in distance at most A+l from the beginning of the 0%
CRI.

6%



Case (B)
Due to the existence of miniflags, and since only frames (rather than superframes) are

relevant to the low priority packets, they ignore flags in this case. Let a low priority packet 1'

arrive during some frame, say frame i. Then, as in case (A), it immediately starts observing the .
channel feedbacks sequencially. The packet remains passive and unable to make any synchroni- 41
zation decisions, until one of the following two events occurs:
(a) It observes a second after its arrival pair of two consecutive NC slots, before it observes a

miniflag. Since only the first CRI within each frame corresponds to high priority packets. 
the packet knows then for sure that the second pair of two consecutive NC slots
corresponds to the end of a CRI for low priority users. It also knows that the remaining
after the second pair of two consecutive NC slots channel time until a miniflag occurs, is
assigned to low priority traffic. Thus, starting with the point when the second pair of two
consecutive NC slots ends, the packet begins adding A length to its arrival time, each time a 0
CRI for low priority traffic which does not include the packet ends. After the occurence of
the first after its arrival miniflag, the packet can identify the per frame portions of the chan-
nel time assigned to low priority transmissions; thus, after the occurence of this miniflag,
the packet updates its arrival time exactly as in case (A). ,_

(b) The packet observes at most one pair of two consecutive NC slots between its arrival S
instant and the occurence of the first miniflag after that. The packet starts then the adapta-
tions of its arrival time, exactly as in case (A), only after the instant when the miniflag %
occurs.
We note that as compared to the event (b), the occurence of event (a) generally results in

reduction of the packet delay. 0.

From the descriptions of the operations performed by low priority packets in cases (A) and
(B), we easily conclude that, as expected, the existence of miniflags generally results in consid-
erable improvement of the delays of the low priority packets, as compared to the case where
miniflags do not exist. The penalty paid for such improvement is waste of channel capacity for .,.
the encoding of the minifiag signals. We note that the margins of the frames and superframes S
are predetermined and incorporated within the design specifications of the system, before its
operation begins.

IV. PERFORMANCE ANALYSIS

In this section, we study the throughput-delay performance of the system, separately for the
high versus the low priority packets.

IV.1. The High Priority Class

Given 2 N users who may generate high priority packets, given n, such that l<_i< N, given
the multiple-access algorithm in this paper, each superframe consists of 2N-n frames, where each
frame has length L" = 2" (n+2). Each superframe has thus length 2 N-1 (n+2) then, and the
maximum possible delay that a high priority packet may suffer is then 2N(n+2). In addition, if
each of the 2 N users generates at most one packet per superframe length, and if the probability S
that he generates such a packet is p, then p can take any value in the interval (0,1]. If p equals 1,

%
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4
4 N

then every channel slot is occupied with high priority transmissions, and the throughput for the
lowpriority traffic is zero. Given p, the average number of high priority packets per superframe
is 2 p; thus, given n, the average number of high priority packets per slot is:

2p (2)

Given p and n, the number kr,,n signifies the rate of the high priority packets. If, on the other
hand, the rate, Xh, of the high priority packets is given, then, from expression (2), we conclude:

n+2
F h for n : 1 :5n5 <2(Xhl - 1) (3)

2 2If Xh - - any integer n in [1,N] is acceptable. For given -h < -, we may use the "worst
N2 NN+2

case" for the selection of the value p; that is, the upper bound T 1 .h ( or, p = T kh).
2 2

We now proceed with the computation of the expected length of a CR! for high priority .. ..
packets, within a frame, given p and n. This expected length is needed for the computation of
delays for the high priority class, as well as for the evaluation of the throughput-delay perfor-
mance of the low priority class. Let us define:

L1jmjm: Given the multiple-access algorithm in this paper, given 2n users,
given that m, users are active (have a packet to transmit) in the
upper half of the 2 - leaves tree, given that m2 users are active in %
the lower half of the tree, the expected number of slots needed for
the resolution of the (m1+m2 )-multiplicity contention. 0

n0
LnIm: Given the multiple-access algorithm in this paper, given 2n users,

given that m users are active, the expected number of slots needed
for the resolution of the m-multiplicity contention.

L(n,p): Given 2n users, given that each user has a packet to transmit with
probability p, given the multiple-access algorithm in this paper, the
expected length of a CRI.

We note that L(n,p) signifies the expected length of a CRI for high priority packets within a
frame, and clearly,

L(np) =' m pm (lp) 2 -m inm  (4) •

Mi~m2" n1 Fn-11
= - m~ [m.-kJ ----. '/k-7-k2 k rax(O~m - 2 * ) k n(5 )" " -

Lno= L = 1 (6)

The multiple-access algorithm induces the following recursive expression: ._

,- 0 -

• %

,; =2 J " t' .' , ' ' .. td . % ' ' d : '. . " ." 
°

.. . .. .- -, . ,- - . . " ." -.. ." . ." . % . ",. . ":".. .° .. . '. - . .. . . .. . .:° '. . 4



2 +.. 1 mj, ;ifm1 =O %

mi+m2 2 ; I_nIM.m 2 = mI-1 + Ln- II ; if m 2 =0 (7) -

Ml+Ln-I Im, + Ln-I Im2 ; if mIl, m 2 -l

From expressions (4), (5), and (7), by substitution, interchange of order of summations, and
some manipulations we find:

For n.3; L(n,p)=2 - 1 n+2-(n+5)q + -q -2[- -lq 2-kq 2

q k=2 k=2 J

L(O,p)=l , L(1,p) = 2q2 - 4q +3

(8)

L(2,p) =7q2 - 14q + 8

Awhere, q I-p

Remark: Given the multiple-access algorithm in this paper and 2N users, given that in the begin-
ning of a collision resolution interval each user may have a packet to transmit with probability p,
an optimal tree depth, N-n, can be selected, such that it minimizes the expected length of the
CRI; given depth N-n and probability p, the expected length of the CRI equals 2 N-n L(n,p),

where L(n,p) is given by (8). A monotone sequence 1- qj <q2 ... can be easily%
V,3,-..

found, such that the (N-n)-th depth is optimal for p values such that, qn-1 < 1-p<qn. This pro-
perty induces a dynamic tree-search, varying with the range of the p value, and is similar to that
of Capetanakis' dynamic tree algorithm [2]. We point out that within the scenario of this paper,
given N and p, the selected tree-depth (or equivalently the integer n) is not necessarily the
optimal in the above sense. The choice of the integer n is then controlled by the delay upper
bound for the high priority packets as well as by the throughput-delay performance it induces for
the low priority traffic. •

Delay Analysis

Given N, n, and probability p of a single high priority packet generation per superframe
length 2N-1 (n+2), we wish to compute the per high priority packet expected delay Dh (N,n,p).
Here, a simple version of the regenerative theorem appears, where the regenerative points are the 6
starting points of the superframes. Let us define:

Wh: The cumulative expected waiting time of all the high priority packets generated within a
superframe, before the next superframe starts, within which the above packets are success-
fully transmitted.

Zh: The expected cumulative delay of all the high priority packets transmitted within a super-

frame, after the starting point of the superframe.

9



Nh: The expected number of high priority packets transmitted within a superframe.
Then, the application of the regenerative theroem gives:

Dh(N,n,p) = N ' (Wh + Zh) (9)

where, clearly,

Nh= 2Np (10)

Assuming that each high priority packet is generated uniformly within a superframe, we
also conclude:

Wh = p 2N 2 (n+2) N 22 -) (n+2)p (11)

for the computation of the expected value Zh, we need the following quantities:
Cn,/mt,M: Given the present multiple-access algorithm, given the 2n-leaves

tree, given that there are m, active users in the upper half of the 2
tree and m2 active users in the lower half of the tree, the expected
cumulative delay of the m, + m2 packets during the CRI which
starts from the tree root.

Cnm: Given the present algorithm, given the 2n leaves tree, given that
there are m active users, the expected cumulative delay of the m
packets during the CRI which starts with the tree root.

Cn/P: Given the present algorithm, given the 2n-leaves tree, given a CRI
which starts with the tree root, given that each tree leaf is occupied
with a packet with probability p, the expected cumulative delay of
all the packets transmitted during the CRI, starting from its begin-
ning.

Initially, we have the following easy expressions:

_ min(m 2) 2 n- Cnkm-k
k--max(O,m-2 k) [ (12)

CnIp m (I-P)2n-m Cnim (13)
nO-.

In addition, from the algorithmic model and the consistency of the frames within a superframe,
we easily find:

Zh=2 N- n Cnp+ X k2npL m '-

10
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2 N -n Cnp N+n-2 (2N-n-1)(n+2)p

The algorithm induces the following recursive expressions, where LnIm is the quantity in
(5):

2m+C,-lm ;ifmr=O

m= m+m 2>-2; Cnim,m 2 =" re(m-) + Cn-lim ; if m2 =0 (15)

if n 1 2t1
m.ml+m 2 Ln-I 1 m, + Cn-I1 im, + Cm- 1 Im2, ; m2 _1

Cnl =1 •

From the recursions in (15), by substitution in (12) and (13) and some manipulations, in
conjunction with the expressions in (4) - (8), we finally obtain:

Colp = qp

(16) 0

n2!1; Cnl p = Tn-l(1-q) 2 n (2-mq 2 i ) +

i_=O

n-I n-I 2'+ L(i,p)+2+ -(2i+'-1)q-2q 2  Ii (2-q),- ,=

i---J

where L(n,p) is given by (8), and where,

q= i-p

1"I (2-q 2 ) = 1, for j>i (17)

Substituting expressions (9), (10), (11), (14), and (16) in (9), we finally obtain, where the
expressions in (17) hold, and where L(i,p) is given by (8):

Dh(N,O,p) = 2 N + 0.5

Dh(N,1,p) = (2N--)q - (2N+-)q + 3.2N+2; N>
n-I _, n-I n-I 2

N>_n.2; Dh(N,n,p) = 2N-12 (n+2) + I'I(2-q 2') - Z q2' 'I (2-q 1 )i=o i--o r
iOiO I=i+I *

11nn-I n-I 2!' '

2- (2Nn-1)L(n,p) + - L(i,p) n-I (2-q2') +
i=0 bi+1



rJ 2)12q j2e (18)

IV.2. The Low Priority Class

From the operation of the algorithmic system, as explained in Section InI, it is not hard to
see that the throughput, X, of the low priority class, in expected number of packets per slot
length, is determined by the throughput, X* of the 2-cell algorithm in [11], in the presence of the
limit Poisson user model, in conjunction with the average portion, a, of the per frame capacity
that is assigned to low priority transmissions. In particular, the following relationship holds:

X7*=a X* (19)

As found in [111, X* = 0.43. On the other hand, for given n and p parameters, as defined in Sec-
tion IV. 1, and for L(n,p) as defined in the former section and as given by (8), we have:

ct=l1 - L(n,p)(aL (20)

where Lm" is the length of a frame and is given by (1) in Section III. Thus, given n and p, and
due to expressions (1), (19), and (20), the throughput, X,(n,p), of the low priority class is given
by the following expression, for L(n,p) as in (8):

%I* (n,p) = 0.43 1  (21)

Substituting (8) in (21), we obtain, where q 1-p:

• 0.86 (2 3. 101 (-)
X1.(0,p)=0, x.t(l,p) = q(2-q) , (2 p) = q(2-q)

(22)
) -0.43 2 2 -k

n_.3", X*(n,p)= (n+5)q--q + 2 [-L q2 %q
1 n=-2 2" q-F

Remark. In a tedious but straightforward fashion, the following results can be found from the
expressions in (22): (i) For every n, the difference X, (n,?) - X (n+l,p) is a monotonically %
increasing function of p, with a unique zero, denoted pn (0:5N:l). (ii) The values pn,
1 <_n N-l, form a monotone sequence; that is, pt >P2>...>PN;-. (iii) For p such that,

P-t > p > p*, the integer n induces the highest throughput for the low priority class; that is, if
Pn-i >P>Pn, then X1 (n,p) = max 7.1 (k,p). If p>pl then X7'(l,p)= max X7(k,p), while if

p < PN-1 then X,(N,p) = max X, (kp). Due to the above results, we conclude that if the worst
1!&5N

case delay, 2N(N+2), is tolerable by the 2N users who may generate high priority packets, (that 0
is, if the delay constraints do not impose restrictions on the selection of the tree depth N-n), then,
given p, the optimal n, which maximizes the throughput for the low priority class, may be
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selected.
As a first approach in our quantitative studies, we will assume that the 2 N users who may

generate high priority packets can all tolerate a worst case delay equal to 2N(N+2). Then, we , -p..

will assume given rate -h for the high priority class, and as discussed in Section IV. 1, we will

use the "worst case" p value; that is, p = N .h- For given N and Xh, we will then select the n
value which maximizes the throughput )4i (n,p).

Delay Analysis

To find the per low priority packet expected delays, we will relate the system considered in
this paper, with a system where a single channel is assigned to exclusively low priority transmis-
sions, and the 2-cell limited sensing random access algorithm in [ 11 ] is deployed.

Consider the following system, called prototype system: A single slotted channel is used
by a limit Poisson user model, for packet transmissions. Binary, C versus NC, feedback per slot .
exists, and the limited sensing version of the algorithm in [11] is adopted. Given intensity X of
the Poisson process that generates the traffic in the system, let us then denote by DX the induced
expected delay per packet, subject to X. lying in the stability region of the algorithmic system.
Our objective is to relate DX to the expected per low priority packet delays induced when each of
the two model cases, case A and case B, in Section 11.2 are present and the intensity of the Pois-
son low priority traffic is X. Towards that direction, we consider each of the two above cases,
separately.

Case A Model: As explained in Section 111.2, in this model case only "flags" exist. As compared
to the prototype system described above, this model case induces the following variations: (a)
In the case A model, a new low priority arrival must wait until the first after that occurence of a
flag, to basically start observing feedbacks that are of any use to its synchronization with the
operations of the algorithmic system; since a low priority packet arrives uniformly within a
superframe length, this induces an initial, say "synchronization," delay per low priority packet,
whose expected length equals half the length of a superframe. In contrast, a new arrival in the
prototype system, starts with the feedback of the slot within which it arrives, to synchronize with
the system algorithmic operations; since a packet arrives uniformly within a slot length, and
since a slot-feedback is observed at the end of the slot, this induces an initial "synchronization"
delay per packet whose expected length equals 0.5. (b) As compared to the prototype system,
the model in case A induces additional delays per low priority packet, due to the per frame por- p-

tion which is assigned to high priority transmissions. If 3 denotes the latter portion, then a
single-slot length delay in the prototype system is translated to (1-3) - slets delay in the case A
model. This translation corresponds to the part of the per low priority packet delay which fol- S
lows the "synchronization" delay.

Given N, n, and p, as defined in this section, given k.(n,p) as in (21), given intensity
X £ (0, X. (n,p)) of the Poisson low priority traffic, let us denote by Dt (N, n, p) the per low
priority packet expected delay induced by the system in this paper, when the case A model is
present. Let D;. be the expected per packet delay in the prototype system, and let L", and
L(n,p) be as in (1) and (8), respectively. Then, due to the variations that the case A model
induces as compared to the prototype system, (as explained above), the following equation ,

13
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A

evolves naturally.

D, (N,n,p)= 2N-2(n+2) + (DX - 0.5)- L(n)] Lm ax  (23)

Case B Model: As explained in Section 111.2, this case model allows for "miniflags" which iden-
tify the starting points of frames. In terms of delays, this model varies from the case A model,
only in the initial "synchronization" delay it induces per packet. Indeed, this delay is bounded
from above by half the length of a frame. If given N, n, p, and X e (0, X. (n,p)), we denote by
D (N,n,p) the per low priority packet expected delay induced by the system in this paper when ..
the case B model is present, and for D;., L(n,p), and Lm  as in (23), then the following relation-
ship evolves. 0

DR (N,n,p) <2 -2 (n+2)+(DX.-0.5) 1- L(n,p) _DR.u(N,n,p) (24)Lma

For the case B model, we will be satisfied with the upper bound in (24), rather than a more pre-
cise calculation of the expected delay DR (N,n,p), since the latter is too involved without pro- 0
viding significant additional information about the performance characteristics of the system.
The upper bound in (24) suffices for "worst case" performance comparisons between the case A
and the case B models; that is, comparison between the expression in (23) and the upper bound
in (24) shows the minimum gain obtained, in terms of per low priority packet expected delays,
when "miniflags" are allowed. S

Due to the above discussion and expressions (23) and (24), we conclude that for the evalua- :-
tion of the per low priority packet expected delays in the presence of each of the two, case A and
case B, models, the expected per packet delay D., in the prototype system remains to be com- .,,. .

puted. For given n and p, Dx needs to be computed for . values in (0, X. (n,p)), where X (n,p)
is the throughput of the low priority traffic that the system induces and is given by (21). The
methodology for the computation of DX is as that presented in [4], and we include the specifics
for the limited sensing version of the 2-cell algorithm in [11], in the Appendix.

V. NUMERICAL RESULTS

Using the results in Section IV, in this section we select various values of the independent '
system parameters, and we subsequently evaluate throughputs and expected delays for both the
low and the high priority traffics. The independent system parameters are the integer N, the rate
Xh of the high priority traffic, and the upper bound on the delays of the high priority packets.We then take the following two approaches.

Approach 1: Given N, we assume that the worst case delay upper bound, 2 N (N+2), is tolerable
by the high priority packets. Then, given Xh, we use the "worst case" p value, 271 (N+2).h, and
we compute the throughput, X- (n,p), of the low priority traffic, for values of the integer n in ,
[1,N]. We subsequently select the n value which maximizes the throughput X1 (n,p). For this
latter value, which is a design parameter, we then compute the per high and low priority packet
expected delays; for the latter, we actually compute upper and lower bounds.
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Approach 2: Given N, we assume that there exists some integer n' in [1,N], such that the upper
bound on the tolerable per high priority packet delay is 2N(n'+ 2), where n' is generally less than
N. Given Xh, and in view of (3) in Section IV.I, we then select n* =min(n', 2(Xh -1)) and
p= 21 (n+2).h. Subsequently, we select various p values in (0, p*], and for each such value
we select this integer n in [1, n] which maximizes the throughput X, (n,p) of the low priority
traffic. For the latter selection, which is a design parameter, we then evaluate expected per
packet delays, for both the high and the low priority traffics.

In Tables 1 and 2, we include numerical results for Approach 1. For various values of N
and the rate Xh of the high priority traffic, we first computed the probability p=2- 1 (N+2)X, and
we then computed the quantities L(n,p), Dh (N, n, p), and X* (n,p), in (8), (18), and (22), respec-
tively, for n values in [1,N]; the latter :esults are included in Table 1. For each pair (N,Xh) of
values, we found the interger, n*, which maximizes the throughput X, (n,p) of the low priority
traffic; the latter maximum throughput is then denoted X4(n*). For each selection of the pair,
(n, Xh), the integer n" and the maximum throughput ;.(n*) are marked by an asterisk, in Table
1. In Table 2, we include the n* and Xt (n*) values, for various N and Xh choices, as well as the
quantities Dh (N,n,p) in (18), Dt (N, n, p) in (23), and D u (N n,p) in (24), forp2-1 (+2).h
and n=n, and for various X values; the quantities Dh (N,n,p), D (N,n,p), and Dru (N,np) are
then denoted Dh(N,n*), D (N,n*), and D 'n(N,n ), respectively. The quantities Dt(N,n ) and "
D'U(N,n " ) were computed from expressions (23) and (24), respectively, in conjunction with the .
values DX from Table A in the Appendix. From Table 1, we observe that given Xh, the
throughput X,(n) first increases monotonically with N, it reaches a pick, and then it decreases
monotonically as N increases. In Table 2, we include the pick values of X, (n), for each Xh
value, and we mark them by an asterisk. From Table 2, we observe that as the rate kh increases,
the pick value of X (n) and the number N=N(Xh) at which the latter pick value is attained are
both monotonically decreasing, as expected. From Table 1, we also observe that given N, the
pick value of X*(n) decreases monotonically with increasing rate Xh, as expected. From Table
2, we observe that the expected delays of the high priority packets and those of the low priority
traffic when no miniflags exist, are generally within similar value ranges; the important differ-
ence, however, is that an upper bound on the delays of the high priority packets is guaranteed,
while with significant probability the delays of the low priority packets can reach large values.
We also observe that the existence of miniflags can present a highly significant delay advantage
for the low priority traffic. This is clear from the cases where n is different than N, (those are
the cases where superframes and frames are not identical entities), in Table 2. In the case when
Xh = 0.100 and N= 7, for example, the absence of miniflags results in expected per low priority
packet delays that are generally ten times those induced when miniflags are feasible, (note that
DR.U(N,n " ) is only an upper bound on expected delays). ,

Let us now focus on Approach 2. Since the rate of the high priority packets is generally
low, as compared to that of the low priority traffic, we selected the Xh values 0.005, 0.010,
0.050, and 0.100. Regarding the number of the users who may generate high priority packets,
we selected values N= 2,3,4,5,6,7; thus, the possibilities for the n values are 1,2,3,4,5,6, and 7.
For the above ranges of Xh and n values, we have that n* = min(n', 2.(Xh -1)= n', tor any
XD and n' selection. For every (?h, n') pair as above, we computed the value
p = 2-1(n" + 2)k h . In addition, for each (N,n') pair as above, we computed the maximum

delay, D =2 N n'+2), that a high priority packet may experience. Those results are listed in
Table 3. We note that given N, the minimum value of the maximum delay per high priority
packet is 3 .2 N, and is attained for n=l; thus, the number of users who may generate high priority
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traffic determines a lower bound on the feasible maximum per high priority packet delays. For
given N and various p values, we found the optimal n values which maximize the throughput

4(n,p) of the low priority traffic, when the only constraint on the per high priority packet delay
is the maximum upper bound 2 N (N+2). Those results are included in Table 4, together with the
corresponding maximum throughput values X. (n,p), for N = 2,3,4,5,6,7. Next, we considered
the case where an upper bound, denoted Dm a , on the er high priority packet delay is given,
which is generally less than the maximum such bound 2 (N+2), for given N. For given N and
D'a', we then computed the optimal n value that maximizes the throughput X. (n,p) of the low
priority traffic, for various values of the probaility p. Those results are listed in Table 5, for
Dm "x = 25, 50, 75, 100, 150 and N = 2, 3, 4, 5, together with the corresponding maximum
throughput values Xi (n,p); as can be seen from Table 3, for N > 5 there is no n value that can
attain Dmax < 150. In Table 6, we list expected per packet delays for both the high and the low
priority packets, for N and n values as those in Table 5, and for Poisson rates X within the S
corresponding stability regions which are signified by the respective X.t (n,p) values in Table 5.
We note that in both Tables 5 and 6, the values listed for each given n correspond to the range of
p values which maintain the rate kh of the high priority traffic less than or equal to 0.1. We also
note that in Table 6, for the case when "miniflags" are present (case B), the upper bound D 'u,
(N,n,p) of the per low priority packet expected delay is listed, rather than the expected delay
itself. In Figures 6, 7, 8, and 9, we plot the expected delays D (N, n, p) and the bound D ' u
(N,n,p) against X, for the N and n values in Table 6, and for p < 0.20; that is, for each pair (N,n) "
we plot the highest corresponding values from Table 6, or equivalently the worst case values for
the region p <0.20, named then D (N,n) and DR'u(N,n), respectively. In the same figures, we
also draw the horizontal lines which correspond to the "worst case" expected per high priority -
packet delays Dh (N,n,p) in the region Xh < 0.10; that is, we draw the horizontal lines at the lev-
els Dh (N, n, p (Xh < 0.1)), for the corresponding (N,n) values. We also indicate the correspond-
ing imposed maximum per high priority packet delay, Dmax, on each of the curves in the figures.
Figures 6, 7, 8, and 9, correspond to N=2, N=3, N=4, and N=5, respectively.

From Figures 6, 7, 8, and 9, we observe the following: (1) Given N, as the imposed max-
imum per high priority packet delay, Dm , increases, so do the delay D (N,n) and the bound S

X (N,n) that correspond to the n values which then maximimize the throughput of the low
priority traffic, (subject to the D' constraint throughput maximization). This delay penalty is
at the gain in throughput of the low priority traffic, which increases as Dm x increases (see Table l
5); we refer to the highest such throughput for given N and Dmax, obtained at the corresponding
optimal n selection (see Table 5). (2) Given N and Dmax < 2N(N+2), given then the value n
which maximizes the throughput of the low priority traffic (Table 5), the difference
D (N,n) - D u (N,n) is generally uniformly substantial (i.e., for all X values within the ".
corresponding stability region). We thus conclude that whenever some Dm < 2N(N+2) is ,"-
imposed on the high priority packets, then the existence of miniflags presents a significant r..
advantage regarding delays of the low priority traffic, as opposed to the absence of miniflags and
presence of flags only. In fact, since D .u (N,n) is generally loose upper bound on the expected
per low priority packet delays when miniflags exist, the above advantage is quite more signifi-
cant than what Figures 6, 7, 8, 9 show, and it is present even when Dm a' = 2N(N+2), for given N.
To take advantage of the delay improvement induced by the existence of miniflags, the system .
must basically pay in terms of channel capacity dedicated to the miniflag encoding, however. (3)
Given N and Dm ax = a, let n (N,a) denote the n value which then maximizes the throughput of S
the low priority traffic. Let also Dh(N,n,p(Xh<0.l)) denote then the "worst case," in the region
k:< 0.1, expected per high priority packet delay, where n= n(N, x). For n = n (N,a), where
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Dm " = a, we study the differenc, D (N,n)-Dh(N,n,p(.h< 0.1)) and D'U(N,n) -

Dh(N,n,p(.h_0.1)). From Figures 6,7, 8, 9, we observe that given N, the percentage of X values
for which the first of the above two differences is positive increases monotonically with decreas-
ing a value. On the other hand, for ct strictly less than 2N (N+2), the second of the above two
differences remains negative for almost all the X values within the corresponding regions,
becoming positive and asymptotically large only for X values close to the respective throughput
value, ( X, (n,p) from Table 5, for Xh < 0.1). The above observations present another strong
argument in favor of "miniflags" encoding. Indeed, as Dm' decreases, the presence of miniflags
allows for expected per low priority packet delays that are significantly lower than the expected
per high priority packet delays, for all Poisson intensities X that are not very close to the
corresponding throughput of the low priority traffic, while a strict upper bound D" ax on the per
high priority packct delay is simultaneously maintained.

We conclude this section by pointing out that our schemes focus on the effective accommo- 0

dation of the high priority packets, subject to strict constraints on their maximum delays and sys-
tem stability, at the expense of increased delays of the low priority traffic. The penalty paid
regarding the latter delays is evident from the comparison of the expected delays in Table A of
the Appendix, with those in Table 6 and Figures 6, 7, 8, 9, where the delays in Table A
correspond to the case when the traffic in the system is uniform and is all low priority. This
penalty is significantly less severe when the system provides for the identification of frames, via
miniflags.

VI. CONCLUSIONS

We have considered a system where a well-defined finite population of users may generate
high priority data, and where an ill-defined, possibly asymptotically large, population of users
generate low priority data. We have assumed a strict upper bound on the maximum per high
priority packet delay, and we have imposed a stability requirement for the whole system; that is,
we do not allow packet losses. For the above system, we proposed and analyzed a transmission
algorithm which is a mixture between a deterministic tree search, for the high priority data, and
random access, for the low priority packets. The algorithm is limited sensing and is based on the
assumption that binary, collision versus noncollision, feedback per slot exists. The algorithm
can attain low expected per low priority rpacket delays and relatively high throughputs for the
low priority traffic, while it simutaneously maintains a strict upper bound on the maximum per
high priority packet delay. The above property becomes stronger as a higher percentage of the
channel capacity is dedicated to encoding for the identification of frames. In our quantitative Z
studies, we have ignored the latter percentage, which is generally small. We emphasize that the
necessity for the identification of superframes or/and frames, and thus for some waste in channel
capacity, is due to the limited sensing environment we considered. When full sensing is possi-
ble, (that is, when all users have knowledge of the overall feedback history in the system), then
neither flags nor miniflags are necessary, since each user can then identify the starting points of
frames without any feedback signaling. Such signaling is the penalty paid by the system for
increased flexibility and reliability. Indeed, limited sensing allows for the accommodation of
new users, and guarantees stability even when users are temporarily isolated from exposure to
system feedbacks, either due to user mobility or due to occasional system failures.
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N p n L(n,p) DI(N,np) X.(np)
0.020 2 0.040 1 1.0032 4.6016 0.2862

2* 1.0112 5.3262 0.3756*
1 1.0050 8.6325 0.2859

0.020 3 0.050 2 1.0175 9.9184 0.3753
3* 1.6884 13.2201 0.4068*
1 1.0072 16.6752 0.2856

0.020 4 0.060 2 1.0252 19.0317 0.3749
3 1.6965 24.3222 0.4061
4* 3.0981 31.3912 0.4168*

1 1.0098 32.7485 0.2853
2 1.0343 37.1988 0.3744

0.020 5 0.070 3 1.7111 46.2974 0.4053
4 3.1685 57.6940 0.4154
5* 6.6245 74.1711 0.4173*

1 1.0128 64.8984 0.2848
2 1.0448 73.5003 0.3738
3 1.7321 90.0527 0.4043

0.020 6 0.080 4 3.2619 109.7313 0.4139
5* 7.0051 135.6280 0.4151*
6 16.1668 175.1246 0.4134
1 1.0162 129.2353 0.2843
2 1.0567 146.1294 0.3732
3 1.7594 177.4477 0.4032

0.020 0.090 4 3.3771 213.3955 0.4121
5* 7.4390 257.2489 0.4127*

6 17.4363 316.6386 0.4106
7 40.6017 408.4741 0.4085
1 1.0200 258.0200 0.2838
2 1.0700 291.5425 0.3725
3 1.7928 352.3047 0.4020
4* 3.5127 420.6655 0.4102*

0.020 8 0.100 5 7.9201 499.7816 0.4102
6 18.7875 596.8585 0.4077
7 43.9580 729.3150 0.4054
8 100. 7159 939.7010 0.4036

0.050 2 0.100 1 1.0200 4.7600 0.2838
2* 1.0700 5.8375 0.3725*
1 1.0312 8.8594 0.2822

0.050 3 0.125 2 1.1094 10.6123 0.3704
3* 1.9023 15.1875 0.3986*
1 1.0450 17.0325 0.2802
2 1.1575 20.0178 0.3678

0.050 4 0.150 3 2.0475 26.8941 0.3944
4* 4.4576 38.1210 0.3989*

1 1.0612 33.3969 0.2779
2 1.2144 38.7594 0.3647

0.050 5 0.175 3 2.2268 49.9034 0.3896
4* 5.0716 66.5827 0.3922*
5 12.6192 94.7424 0.3883
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h N p n L(n.p) Dh (N, n, p) (n,p)
1 1.0800 66.2400 0.2752
2 1.2800 76.3400 0.3612

0.050 6 0.200 3 2.4384 95.7984 0.3842
4* 5.7638 122.6222 0.3850*
5 14.4953 162.7922 0.3801
6 35.3778 230.7121 0.3756
1 1.1250 265.0625 0.2688
2 1.4375 304.4922 0.3527
3* 2.9521 374.4410 0.3716*

0.050 8 0.250 4 7.3453 460.9123 0.3691
5 18.5813 566.0403 0.3629
6 45.1603 704.9174 0.3579
7 106.3207 919.9693 0.3539
8 244.6413 1308.6533 0.3508

0.005 2 0.0100 1 1.0002 4.5251 0.2866
2* 1.0007 5.0804 0.3762*
1 1.0003 8.5317 0.2866

0.005 3 0.0125 2 1.0011 9.6012 0.3762
3* 1.7182 12.2967 0.4084*
1 1.0004 16.5391 0.2866
2 1.0016 18.6233 0.3762

0.005 4 0.0150 3 1.7131 23.2134 0.4083
4* 3.1088 28.3211 0.4208*
1 1.0006 32.5483 0.2866
2 1.0021 36.6487 0.3761

0.005 5 0.0175 3 1.7086 44.9799 0.4083
4 3.0926 54.0293 0.4207
5* 5.8470 64.3931 0.4255*
1 1.0008 64.5624 0.2866
2 1.0028 72.6826 0.3761

0.005 6 0.0200 3 1.7044 88.4430 0.4082
4 3.0783 105.2637 0.4205
5 5.8231 123.7388 0.4253

1 6* 11.4709 146.0157 0.4268*
1 1.0010 128.5881 0.2865
2 1.0035 144.7369 0.3761
3 1.7007 175.2937 0.4082

0.005 7 0.0225 4 3.0661 207.5417 0.4204
5 5.8066 241.9758 0.4250
6 11.5014 280.9453 0.4264 S
7* 23.6979 331.1084 0.4264*

1 1.0012 256.6419 0.2865
2 1.0044 288.8403 0.3760
3 1.6975 348.9098 0.4081 ,- ,.

0.05 8 0.0250 4 3.0557 411.8937 0.4203
5 5.7975 477.9998 0.4248 -
6* 11.5539 549.7136 0.4261*
7 24.0090 634.1814 0.4259
8 50.9513 748.1210 0.4254

0.010 2 0.0200 1 1.0008 4.5504 0.2866
10 2* j 1.0028 5.1616 0.3761*
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N p n L(n,p) Dh(N,n,p) X7(n,p)
1 1.0012 8.5644 0.2865

0.010 3 0.0250 2 1.0044 9.7046 0.3760
3* 1.6975 12.5992 0.4081*
1 1.0018 16.5813 0.2864

0.010 4 0.0300 2 1.0063 18.7530 0.3759 6
3 1.6922 23.5679 0.4079
4* 3.0407 29.3098 0.4199*
1 1.0024 32.6059 0.2863
2 1.0086 36.8148 0.3758

0.010 5 0.0350 3 1.6887 45.3782 0.4077
4 3.0331 55.1643 0.4195

1 5* 5.8284 67.5173 0.4236*
1 1.0032 64.6496 0.2862
2 1.0112 72.9102 0.3756

0.010 6 0.0400 3 1.6869 88.8737 0.4074
4 3.0326 106.5386 0.4191
5 5.8813 127.3819 0.4229
6* 12.2527 155.6390 0.4233*
2 1.0175 289.4609 0.3753
3 1.6884 349.3907 0.4068
4 3.0523 413.5764 0.4181

0.010 8 0.0500 5* 6.0533 483.5075 0.4212*
6 13.0058 564.0397 0.4211
7 28.9494 666.3399 0.4199
8 64.2794 814.8743 0.4187

0.10 2 0.200 1 1.0800 5.0400 0.2752 6
2* 1.2800 6.7400 0.3612*
1 1.1250 9.3125 0.2688

0.10 3 0.250 2 1.4375 11.9297 0.3527
3* 2.9521 18.6827 0.3716*
1 1.1800 17.8800 0.2609 .o
2 1.6300 22.1375 0.3424

0.10 4 0.300 3* 3.5768 31.9024 0.3570*
4 9.1438 49.6262 0.3517
1 1.2450 35.2125 0.2515
2 1.8575 42.6841 0.3302 *

0.10 5 0.350 3* 4.3014 57.9997 0.3404*
4 11.1204 82.9334 0.3330
5 27.8230 127.5224 0.3254
1 1.3200 70.4600 0.2408
2 2.1200 84.5800 0.3160

0.10 6 0.400 3* 5.1164 110.8828 0.3221*
4 13.2494 148.9413 0.3132
5 32.8928 209.1090 0.3053
6 78.5856 320.0718 0.2994
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pS

____ N p n L(n,p) Dh(N,n,p) X.7(n,p)
1 1.4050 142.3825 0.2286
2 2.4175 170.6534 0.3001
3* 6.0132 219.4907 0.3022* '%J]

0.10 7 0.450 4 15.5146 283.0151 0.2923
5 38.2274 371.1061 0.2843
6 90.8548 515.8460 0.2784
7 210.5097 792.4396 0.2737
1 1.5000 289.5000 0.2150
2* 2.7500 348.3125 0.2822*
3 6.9844 444.0508 0.2808

0.10 8 0.500 4 17.9053 558.6125 0.2705
5 43.8101 700.1870 0.2625
6 103.6201 904.2888 0.2566

L 7 239.2402 1254.3975 0.2520

For each N and ?-h, the optimal n and the corresponding highest throughput for the low priority class,

have a * next to them.

Table 1

Approach 1: Expected per packet delays for the high priority class. Throughput for the low priority
class.
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__ _ N n D(Nn) (n-) _ . Dx(N.n') D%'-(N.n ") 0

0.01 6.284 6.284
0.10 6.626 6.626
0.15 7.083 7.083

0.005 2 2 5.0804 0.3762 0.20 7.882 7.882
0.25 8.910 8.910
0.30 11.194 11.194
0.35 14.392 14.392
0.01 130.092 130.092
0.10 130.405 130.405
0.15 130.824 130.824

0.005 6 6 146.0157 0.4268* 0.20 131.556 131.556
0.25 132.497 132.497
0.30 134.589 134.589
0.35 137.518 137.518
0.01 26.132 26.132
0.10 26.451 26.451
0.15 26.878 26.878

0.010 4 4 29.3098 0.4199 0.20 27.624 27.624
0.25 28.583 28.583 0
0.30 30.715 30.715
0.35 33.700 33.700
0.01 58.108 58.108
0.10 58.424 58.424
0.15 58.845 58.845

0.010 5 5 67.5173 0.4236* 0.20 59.583 59.583
0.25 60.531 60.532
0.30 62.640 62.640
0.35 65.591 65.591
0.01 58.124 58.124
0.10 58.442 58.442
0.15 58.867 58.867

0.020 5574.177 0.4173* 0.20 59.610 59.610
0.25 60.566 60.566
0.30 62.690 62.690
0.35 65.664 65.664
0.01 226.142 58.142
0.10 226.463 58.463
0.15 226.891 58.891 ,

0.20 227.641 59.641
0.020 7 5 257.2489 0.4127 0.25 228.605 60.605

0.30 230.746 62.747
0.35 233.746 67.746
0.01 26.204 26.204
0.10 26.534 26.534
0.15 26.975 26.975

0.050 4 4 38.1210 0.3989* 0.20 27.746 27.746
0.25 28.738 28.738
0.30 30.942 30.942
0.35 34.028 34.028
0.01 98.272 26.272
0.10 98.612 26.612
0.15 99.067 27.067

0.050 6 4 122.6222 0.3850 0.20 99.862 27.862
0.25 100.884 28.884
0.30 103.156 31.156

________ ______ __________________ __________ 0.35 106.557 34.557
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7_ N n" E1,(N,n') Xt.(n') _ Dx(N.n') Dls'u(N,n-
0.01 322.340 12.340
0.10 322.691 12.691
0.15 323.159 13.159

0.050 8 3 374.4410 0.3716 0.20 323.978 13.978
0.25 325.031 15.031
0.30 327.371 17.371
0.35 330.647 20.647
0.01 12.346 12.346
0.10 12.697 12.697
0.15 13.167 13.167

0.100 3 3 18.6827 0.3716* 0.20 13.988 13.988
0.25 15.043 15.043
0.30 17.389 17.389
0.35 20.674 20.674
0.01 82.686 12.686
0.10 83.088 13.088
0.15 83.616 13.616

0.100 6 3 110.8828 0.3221 0.20 84.566 14.566
0.25 85.774 15.774
0.30 88.460 18.460
0.35 92.221 22.221
0.01 162.858 12.858
0.10 163.286 13.286
0.15 163.850 13.850 __

0.100 7 3 219.4907 0.3022 0.20 164.858 14.858
0.25 166.144 16.144
0.30 169.002 19.002
0.35 173.003 23.003 %

Table 2

Approach 1: Expected per packet delays for the low priority class. Cases A and B. 0
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D Pax =2' (n'+2)
h n' n P N=2 N=3 N=4 N=5 N=6 N=7

1 0.0075 12 24 48 96 192 384
2 0.0100 16 32 64 128 256 512
3 0.0125 - 40 80 160 320 640

0.005 4 0.0150 - - 96 192 384 768
5 0.0175 - - - 224 448 896
6 0.0200 - - - 512 1024
7 0.0225 - -- - 1152
1 0.0150
2 0.0200
3 0.0250

0.010 4 0.0300 •
5 0.0350
6 0.0400
7 0.0450
1 0.0750
2 0.1000 0
3 0.1250

0.050 4 0.1500
5 0.1750
6 0.2000
7 0.2250
1 0.1500 -
2 0.2000
3 0.2500

0.100 4 0.3000
5 0.3500
6 0.4000-
7 0.4500

Table 3

Approach 2: Maximum delays of high priority packets, and "worst case" probabilitites p*.
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APPENDIX

Proof of Proposition I

The algorithm clearly induces the following recursive expression:
Lnmax= 211- + 2 Lmax (.1

;where

Lmax = 3 (A.2)

Expressions (A.!) and (A.2) easily give the expression in (1).

The Evaluation of DX

We consider the prototype system defined in Section IV.2, and we focus on the evaluation
of the expected per packet delay, D%, for given Poisson intensity X. Given the starting point of a
CRI induced by the system, we define as lag at this starting point, the total length of arrival
intervals which contain unexamined packet arrivals, where from this length the slot immediately
preceeding the starting point of the CRI is excluded. As previously presented in [11], it can be
seen that the system generates regenerative points within its stability region. In particular, those
regenerative points are the sequence of starting points of CRIs, with lag equal to one. Let us
define:
WX: The expected cumulative delay of all packets transmitted in the interval between

two consecutive regenerative points, when the intensity of the Poisson traffic is .,
(lying within the stability region of the system).

Zx.: Given intensity X of the Poisson traffic, (lying within the stability region of the ,
system), the expected number of packets transmitted in the interval between two
consecutive regenerative points.

Then, as fully explained in [4], the regenerative theorem gives:

D= W. Z-1  (A.3)

Let us now define the following quantities:

Td: Given lag d at the beginning of a CRI, the expected cumulative waiting time of
all the packets that will be transmitted in the interval between the beginning of
the CRI and the next regenerative point (first time that a CRI with lag one will
occur). .o

(Dd: Given lag d at the beginning of a CRI, the expected cumulative transmission time
of all the packets that will be transmitted in the interval between the beginning of
the CRI and the next regenerative point.

Wd: Given lag d at the beginning of a CRI, the expected cumulative transmission time
of those packets transmitted during the CRI.
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Od:Given lag dat the beginning of a '...I, the expected cumulative waiting time of
all the packets transmitted during the CR1.0

Hd: Given lag d at the beginning of a CR1, the number of slots from the beginning of
this CR1 to the next CR1 beginning with lag one.

IV

P" d): Given a CR which examines an interval of length x, the probability that the CR!
will be I slots long.

Relating the quantities in (A.3), with those defined above, we initially have:

WX = T, + DI

(A.4)
ZX H,

Towards the computation of the quantities in (A.4), we first write the following recursions
and expressions that are induced by the algorithmic system:

Xd (A-+1) ,if d:5A
2

d= A (A.5)
d A (--+) ifd>A

'Pd= 2Xd (A + 1) + TI Pd (1) , if d:5 A -'

d (A.6) 0
X A( + 1) +-= 'Fd-A+ PA (/) 'if d > A

2 1=

Wd+ It Pd () ,ifdA
L=1 V'

Dd =-(A.7)
Wa + Dd-A+Pa(l) , if d > A

[l+H]Pd() ifd<A
' =1 (A.8) .

[l+ HId-a+] PA(/) , if d > A
1=1 0

where for d _ A, Hd = 1, with probability e- d (l+kd).
The expressions in (A.6), (A.7), and (A.8) determine linear systems of infinite dimensional-

ity. The methodology in [4] is used for the evaluation of upper and lower bounds on the respec- 'P
tive quantities. Towards the evaluation of the expected value wd, and the probabilities P,([) in
the above systems, we define:
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Zk n: Given a time instant within a CRI, such that n packets have counter value equal to
1, and k-n packets have counter value equal to 2, the expected cumulative delay
of all the packets transmitted from the point that the event (n,k-n) occurs, to the
end of the CRI.

Ik.m: Given k packets with counter values equal to 1 and m packets with counter values
equal to 2, the number of slots needed by the algorithm until the first successful
transmission, (and including it), after the k-multiplicity collision has been
observed.

Pk(l): Given a k-multiplicity initial collision, the probability that it takes I slots for its
resolution, including the initial collision slot.

The operations of the algorithmic system determine then the following expressions:

ZO.o = 0, Z1.o = 1, ZO,k = k + Zk; k>.1

Zt,k-t = k + Zojc-t = 2k-1 + Zk-,o; k-.2 (A.9)

i-_o

And
Se-x  k  o ; d < A'''

k->O k'- -' L

Wd = (A.10)
k..> k---! Zk.o ; d> A

k ZO

Also,

P(11 0 = 0) = P( 0.0 = = I

P(O. I = 1)= P(11 1 = 1)= I

P(12,o = 2)= -(l)"
2 (1

Plom =s) = P(li.m = s) = P(I = s-l)
Fors> 3; _ k )  s-I)

k > 2; P(lk.m = s) -k l k-

And,

Po (1) = PI(1) =

P2 (1) = P(1, 0 = 1-2), for I 4 (A.12)
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1-k-I

S=1

where,

Our methodology provides upper and lower bounds on Dx which are identical to each other
to the first decimal point, for X values less than on equal to 0.35, (the throughput of the algo-
rithm in the prototype system equals 0.43). Below, we provide the Dx values, to the first
decimal point.

X Dx
0.01 2.5
0.10 2.8
0.15 3.2
0.20 3.9
0.25 4.8
0.30 6.8

0.5 9.6

Table A

N
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