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Chapter 1

Introduction

We wish to formally verify the correctness of computer programs that use
real arthmetic (heremafter referred to as “mathematical programs™). The
real number type nnplemented on a finite computer is not the same as the
ideal. mathematical real number type because a finite machine can only
vepresent tintely many different real numbers, whereas there are infinitely
many ideal real numbers,

One of the major problems encountered in trying to verify mathematical
programs is that the mathematical properties of real arithmetic operations
in computers are mnich more complicated and much harder to work with
than the mathematical properties of the corresponding ideal mathematical
operations. For example, ideal real addition is associative: floating point
real addition is not. How can we handle this difficulty?

One way thiat mieght come to mind is to “pretend” that the machine reals
are the same as the ddeal reals. Strietly speaking. this is not true. However.
this 15 what 1v done for programs which use integer arithmetic. Why is it
OK for iuteger programs? If we verify a statement about an integer program
like o any input . the program will terminate and return 1?7 based on
the assiumption that the machine integers are the same as the ideal integers.
we will actually have established that on any input n that is representable
m the machine the program is running on, the program will either cause an




overflow or will terminate and return 24 This is because integer arithmetie
in finite machines is identical to ideal integer anthmetic when overflow does
not occur. Unfortunately. the same 1s not true of machine real arithimetic,
Machine real arithmetic can also deviate from ideal arithmetic by underflow
or roundoff. Thus, if we verify a statement like “on any input ¢ # 0, the
program will terminate and return 1/07 based on the assumption that
the machine reals are the same as the ideal reals. we will actually have
established that on any wput » that is representable in the machine the
program is running on, the program will terminate and return 1/c if no
overflow, underflow or roundoff occurs. Since roundoff occurs much more
frequently in real arithmetic than overflow occurs in integer arithmetic, we
have established a much weaker statement. In fact. the statement we have
actually established is so weak that 1t 1s useless. Thus. whatever axioms
we assume about machine real numbers. our assumptions must recognize
at least some of the differences between machine reals and ideal reals.

We could formulate a collection of axioms which are satisfied by all inple-
mentations of real numbers on finite machines, or at least all implemen-
tations in a certain general class, like machines that vse binary floating
point arithmetic. Such an axiom syvstem would have to incorporate some
unspecified constants (e.g. the number of bits of mantissa and exponent
in the case of binary floating point arithinetic) in order to be valid on ma-
chines of various sizes. One could then verify properties like “on any input
r representable on the machine. the program will terminate and return the
square root of r correct to t decimal places™ where t would be some expres-
sion involving the unspecified constants. Having done such a verification.
given a machine, we could determine the vilues of the constants for that
particular machine, and get a lower bound on the number of decimal places
of accuracy (by plugging the values of the constants into f and evaluating
it). This is the kind of verification one would really ke to do. but it is
very difficult. The difficulty comes primarily from the fact that one must
perform complicated numerical analyses to get such a hard bound on the
number of decimal places of aceuracy.

What we have attempted to do wirh the Theory of Asymptotie Computa-
tion is to “factor out” the hard numerical details. Let’s return for a moement
to the case of stating axioms in terms of unspecified constants about the




machine’s accuraey. We'd like 11 10 be the case that if we plug i values of
these constants corresponding to more and more accurate machines (e.g.
larger and larger mumbers of bits for the mantissa and expouent in the case
of binary Hoating point arithinetic), the valne of the term t goes to ~c. In
other words, running the program on more and more aceurate machines
cives better and better accuracy in the result computed by the program.
The idea of the theory of asvinptotic computation is to develop techniques
to prove that the accuracy of the program goes to oo as the accuracy of
the mnderlying machine goes to x without having to show how fast this
convergenee happens. which iz where most of the messy numerical analysis

COLLeS 1.

The theory of Lavmptotic carnputation is essentially a general formalization

of the notions of “acenraey” and of accuracy “going to ~x™.

I Chapter 2 we deserihe the Theory of Asvinprotic Computation. This
clhiprer e bades

o the provianmnine inenane we are nsing for specifving algorithims
e i semnanties for the nvnnee

e the definition of what it means for a program to satisfv a certan

imput /ontput specification asyvinptotically.

In Chapter 3 we aive a fornmlation of the Theory in Nonstandard Mathe
maries. This formulation makes the definitions less complicated and more
mtuitive,

In Chapter 4 we apply the formualation of Chaprer 3 to venfy a proeram to

Hnd roots of o real vahied tnenon.
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Chapter 2

A Mathematical Theory of
Asymptotic Computation

2.1 A Motivating Example

We will explain the Theory oy first considering a very simple program. We
will give a semantics for the program. state what it means for the program
to be asymptotically correct, and prove it asvmptotically correct. We will
then obtain the Theory of Asymptotic Computation as a generalization of
this example.

The program we will consider is a program to sum 3 real numbe.<. The
3 numbers to be summed will be given to the program as the values of 3
variables, A, B and C. The output will bhe stored 1n a variable RESULL.
Here is the program:

10 RESULT = A + B:
20 RESULT := RESULT + (:
30 EXND;

I

What do we mean by “asyinptotic correctness” for this program. and Low
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vould we prove inoacvmptotically correet” First of alll 1 order 1o prove
nythine about o program we nmst epresent 11 as a matiematical object,

Ay point during a possible “run” of the program. either:

Focontrol is at oue of the three statements in the program. with some
<ubset of the vanehles assigned real number values, or
2 cone kind of execption e e overflow) has oceurred and the program

b tereynated ahoormaliv,

P the conre istony of arun ean be expressed by giving the {finired
sapaence of Tsiates” rlee progrann has passed thirough, where by state”
weoneat o staoctienn nmber and an assignment of some variables to real
nuraberss and telbng wiiether an exeeption hias occurred or not. We vl
tied it convenient to incorpornte hoth of these pieces of information inro
roszle Hutre segaence cach of whose entries 15 either a state or s distin
cotshod clements T v il stands for the occurrence of an exception. We
st of the enizes sl @ sequence as events, with a state s hetue
thonehr Of o the “evert” of gotne nto state soand Y being thought of as
covent of abescepaot occurting. Tlie events ocenr in the sequence iy
seoorder wmowineh they ocenrred. We will eall such a sequence a trace of
“hie proaran. The colleetion of atl traces which could occur during any ran
S proerimn detines the senaaties of the program’s execution. Ve wilj
cive sieh o colleenion of traces an ceent system over the set of states, We

Lo

tepresent the progrant as an event system, Note that such an ovens
svoem s elways nonempty fif contams at least (). the sequence of events
which have aecured Tefore amyvtling at all has happened). and it s adwiyvs

domed nuder nanad ceeienr e ae T i 7 < then 7e T Sets of Hnne

Seerenees 1:;!\'i‘.1‘4 flu e Two [Ht)pl‘l‘?i«’.\' are (‘2\“1‘(1 trecs ()f fl"rl.ﬂ'(' SCQUETLCES,

What are the possible rraces of the above program? Let's first answer this
apiestion for the case owhich the machine real number type is exaerly
the smue as the adeal veal nmnber type. We will denote a state by an o

tple consisiing of & stitement munber and a sequence of variable bindinags
to deserthe the assigmaent of variables. A variable binding will just be
vartable nione followed by anrarrow and the value that the variable s boud

ve
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to. If a variable does not appear in the list of bindings, it is not assigned a
value by the state,

As noted above, the empty sequence, (), is a trace. We assume that A, B
and C are defined whenever the program is started up, but their values can
Le anything. and RESULT may or may not be defined. Also, control must
mitially be at statement 10. Thus, all sequences of the form

((10’\ = J'U.B = .I'l.C = I2)>
or
({(10.A = 0. B = r.C = 2,, RESULT = w))

will be traces, and no other sequences of length 1 will be traces. From
statenient 10 the program must go to statement 20, with the new value of
RESULT being the suin of the old values of A and B (values of A, B, and C
nnchanged). In terms of traces, this means that all sequences of the form

/110..\ = .To.B = .F|,C = .'l'z).
(20.A = 10.B = r,C = r,. RESULT = 20 + 7,))

o1

({100 > rg.B = 0,.C = r;, RESULT = w),
(20.A > 0. B = 0. C = 0 RESULT = 24 + 14))

Al be traces, and no other sequences of length 2 will be traces. Similarly.
all =equences of the form

GI00A = o B = . C = x,).
(0N e . B o C = 0 RESULT = 29 + 14),
(30,4 2> g B = 0. C = 0 RESULT = rg+ 7, + 13))




or

((10,A = r(,B = 1,.C = r,,RESULT = w).
(200A = vg.B= 21.C = r,, RESULT = 2¢ + 4y},
(30, A= Ig, B> Iy, C= .l'),RESLTLT = Yo+ Iy + J"z)>

will be traces, and no other sequences of length 3 will be traces. Since
the program halts at statement 30, the set of state sequences will contain
no sequences of length > 3. Also, if the machine addition is ideal. no
exceptions can occur, so no trace of the ideal system will contain !.

Now we examine what the traces for the program running on a finite ma-
chine could look like. First of all. what can we reasonably assume about
the traces that will be true on any finite machine? We can presumably at
least assume the following:

o Control always starts at statement 10 with A. B and C assigned val-
ues. Formally, this means that if () is a trace. then s must either be
of the form

(10,A = 10, B= 0;.C = 1))
or

(100A = ry.B= 0,.C = r,. RESULT = w)

Note that we do not assume the converse. that for all states s of this
form. (s} is a trace. Thix would requive that there he mfinitely many
different states that the program can start in. which is not possible
on a finite machine.

o If control is at statement 10, then either an exception will oceur. or
the program will go to a state in which control is at statement 20
and the values of A, B and C will be unchanged and RESULT will
be assigned a value. Formally, this means that if o (. ¢) is a trace.
and e is a state of the form




v

. =l A

<10.A = €Iy B = AI'I.C = .I':)

or
(100A = ry.B = 0. C = r,, RESUILT = )
then either ¢/ = ! or (c. ") 15 of one of the following two forms:

{(10,A = 20.B = #,.C = 1,).
(20,A = 74,B = 1,.C = r,, RESULT = w'))

((10,A = 29,B = #,.C = rp. RESULT = «).
(20,A = 29,B = 2,.C = r;, RESULT = u))

Note that we do not make any assumptions about the relationship
between zg + r; and w’. This is because just about any relationship
we might state (c.g. |w’' — (1o + )| < ¢ for some small ¢ will be
false on a sufficiently inaccurate machine.

The corresponding assumption for statement 20, 1.e. if no exception
occurs, control goes to statement 30, the values of A. B and C don't
change and RESULT will be assigned some value. The formal state-

ment is the same as the above, with “10” replaced by “20" and 207
by “30".

If control is at statement 30 or an exception has occurred. then noth-
ing further happens. Formally, this means that if a trace o end< in !
or in a state s of the form

(30. [some variable assigniment])
then o is maximal. i.c. there is no trace that extends o and is strictly

longer. We also want to assume the converse. t.e. that if o is maximal
then it either ends in ! or in a state with control at statement 30,

The above conditions do not ensure that an event system corresponds to
an implementation of the program on a finite machine. They are merely
a weakening of the conditions we wrote down for the ideal machine which

S




allow event systems corresponding to finite implementations. In fact. the
above conditions are met by the ideal implementation. Since we want to
verify the program asswming that it 25 running on a finite machine, we need
an additional condition which not only allows finite implementations. but
actually rules out infinite implementations. The additional condition we
will impose is that the set of all events appearing in any sequence in the
event system is finite. This will rule out the infinite implementations.

We will refer to the above conditions on event systems as the absolute
artoms of the program. We call them “absolute” because they are assumed
to hold for all implementations of the program.

We have not yet said what it means for the program to asymptotically
compute the 3-ary addition function. Before we do. let’s stop and think
about what we could possibly verify about how the prograni runs on an
arbitrary finite machine. On the basis of the absolute axioms. we can verify
that the program does not go into an infinite loop, 1.e. there is no infinite
sequence of events such that every finite initial segment is in the event
system. (From now on we will refer to such infinite sequences of events as
nfinte paths through the event system). We can verify that if the program
does not terminate with an exception. it terminates with RESULT assigned
a value. and with A, B and C having the same values they did iitially.
We cannot verify too much more than that about the program from the
assumptions we've made. In fact. it is easy to prove that for any values
of ro.r;. 1, and w. there is some event system T satisfving the absolute
axioms such that there is some trace in T which starts with inputs rq.0,y
and r; and terminates with output w. Thus we can’t prove anything about
how well the program computes the 3 -ary addition function. The reason
for this 1s that we don’t have any conditions on how machine addition is
related to ideal addition.

What we want to be able to venify is that if we require that machine addition
match ideal addition more and more closely, that we will be able to prove
that the input/output hehavior of the program matchs the 3-ary addition
function more and more closely. I other words. we want to be able to prove
that for any desired degree d of accuracy of the 3-ary addition function,
there exists a degree of accuracy ' of 2-ary addition such that for any event
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system T satisfving the absolute axioms and . the mput/output behavior
of T will satisfy d.

What do we mean by a “degree of accuracy”™ The intuitive idea is that
a degree of accuracy is some condition on implementations of the program
which will be met by all sufficiently accurate implementations. Some de-
grees of accuracy will correspond to the accuracy of the 2-ary addition
used by the program; we will refer to these as the asymptotic azioms of the
program, because they are assumed true of all sufficiently large implemen-
tations. Other degrees of accuracy will correspond to the accuracy of the
3-ary addition the program is attempting to compute; we will refer to these
as the asymptotic spectfications of the program, because we want to prove
them about all sufficiently accurate implementations. Formally. a degree of
accuracy will be a set of event svstems.

What kind of degrees of accuracy do we want to achieve in computing 3-ary
addition? What we’d like is for every event system T meeting the above
conditions to satisfy the following conditions:

1. We can give any input to T. 1e. Vrg.xr;,r, ¢ R.3 a state of the
program s such that (s) ¢ T and s assigns A to rg. B to x; and C to
;.

2. If (s) €T assigns A to zo. B to r; and C to x,. then any run of T
must eventually terminate normally with RESULT assigned to value
Zo + 11 + 2. Put more formally, there is no infinite path through
T whose first element is s. and for every maximal o ¢ T whose first
element is s, the last element of o is a state in which control is at
statement 30 and RESULT 1s assigned the value rg + 0y + 25,

Of course, the above conditions can’t possibly be satistied by any such T
if only for the reason that we can’t start up a finite implementation of the
program with an arbitrary input. We do expect. however. that if we take
larger and larger machines. we will bhe able to approximate fixed inputs
with more and more accuracy.

Definition 2.1.1: for any ro.rp 0.8 > 0e R, we define the degree of

10
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accuracy inputs(.orgr,..r2.¢) to be the set of all event systems T such that 3
a state s such that (s) € T and s assigus A, B and C to numbers yo.y, and
y2 respectively and |y, — x| < 6 for 1 =0,1,2.

]

In general, we won't even be able to get accurate sums of numbers we can
mput to an implementation. due to roundoff. underflow and overflow. To
figure out what we can reasonably specify about the program. we must first
consider our picture of how such a program is used.

We imagine a “caller” has some inputs zg,.r; and r; it wishes to submit to
the program. Ideally, the caller would like to be able to hand the program
ro.ry and r; and have it hand it back ro+ 2y +1;,. In general. the caller will
not be able to hand the program . &y and r,. but will have to hand it some
approrimations to these numbers, say yo. y; and y,. such that 3= such that
(s) €T and s assigns A, B and C the values yo,y; and y,. The program then
“assumes’ that yo. y; and y, are the inputs the caller is actually interested
m. It is the “responsibility™ of the program to try and halt with an output
which is an “approximation™ to yo + y1 + y2. It is the responsibility of the
caller to supply the program with sufficiently “good™ approximations to
justify the program’s “assumption™. Note that the caller's responsibility is
only to give the program inputs which are sufficiently close to rq. r; and 25;
1t is not required to give the program particular inputs which are sufficiently
close.

Fix ro.r1.r; € R and ¢ > 0. Suppose the caller would be satisfied if the
program returned it some number w such that [ — (xg + 1, + 12)| < =.
How close approximations to g, 2y and ¢y does the caller have to supply
i order the get an output in (wg+ 0y + 25 — .09 + 07 + 22 + 2)? First of
all. it must at least supply approximations yo,y; and y, such that |(yo +
i +y2) = (fo + &y + 02)| < e, because if it did not. the program wonld
be “justified” in handing it back a number close to yo + yi + y,. possibly
5o close that it would be more than ¢ from rg + r; + 1. Suppose 8 is
sutficiently small that for any yy. y;. y2 such that |y, — »,| < & for7 = 0.1.2.
Hyo+yi+y2) —(xo+a1+0) < = (any & < /3 will do). If the caller limited
itself to inputing approximations in which |y, — x,] < & for/ = 0,1.2, would
some sufficiently accurate machine ensure that the answer returned to the

11




caller isin (rg+ &y + 1y — c.owy + &y + 1y 4+ 237 We canmot really mive a
firm “yes” or "no” to this question because we do not vet have a formal
definition of what “sufficiently accurate” means. The “intuitive” answer,
however, secmms to be "no”. To see why, consider the following example.
Suppose we had rqg = vy = ¢, = 1. ¢ = 1.5, and & = 5. Suppose we
were running our prograin ol a iachine i which addition was allowed to
introduce an absolute error of up to some small number £ > 0. and .5+ &/2
was representable in the machine. Suppose the caller approximated g, 1y
and r; by .5 + £/2. Since the machine is allowed to introduce up to &
much error when performing an addition. it could assien RESULT to 1
in statement 10. It could then assign RESULT to a number as small as
1.5—¢/2 in statement 20, which is not in (ro+ 2, +1,— . 1o+ 0 +o4+2). We
can make the machine we're running the program on arbitrarily accurate
by making £ very small. but by the above argument. there will always be
some approximations in the (&, — é.r, + 4} intervals which will cause the
program to return a value more that ¢ from the correet answer.

The reason this can happen = that the caller can choose 1= oy, and y,
just slightly less that é from the ~orresponding r;’s. When 1t does this,
[(yo + y1 + y2) — (rq + Iy + ;)| 1s just shightly less than . Thus. even a
small error in the two m:chine additions can make RESULT more than =
from the exact answer.

Suppose it were actually the case that for any yo. 5 and y: such that [r, — y,|
is less than or equal to 6, l(yo+ yi + y2) — (1o + 0 +02) < 2. Again we pose
the informal question: if the caller limited itself to inputing approximations
y; n (z; — 6, 1; + é). would some sufficiently accurate machine ensure that
the answer returned to tlie caller s in (ry + 1y + 0y — s ra+ry +r,4 )7
The “intuitive” answer now scems to be “ves”. Supporting evidence for
this answer 1s the fact that the answer returned to the caller wnll be within
¢ of the number we want if we run our program on a machine which uses
floating point arithmetic with a sufficiently large number of bits in the
mantissa and exponent. (We prove this below.) We can therefore define a
degree of accuracy corresponding to all event systems large enough to meet
the abave condition.

Definition 2.1.2: for every ry. .06 R and .6 > 0 we define the degree
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of accuracy accuracy(.rg. oy, 5. 2. 8) to be the set of all event systems T such
that if

Yyo,y1.y2 € Rlly, — o, <8 for 1 =0.1.2 —
(Yo + 1 + y2) = (ro + 0y + 12)] < ¢]

then Vs such that (s) e T and ~ assigns A. B and C to numbers yq. y; and y,
respectively and |y, — x,| < & for ¢ = 0.1.2, T must terminate and return
a value in (xg + ry + 79 — s.0g + &y + 75 + €) (i.e. there are no infinite
paths through T which start with s. and if ¢ is a maximal element of T
which starts with s then the last element of o must be a state which assigns
RESULT a value w such that [ — (1o + 1y + 13)| < €).

O

The inputs and accuracy degrees of acenracy coustitute the asymptotic spec-
ifications of our program. The inputs degrees will also be asyvmptotic ax-
ioms. This may scem peculiar, hut it just reflects the fact that the ability
to approximate fixed inputs more and more closely on bigger and bigger
machines is both necessary to asymptotically compute 3-ary addition, and
something we can assumne is truc.

What kind of asymptotic axioms can we assume about the machine’s 2-ary
addition? We want to assume conditions like the accuracy requirements
above, only on 2-ary addition in the middle of the program’s execution.

Definition 2.1.3: for any »rg.. ¢ R and 2,0 > 0. we define the degree of
accuracy primacc(ro.ry.<.0) to be the set of all event svstems T such that
if Yyo.y1 such that [y, — | <& for/ = 0.1, |(yy + 1) = (20 + )| <=

1. if 0"(e.¢’) ¢ T and ¢ is a state in which control is at statement 10
and A is assigned a value in (v — 6.0y + 6) and B is assigned a value
in (r; — &0 + &), then ¢ i~ a state in which RESULT is assigned a
number in (rg 4+ .1y — .0y 40y + 7).

o

if 0" (c. ') e T and ¢ is & state in which control is at statement 20 and
RESULT is assigned a value in (ry — &g + 8) and C is assigned a

13




value mn (o) — &, 4 0) then ¢ sastare inwhich RESULT s assigned

\

anumber i (rg+ 0y — coxg t oy 4 7

a

There is a condition that must hold of the asvmptotic axioms in order for
them to make sense. namely, for any finite set B of asymptotic axioms there
must exist an event system satisfving the absolute axioms which satisfies
every B € B. If this 1s not true. then our asymptotic axionis are too strong.
When a set of conditions has the property that any finite collection can be
satisfied, we will say that the set of couditions is finitely satisfiable.

Prcposition 2.1.1: The collection of absolute and asymptotic axioms for
the program is finitely sarisfiable.

Proof: We will show that any degree of accuracy is met by @ finite machine
which uses binary floating point arithmetic with 7 bits in the mantissa and
n bits in the exponent if n 15 sufficiently large. Since such machines meet
all the absohite axioms. this will establish the proposition.

Suppose the degree in question s inputsi.rg. ry. 5. 00 27 will be machine-
representable. If we take 1 large cuough that 27 is bigger than the absolute
values of all the ;4 ¢'s. and big enough that the minimuin spacing between
numbers whose absolute values are < 2" is < o, then there will necessarily
be a machine- representable real in every (r;—¢. r,+ &) interval becanse there
will be machine-representable numbers hoth above and below the interval,
and the spacing between machine representable numbers 15 too small for
the interval to be between 2 adjacent machine representable munbers.

Suppose the degree in question s primacct .. oy, <. 8. The dearee is satis-
fied vacuonsly unless 26« e suppose this i~ the case. If we let n be suf
ficiently large that the mmimmm spacing between machine representable
numbers in the interval 7 = (ry ¢ 1y raaoryp 4 ) s less than @ - 264,
and |y, — .} < &0 then yy + 4 will Le i the interval 7o so the machine
computation of the sum will he off by less than = — 260 Thus. the difference

between the 1 shine <simm and the actanl <nm ean be at most the sum of
the differences Hhovween the s and the »%s (8 cach) and the maximum

machiue error. - 200 [ other words, the maximum error is . as desired.

1}
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Now we are ready to state formally what we wish to mean by asymprotic
correctness of the program. We say the program is asymptoticaily correet
iff for every finite set 4 of asymptotic specifications. there exists a finite set
B of asymptotic axioms such that if T is an event system which satisfies
the absolute axioms and is in every J e B, then T is in every a e A.

Proposition 2.1.2: The program is asymptotically correct.

Proof: We need only show that for any degree accuracy(rg. ry.x2.2.¢).
there is a finite set of primacc degrees such that if we assume the program
satisfies the finite set of primacc degrees then we can prove it satisfies the
accuracy degree. There is a finite set of primace degrees which ensure that
the errors in statements 10 and 20 is less than (¢ — 38)/2. The difference
between the actual sun rg + 2, + 15 and the final value of RESULT is at
most the sum of the differences between the y;'s and the r;’s (¢ each) and
the sum of the the two computation errors ((¢ — 38)/2 each). This adds up
to at most ¢, as desired.

2.2 Generalized Asymptotic Computation

In this section we generalize the example given in the last section to a
general model of asymptotic computation.

2.2.1 Programs

We will first generalize the notion of a program. We define a limegnage
of flow chart programs called SRNL for Sinple Real Numiber Language.
Before we deseribe SRNL. we will make the following comment: it’s heen
our experience that in order to write asymptotically correct programs to
do nontrivial tasks. it is necessary that we be able to deteet exeeptional

15
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conditions such as overflow ad speeify what the program does when such
exceptional conditions ocenr, W have accommodated thjs NOCeSSITY in
SRNL by Incorporating exception-handling. This is discussed further be.
low,

A program consists of:

1. a finite collection of variables
2. an assignment of types to the variables

3. a flow chart

We allow variables of types integer {including both positive and negative
mtegers) and real,

A flow chart. as we define it. is a certain kind of directed graph. witl,
the nodes corresponding to points of controf within the program and tlu.
arrows corresponding to possible flows of control. We will first descrilye
what we mean by a flow chart informally (although the only thing that will
be informal about the definition is that it will be m English rather than
first-order logic). and then give a formal definition. A flow chart is a finite
directed graph in which some of the nodes and arrows may be labeled. Each
node is assigned to exactly one of the following categories:

¢ start nodes (these are the podes where control can be when the pro-
Bram starts executing)

o halt nodes (these nodes correspond to normal program termination)

® assiolnent nodes {these wre the nodes where varidides sre assioried
new values)

¢ test nodes (these ure the podes where control hranele aceordine to

SOHIe cotitjon




Some categories may have no nodes in them, but there must be at least one
start node.

Arrows can be unlabeled, or they can be labeled with one of the following
labels: “truc”, “false” or “exception”™. (Unlabeled arrows correspond to un-
conditional control flows; arrows labeled with “true” or “false” correspond
to conditional control lows; arrows labeled with “exception” correspond to
control flows associated with exception handling.)

Start nodes arve unlabeled. They may have only unlabeled arrows coming
from them, and each start node must have at least one arrow coming from
it. Start nodes can have no arrows going to them.

Halt nodes are uulabeled. They may not have any arrows coming from
thenn.

Each assignment node is labeled with an assignment statement. An assign-
ment statement is a statement of the form

vi=1t

where v is a variable of the program and ¢ is a term whose output type is
the same as the type of v. A term is just a program variable, a constant
symbol or a function symbol applied to a collection of program variables.
We will list the constant and function symbols and their types below. An
assignment node must have at least one unlabeled arrow coming from it, and
every arrow coming from an assignment node must either be an unlabeled
arrow or must be labeled with “exception™.

Each test node is labeled with a boolean expression. We will define the
boolean expressions below. A test node must have at least one arrow la-
beled “true” and one arrow labeled “false™ coming from it. and every arrow
coming from a test node must be labeled.

Terms are built up from program variables and constant symbols by apply-

ing function symbols. The constant and function symbols (listed by type
signature) that we will be using are:

17
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1. constant symbols of type integer: Oz and 154
2. constant symbols of type real: Og and 1

3. binary function symbols which take integers and return integers: +7,
~2 *Z

4. binary function symbols which take integers and return integer: +R,
R *R./

Note: in actual examples, we will “cheat” in a couple of ways to make
our programs more readable. For example, technically, we need subscripts
on symbols like “1” and “+4” to distinguish between integer constants and
functions and real constants and functions which are usually denoted by
the same symbol. In our examples, we will drop the subscripts, and it will
always be clear from context whether we mean the integer symbols or the
real ones. Also, we will use other symbols besides those above, e.g. other
numerals, like “2”, and the unary — function. These symbols should be
regarded as abbreviations for terms written using only the symbols above,
so “2” is an abbreviation for “1+1” and “~z” is an abbreviation for “0—z".
Finally, we will use more complex terms in our assignment statements than
just the simple terms allowed by SRNL. These terms are abbreviations for
pieces of code which evaluate the complex expression one subterm at a time,
storing the intermediate results in temporary variables. The restriction to
simple terms will eventually be removed from SRNL, but for the time being
we have placed this limitation on the programs to make the semantics easier
to state. The principal difficulty in stating semantics for complex terms is
that an exception may occur in the middle of evaluating a term, which can’t
happen with the simple terms we’re restricting oirselves to at the moment.

Boolean expressions are built up from atomic boolean expressions by ap-
plying boolean connections. We allow all the usual boolean connectives
(e.g. A,V,n,—). Atomic boolean expressions are of the form

P(U(),...,l'n_])

18
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where 2 1s a predicate svmbol and oo . are program variables whose
tvpes mareh the input type siguature of 27 The predicate symbols we will

nse, sted by type signature, ave:

1. by predicate symbols which take integer arguments: =z. <z

2. binars predicate symbols whicl rake real arguments: =R

fAenin in actuad exaraples we will drop the subseripts, and will nse abbre-

Gations Lae e T T v s v b <y

We wili now give e forne b detinrion of o flow chiart, A low chirt 1= 12
fgne AN S TART HALT ASSIGN . TEST. UA TAFA EA AL TL L) snely

that:

T N o nolietnht sy or e rodesd

20 START. HALT. ASSIGN and TEST arve disjoint subsets of N owhose

mnien 1= allof NOSTART 15 nonempry.

3 UAD AL YA and EA are bonary relotions on N (UA is the anlahelid

bre " arrow relofion, VA W i clelod

arrore relatian, TA s the

creae e lbon and A I the terception” arrow relation),

foL is o funertion foan ASSIGN U TEST futo the st comsiaring of
Lo wmdoninent stateinent< and boolean expressicns of the provram
vthee feodd fuactrony 20 ASSIGN D L(a) 1s an assignniens statement.

oo TEST oo 1+ a hoolean (‘.(I)I'(‘.\.\'i()ll.

ool N r VA A A or TAtaL ) or FAfe ) o EAva T e
e HANL D sl 1o START.

t) .”n. i \ II‘\‘M b T].l(‘H ) f’ lI:S’I‘
Voova e Nt v Svor FAG G 9 then oo e TEST.
N './H. e \ ]f ',\‘ b i Yli"f! 8] %S'["\RI

Voo s START v ASSION e N e that UAGa. 1)

10, Voo TEST w0 -0 N e thar TA L) ond FAta =

1
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2.2.2  Semantics

Vo v o e wosenpanties to the programs defined in the previous suli-
sectior b vacinne cach program with o class of event systems. The

vattons event svstenis it the class correspond to nuplementations of the

progrias oo ackines of varions sizes. We will now fix a program P and
deseribe rbewoof event systems associated with it. The members of this

i vt

bereteried to as the models of the prograns. We will denote the
st of podess caegones of nodes. arrow relations and label function using
woonree vetntjon as e the previous subsection.

Earstowe needd so say what a ote of 27 s ¢ state consiste of

v coor il How chiaet (Chis recceoor e e place where conrre! e

o

Dooan assloiooaent of some snubset of the variables to elements of ther

vl Tyoe

Phorpallys thiens a state s a pair (a. 1) where o is a node and 17 i< a

Fanetion from vome subset of the program variables into the disjoint union
of 7 and R winel takes integer variables to integers and real variables to

AN S SR TR

vyt
IS

Bt ano ot oo varniable which s assigned a value he oo we will denaote

coraned to e by s by ste), s o term all of whose variables

e e nooabe by v ee denote the ideal value of the rerm under <his

A todet s event vstemn over the set of states deserihed above which
meers et conditions. As in the previons section. these conditions will
Beagcfertan ta as the absohite axioms of P We will Hrst Jiseniss cortain
ot taanons which mdlneneed the conditions we mmpose. then we will

Y v |

state the conditions informally, and then give their formal equvalents,

Fotonmnbatine the conditions for an event svstem being a model of 2. the
- bl

follovn o conaderations were taken into aceount:
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Nothing was assumed about the accuracy of real-valued functions.
This was because the conditions we give below are intended to de-
fine what we felt we could assume about P running on any machine,
whether large or small. Almost any assumptiou about accuracy of
real-valued functions would be invalid on a sufficiently small machine.

Integer-valued functions, by contrast, were assumed to be perfectly
accurate when they did not cause an exception to be raised. We felt
this was a reasonable assumption on both large and small machines.

We did not assume that there were any circumstances in which the
evaluation of a real- or integer-valued function would not raise an
exception. In other words, we allow “maximum flakiness™ from the
real- and integer-valued functions. This was. again. because just
about any assumption about functions not raising exceptions would
be invalid on a sufficiently simall machine.

Comparisons of numbers (i.e. for equality or <} were assumed to be
accurate, and furthermore were assumed not to raise exceptions.

Assignments of the form v := w where w is a program variable were
assumed to be perfectly accurate. In other words. it was assumed
that error only arises from evaluating arithmetic functions, and not
from copying values of variables into other variables.

Other things assumed to be carried out accurately were evaluation of
boolean connectives, detection of undefined variables. low of control.
and holding constant the values of variables not assigned to.

The informal statenients of the conditions are as follows:

o

Initially, control is always at some start node in the low chart.

If control is at a start node o, control flows alone some arrow frowm
a, and the values of the variables do not change.

Exceptions can only oceur at assignmient nodes and test nodes.
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4. An exception will occur at an assignment or test node if the node’s
label contains a variable which is not defined.

5. An exception will not occur at an assignment node if the nodes label
is v := w and w is a program variable which i1s defined.

6. An exception will not occur at a test node if all variables in the node’s
boolean expression are defined.

=1

If control i1s at a node a and an exception occurs. aud there are no
exception arrows coming from a, then P terminates abnormally.

8. If control is at a node «. and an exception occurs, and there are
exception arrows coming from a, then control flows along one of the
exception arrows, and the assignment of variables i1s unchanged.

9. If control is at an assignment node a labeled with assignment state-

ment v := t and no exception occurs. control flows along one of the
1 unlabeled arrows from a. v is assigned a value. and the values of vari-
ables other than v do not change. In addition. if t 15 an integer term
and no exception occurs, v is assigned the value s(t). If t is a program
i variable then v is assigned the value s(t).

i 10. If control is at a test node and no exception occurs, control flows
along an arrow labeled “true” if a’s boolean expression is true. and
along an arrow labeled “false™ if n’s boolean expression is false.

11. If control is at a halt node. no further state transitions can ocenr. If
control is not at a halt node and P has not terminated abhnormally,
then further state transitions must oceur.

J We now state the formalization of the conditions for an event svstem 7' to
be a model of P:

1 1. Vo e T. ! does not accur twice consccutively in o,

H 2. Ve, if {¢) € T then ¢ = (a V) for some a e START.
22
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3. Vo.aeN and V' an assigmment of programn variables if 0" {(a V7). 1) eT
then all of the following are true:

(a) a e ASSIGN UTEST

{b) It is not the case that a € ASSIGN, L{a) = “v := w” where v s
a program variable. ad 17 assigns a value to w.

(¢) It is not the case that a e TEST. and 17 assigns a value to every
variable in L{a).

4 Yo.a.peN and V.V assignments of program variables. if

H o ({a. V)3 VN eT
then EA{a.3) and V7' = 17,
5. Vo.a. e N and V.V assignments of program variables, if
) - . e
1 i &(ll.\ )('f\ ))(I
then all of the followine are trie:
? {a) If a e START then UA{a. 3y and V7' =17,
h (b) If a e ASSIGN and Lia) = = := ¢+ then:
1. Voassigns a value to all variables occurring in 7.
. UA(a. 7)), V(e )l and V program varables o # o0 V0" ~
Ve,
ni. If # 15 an integer ternn, Ve o Vot
\ v, If s a program variable, Ve =0 Vi,
(¢) If a e TEST then:
J 1. 17 assigns a value to all varables ocearrine m Lia ).
. V=¥
m. TA(a. ) f L) s trme and FA{aL 910 Lia) is false.

G. Yo e T, if the last element of 7 is {a. V) then @ is maximal i T iff
o e HALT.




7. Vo € I', if 0 15 maxunal and the last element of o s Y then 3n e N
and V' an assignment of program variables such that (o, V) is the
next-to-last entry of @ and A3 ¢ N such that EA(a, 3).

8. The set of all events which appear in some o € T is finite.

2.2.3 Asymptotic Specifications

In this subsection we generalize the notion of asymptotic specifications from
the previous section. As in the previous section, the asvmptotic specifica-
tions will be a set of degrees of accuracy. but we're going to want to be
able to specify something slightly more general about our pregramm P than
simply that it asymptotically compute a function. In general, we're going
to want to specify that a certain relation hold between the assignment of
the variables when P starts and when it ends. We call such a relation a
specification relation for P.

If R is the binary relation we would like to have hold between the vanable
assignments at start and termination. we’d like to require the following:

1. We can start up 2 with any assignment of variables.

2. If we start up P with an assignment of variables V', and there exists
an assigmment of variables 117 such that R(1.117), then P eventually
terminates with an assignment of variables 11" (possibly # 1) such

that R(V, T17).

3. If we start up P with an assignment of variables 17 and there 1s no
assignment of variables 117 such that R(V.117). then P either doesn't
terminate. or terminates abnormally (e, with an exception).

Of course, as in the previous section. we can’t in general meet the above
requirements on a finite machine. What we will try to verifv instead is that
for any degree of accuracy d of satisfyving R (in the sense described above).
there exists a degree of accuracy d' of computing the primitive functions
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of SRINL such that for auy event system T satisfying the absobite axioms
and d’', the input/output behavior of T will satisfy d. The remainder of
this subsection is devoted to deciding what we want to mean by “degrees
of accuracy of satisfying R”, and what kinds of R’s we will allow ourselves
to use in specifications. As before. a degree of accuracy is formally a set of
event systems.

Suppose that the real variables of P are Xy....,X,. and the integer vari-
ables are I,,....I,,. First of all. we can’t start up P with an arbitrary
assignment of variables on a finite machine. If. however, we have a fixed
assignment of variables V', then on a sufficiently accurate machine we want
to be able to start up P with a variable assigninent V7' which is “close to”
V. In order to make precise what we mean by “close”™. we need some no-
tion of “the distance between two variable assignments™. If 17 and V7 are
two variable assignments, we define the distance between them (denoted
by p(1. V")) as follows:

o If V and V'’ make the same variables defined and wndefined. then
p(V, V") is the largest element of the set

{IV(e)=V7(e)} | v is a variable defined by both 17 and 17}

o p{V, V') =1 otherwise.

The first clause says that if two variable assignments assign the same set of
variables then their distance apart depends on how far apart their assign-
ments of the variables are. The second clause of the definition says essen-
tially that variable assignments which do not assign values to the same set
of variables are not “close to” cacl other.

If V" is a fixed vanable assignment and & > 0. then on a sufficiently aceurate
machine we want to be able to start up P with an assienment of variables V7
such that p(V V') < 4. For ecach assignment U and & > 0 we ean therefore
define a degree of accuracy consisting of those event svstemns whieh are
accurate enough to weet the above condition,

Q]
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Definition 2.2.1: for any assigmment of program variables 17 and ¢ > 0
we define the degree of accuracy startup(V.é) to be the set of all event
systems T for P such that 3 an assignment of program variables V'’ such

that p(V/, V') < 6.
O

The startup degrees are analogous to the inputs degrees of the previous
section.

Again, we imagine P being used by a caller which wants to run the program
with an initial assignment of variables V" and have it terminate with an
assignment of variables W such that R(V,W"). What can we reasonably
specify about how accurately P meets R? Our answer to this question will
be complicated somewhat by the fact that there may be no W such that
R(V,W). We will put off dealing with this complication unti] later, and for
the moment we will assume that there exists 1 suel that ROV, 1) We will
refer to such 7's as good variable assignments (“good™ in the sense thiat
they are the vanable assignments the caller would like to get close tor. We
will refer to the set of 17°s such that 311" such that R(V. W) as the domain
of R. denoted by dom( R).

In the example, the caller had to run P on a sufficiently large machine and
give the program an input sufficiently close to the desired input that it
would get an output less than a certain error from the value of the 3 ary
addition function. In the more general case we're dealing with here. there
may be a number of different good 1's. and the caller just wants P to
terminate with some assignment of variables which is close to one of the
good W's. Suppose the caller would be satisfied if the program terminates
with variable assignment 177’ that is within ¢ of some good 117, How good
an approximation "’ to 17 does the caller need to start up P with in order
to get such a 1177 We claim the caller must at least start up P with a
variable assignment 17 such that:

1. V"edom(R?)

2. YU such that R(V'.U7). there exists a good 117 within = of U
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Why must these conditions be met? First of all, suppose the caller started
up P with a V' ¢ dom(R). P “assumes” that V" is the variable assignment
the caller is actually interested in. Since there is no way it can terminate
with a U such that R(V',U), the program would be “justified” in terminat-
ing with an exception or not terminating at all. Suppose the caller started
up P with a V’/edom(R) but there is some U such that R(V' U) and there
1s no good 1V within ¢ of U. The program would be justified in terminat-
ing with a variable assignment very close to U7, possibly so close that it is
not within ¢ of any good . Thus, the caller must pick some § > 0 such
that V1" such that p(1, V") < 4. the above two conditions are met, and
restrict itself to starting up with variable assignments < é away from V.
(We require that the two conditions hold for all V' less than or equal to é
away from 1" because otherwise there may exist V' which is just slightly less
than ¢ away from V' such that slight errors in the program’s arithmetic are
Just cnough to allow the program to terminate with a variable assignment
shightly more that ¢ away from the nearest good W. This situation was
Hlustrated concretely in the Motivating Example).

What if there is no such ¢?7 Consider the following example: suppose our
specification is that if we start up the program with X; = r we want it
to terminate with I; = 0 if + < v/2 and with I; = 1 otherwise. In other
words, we want the program to tell us if + < /2 or not. Suppose the z the
caller is interested in is actually v/2: then the “good” W's are the ones in
which I} = 1. No matter how small we take §, however, there will be some
y within 6 of V2 such that y < v/2. Even if weran P on a very accurate
machine. if we gave it an input y e (V2 — 8.v/2). the program would be
justified in terminating with I, = 0. (In fact. for such a y, this is the right
answer).

There is another way the desired é can fail to exist. Suppose our specifica-
tion is that if we start up the program with the valuc of Xy = r and r is a
real number which Las only 0's after the decimal point, then we want the
program to terminate with I} = the integer corresponding to r; otherwise,
we want P to either raise an exception or fail to terminate. In terms of
binary relations on variable assignments, we want the starting and ending
assignments of variables to satisfv R where R(V,TV) iff V(X,) has only 0’s
after the decimal place and T(I}) is the integer corresponding to V'(X;).

[SV]
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Supposc the » the caller is interested in is 10 then the specification says P
should terminate with I; = 1. No matter how small we take 6. there wil
be some y within é of 1 such that y does not correspond to an integer. and
so the program would be justified is terminating with an exception or not
terminating.

We didn’t encounter this problem in the Motivating Example because 3
ary addition is a continuous. total function. so the & we need always exists.
In the first example above, we are asking I’ to compute a discontinuous
function. In the second example, we are asking P to compute a function
for which there are points r in the domain such that there are points y not
in the domain arbitrarily close to ». In topology. a set O which has the
property that if x € O then 36 > 0 such that every y within é of 2 15 1n O
is called an open set: in the second example. we are asking P to compute a
function whose domain is not open.

What all this adds up to is that we can only expect to asymptotically
compute functions which have open domains and which are continuous on
their domains. We must therefore restrict ourselves to specifying that P
asymptotically compute a function F only if F is continuous on an open
domain. We can express this in the. more general setting of specification
relations by restricting ourselves to relations @ such that

Vi edom(R).c > 0,30 > 0.V [p(V V7)< 8 - V' edom(RR) A
VU[R(V.U) — IIW[R(V.IT) A p(W.0) < <]

Given that we restrict ourselves to such It's. we define the following degrees
of accuracy:

Definition 2.2.2: for any variable assigunment Voand =06 > 0. we define
. o
the degree of accuracy accuracy (17 :.4) to he the set of all event systems

T for P such that if Ve dom( R} and

VIV V) <o = VVedoml )AVU RV L) — W RIVIT)A
pU. W) < <]]]
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then Ve such that (¢) ¢ T and the variable assignment associated with ¢
is V7 and p(ViV7) < o, if T is started up with e then it must eventually
terminate normally in a state €’ with associated variable assignment U such
that IW[R(V. W) A p(U, W) < <] (i.e. there is no infinite path through T
which starts with e, and any maximal o € T which starts with ¢ ends with
an ¢’ meeting the above condition).

a

We now return to the question of what we can reasonably specify about
how accurately P meets R in the case where the caller is interested in
starting up P with an input 1" ¢ dom(R). Unfortunately, we don’t have
a good answer to this question at this point. We'd ke it to be the case
that if we take a sufficiently accurate implementation and start it up with
a V7 sufficiently close to V7, that the program will terminate abnormally
(1.c. with an unhandled exception) or at least go into an infinite loop. This
specification is unfortunately too strict. Consider the following: suppose
our specification is that if we start up 2 with X; = r # 0 then the program
terminates with X; = 1/r. In other words. P computes the reciprocal
function. Suppose the r the caller is interested in is 0. Suppose that
this expression is being evaluated on a very accurate machine which uses
some sort of floating -point representation of reals such that for anyv y # 0
representable in the machine. 1/y is between two numbers representable
in the machine. The caller could mput a number very close to 0 and still
not get an exception or go into an infinite loop. In fact. one can imagine
arbitrarily accurate machines of this sort and inputs arbitrarily close to 0
which would not raise an exception or fail to terminate. Thus. even ou a
very accurate machine. the caller caunot choose a number sufficiently close
to 0 that will cause the program to indicate that the expression the caller
15 actually trying to evaluate (i.c. 1/0) 15 undefined.

Our “solution” to this problem at the present time 1s to define asvinprotie
computation solely in terms of what P does when started up with a van-
able assignment U7 which s “near”™ a 17 e dom(R). In other words. we
use the degrees of accuracy defined above, which only concern accuracy of
computation on Vs in dom(R). Thus. with our present definition. proving
asymptotic correctness of a program does not tell us anvthing about what
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kind of behavior we can expect if we run the program on larger and larger
machines with starting varable assignments closer and closer to V¢dom(R).
This is not really an acceptable solution: we are still working on the prob-
lem.

The asymptotic specifications are therefore the degrees startup(V,6) and
accuracy(V,£.0).

2.2.4 Asymptotic Axioms

Our asymptotic axioms will be statements of the same form as the accuracyp
degrees about the execution of the programn’s primitive functions. We can
simplify the definition somewhat since the asymptotic axioms are just spec-
ifying that certain functions are computed accurately (rather than some
more complicated specification in terms of a binary relation on vanable
assignments).

Definition 2.2.3: for any assignment node a with label v := F(v..... vr)
and variable assignment 17 and .6 > 0. we define the degree of accuracy
primacc,(V,e,6) to be the set of all event systems T such that if 17 assigns
a value to vy,...,v; and F(V(vy),....V(v,))!| and

YV p(V,V') <6 — F(V/(vy).... .V (u))] A
|F(V/(v1)e. .V (0) = F(V(ey) V()] < <]

then Vo.e,e’. if 0™ (e.c’) e T and ¢ = (a.17) and p(V. V") < & then e’ #!
and e’ assigns v a value w such that

Q

The asymptotic axioms are the degrees startup(V, o) and primace, (V.. 6é)
(as in the Motivating Example. the degrees which say we can approximate
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inputs closely are both part of the specification and something we can
assume).

Note that the primacc, degrees don’t merely restrict how bad roundoff error.
etc. can be; they also restrict the circumstances under which exceptions
can occur. The absolute axioms place almost no restrictions on when excep-
tions can occur. In fact. an event system may raise an exception on every
assignment statement and still satisfy the absolute axioms. If we require
that more and more asymptotic axioms are met, however. we find that the
circumstances in which an event system is allowed to raise an exception are
more and more restricted.

We need to check that the asymptotic axioms are finitely satisfiable. It is
easy to see that for any finite collection A of asymptotic axioms there exists
an event system for P which meets the absolute axioms and every axiom
in A, just by taking:

1. a sufficiently large initial segment of the integers as the machine’s
integer type

o

real numbers expressible in binary floating—point notation with a suf-
ficiently large exponent and mantissa (this only one of many choices
one could make) as the machine’s real number type

3. integer arithmetic 1s exact unless it takes us outside the integer type
{in which case raisc an exception)

4. real arithmetic rounds to the ncarest number in the real number type
unless it takes us above the largest positive machine-representable
number or below the largest negative machine-representable number
(in which case raise an exception).

The proof of the last statement is completely analogous to the proof of
finite satisfiability i the Motivating Example. so we omit it.

Having stated the asyvmptotic specifications and axioms, we can now make
the following definition:




Definition 2.2.4: A program P asymptotically satisfies a specification
relation R iff for every finite set A of asymptotic specifications for R. there
exists a finite set of asymptotic axioms B such that for cvery model T of
P, if T is satisfies every axiom in B then T satisfies every specification in

A.




Chapter 3

Nonstandard Formulation of
the Theory

The Theory of the previous chapter was entirely formulated in the language
of classical analysis. In this Chapter we give a forinulation of the Theory
in Nonstandard Analysis.

3.1 Nonstandard Mathematics

Nonstandard analysis 1s an alternate approach to doing real analysis. It uses
formalizations of intuitive concepts like “infinitesimal” in place of classical
uethods usig limits (the so called ¢ —~ é approach).

When calculus was first developed by Newton and Leibniz, the proofs were
presented i terms of “mnfinitesimal” quantities. For instance, the derivative
of 2% was computed by forming the difference quotient

(¢ +dr)? — 22
dr

with dr belug an infinitesimal quantity. This sunplifies by simple algebra
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to 22 + dr. Disregarding the infHuitesimal. the derivative, 2o, is obtained.
An infinitesimal was a number which was positive, but less than any given
positive number. On the face of it, this is inconsistent. since if do 1s positive,
it must be less than itself. Attempts to make this approach rigorous failed,
and methods involving limits were developed. To compute the derivative
of r? using limits, instead of using a single infinitesimal dx, one examines
what happens to the quantity

(r + Ar)? — r?
Ar

as smaller and smaller values of A are plugged in. One can show that
the Ar difference quotient can be made as close as one wants to 2x by
constraining Ar to be less than a certain size.

In the 1960’s logicians developed a way to make the methods of Newton and
Leibniz rigorous, and the resulting alternate approach to analysis is called
Nonstandard Analysis. (We prefer the termi “Nonstandard Mathematics™,
since the methods used are applicable in other arcas of mathematics be-
sides analysis, and will use this term hereinafter). The essential feature
of Nonstandard Analysis is the addition of “nonstandard elements”™ of the
domain of discourse which are then used to prove results about the origi-
nal, standard domain. In this way it 1s similar to the construction of the
complex numbers from the reals. To get the complex numbers. one simply
adds a new number denoted by 7. assumes that it obevs the axiom ¢ = —1
plus the algebraic laws of the reals (e.g. commutativity of addition), and
computes with it formally. The resulting extended number system. the
complex numbers, can then be used to obtain casier proofs of results about
the reals, like the Fundamental Theorem of Algebra.

Let's consider what it would mean to add an infinitesiunal to the standard

real numbers in a purcly formal way. Let L he the fisst- order language
with the following symbols:

o For each n-ary predicate I7 over R we Lave an nary predicate svmn-
bol P whose interpretiation is .
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e For each n-ary function f over R, we have an n-ary predicate symbol
f whose interpretation is f.

e for each real number r we have a constant symbol r whose interpre-
tation is 7.

Let T be the set of all first-order statements in the language L which are
true. T is what is called the complete theory of R over L. Intuitively, it
contains all the first-order facts about R.

Next, we add a new symbol ¢ to our language. This is intended to be the
name of the infinitesimal we’re adding. We also add to T the axiom £ > 0.
We'd like the add an axiom which says that ¢ is less than any given positive
real number. If we add the axiom Vx > 0,e < r we get an inconsistent
system, because ¢ itself is positive. We don’t really want this axiom though;
what we really want to assume is that ¢ < « for all of the standard z’s,
l.e. the real numbers that we started with. We can do this in a formal way
by adding a separate axiom ¢ < r for every standard positive r. Call the
resulting system 1"

Lemma 3.1.1: 7’ is consistent.

Proof: This follows essentially from the fact that first-order logic is a
finitary logic, i.e. every proof is a finite derivation from a finite set of
axioms. Therefore, if there’s a proof of a contradiction from a set of axioms.
there must be a proof of a contradiction from some finite subset of the
axioms. Suppose T’ were inconsistent. There must then be a certain finite
set To € T and a finite set of positive reals ry,...,r, such that there is a
proof of contradiction from the axioms of Ty plus ¢ > 0 plus the axioms
e < r;fori: =1,...,n. Since first-order logic is sound, this means that
there is no model for this finite sct of axioms. Suppose, however. that we
interpret the symbol € to be the real number obtained by taking the smallest
of the r; and dividing it by 2. This interpretation makes all the axioms of
the finite subset true. Therefore, no finite subset of T is inconsistent, so
T' as a whole is not inconsistent.
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By the completeness of first- order logic, any consistent theory has a model.
Thus, there exists some model of T7. Call this model M. Smee our language
has a constant symbol r for every r e R. and since every such constant
symbol has an interpretation M(#) in Af. we can embed R into M by the
mapping r + M (7): without loss of generality, we can identify R with 1ts
image in M and just assume that R € Af. We know that there is at least
one element of Al whicl is not in R, namely the interpretation of . Also.
since A is a model of T” we know that = is a positive number which is less
than every positive number in R. Thus. we have added an imfinitesimal.
Also. our new number system Al has all the same first order properties
that R does, because M is a model of T, the complete first - order theory of
R. Also, every predicate and function on R has an extension to M. Such
extensions of one model by another that preserve all first -order properties
are called elementary ertensions.

The construction of a nonstandard extension of the reals is actually slightly
more complicated. The thing that made the above construction work is
that we had an infinite collection of “requirements” on ¢ that were finitely
satisfiable in the original, standard reals. In other words. we wanted ¢ less
than every standard positive real number. and for any finite set of positive
real numbers there is a standard real that is less than evervthing in the
finite set. This finite satisfiability allowed us to show that any finite subset
of the theory T’ had a model. and was therefore consistent. and so T' was
consistent. In fact, we could do the above construction for any collection of
requirements which was finitely satisfiable. If the requirements cannot all
be satisfied in the standard reals. as was the case in the above construction,
the Al we get is a proper elementary extension of R i whieh the collection
of requireinents 1s satisfiable by a single. nonstandard number.

In the actual construction of a nonstandard extension of R we do the above
construction for all finitely satistiable collections of reguirements ar once.
Before giving the construction. we =av precisely what we mean by a Huitely
satisfiable collection of requirements.

Definition 3.1.1: If r.... .. 1, are vartables i the anenaee oF 1o collee-
tion of requirements over ..o, is a set Foof formulas i the Innonnee
L such that for every o6 Foothe free variables of o are smone o000 - F
306
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is finitely satwsfiable iff for every finite set

{Ol(.l'l ...... I'").....01:1(‘1‘]....,1'")}
of formulas of F., there exists r,...,r, € R such that for 1 = 1,...,m,
odr,,....7,) 1s true.

D

Let L and T be as before. For every finitely satisfiable collection of re-
quirements F on variables r,.....r,, we add distinct constant symbols
Crie.... crn to the language. We then add to T the axioms ¢(cr1,...,CFn)
for every ¢ € F. Call the resulting theory T'. Every finite set To C T in-
volves at most finitely many F's. and for each such F, there are only finitely
many o's from F in the subset. By the finite satisfiability of the F's, we
can interpret all the new constants in Ty in R so as to make all the axioms
of Ty true. Thus. T is consistent, and so has a model M. As before, R can
be considered to be a subser of M. M is an elementary extension of R, and
every collection of requirements which is finitely satisfiable in R is actually
satisfiable in A (1.e. there exist elements of M making all the formulas in
the collection true).

We can apply this construction to other sets besides R. In fact, we can
apply it to any set.

3.2 Axiomatizing Nonstandard Mathemat-
ics

Nonstandard methods can be applied by reasoning about nonstandard mod-
cls. It 1s desirable, however. to have an axiomatic system for nonstandard
mathematics. Such a system is developed in [2]. We have been using the
system in [2] as the basis for onr verifications. We now describe it.

Zermelo-Fraenkel set theory with the axiom of choice (usually abbreviated
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ZFC) is an axiomatic system in which all srandard mathematics can be
done. The language of ZFC has only two symbols: a binary predicate
symbol for equality and a binary predicate symbol € for set membership
(i.e “r e y” means “r is an element of y). We can therefore think of a
model of ZFC as a “universe” for standard mathematics. A nonstandard
extension of such a model should then be a "universe” for nonstandard
mathematics. In [2], an axiom system for these nonstandard universes
called IST is formulated. IST is obtained as follows: starting with a given
model M of ZFC, one constructs a nonstandard extension of M’ In AL,
there is an interpretation of ¢ which satisfies all of the axioms of ZEC. We
then add a unary predicate “st” to the language. and interpret it in M’ as
the set of all elements in M. Finally, we examine what useful axioms in
the language of =, ¢ and st hold in an arbitrary such M’ IST consists
of all the axioms of ZFC plus the additional axioms covering nonstandard
mathematics. These additional axioms are presented in 3 schemas. They
are:

Vi ah]o e 0%

where ¢ is an arbitrary formula with no occurrences of the predicate
st, T1,....Zy, includes all the free variables of ¢. and ¢ means o with
every quantifier Vy replaced by V*'y and every quantifier 3y replaced
by 3%y. What this schema is expressing axiomatically 1s the fact
that M’ is an elementary extension of /. It says that if we have any
formula in the language of standard mathematics containing standard
parameters, then it holds in the nonstandard universe (i.e. o holds)
iff it holds in the standard universe (1.e. o™ holds). This schema is
called the transfer principle. (Formulas which contain no occurrences
of the st predicate are called internal formulas).

§)

yetfinite s 35 Wy ez d(r.y) « Jr.Vy (0. y)
where ¢ is an internal formula in which z does not occur free. What

this schema is expressing is the fact that every finitely satisfiable col-
lection of requirements from the standard universe on a single variable
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r is satisfied in the nonstandard umverse. We think of the formula
d(r,y) as defining an infinite collection of requirements on x, indexed
by standard elements y. The left hand side of the schema says the this
collection 1s finitely satisfiable in the standard universe, i.e. for all fi-
nite sets z of standard elements, there 1s a single © which satisfies the
requirements {@(x,y) | yez}. The right hand side says there is a sin-
gle r which satisfies all of the requirements {é(x.y) | y is standard}.
The schema states that the two are logically equivalent. This schema
is called the principle of 1dcalization.

Vi Py Vi zey o zex A o(2)]

where o is any formula in which y does not occur free (but st can occur
im o. This axiom essentially expresses the fact that any collection
of standard clements that we can define (even using nonstandard
methods) has a st dard “extension” in the nonstandard universe.
This schema s called the prineiple of standardization.

In [2] an important theorem is proved. namely that IST is conservative over
ZFC. What this means is that any statement in the language of ZFC (i.c.
no occurrences of “st”) which we can prove in IST can be proved from ZFC
alone. This tells us that the use of nonstandard methods doesn’t change
thie underlyving standard universe. Since the standard world is what we're
really mterested in. this result is essential,

3.3 Nonstandard Formulation of the Theory

One of the most attractive features of nonstandard mathematics 1s that
definitions bhecome simpler and more intuitive. For example. the classical
definition of a sequence of reals {o, | 7 = 0.1....} converging to a real
number r is: Ve > 0.3V such that Vi > N |r, — 2| < . In other words, we
can make the difference between o and the terms of the sequence as small
as possible by looking sutticiently far out in the sequence. The nonstandard
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definition of convergence is that V infinite 7, |, — x| is infinitesimal. (We can
take “infinite” to mean “1/7 is infinitesimal™). The nonstandard definition
has many fewer quantifiers than the standard definition. Also. it is more
intuitive (z; for “large” 7 are “close to” z.). In fact. this is the major reason
for formulating our Theory in terms of nonstandard mathematics: all the
definitions become simpler when formulated in nonstandard terms.

In this section we give nonstandard equivalents of asymptotic satisfaction
for standard programs P and standard specifications R. The nonstan-
dard versions are actually logically equivalent to the standard ones in IST.
Because IST is conservative over ZFC, any statement in the language of
ordinary mathematics (e.g. statements about error magnitudes) which we
prove using nonstandard methods and the nonstandard definition of asymp-
totic satisfaction will be provable using standard methods and the standard
definition. In general, however, the nonstandard proofs are much more -
tuitive and much easicr to construct and read.

For the remainder of the discussion we fix a standard program P and a
standard specification R for P.

Definition 3.3.1: If T is a model for P. T is hyperaccurate iff T satis-
fies all standard asymptotic axioms, i.e. iff V'V, e,6.a[T € startup(V.48) A
T e primacc,(V, e, §)]

]
Definition 3.3.2: If T is a model for P, T hypersatisfies R iff T satisfies all
standard asymptotic specifications for R, i.e. iff V'V e, 8[T estartup(1.8) A
T e accuracy(V. ¢, 6)].

]

[n IST we have the following equivalence: P asyinptotically satisfies R iff
every hyperaccurate model of P hypersatisfies R.

We will next obtain more useful characterizations of a model being hyvper-
accurate and a model hypersatisfying a specification.
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Definition 3.3.3: If r,y ¢ R. + = y (read “z is infinitely close to y”) iff
| — y| is infinitesumal. If 1, V'’ are variable assignments, V' = V" iff p(V. V')
1s infinitesimal.

0

Vx V/iff V' and V' make the same variables defined and undefined, and
assign the same values to the integer variables, and for all real variables X.

1(X) = V(X).

In IST we have the following equivalence: a model T of P satisfles all
standard startup axioms iff V"'V, 3a. V'[{{a, V")) eTAV' = V]. In particular.
if T' is hyperaccurate then any standard 1" can be approximated infinitely
closely by a V' that T can start up with.

In IST we have the following equivalence: a model T of P satisfies all
standard accuracyp axioms iff V"'V edom(R).a V' if ({a,V'))eT and V' =
V" then:

1. There are no infinite paths through T whose first element is {a. V).

2. For every ¢ maximal in T, if o’s first element is (a, V') then the last

clement of ¢ is (3.U) and 3W[R(V. V) A W = U}

In particular, if T hypersatisfies R then if we start up T with an infinitely
close approximation to V e dom{R), T will eventually terminate with a
variable assignment which is infinitely close to some assignment 117 such

that R(V,1T"). .

Definition 3.3.4: A rcal nmuber ¢ is finite iff there exists a standard y
such that |¢| < y. An integer is finite iff the corresponding real is finite. A
variable assigninent 17 s finite iff every variable V assigns is assigned a finite
value (whether integer or real): equivalently, iff 3V’ such that V' =~ 17",

O

In IST we have the following equivalence: if o is an assigninent node with
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label v := F(vy,...,v) and F # /7, then a model T of P satisfies all
primacc, axioms iff Vo,e, €', if:

e 07(e,e)eT

e=(a,V)

o V is finite

V assigns values to vy,...,v; and F(V(uvy)..... Viend

then e’ # ! and e’ assigns v a value w such that w ~ F(V(v;).... . V(¢)).
For division, we have the following equivalence: If a is an assignment node

with label a := b/c then a model T of P satisfies all standard primacc,
axioms iff Vo, e, €', if:

e o'(e,e)eT

e=(a,V)

V is finite

V assigns values to b and ¢ and V/(¢) is not infinitesimal

then €' # ! and e’ assigns a a value w such that w ~ V(5)/V(c).
g

In particular, if T is hypcraccurate then computations of operations other
than division on finite inputs introduce only infinitesimal error. and compu-
tations of division on finite inputs only introduce infinitesimal error when
not dividing by an infinitesimal.

By the above facts, if we want to prove that a standard program asyvmptot-
ically satisfies a standard relation R. it is sufficient to let T be an arbitrary
hyperaccurate model. and prove that it hypersatisfies R.
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Chapter 4

A Sample Verification

In this chapter we apply the Theory to verify (informally) the asymptotic
correctness of a program P to find roots of a standard continuous function
f R — R. We will freely use elementary facts from nonstandard analysis
without proving them; the details can be found in, e.g. {1]. In particular.
we will need to use the nonstandard definition of continuity of f in the
verification. In nonstandard analysis. a standard function is continuous if.
for every standard . if y = r then f(y) =~ f(z).

The flow chart for the program is pictured on the next page. It has 3 real-
valued variables, A. B, X and Y. What we will verify about the program
15 that it asymptotically satisfies the following condition: if it is started
up with A and B defined and A < B and f(A) < 0 < f(B) then it will
eventually terminate with X defined and f(X) = 0. We know from the
Intermediate Value Theorem of real analysis that such a root must exist.

Let’s recall what it means for a program to meet such a specification asymp-
totically. It means that if we have fixed numbers .« and y. and » < y and
fle) < 0 < f(y). and a ¢ > 0, then on a sufficiently large machine. if
we run the program with A and B sufficiently close to » and y. then the
program will terminate with a value for X that is within ¢ of a root of f.
We will have verified this statement if, assuming the program is started up
with A and B infinitely close to standard » and y such that r < y and

43

T T vy —

e —— —

b



~

D

=(A+B)/2

o
)]

STAR

L

HA

X

N
7




flo) <0 flgdand assuming thar the program’s arithietic operations
ouly mtroduce nfinttesinal error on tinite values, we can prove that the
program termmuates with X defined and mfnitely close to a standard root
zof fo (We must also assume that f is computed with only infinitesimal
error on finite elements. This would presumably be done by some other
program wihich 17 would eall which had been verified to compute f asymp-
totically. We will assine for sunplicity that there is some function f,, such
thit the machine computed value of f(r) 1s fo,(r). In general, of course.
P need not compute the same valiue for f(r) twice in a row. The program
can be ventied withont this assumption. hut the proof in that case mvolves
detuils whicl wonld he counterproductive heres,

The prograin artempts to fnd a root by the method of bisection. It execites
a loop m which, in each pass through. it Jdoes the rollowing: 1t first takes
the midpomt of 1= cvurrent 2 endpoints, aud computes the value of f there.
H it as 00 the program hale< If it ix negative. the midpoint becomes the
"new’” Jower endpomt. and the loop continnes, I it 1= positive, the midpoint
beconies thie “new” upper endpoint, and the loop contiunes.

How do we moke sure dhat the program terminates” I 1t wore ranuing
on a machine wirh ideal artthmetic, 1t would be entizely possible that the
program waould never actually find a root. but would just get values of A
and B tuat were eloser and closer to a root. We know thy can t happen on
a finate naebine however, beeanse to do <o would reguire that A and B pass
througn an infinite wuber of distinet real vialues in the course of runmng
the program. What wonld happen on a finite machine. On a very accurate
but finite vaciine. eveention would look very much like exeeution on an
ideal machine for o while, As the values of A and B got very close to each
ather, howevers theve wonld come a pont where the distance between A and
B was less thine the ronndotl error in computing, the widpoint of the fwo.
This wounld result i the prooramn computing o valne for the niidnoint which
wonld round to one of the endpointe. or possibly even to a number ontside
the endpoimts. Sinee haolean test<are exaet. we can deteet this condition
P check after cach computation of the midpoint to sce if the computed

value 1 between the endpoints: if it s not. the program terminate

The argnment we liave post vivon proves that the program alwayvs terminates

i




normally if there are no unhandled exceptions. Notice that there are no
“exception” arrows in our flow chart, so we had better be able to prove
that no unhandled exceptions occur. It’s easy to show that there are no
exception due to referencing undefined variables, since we assume that A
and B are defined initially and every other variable is assigned to hefore
the first time it is referenced. The only other kinds of exception that
can occur are exceptions due to attempting to evaluate an expression on
arguments that are not finite, and attempting to divide by an infinitesimal.
The latter kind can’t happen because the only division in the program is
division by 2, which is not infinitesimal. To show that the former sort can’t
happen it would suffice to show that whenever control reachs an assignment
statement, the values of A, B and X are finite (when defined), since these
are the only variables which appear on the right hand side of an assignment
statement. We will argue something stronger, namely that whenever control
reachs an assignment statement, the values of A, B and X (when defined)
are all between the initial two values of A and B. Call these initial values a
and b respectively. We prove this statement by induction on the number of
steps the program has executed. Suppose that there is some integer n such
that after n steps, control comes to an assignment statement and one of A,
B or X is defined and not between a and b. Choose n as small as possible.
We consider each assignment statement separately, and show for each one
that control cannot be at the statement at time n.

X := (A+B)/2. The first time control reachs this statement X is undefined
aid A =« ana B = b. Thus, n cannot correspond to the first time control
reachs this point. Any other time control reachs this point, it must have
been at B := X or A := X after n — 1 steps. By minimality of n, A, B and
X must all have been between a and b at step n — 1, and since at step n — 1
we are only assigning one variable the value of another, the values of the
three variables must be between a and b after executing step n — 1 and so
also before executing step n.

Y := f(X). If control is at this statement at time n then it was at X :=
(A+DB)/2 at time n— 2. By minimality of n. this means that A and B must
have been between a and b before executing step n — 2, and therefore after,
since step n — 2 only assigns to X. At step n — 1 control must have been
at the test statement A < X < B. If control passed to Y := f(X) rather
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than HALT, it must be that the value of X at time n — 1 was between the
values of A and B, and therefore between ¢ and 4. Test do not affect the
values of variables, so all threc variables would have to have been between
a and b at time n.

A = X. If control is at this statement at time n then it must have been
at statement Y := f(X) at time n — 3. By minimality of n, the values of A.
B and X must have been between a and b at time n — 3, and none of the
statements executed at times n — 3,n — 2 and n — 1 affect the values of A.
B or X, so they must still be between a and b at time n.

B := X. The argument here is identical to that for the previous case.

This establishes that no exception occurs in the program, so it terminates
normally. It obviously terminates with X defined, because this happens at
the first assignment statement. It is also easy to prove by induction that
at all points in the execution of P, A < B and the values of A and B are
such that the machine-computed value of f(A) is < 0 and the machine
computed value of f(B)is < 0. This is ensured by the Y = 0 and Y « 0
test. We emphasize that the actual values may not have the same sign as
the machine-computed values, but we don’t need them to be the same sign
to verify our program. We will now prove directly that X is infinitely close
to a root of f at termination. There are two cases, corresponding to the
two HALT statements.

If P halts after the A < X < B test, we claim it must be the casc that
A, B and X are all infinitely close to cach other. Prior to the test, X was
assigned to (A + B)/2. The computation of this expression can introduce
infinitesimally much error, so all we really know is that after the assignment
statement,

A+DB

12

Since control passes to HALT after the test. it must be the case that either
X € A or X £ B. Consider the first case. Since A < B.

46



o
4
os)

[V

Therefore. A is hetween N aud (A + B)/2. and the last two numibers are
infinitely close. A. X and (A + Bi,/2 ave all infinitely close to cacl other.
Also. this means that

i< infinitesimal. so B — A is infinitesimal. so A &= B By elementary nonstan-
Jdard analysis. all three of A0 B and N must therefore be close to a single
~tandard real number =0 Also. e the assumption that Poasvmptoticaily
computes fand f 15 contimons,

£

A (Y

u
[=

But the tirst wd Lost snnnbers are of opposite sign. The only way two
snnbers can be tinirely close 1o cach other and of oppostite sign is if they
are intinitesimal. Therefore i s dinitesimal, But f and = ave standaud.
Foonr standard, oD rie oy < rndard munber which is infintesimat -

oo Theretores s o staneiond rend coan of Foand the program rerminaies

Sunpose [0 Ll anver vl Y s There exises some standard 0o

fi‘,J':"'::i close 1o N o
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so again, we have f(z) infinitesimal, which implies that = must be a staudard

root of f, and the program terminates with X = =,
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Appendix A

Notation

In this Appendix we list some notations that we've used in the preceding
chapters.

e re X means “r is an element of (set) X.” X C Y means “.X is a
subset of Y.

(xy....,2,) is the finite sequence with entries ry,.... 2, (in that or-
der). (} is the unique sequence of length 0, or the empty sequence.

e o0 < 7 means the sequence 7 extends the sequence ¢ to the right.

¢ o7 stands for the concatenation of the sequences o and 7.

lr] is the absolute value of o,

f:D — R means “f is a function from D into R.”

e #| means “t is defined”. #7 means t is undefined.” s >~ t mean s ix
defined Hf ¢ is. and if s and # are defined. they are equal™.”

e YV'r. o wmeans “for all standard r. o holds.” 3%r. o0 means “there
exists standard o such that o holdw.”
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