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Inversion of Waveforms for Extreme Source Models with an
Application to the Isotropic Moment Tensor Component

D. W. Vasco *
L. R. Johnson

Center for Computational Seismology
Lawrence Berkeley Laboratory

and
Department of Geology and Geophysics

University of California
Berkeley, CA 94720

Abstract

We have developed a new approach to the inversion of waveform data for the time-varying
moment tensor. The method produces the source model which minimizes the modulus
squared of any linear combination of moment tensor components, subject to the constraint
that the data are satisfied within specified confidence intervals. This method allows the
determination of possible source models other than the least squares solution, enabling one
to determine the significance of certain moment tensor properties, for example, the presence
or absence of a volume change (isotropic component) in the source. Synthetic te-ts were
used to examine the effect of microseismic noise and lateral heterogeneity on the extreme
models of the isotropic component. Lateral heterogeneity is found 'o have a strong effect
on the estimation of the isotropic component of the moment tensor.

The method was tested by using long-period waveforms from the Global Digital Seis-
mic Network to estimate the isotropic part of the moment tensor of a deep Bonin Islands
earthquake. Modelling indicates that more than 10% of the mechanism might have to be
isotropic for detection of volume change in the presence of 10% random noise and only 2%
lateral heterogeneity. The least-squares solution indicates that a relatively large change in
volume was involved in the source mechanism. However, the minimum extreme solution
shows that this volume change is not actually required by the data and thus may not be
significant. The method was also tested on near source data from the nuclear explosion
Harzer. In this case, in spite of fairly large error bounds, it can be concluded that the
source has a clear explosive component..

*Now at:

Earth Sciences Division
Air Force Geophysics Laboratory
Hanscom Air Force Base, MA 01731



INTRODUCTION

A major problem in seismology is the determination of the nature of seismic sources. The
analysis of earthquake waveform data is the chief method of studying the faulting process.
Other methods such as deep drilling and surface strain measurements are more expensive
and time consuming. Furthermore, they do not offer a dynamic picture of the faulting
process. Therefore one must turn to the elastic wave radiation for details of the faulting
process. One portion of the seismic spectrum in particular, that occupied by body waves,
will be examined in this study of seismic sources. We have chosen body waveforms because of
the higher resolution they contain and because of the high quality digital waveforms which
are becoming available from global digital networks such as the Global Digital Seismic
Network (GDSN). Waveform inversion makes use of the whole seismograms, using all the
information contained in the time series.

With few exceptions, most moment tensor inversions of waveforms have relied on some
form of least squares to derive a "best fitting" solution (Gilbert and Dziewonski 1975, Gilbert
and Buland 1976, McCowen 1976, Kanamori and Given 1981, Stump and Johnson 1977,
Dziewonski et al. 1981, and Sipkin 1982). The notable exceptions to this approach are the
L1 minimization of Fitch et al. (1980) and Tanimoto and Kanamori (1986) and the linear
programming approach of Julian (1986). In an approach related to the latter paper we put
forth an inversion method to examine the range of time-varying moment tensor models which
agree, to within specified confidence bounds, with observed body-waveform data. Using this
technique it is possible to derive extreme models, that is, models which make some property
of the source a minimum or maximum. As will be detailed later, the properties will be in
terms of the modulus squared of linear combinations of the moment tensor components.
Maiiy properties can be put in the form of a linear combination of moment components.
Six examples are given in Julian (1986), these include the explosiveness, thrust-like nature.
horizontal extensiveness, and vertical compensated linear vector dipole nature of the source.
These properties can be used to answer interesting geophysical questions, for example, to
decide if an event is a nuclear explosion rather than an earthquake.

One new feature of our approach is the use of quadratic programming for minimizing the
modulus squared of the linear combinations of moment tensor components rather than us-
ing linear programming for minimizing a linear combination of the components. Quadratic
programming is the minimization or maximization of a quadratic functional subject to lin-
ear equality and inequality constraints (Dantzig 1963). This approach was taken because
of problems in extending the linear programming approach to waveform inversion. Futher-
more, it is difficult to interpret linear combinations of moment tensor components in the
complex frequency domain and to transform these properties into the time domain. As will
be shown, through the use of Parseval's theorem, properties derived through the quadratic
programming approach may be conveniently interpreted in both the frequency domain and
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the time domain. In addition, the quadratic programming method takes the same order
of time as the generalized least squares approach and has proven to be very efficient for
waveform inversion. We explicitly solve for the time-varying moment tensor, not assuming
a source time function. The use of the time-varying moment tensor is a key feature of the
method because it allows for motion over curved and complicated fault surfaces. Multiple
rupture events also pose no difficulty in the time-varying formulation.

An application of extreme models, the one principally addressed in this paper, is to
determine the significance of the isotropic component in the moment tensor. This has
importance in at least two areas: nuclear explosion seismology and the determination of
deep and intermediate earthquake mechanisms. Nuclear explosions are known to be mainly
dilatational sources. However, because of source complexity and scattering due to lateral
heterogeneities, the moment tensor contains non-dilatational components. It is necessary to
determine the significance of these other components. Furthermore, extreme models allow
the determination of the smallest and the largest explosive solutions. This is useful for the
estimation of bounds on yields.

Ii general, earthquakes are thought to have double couple mechanisms. Occasionally
however, investigators describe events which contain non-double couple components such
as an isotropic trace (Dziewonski and Gilbert 1974, Silver and Jordan 1982). In particular,
deep and intermediate earthquakes in subduction zones may be associated with volume
decrease. The very high pressures and the possibility of phase changes make the fault
mechanics very difficult to model. Therefore, the nature of the faulting deep within the earth
is still an open question. The role of volume change can be addressed by the calculation
of extreme models. For example, it is possible to compute the model with the minimum
total squared trace amplitude and to compare the trace of this model with the deviatoric
component. This gives an indication of the relative volume change associated with the
event. The computation of such a model results in a quadratic programming problem as
will be shown below.

Method of Inversion

Using the representation theorem for seismic sources, a connection can be made between
source parameters and observed displacements in terms of equivalent body forces. This is
a force system which would produce displacements of the earth's surface equivalent to that
from the true physical situation i.e. a heterogeneous fault system with a non-linear rheology.
A general indigenous source can be expressed in terms of equivalent body forces (Backus
and Mulcahy, 1976), resulting in the relationship

Ilk(X, t) = k,(x, t; r, i)fi(r, i)dVdt

where uk is the kth component of displacement, Gki(X, t; r, i) arc the Green functions con-
taining propagation effects, f,(r,() are the sum of the equivalent body forces, and V is
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the source region where the f,(rt) are non-zero. The summation convention is assumed
for repeated indices. The Gk,(x,t: r,t) may be expanded in a Taylors series (Stump and
Johnson, 1977) about the point r

Gki(x,t;r,t') == (ri- ) .. r,,- )j kj,...j,(r i; ,t)

?t=O

Define the force moment tensor

- j..,(,- (r, (rj, - j,)fr, i)dV.

and the displacement becomes

uk(X-t = -. k, ., x t; , 0) X .1,J I..jn( ,t)

n=V

where x represents a temporal convolution.
If the source dimensions are small compared to the wavelengths of interest, then it is

necessary to keep only the term for n = I in the previous expansion and this results in

Uk(X,t) = Gki1 j(x,t;OO) x M,j(O,t) (1)

for 0 = . By Fourier transforming this convolution a matrix equation is derived,

Uk(x,f) = G7ki. 2(x.f;0, O)M 3(O, f) (2)

for each frequency. It is possible to solve either equation (1) or equation (2) for the moment
tensor in the time or frequency domain respectively, In order to solve the time domain
equation (i) one may assume a source time function which is the same for all moment
tensor components. converting the convolution into a multiplication. Alternatively, the
convolution equation may be written as a matrix equation and the resulting large block
Toplitz system of equations may be solved by a least square error algorithm (Sipkin 1982).

Another approach, the one taken in this paper, is to work in the frequency domain,
solving equation (2). Each component may have an arbitrary source-time function and it is
only necessary to solve a much smaller system of equations successively at each frequency of
interest. This system of equations may be solved by least squares. minimizing the 12 norm
of the residuals,

K

i=inl( a(v - GkIM)2]

k=1
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where I is the index vector (i,j). The total number of station components is denoted by
I. The index 1 indicates north while indices 2 and 3 represent east and down respectively.
The vector M is given by the real and imaginary components of the moment tensor:

reM1 1

imM1 1
reM21

imM 21
reM22

imM 22
reM3 1

imM31

reM32

imM 32

rcal3
i m M33

This results in the generalized inverse solution which may be written in terms of the singular-
valued decomposition. In addition to being a well-known, efficient procedure, this method
allows one to form the data and model resolution matrices and the unit covariance matrix
(Menke 1984).

It is important to find a "best fitting model" which the least squares solution provides,
but it is also useful to use the data to answer more specific geophysical questions. For
example, is a pure double-couple source sufficient to satisfy the data, or is some volume
change present in the source? To answer such a question it is necessary to find the extremum
of a linear combination of the moment tensor components, the sum of the diagonal elements
of the moment. Alternatively, one could minimize the modulus squared of this quantity,
the approach we advocate. The search for the extrema is subject to the constraint that the
data uk are satisfied within some confidence intervals (k. Thus we seek

min[AM,] (3)

or,
min[Mm TAm: M1] (4)

subject to
Uk -Ek < GkJ1 _ Uk + Ck k = 1,K. (5)

"* e Am matri." is crucial because it defines the properties which will be bounded. By
changing the elements of Ami a variety of different source characteristics can be considered:
the largest and smallest vertical strike-slip fault source, the most and least thrust-like source,
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etc. Table 1 presents the coefficients of the quadratic form (AJa in equation 4) for a number
of source properties. By changing the sign of the elements the problem is changed from a
minimization to a maximization.

The system of equations and inequalities given above results from the local imposition
of error bounds for each constraint equation, that is, the confidence interval for each datum
is a strict interval which no datum may exceed. If the data set is large it is unlikely that
some intervals will not be exceeded (Oldenberg 1983). As an alternative to this imposition
of absolute confidence bounds on the data it is possible to impose a statistical bound. Using
this approach, one would require that the i th datum is satisfied within some unspecificd
error bound ei. Specifically, the sum of the error for each constraint should not exceed some
pre-determined value E. Algebraically, instead of the constraints in equation (5) we have,

UkK < GkMJ+ k k = 1,K

Gk1,MI Ck K uk k= 1,K (6)

and

Z-e +,' = E
i=r1

Ck>O k 1.K
s>O

The additional constraint has been imposed that all the e,'s and s are always positive. If
the errors ei are independent, normal, random variables, the value of E may be calculated
using a priori estimates of their mean and standard deviations or, (Parker and McNutt
1980). Unfortunately, the statistical parameters of errors associated with waveforms are
not known a priori In addition to microseismic noise, which may be estimated by pre-
event noise samples, there is signal generated noise due to errors in the estimation of the
Green function. This noise, in both phase and amplitude, is often more significant than
microseismic noise and must be accounted for. We will estimate these bounds by taking the
difference between the observed data and data predicted by a model derived by an inversion
procedure such as least squares. Another method to estimate errors in the waveforms is
through Monte Carlo simulation of data sets. This involves using the least squares solution
to generate a data set which is then perturbed by an a priori distribution of errors. The
statistic of this data set may be computed and used to compute confidence intervals with
which to derive extreme models. Unfrrtunately, present day models of lateral heterogeneity
are not adaquate to fully represent the Green function errors.

The algorithm used to minimize equation (3) subject to the constraints of equation
(5) or (6) is the well known simplex algorithm for linear programming. To minimize the
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Table 1. Coefficients for the quadratic form in equation (4) for a variety of moment tensor
properties. The real and imaginary components have identical coefficients

QP Coefficients:
SOURCE Explosive Thrust-like Vertical CLVD Ver.cL SiL,kc-.5I~.
A4 2  1 1

N~,j I~ I

I 1 4
M,, A/v M'2 '2

M w Nf 2 -4
V2 --1

A'f,, MA' -
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quadratic functional in equation (4) subject to the constraints requires quadratic program-
ming (Dantzig 1963). By finding the minimum and maximum of the functional subject
to the constraints it is possible to derive bounds on model properties from bounds on the
data. This is one method to explore the range of possible models rather than derive a single
solution.

As mentioned previously, formulating the problem in terms of the square of the modulus

of a linear sum of moment tensor components allows the transition between moment tensor

properties in the time and frequency domains. This follows from Parseval's theorem which

states that the integral of the square of the modulus of a function is equal to the integral of
the square of the modulus of the Fourier transform of the function (Bracewell 1978). If one
considers the functional F C('}= IMi, as a finite Fourier transform of the time series f(t).
then the square of the modulus of F(w,) may be represented as a quadratic form involving
a vector M composed of the real and imaginary part, of the moment tensor components.

= NITANM. (7)

Where (:() is the complex conjugate of F(,ci). Because of Parseval's theorem, the sum
of the function in equation (7) over all frequencies has the same value as the sum of the
amplitude squared of the ti , series f(t) over all time. Fortunately, our time series are finite
and our seismic spectra are band-limited, diie to instrument transfer functions. Hence, the
extremum of this suni is the same in the time and frequency domain. Therefore. it is
possible to compute the minimum or maximun value of the square of the modulus of any
linear combination of moment tensor components in the frequency domain, sum the extreme
values over all frequencies, and interpret this directly in the time domain. In what follows
we will consider the moment rate tensor rather than the moment tensor. The rate tensor
has no static offset and hence returns to zero over time.

Deep Earthquakes

I), ate has continued about the presence of an isotropic moment tensor component in
deep and intermediate subduction zone earthquakes (I)ziewonski and Gilbert 1974, Okal
and Geller 1979. Silver and Jordan 1982, Hodder 1984, and Riedesel and Jordan 1985). It
seems reasonable to expect subducting regions to be areas of compaction accompanied by
dewatering, high fluid pressure, crack closure and phase changes. The essential question is if
any of these phase changes are meta-stable. Only then can such reactions produce rapid fail-
ure which excites high-frequency waves in the Earth. Recently, high pressure experiments
(Kirby 1987, Meade and Jeanloz 1988) have detected shear instabilities associated with
phase changes. The most recent work recorded sudden failure and acoustic emissions when
simulated ocean lithosphere was subjected to pressures of up to 20 GPa at temperatures be-
low 900 deg K. If such physical processes are occuring they should be seismically detectable.
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Some investigators have emphasized the possible trade-off between lateral heterogeneities
and a possible isotropic component (Okal and Geller 1979). In addition, source complexity
such as curved faults and multiple rupture can give rise to non double-couple moment tensor
solutions (Sipkin 1986). The derivation of extremal models for the time-varying moment
tensor seems well suited to address the question of the presence of an isotropic moment
component, given nicroseismic noise, complex sources, and lateral heterogeneities.

With this in mind we consider a 467.7 km deep, magnitude 5.6 earthquake near the
Bonin Islands recorded by 15 GDSN long period instruments (Figure 1 shows the station
distribution). The fifteen stations span a distance range from 38.5' to 91.70 but have a gap
in coverage in the southeast quadrant. Shown in Figure 2 are the 15 long period, vertical
GDSN seismograms. The first 256 seconds of the records were used in the inversions. The
signal to noise ratio is quite high (consider the pre-event microseismic noise) and the arrivals
coherent across the array of stations.

Tests with synthetic data

To illustrate the method and also explore its capabilities, we first consider some tests
with synthetic data. We adopt the same number, distribution, and type of stations as
for the Bonin Islands earthquake (Figure 1), but assume that the event is at a depth of
167.7 km with the source specified by the time-varying moment rate tensor shown in Figure
3. This is a dip-slip event with a superimposed isotropic component. The body waves
from the event (P, pP, and sP) were calculated by the WKBJ method (Chapman, 1978)
for a PREM Earth model (Dziewonski and Anderson, 1981) and then low-pass filtered to
obtain the vertical-component synthetic seismograms shown in Figure 4. Random noise
with an amplitude 10% that of the maximum signal has been added to each seismogram
to simulate microseismic noise with a signal-to-noise ratio of 10:1. This example is only
intended to simulate microseismic noise which should be uncorrelated for the global station
distribution considered. This is not the case with signal generated noise arising from lateral
heterogeneities which may be correlated when receiver crustal structures are similar.

We now ask the question, what can be said about the possibility of an isotropic coin-
ponent in the source given the noisy, band-limited seismograms? One way to answer this
question is to compute the least-squares solution at each frequency and then Fourier trans-
form the results into the time domain where the moment tensor trace can be computed.
Such results are shown in Figure 5 where it can be seen that they do a good job of recover-
ing the known solution of Figure 3. But the question remains, because of the microseismic
noise in the seismogram, what is the range of possible moment tensor traces? One way
to quantify this is to find the models with the maximum and minimum trace amplitudes
squared and still satisfying the data within the errors introduced by the noise. That is.
minimize the functional in equation (4) with the elements of the Am1 matrix given by the
explosive terms in Table 1.
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BONIN ISLAN DS EVENT

Figure 1. Station distribution of GDSN instruments recording the Bonin Islands earthquake
of October 4,1985. The earthquake epicenter is denoted by a cross at the center of the map
and the stations by triangles. The magnitude 5.6 event was at a deoth of 467.7 km.
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Figure 2. GDSN long period seismograms from the Bonin Islands event. The early P arrivals
(P, pP, and PP) are present in this section.
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Figure 3. Moment tensor source used for the synthetic modelling. The source consists of a dip-
slip event with a superimposed isotropic component. The isotropic component constituted
60 % of the source.
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Figure 4. Synthetic seismograms, with 10 % noise, from the source model in Figure 3 and
recorded at the stations in Figure 1. The WKBJ method was used to compute the seismo-
gcrams using the PREM velocity structure.
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BONIN SYNTHETICS (0.1 NOISE)
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Figure 5. Least squares solution for the moment rate tensor using the noisy seismograms.
The source moment rate tensor from Figure 3 has essentially been recovered. The diagonal
elements M11, M 22, and A133 are superimposed on one another.
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To use the quadratic programming methods described above it is necessary to first
estimate bounds on errors in the data. In this example, absolute confidence bounds will
be used, i.e. constraints (5) will be considered. The bounds were computed by taking the
least-squares solution in Figure 5 and predicting the displacement observed at each station.
The difference between the vector of observed components, u, and the vector of predicted
components, up, is used as an estimate of the errors for the data,

( = U - Up

In analogy with the 95% confidence interval of normal distributions, twice c was used as
confidence intervals on the data. These bounds on the real and imaginary components of
the data as a function of frequency are shown in Figure 6 for the third station. Using
these estimates of the error bounds it is possible to compute the model with the minimum
squared moment tensor trace modulus and the results are shown in Figure 7. Since this
is an extreme solution, it exhibits considerably more deviation from the known solution
than does the least-squares solution of Figure 5. A similar computation can be performed
for the maximum trace modulus, and the moment rate tensor traces for the two extreme
models, the maximum and and minimum sum of squared traces, are compared with the
least-squares inverse moment rate tensor trace in Figure 8. As expected, the least squares
solution lies between the two extreme solutions. What the extreme solutions provide is a
measure of the uncertainty in the least-squares solution due to random noise in the data.
The effect of increasing the noise in the data is shown in Figure 9. Here, the minimum
extreme traces are shown for varying signal to noise ratios. The bounds get progressively
wider as the additive noise increases, the lower bound tending toward zero with greater
noise. This shows how widening confidence bounds on the data, caused by a decreasing
signal to noise ratio, leads to wider bounds on the isotropic moment tensor component.

Lateral heterogeneity in both attenuation and velocity structure also effects moment
tensor estimation because it introduces phase and amplitude errors into the data. If the
Green function used differs from the real Earth, differences between the observed data
and the predicted data will occur. The errors in the Green function enter the above data
confidence intervals through the assumed data resolution matrix Ra. This is a matrix which
relates the observed data to the data predicted assuming a particular velocity structure

(Green furction) such as PREM. For an over-determined problem it can be written directly
in terms of the assumed Green function Ga (Aki and Richards 1980, Menke 1984),

R, = GA (G.T G. )-'G.T . (8)

Contained in R& are the effects of the experimental setup (station distribution, microseismic
noise etc.) as well as the effects of lateral heterogeneity. To make this cl,.arer Ra can be
written in terms of the "true" Green function Gt . We make the assumption that the "true"
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Figure 6. Error bounds on the real and imaginary components of the spectra for the record

from station 3. Each point in the figure is at a different frequency.
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Figure 7. Model having the minimum squared modulus for the moment rate tensor trace.
Essential elements of the original source model are recovered but the diagonal elements are
no longer identical. Furthermore, the ,1'21 anid the M31 elements are no Ionizer zero.
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Figure 8. Comparison of the moment rate tensor traces of the three models: least squares,
maximum total squared modulus, minimum total squared modulus.
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Figure 9. Effect on the mnimum total trace squared solution of varying the signal to noise
ratio of the seismograms. It is seen here that as the percentage noise increases the nninimum
approaches zero.
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Green function is a perturbation of the assumed Green function,

Ot = Ga +Y. (9)

We assume that Ih7II < ljGa 1i, the matrix norm of the Green function perturbation is
much less than the matrix norm of assumed Green function. Substituting equation (9) into
equation (8) results in the following expression for Ra I

Ra = (Gt - -y)(G T Gt - G T _ - YTGt - _TT)-l(G T 
- 7 T). (10)

Neglecting terms higher than first order in y, factoring out G T Gt and expanding the
inverse rqbults in,

Ra = Gt (GT G, )-1 GT + Gt (GT Gt )-2GT G T + Gt (G T Gt )-2)TGt G T

-y(G T Gt )-1 GT - Gt (GT Gt )-17.T

The first term on the right is the resolution matrix in terms of the "true" Earth model and
Green function, Gt . Therefore, the confidence bounds, t in equation (5) are given by,

=(I - Rt - Gt (GT Gt )-2GT7G T -Gt (G Gt )-2YTGt G T  (11)

+-I(G T Gt )-GT + Gt (GT Gt )-T7 T)u.

Rt does not depend on the perturbations of the Green function, only on the structure of
the experiment. It is now clear that, even if the experiment were structured such that the
data were perfectly resolved, the presence of lateral heterogeneity, nonzero t, could still
produce non-zero confidence bounds on the data. Therefore, if the differences between the
observed and predicted data are used as confidence bounds on the data, then the effect of
model errors will be incorporated in the extreme model estimates. In the presence of lateral
heterogeneity the extreme bounds on the model properties will be wider.

A synthetic test was also performed to explore the effect of the lateral heterogeneity. The
test was similar to the previous one with the earthquake at 625 km depth and the station
distribution as shown in Figure 1. The mechanism is the same as before (Figure 3) but now
the earth model is not homogeneous. Instead, each path consists of a perturbed version of
PREM. Specifically, a 2% random perturbation in velocity was added at each depth in the
model with independent perturbations for each ray path. The lateral heterogeneity results
in the synthetic seismograms shown in Figure 10 with errors in the phase and amplitude
present. When the extremal solutions, minimum and maximum trace squared, are computed
and presented with the least-squares solution, they differ substantially (Figure 11). By
comparing these models with similar models derived with 10% random noise present (Figure
8) it is seen that the effect of lateral heterogeneity can be quite strong.

20



38.5 0. 13E-08

42.8 0. 1 3E-08

-~o E. +__ _ 0: E

eo. S 0.1 10 E1

Figure 10. Seismograms with perturbed arrivals due to lateral velocity inhomogenei ties. Two
percent random perturbations on the PREM model were applied to each source-receiver
path
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in Figure 10 while assuming a laterally homnogeneous velocity structure (P REM).
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These examples demonstrate some strengths and weaknesses of the approach taken
so far. First, the error bounds derived depend directly on the knowledge of the velocity
structure, the point source assumption, and the mirroseismic noise. This dependence is
through the least squares solution which is used to construct the predicted data. For an
over-determined problem, as our knowledge improves, for example through the modeling
of lateral heterogeneities, the bounds on the data will narrow. However, with the absolute
bounds used, the strict inequalities of equation (5), can be either too restrictive or too wide.
This is because the confidence bounds must be satisfied exactly, no single point may exceed
the bounds. Therefore, the bounds must be made wide in order for the probability that any
data exceeds these bounds to be small (Oldenburg 1983). This can be improved by the use
the statistical bounds given in equation (6).

Results for the Bonin Islands earthquake

Given the results of these synthetic tests which illustrate the effects of random noise and
Earth heterogeneity, we can now return to the inversion of the data shown in Figure 2 for
the Bonin Islands earthquake. Recall that the basic question to be answered is whether the
source of this earthquake had a significant isotropic component. As a prelude to the inversion
of the actual data, one further set of synthetic tests was performed. Using the station
distribution and event location identical to the Bonin Islands earthquake and assuming 10%
random noise and 2% lateral velocity perturbations, the mimimum trace squared solution
was obtained for a series of sources having different relative sizes of the isotropic component.
We consider an isotropic component to be identifiable if it is distinguishable from other
features of the solution which are caused by the mapping of microseismic noise and Green
function errors into the solution. The results, which are shown in Figure 12, allow one to
ask the question: What proportion of isotropic component must be present in the source
in order for it to be unambiguously identified in the inversion results? The answer is fairly
high: more than 10% of the source has to be due to volume change alone. When the same
exercise was conducted using perturbations of 5% at least 20% of the source had to be
isotropic for detection. Thus it may not be possible to discern a small isotropic moment
tensor without more and better data and without better modelling of the velocity structure.

Turning now to the data shown in Figure 2, the least squares solution is shown in
Figure 13. The main part of the source is an initial pulse of about 20 sec duration, which
reflects the bandwidth of the instrumentation. For this initial pulse, the principal axes
of the deviatoric part of the source have the approximate orientations (plunge, azimuth):
tension axis = (10, 42); intermediate axis = (45, 144); compression axis = (40, 320). This
is similar to the Harvard solution (Bull. ISC): tension axis = (16, 49); intermediate axis
= (23, 146); compression axis = (61, 287). It is also generall, consistent with the fault
plane solutions of other earthquakes in this region (Burbach and Frolich, 1986). However.
the primary interest in this study is the trace of the moment tensor and it is obvious that
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Figure 12. Simulation of the moment rate traces in the minimum total trace squared solu-
tion for varying proportions of the isotropic component. The velocity structure was again
assumed to be PREM while the structure used to generate the seismograms contained two
percent perturbations of PREM. The proportion of isotropic component is given by the ratio
of the isotropic component to the sum of the absolute values of the moment components.
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this is significantly different from zero for the least-squares solution, because in Figure 13
the M3 3 component is much larger than the Mil and M22 components. This trace from
the least-sqaures solution is shown in Figure 14 along with maximum and minimum trace
solutions obtained with the quadratic programming approach. The error bound assumed in
the extremal solutions was twice the root-mean-square error of the least-squares solution.
The least-squares solution has a prominent negative isotropic component in the first 20 sec
which could be interpreted as a volume change at the source. Unfortunately, the mimimum
extreme solution shows that, given the uncertainty in the data and the Green functions
used in the inversion, this volume change suggested by the least-squares solution may not
be significant. On the basis of the synthetic tests and the fairly large signal to noise ratio
in the data (Figure 2). it seems likely that lateral heterogeneity is largely responsible for
the width of the bounds and therefore the weakness of any conclusion which may be drawn
from these results.

In order to test if the minimum volume change is significantly different from zero, the
best fitting solution with the trace constrained to be zero could be found. Then a Monte
Carlo simulation, considering all error sources, could be used to compile a population of
waveform data sets. An inversion of these data sets would give statistics on the zero trace
solutions. This would allow one to statistically test if the minimum squared trace solution is
significantly different from zero. We feel that, at present, models of velocity and attenuation
lateral heterogeneity are not vet adaquate for this. Instead, we rely on a comparison of the
isotropic component with the other moment tensor components to estimate significance.

Nuclear Explosion Sources

One seismic source which is known to have a large isotropic component is a nuclear
explosion. It is an ideal case for the computation of extremal moment tensor models. Near
source data from a nuclear explosion can be used to compute upper and lower bounds on
squared moment tensor trace, which is a measure of the volume change associated with the
source. Thus the solutions are, respectively, the most and least explosion-like solutions. This
has important applications in the verification of nuclear explosions because these solutions
provide best and worst cases by which to decide if an event was a nuclear explosion.

The Harzer experiment of June 6, 1981, a nuclear explosion of equivalent magnitude 5.5
at a depth of 637 m was recorded by eight, three component, broadband, digital, accelerom-
eters. The details of the collection and interpretation of the data can be found in Johnson
(1988) and will only be briefly reviewed here. The near source network was azimuthally
distributed around the epicenter with stations from 2.4 km to 6.6 km from the event (Figure
15). The velocity records are shown in Figure 16. The network was located in the Silent
Canyon Caldera, a heterogeneous velocity structure. The averaged one-dimensional velocity
structure in this Caldera has been studied by Leonard and Johason (1987) and their model
was used in moment tensor inversions. A modified reflectivity method (Kind 1978) was
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Figure 15. Harzer experimental setup. Station distribution within the Silent Canyon Caldera.

The stations were three component broadband accelerometers.
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used to compute the Green functions.
Because of difficulties at one of the sites, seven stations were used in the inversion, giv-

ing a total of 21 components. The least-squares solution for the moment rate tensor of this
overdetermined problem is shown in Figure 17. The most important part of the moment rate
tensor is the initial short-period pulse which is followed by longer-period oscillations which
are less coherent and more poorly resolved. This initial pulse is most pronounced on the
trace components M11, M 22 , and A133 , although there is still energy on the off-diagonal ele-
ments, such as M 23. The AlI and Ml2 2 elements are fairly similar in their time dependence,
but the M3 3 element is somewhat different, containing a large secondary pulse at about 2
seconds. When this solution is combined with the Green functions, predicted seismograms
are obtained which do a reasonably good job of explaining the major features of the ob-
served data in Figure 16, with average correlation coefficients of about 0.5. However, there
still remain significant differences between the predicted and observed seismograms, partic-
ularly on the transverse components. Much of this difference can probably be attributed to
effects which were not taken into account in the modelling, such as lateral heterogeneities
and scattering in the wave propagation and secondary source effects such as spall.

Given that the source has been less than perfectly resolved by the least-squares solution
for the moment tensor, what can be said about the uncertainty in the explosive part of
the source? This question is answered in Figure 18 which shows the least-squares solution
for the moment rate ten:or trace along with the estimates for the minimum and maximum
moment rate tensor traces. It is clear that an initial compressional pulse is present on
all three solutions. Thus, even in the presence of fairly large error bounds due to both
random noise and deficiencies in the modelling process, it can be concluded that this source
has a clear explosive component. The extremal solutions are also useful in associating an
uncertainty with the first pulse on the trace, which is directly related to the yield of the
explosion.

Up to this point all of the calculations have employed the local error bounds of equa-
tion (5), but there are situations where the global error bounds of equation (6) might be
preferred. The results of using these two types of error bounds are compared in Figure 19
for the minimum trace solution. In this particular case the choice of bound does not cause
enough difference in the results to affect any of the conclusions based upon them.

Conclusions

A method has been developed by which extreme models of the time-varying moment
tensor may be constructed. The method has the potential to answer many interesting
geophysical questions. In particular, it is now possible to assess the presence or absence of
volume change (isotropic component) in seismic sources. It has been comonly assumed that
the isotropic component of the moment tensor vanishes. We believe that this assumption
has not been adaquately examined and that this method can be used for this purpose.
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Figure 18. Moment rate traces for the least squares, maximum and minimum trace squared
solutions. There is a wide range in the models for the early pulse but a definite isotropic
component is present in all models.
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Figure 19. Minimum moment rate trace squared solutions computed using the strict data
bounds of equation (5) and the global data bounds of equation (6). Again, both models
have an obvious isotropic component.
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The two applications described above illustrate two areas in which extreme bounds on the
isotropic component are useful: deep earthquakes and nuclear explosions. Surely, many
others are possible. One exciting aspect of the technique is that it makes full use of the
waveforms. With the advent of new networks of wide dynamic range, broad band digital
seismometers such as GEOSCOPE and IRIS greater resolution will be possible. As can
be seen from the Harzer inversions, even high frequency data can give exellent inversion
results.

The method described in this paper provides an extreme estimate of some aspect of
the moment tensor, given the recorded seismograms and an estimate of their uncertainty in
either the time domain or frequency domain. This uncertainty should include all possible
sources of error, including random noise, the source location, the earth model used in
calculating the Green functions, and the method used to calculate the Green functions. In
some situations it may be possible to make a priori estimates of all these errors, but in
general this will not be possible. In this paper we have proposed the alternative procedure
of using the residual of the least-squares solution as an estimate of the total error. While
this procedure has the undesireable feature that the error estimate depends upon the data,
it does provide a procedure that can be used in all instances and it seems to have given
reasonable results in the two cases considered. The method is flexible in the sense that the
error constraints can be applied in either a local or global sense.
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ABSTRACT

The Geysers geothermal field is the site of intense microseismicity which

appears to be associated with steam production. It appears that focal mechanisms of

earthquakes at The Geysers vary systematically with depth, but P-wave first-motion

focal mechanism studies have been hampered by inadequate resolution. In his study

an unconstrained frequency domain moment tensor inversion method is used to over-

come P-wave first-motion focal sphere distribution problems and to investigate

microearthquake source properties . A goal was to investigate the feasibility of using

waveforms to invert for the second-order moment tensor of microearthquakes in the

complex setting of The Geysers. Derived frequency-domain moment tensors for two

earthquakes were verified by mechanisms estimated from P-wave first motions and

required far fewer stations. For one event, 19 P-wave first motions were insufficient

to distinguish between normal-slip and strike-slip focal mechanisms, but a well con-

strained strike-slip solution was obtained from the waveform principal moment inver-

sion using data from 6 stations. Improved waveform focal mechanism resolution was

a direct consequence of using P and S-wave data together in a progressive velocity-

hypocenter inversion to minimize Green function errors. The effects of hypocenter

mislocation and velocity model Green function errors on moment tensor estimates

were investigated. Synthetic tests indicate that these errors can introduce spurious iso-

37



tropic and CLVD components as large as 26% for these events whereas principal

moment orientations errors were <80. In spite of unfavorable recording geometries

and large (0.6 kin) station elevation differences, the results indicate that waveform

moment tensor estimates for microearthquake sources can be robust and constrain

source mechanisms using data from a relatively small number of stations.

1. Introduction

Estimates of seismic source properties are among the most important pieces of information

extracted from recordings of microearthquakes. Source studies using microcarthquakes can constrain

the mechanism and geometry of faulting and provide estimates of principal stress orientations. These

estimates form a basis for interpreting deformation associated with the earthquakes and possible rela-

tions between seismicity and tectonic stresses.

The Geysers is the world's largest generator of electricity using geothermal energy and the site of

intense microseismicity The rate of seismicity at The Geysers is 45 times the regional rate (Ludwin et

al., 1982). Most earthquakes occur within or just below the shallow steam production zone at depths of

2 to 4 km below the mean surface elevation. At The Geysers the relationship between seismicity, tec-

tonic, and locally induced stresses is unclear. Although it appears that seismicity at The Geysers is

induced by steam production activities, a specific mechanism has not been determined (Oppenheimer,

1986; Eberhart- Phillips and Oppenheimer, 1984; Bufe et al., 1981). Bufe et al. (1981) suggested that

the wide range in fault plane solutions found at The Geysers were a function of time.

Oppenheimer (1986) estimated the stress field orientation at The Geysers from 210 fault plane

solutions. Based on agreement of the extensional principal stress direction estimated from the seismicity

as a whole with that obtained from regional geodetic data (Prescott and Yu, 1986), he concluded that

regional tectonic stresses are much larger than the stresses induced locally through geothermal activities.

Oppenheimer (1986) found that shallow earthquake focal mechanisms are dominantly strike-slip and

reverse whereas deeper focal mechanisms predominantly exhibit normal faulting. He concluded that

focal mechanisms at The Geysers are a function of depth. His estimation of stress-field orientation and
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variation of focal mechanisms with depth were hampered by the common problem of nonunique fault

plane solutions.

For many shallow events there is an ambiguity between pure strike-slip and pure dip-slip mechan-

isms. These ambiguities are not due to a paucity of P-wave first motion data. Numerous P-wave first

motions are available for earthquake at The Geysers because an extensive seismic recording network

has been operated since 1976 in The Geysers area by the U.S. Geological Survey (USGS). Often how-

ever, P-wave first motions are absent from the central portions of the upper focal hemisphere for shal-

low events because no stations are close enough to the epicenter. This problem persists despite an aver-

age station spacing of about 2 km in the source area and can be attributed primarily to two factors.

The earthquakes are very shallow, generally 2 to 4 km below mean station elevations, and velocity gra-

dients (Figure (1)) are large. These two factors combine to severely reduce the number of observations

in the central portion of the upper focal hemisphere. Observations from distant stations that sample the

central portion of the lower focal hemisphere are absent due to attenuation of microearthquake signals.

Oppenheimer (1986) noted that for some events, fault plane solutions were completely ambiguous;

strike-slip, reverse-slip, and normal-slip solutions could fit the same first motion data.

An alternative approach to estimate source mechanisms and principal moment orientations is to

use a waveform inversion method to estimate seismic moment tensors of microearthquakes at The

Geysers. The frequency domain method of Stump and Johnson (1977) is used here to estimate second-

order moment tensors for three microearthquakes at The Geysers geothermal field. A goal is to deter-

mine the utility of waveform moment tensor inversion to supplement P-wave first-motion data, when

they are of insufficient quantity and distribution to constrain microearthquake focal mechanisms. The

primary utility of the moment tensor inversion approach in this context is to obtain well constrained

focal mechanism estimates using full waveform data from a limited number of stations.

We also wanted to determine the reliability of microearthquake waveiorm moment tensor inver-

sion results. Saikia and Herrmann (1986) could not independently verify the accuracy of waveform

moment tensor inversion for Arkansas microearthquakes because first-motion data were only available

from a small number of stations. The large number of P-wave first motions available for
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microearthquakes at The Geysers provide sufficient focal mechanism constraints to check waveform

moment tensor estimates for two of the earthquakes.

In contrast to teleseismic and regional geometries, microearthquake mislocation can produce sub-

stantial errors in distances, azimuths, and take-off angles used to calculate Green functions. An

appraisal methodology is developed to quantify the effects of these components of Green function errors

and velocity model errors on moment tensor decompositions. We begin by outlining the source charac-

terization and moment tensor inversion method used. Next, the data set and details of the inversions

are presented. The moment tensor error appraisal method is then presented and applied to the results of

moment tensor inversions.

2. Source Characterization

The moment tensor formulation is used to represent the seismic source in space and time. Utiliz-

ing the fact that a seismic source can be represented as a set of equivalent body forces, the source can

be expanded as a series of moments. For small sources or large wavelengths, only the first term of the

series is retained (point source approximation), and the displacement at any point and time can be writ-

ten as

Uk ,t" Gti .j (x',t ";0, 0) lAM,, (0, t " 1

where U, is the displacement in the k direction, Gb is the Green function, Mij is the moment tensor,.,

indicates differentiation with respect to x,, and 9 represents temporal convolution. A more complete

derivation of (1) is given in Stump and Johnson (1977).

In the frequency domain, equation (1) reduces to

U (x'j ) = Gk, , (x'J, ;o,).M,, (,f) (2)

If the propagation paths effects (Gkjj) are known, one can determine the source (Mi,) from a set of

observational data (Ut) by solving this set of linear equations.

In the implementation used here, Fourier transforms of the data and Green functions are calcu-

lated, and the moment rate tensor (M,,) is solved for in the frequency domain. An inverse Fourier
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transform is used to obtain M.o in the time domain. Then M8, is detrended to eliminate spurious dc

offsets. The resulting estimates of Al, are integrated to yield Miy. Detrending of Mj is physically

justified because the moment rate tensor elements cannot have a permanent dc offset. If perfect data

were available, detrending would not be required but all seismic data are intrinsically bandlimited, and

the instruments used here (4.5 Hz velocity transducers) have limited low frequency responses. Detrend-

ing as applied, is simply a high-pass filter operation to remove spurious low frequency (< 1 Hz) noise.

Since the complex frequency dependence is obtained for each moment tensor element, moment

tensor elements are not required to have a common time function. This allows inversion for complex

sources that could have several physical source components with different time histories. An alternative

approach is to solve for the moment tensor element time functions using the multichannel vector

decomposition method developed by Oldenburg (1982), as presented by Sipkin (1982). In cases with

source multiplicity, allowing all moment tensor elements to have their own time functions eliminates

errors in moment tensor estimates that are inherent in time domain approaches that assume a common

time function for all moment tensor elements (see Sipkin (1986) for some examples).

The moment tensor characterization of seismic sources provides a means for estimating source

properties of microearthquakes. Stump and Johnson's (1977) approach is completely general; no restric-

tive assumptions are required about physical source types or the time dependence of moment tensor ele-

ments. All physical source types can be analyzed including isotropic (volume) sources, compensated

linear vector dipole (CLVD) sources, and double-couple sources. Any of these source types can be

investigated using graphical first-motion methods by relaxing the common double-couple source

assumption. However, the linear programming moment tensor inversion method of Julian (1986) pro-

vides the most powerful means to utilize first-motion data.

The primary advantage of the using moment tensor waveform inversion in conjunction with first

motion information is that fewer recording stations are needed to constrain seismic source properties.

Only 6 components of ground motion (two three-component stations) are required in theory, although in

practice about 15 components of ground motion are recommended to ensure reliable results. Another

advantage is that azimuth and takeoff angle coverage need not be as comprehensive as when only P-

41



wave first-motion data are utilized. Consequently, it is possible to constrain source properties of earth-

quakes that are not completely surrounded by recording stations, something that is not generally possi-

ble when using only P-wave first motion data.

Frequency domain moment tensor inversion has not been applied to microearthquakes before.

Stump and Johnson (1984) have used the method to characterize nuclear explosion sources using near-

field data. Time domain moment tensor inversions with restrictions on physical source type (pure devia-

toric) and moment tensor time dependence have been applied to microearthquakc data by Saikia and

Herrmann (1986). However, their approach requires assuming that all moment tensor elements have the

same time function and that the time function is known or can be estimated. The result of this type of

inversion is a static estimate of the moment tensor elements. Since the source time function is intrinsi-

cally unknown, any errors in the assumed time function will produce errors in the static moment tensor

estimate. Further, if all moment tensor elements do not actually have the same time function, another

component of error will be added to the static moment tensor estimate. The approach used here allows

each moment tensor to have an independent time function. This requires more data than the time

domain approach of Saikia and Herrmann (1986), Langston (1981), and Langston and Helmberger

(1977), but yields more complete information about source properties.

Estimated moment tensors can be decomposed into isotropic and deviatoric components. The rela-

tions are

1
MmR (isotropic) =-M (3)

3

D,, (deviatoric) = Mj - MTR 8,j. (4)

If prior knowledge is available about the source, then appropriate constraints can be placed on equation

(2). Constraints on equation (2) were not used when inverting for microearthquake moment tensors.

Non-double-couple earthquake mechanisms cannot be excluded at The Geysers. Consequently, we

wanted to investigate if unconstrained moment tensor inversions would produce moment tensor esti-

mates consistent with the common assumption for earthquakes of a single double-couple source. The

frequency domain approach was used to avoid errors due to possible source multiplicity. The point
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source assumption is valid for the microearhquakes used here, since source dimensions are small com-

pared to the wavelengths represented in the observed data.

The eigenvalues and corresponding eigenvectors of D1, describe the magnitude and orientation,

respectively, of the principal moment axes (neglecting gravity) acting at the source . These principal

moment axes represent the quantity that is uniquely determined (within a range of uncertainties due to

errors in U and Gb,) by moment tensor inversion. Decomposition of Di, into physical source com-

ponents is fundamentally nonunique (Geller, 1976). Julian (1986) used linear-programming methods to

investigate the range of possible physical source mechanisms that are consistent with a particular first-

motion or amplitude data set. The common approach of decomposing Diy into double couple and

CLVD components is not particularly meaningful due to its intrinsic nonuniqueness unless it is believed

that both components are truly contained in the seismic source. A simple shear dislocation earthquake

source can have nonzero CLVD components if the rupturing fault plane has nonzero curvature and a

nonzero isotropic component if a fault surface is irregular or imbedded in an anisotropic material

(Backus and Mulcahy, 1976). The decomposition of D,, into CLVD and double couple components

does give a measure of the departure of the estimated source from a planar faulting single double-

couple earthquake model. A simple measure of the departure of Dj from a single double couple is the

ratio of the smallest and largest eigenvalues of Di.

A simply relationship does not exist between principal moment and principal stress orientations.

The maximum principal stress orientation is poorly resolved by the principal moment orientations

(McKenzie, 1969). Principal moment estimates from many earthquakes can be incorporated into stress

tensor inversions (Angelier, 1984; Gephart and Forsyth, 1984: and Michael, 1987). Oppenheimer

(1986) used the method of Angelier (1984) to estimate principal stress orientations at The Geysers using

focal mechanism data. Michael (1987) demonstrated that principal moment orientation data can provide

sufficient information to find the best stress tensor, albeit at decreased resolution compared to using

slickenside or known fault orientation data.
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3. Data Analysis

A 9 station three-component digital seismometer network was deployed in The Geysers from July

21 to August 15, 1982. The network was located entirely inside the geothermal production zone to

avoid the effects of significant lateral velocity variations (Eberhart-Phillips, 1986) outside this zone. A

complete description of the recording network and data can be found in O'Connell (1986). Data were

recorded at 200.32 samples/sec using three-component 4.5 Hz velocity-transducer geophones. Before

sampling, the data were anti-alias lowpass filtered using a 5- pole Butterworth filter with a 50 Hz corner

frequency and high pass filtered with two 1-pole Butterworth filters with 0.2 Hz comers. The rapid

decrease of displacement magnification of the velocity transducers below 4.5 Hz, combined with the

12-bit resolution of the recording system, limited the usable frequency band to the range from 1.0 to 50

Hz. Also, electrical problems with some of the recorders resulted in increased noise at low (<1 Hz) fre-

quencies, so moment tensor estimates below 1 Hz are unreliable. This does not significantly effect the

results of the moment tensor inversions because source comer frequencies for the microearthquakes

used here are between 6 and 10 Hz. It does however, necessitate detrending of the moment rate tensor

in the time domain, as discussed earlier.

The maximum observed comer frequencies at The Geysers is strongly correlated with particular

station sites. Certain stations consistently produced lower comer frequencies and larger high frequencies

rolloffs, independent of epicentral distance or hypocentral depth. This strongly suggested that an fmax

effect (Hanks, 1982) was controlling the maximum observed comer frequencies at some stations. An

f . of 15 to 20 Hz was observed for station sited on slope failure materials. To reduce problems asso-

ciated with variations of f,,, as a function of station site, the data were lowpass filtered using a 2-pole

Butterworth filter with a 10 Hz corner frequency. This also decreased the burden of Green function

computations by reducing the maximum frequency required. The price paid is that moment tensor time

functions represent lowpass-filtered versions of the true source time functions.

Green functions were calculated using a spectral wavenumber-frequency approach similar to the

reflectivity method of Kind (1978). The entire model between the free surface and the model bottom

constitutes the reflectivity zone; all reverberations, including free surface reflections, are included. The
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resulting Green functions represent the complete medium response. Since the wavenumber response is

computed as a function of frequency, the frequency-domain Green functions used in equation (2) are

obtained directly.

The P and S-wave velocity models estimated for The Geysers in O'Connell (1986) from a P and

S-wave progressive velocity-hypocenter inversion are used in Green function calculations and are shown

in Figures (1) and (2). The velocity models used in a feasibility study of moment tensor inversion at

The Geysers are also shown in Figures (1) and (2). The initial velocity model does not appear to be

greatly different from the final model. However, moment tensor inversions with the initial model failed

to produce the correct amplitude pattern of P and S-wave phases on any components of ground motion,

in contrast to the results obtained using the final velocity models (Figure (7)). The progressive P and S-

wave velocity-hypocenter inversion constituted an essential component of the moment tensor inversion

process.

Anelastic attenuation was included by specifying a Q model for The Geysers consistent with the

results of Majer and McEvilly (1979). Values of 50-100 were used for Q,, and values of 40-80 were

used for Qs. The low Q values were used near the free surface and the higher values used in the pro-

duction zone. These low Q values reflect the combined effects of intrinsic attenuation and scattering

losses and correspond to effective Q values.

Proper phase matching of observed S-P times with Green function S-P times is important to

ensure the success of the moment tensor inversions. Earthquake locations estimated in O'Connell

(1986) were used to define initial hypocenter-receiver azimuths and distances. Since recording station

were located at different elevations, the predicted S-P times for initial hypocenter-receiver distance did

not always match observed S-P times. Hypocenter-receiver distances were modified so as to produce

correct Green function S-P times. Hypocenter- receiver azimuths are preserved but takeoff angles are

somewhat different. For one station take-off-angles were altered by as much as 290 for one event, but

for most stations take-off-angles were not changed by more than 5' - 15'. Table (1) contains the

minimum and maximum take-off-angle error ranges, and mean take-off-angle errors and their standard

deviations for all events.
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Figure 1. P and S-wave velocity models used for a feasibility study of moment tensor
inversionts at The Geysers (denoted as initial) and the models used for the final moment
tensor inversion (denoted as final). Note thaL the initial P and S-wave velocity models
have overall velocity gradients similar to the final models.
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Figure 2. V/V, imtial and final models used in real and synthetic waveform moment
tensor inversions. Note that the assumption of constant Vp/V used in the initial model is
clearly in error.
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Since a frequency domain inversion is used, it would be difficult to use windows about certain

phases in the inversion. Small time windows about the first P and S-wave pulses would not provide the

frequency bandwidth or resolution needed to reliably estimate the moment tensor. Truncation effects

due to windowing are accentuated for short time windows. Consequently, complete seismograms were

used for all components in inverting for the moment tensor. Ten seconds of data were used in the

inversions. For stations that had shorter records, zeros were added to give total lengths of 10 seconds.

While record lengths of 10 seconds were used in the moment tensor inversions, moment tensor

results are plotted for times less than one second. This was done because source durations are short,

approximately 0.1 sec and because the Green functions do not contain coda wave durations as long as

seen in the observed data. Also, some components of the observed data had small noise glitches

approximately two seconds after the first S-wave arrival and these glitches contaminate the moment ten-

sor time functions after several seconds. Windows of less that one second were used to detrend the

moment rate tensor. Since the source durations of these microearthquakes were short, this approach is

reasonable.

Take-off-angle Errors

Event Range Mean SD
rain [ max

1 -160 270 -1.20 11.50
2 -160 -10 -8.10 5.50
3 -290 10 -15.60 9.80

Table 1. Combined P and S-wave first arrival take-off-angle errors for all events, defined as the

difference between progressive inversion estimates and Green function estimates.
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4. Inversion Results

Moment tensor inversions were done for three earthquakes at The Geysers. Two of the e,'cntsL

were shallow, approximately 2 km below the mean station elevation, and the third event was deeper,

approximately 4 km below the mean station elevation. The shallow events correspond to the depth

interval where the strike-slip, normal-slip, reverse-slip ambiguity is most pronounced. Oppenheimer

(1986) found that most events in this depth range had strike-slip solutions with a smaller number of

events having reverse-slip mechanisms. The deeper event corresponds to the depth interval where nor-

mal faulting mechanisms predominate (Oppenheimer, 1986).

Event and station locations are shown in Figure (3). Events 1 and 2 have a range in epicentral

distances representing first arrival take-off angle coverage over 450, but also have a large azimuthal gap

in station coverage to the south. Conversely, event 3 has excellent azimuthal coverage, but very limited

take-off angle coverage. All event inversions were full rank, with the condition numbers for the event 3

inversion about twice those of the event I and 2 inversions over the frequency band 2-20 Hz. The

larger condition number for event 3 reflects a near linear dependency due to the limited take-off angle

coverage. Consequently, the event 3 inversion is most likely to be adversely affected by errors in the

data or Green functions.

Results of the moment tensor inversion are displayed in the following manner. The orientations of

the eigenvectors of D,, are plotted on stereographic lower hemisphere projections along with available

P- wave first motion data. The P-wave first motion data come from the temporary network and USGS

stations. In order to obtain as many first motions as possible, USGS stations outside the primary pro-

duction zone at The Geysers were used. The P-wave velocity model estimated in O'Connell (1986), is

not completely adequate to determine azimuth and takeoff angles for stations outside The Geysers for

two reasons. Firstly, P-wave velocity estimates from the progressive velocity- hypocenter inversion are

only available to a depth of 4.0 km and more distant station arrivals correspond to rays bottoming

below this model depth, in a part of the model that was added as a rough estimate of the velocity struc-

ture below 4.0 km. Secondly, Eberhart-Phillips (1986) has found significant lateral variations of P-wave

velocity structure outside The Geysers production zone, so azimuthal estimates may be in error for
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Figure 3. Map showing relation of earthquake epicenters (circles with event
numbers on the right) to stations (A and V) used in moment tensor inversion. The station

denoted by the V was not used for Event 2. Hypocentral depths and standard errors for
events 1, 2. and 3. where 1.4 ±0.1, 1.6±0.2, and 3.5±t0.1 kin, respectively. Ellipses
represent two-standard-deviation epicentral error estimates. The solid trace is Big Sulfur
Creek. The fine-dashed lines are 34.5 bar contours (Lipman et al., 1978) enclosing areas
of pressure decline for the year 1977 and provide a rough outline of The Geysers' pri-
mary steam production zones.
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USGS stations well outside The Geysers due to lateral refraction. The estimated position of first

motions on the focal sphere of the distant (> 20 kin) USGS readings may have substantial uncertainties.

Inversion results are summarized in Table (2) and Figures (4-6) for events 1, 2, and 3, respec-

tively. The estimated principal stress orientations for these three Geysers earthquakes prove to be quite

stable (Figures (4-6)), and provide results consistent with observed P-wave first motion distributions.

The decompositions of the estimated moment tensors into isotropic and deviatoric components show

small to moderate departures from a single double-couple source for events 1 and 2 and large ones for

event 3 (Table (2)). The sometimes large isotropic component for event 3 can be partially explained by

instability of the M. component due to the aforementioned take-off angle problem. However, it is not

immediately clear how to interpret the apparent source mechanism complexity in light of potential

sources of error in the Green functions, such as the take-off angle errors listed in Table (1), source

mislocation, and velocity model errors. In an effort to quantify the effects of Green function a series of

synthetic tests were done and are described in the next section. Consequently, we defer further interpre-

tation of the moment tensor estimates to a latter section in order to incorporate the synthetic test results.
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Figure 4. Lower-hemisphere equal-area plot of P-wave first motions, time varying
principal moment axes (0.5 second duration) estimated from the moment tensor inver-
sion, and double-couple faulft plane solution for event 1. Compressional and dilata-
tional P-wave first motions are plotted as (C and +) and (D and -), respectively. The
tension axis is denoted by the large Mf and its time history is shown as line segments
with arrowheads pointing toward the next poi nt in time. The compression axis is denote
by a large (P) and the intermediate axis is denoted by a large (r). The solid Lines arm no-
dal planes drawn to satisfy tie first motion data. The inconsistent compression in the
upper right quadrant corresponds to a distant station and its position has large uncertain-
ties due to lateral refraction effects.

52



N

-- - - - - --- --- --- - --- -

--- -- --- -- -- -- - -

S

Figure 5. Principal moment axes (0.5 second duration) and focal mechanism for event 2
with same convention as Figure (4). The short-dashed line nodal planes represent two
other solutions compatible with the first motions.
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Moment Tensor Inversion Summary

Event Sta. Comp. M, I M. Isotropic CLVD -c

V H min max minI max (sec)

1 7 7 14 1.6 0.2 0 15 10 40 0.5
2 6 6 11 1.8 0.8 10 25 10 20 0.5
3 7 7 10 2.3 3.0 10 55 0 40 0.8

Table 2. Moment inversion information by event number showing the number of stations and ground

motion components used, V for vertical and H for horizontal. M, is U.S.G.S coda magnitude, M. is

scalar moment in units of 102 dyne-cm. The last 5 columns represent minimum and maximum isotropic

percentages of the total moment, minimum and maximum CLVD percentages of the deviatoric moment,

and r is the moment time duration used for these estimates.
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5. Synthetic Tests

The formulation for solving for the moment tensor presented in equations (1-2) assumed that

Green function errors were insignificant. Using matrix notation, a solution for the moment tensor ele-

ments, m, is written

m = G-lu (5)

where G- 1 is the inverse Green function and u are the measured ground motion data. Moment tensor

inversion approaches which assume that errors only occur in the ground motion data, u, will underesti-

mate errors in moment tensor estimates and their eigenvalue-eigenvector decompositions. A more realis-

tic representation is to rewrite (5) in the form

M = f (G-',u) (6)

to emphasize that G is also an unknown to some degree. We investigate the mapping of uncertainties in

G into estimates of M by determining estimates of M for a suite of extremal values of G using (5).

The effects of Green function errors can be assessed from the resulting variation of M estimates thus

obtained.

For microearthquakes the primary sources of Green function error are earthquake mislocation and

incorrect velocity structure. Source mislocations effects are significant because stations are close to epi-

centers, producing Green function errors due to incorrect distances, azimuths, and take-off angles.

Incorrect velocity models produce amplitude and take-off angle errors in calculated Green functions.

The synthetic tests focus on source mislocation effects, although a preliminary effort to appraise

velocity model error effects is included. There are two reasons for focusing on mislocation effects.

Firstly, realistic estimates of hypocentral uncertainties for the three Geysers events are available from a

progressive velocity-hypocenter inversion (Eberhart-Phillips, 1986; O'Connell, 1986) and a nonlinear

hypocentral error appraisal (O'Connell, 1986). Secondly, although velocity 'models have been deter-

mined for the Geysers (Eberhart-Phillips, 1986; O'Connell, 1986), the intensive computational require-

ments of completely appraising velocity model errors is beyond the scope of the present investigation.
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The 95% confidence ellipses from O'Connell (1986) for the epicentral locations of all three

events are shown in Figure (3) and 95% confidence hypocentral depth uncertainties are presented in

Table (3). Eberhart-Phillips (1986) noted that a one-dimensional velocity-hypocenter inversion with sta-

tion corrections (the method used in O'Connell, 1986) produce epicentral estimates close to those

obtained using a three-dimensional velocity-hypocenter inversion. However, a possibility of a sys-

tematic epicentral bias exists; epicentral uncertainties may be a factor of two larger. Consequently, syn-

thetic error estimates reflect the minimum error that could be attributed to hypocentral mislocation at a

95% confidence level.

The double-couple mechanisms determined from the moment tensor inversions and first-motion

data (solid nodal lines in Figures (4-6)) were used to define the "true" source mechanisms of the three

events in the synthetic tests. The "true" synthetic waveform data were generated using these source

mechanisms, the "final" velocity models in Figure (1), and the "correct" hypocenters. Simple double-

couple source mechanisms were used to determine what percentage of spurious isotropic and CLVD

components could be produced simply by using incorrect earthquake locations and/or incorrect velocity

models. The same stations and ground motion components used in the real data inversions were used

in the synthetic inversions.

To determine the effects of mislocation errors, moment tensor inversions were done using Green

functions calculated using hypocentral positions on the 95% confidence error ellipsoid. The combined

effects of mislocation and velocity model errors were investigated by using the initial velocity models

in Figure (1) to calculate the mislocation Green functions. This approach was implemented using the

WKBJ method (Dey-Sarkar and Chapman, 1978) to calculate the Green functions since all potential first

arrivals represented upgoing ray paths. Because many values of G must be computed, the WKBJ

method was chosen for its combination of accuracy and computational efficiency. To further reduce the

computational burden, known source time functions were assumed, allowing time domain inversions

for the static moment tensor. Eight point time windows beginning at the first P and S-wave arrivals

were used in the inversions. In contrast to inversions with real waveform data, the waveform data are

error free in the synthetic tests.
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Specific results of particular synthetic tests cannot be generalized because they depend on source-

receiver geometry and source mechanism. At a fixed source-receiver geometry changing the source

mechanism will produce a different radiation pattern relative to the station distribution on the focal

sphere. Similarly, for a fixed source mechanism one station distribution can be more prone to errors

than another. Consequently, moment tensor error characteristics need to be investigated on a event by

event basis.
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Synthetic Results
Event Az GF err. Isotropic CLVD P T

(kin) min max min max max max

1 0.20 misloc. 0.1 0.7 0.0 0.5 0.40 0.10
+vel. 0.2 9.5 10.6 14.7 7.60 6.70

2 0.27 misloc. 0.0 2.3 0.5 7.7 0.60 1.30
+vel. 9.5 14.3 18.6 26.5 5.60 5.40

3 0.23 misloc. 0.0 2.4 0.0 7.7 1.10 0.80
+vel. 4.0 7.0 5.7 13.9 1 2.70 1.40

Table 3. Synthetic moment tensor inversion test results by event number showing ranges of spurious

isotropic and CLVD component percentages and maximum P and T axis errors. For each event, results

are listed for the cases of mislocation and combined mislocation and velocity model Green function

errors. Maximum depth mislocations are listed as Az (see Figure (3) for epicentral mislocations).
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Results of the synthetic tests are summarized in Table (3). Essentially the same results were

obtained when a zero isotropic constraint was used and are therefore omitted. The results listed in

Table (3) represent a lower error limit for the source-receiver geometry considered. Overall errors for

real data moment tensors inversions would be larger due to the combined effects of Green function

errors and statistical errors in the data.

Errors in P and T axis positions are relatively smaller than errors in the physical source decompo-

sition into isotropic, CLVD, and simple double couple. The results of these and other synthetic tests

indicate that principal moment axis orientations are much less sensitive to mislocation and velocity

model Green function errors than the physical source decomposition into isotropic, CLVD, and simple

double-couple components. This result make intuitive sense because a variety of physical source com-

ponents can be assembled that are consistent with a particular set of principal moment orientations and

produce certain level of misfit to the observed data. For instance, adding small spurious isotropic

source components might compensate for systematic underestimation of P-wave amplitudes due to a

systematic Green function error. Yet, the principal moment axis orientations will be unaffected.

The waveform misfits produced by using incorrect velocity models and hypocenters to calculate

Green functions were small. The erroneous isotropic and CLVD components effectively compensated

for Green function errors to yield small waveform misfits. For the source-receiver geometries of these

events, small waveform misfits alone were not a reliable indicator that moment tensor errors were small.

6. Discussion

From Table (3) it is clear that moment tensor decomposition errors due to mislocation alone are

small for these three events, although small spurious CLVD percentages were obtained for event 2 and

3. When velocity model errors are combined with locations errors, the spurious isotropic and CLVD

components are large enough to explain the sizes of the isotropic and CLVD components obtained for

events I and 2 using real data. A portion of the CLVD component for all events may be caused by dis-

tortion of a dominantly quadrapole radiation pattern due to lateral velocity heterogeneity.
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The larger isotropic and CLVD components estimated for event 3 may reflect poorer velocity

resolution in the progressive-velocity hypocenter inversion since the source depth is located in the

deepest, least resolvable portion of the estimated velocity model. Alternatively, there is no reason to

assume a priori that the larger isotropic and CLVD component estimate for event 3 might not reflect a

true source property. The deeper seismicity at The Geysers appears to delimit the lower boundaries of

the steam field and appears to have predominantly normal-faulting mechanisms (Oppenheimer, 1986).

The large CLVD component for event may indicate tensile failure is occurring at the base of the steam

field. Tensile failure has been inferred at another geothermal field by Foulger and Long (1984). How-

ever, Foulger and Long clearly delineated a strong non-quadrapole radiation pattern from events with a

comparable distribution of first-motion data, but the first-motion data of event 3 is compatible with a

quadrapole radiation pattern (Figure (6)). Thus, known and potential errors in the assumed Green func-

tions, and the unfavorable source-receiver geometry for event 3 probably produced substantial spurious

isotropic and CLVD components. Further refinements of the moment tensor inversion approach and

improved Green function calculations will be required to determine the significance of the isotropic and

CLVD components of event 3.

Since none of the deviatoric moment tensors corresponds to a single double-couple for the entire

moment duration, the P-wave nodal surfaces will not correspond to orthogonal planes for the entire

moment duration. However, results of the synthetic tests indicate that significant deviations from single

double-couple source mechanisms cannot be resolved for these three events. Further, there is no evi-

dence from the P-wave first motion distributions for significant deviations from a quadrapole radiation

pattern. Consequently, in the following analysis we assume that a simple double-couple source mechan-

ism is an appropriate approximation to interpret the deviatoric moment tensor.

The P-wave first motions for events 1 and 3 provide sufficient constraints to unambiguously

resolve the focal mechanism (Figures (4) and (6)). The estimated principal m,'oments orientations for

events I and 3 are in excellent agreement with the first motion focal mechanism solutions. These

results bear out the synthetic test conclusions that principal moment orientation estimates are robust

with respect to Green function errors. Note that, if the north-most and west-most dilatations were
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unavailable in Figure (4), a normal faulting mechanism would be cowpatible with the remaining P-wave

first motions. The moment tensor solution provides sufficient information to resolve the correct focal

mechanism and required waveform information from only 7 stations. In contrast, 21 P-wave first

motions were required to constrain the nodal planes in Figure (4).

For event 2 the principal moment positions are used as constraints to construct the "best" focal

mechanism, using the P-wave first motions as the additional constraints (Figure (5). The fault plane

solutions shown in Figure (5) demonstrate that a wide range of focal mechanisms are consistent with

the P-wave first motion data. Solutions ranging from nearly pure normal-slip to pure strike-slip are

consistent with the first motion data (Table(4)). The moment tensor solution constrains the solution to

be dominantly strike-slip. The orientations of the principal moment axes are stable even though there is

a large azimuthal gap in station coverage.

Event 2 is the ty-pe of earthquake that made Oppenheimer's (1986) reduction of his fault plane

solution data difficult. The P-wave first motions are consistent with both strike-slip mechanisms (postu-

lated shallow event mechanisn) and normal-slip mechanisms (postulated deep event mechanism). He

would have becn forced to discard this event because constraints are absent with respect to the depth-

dependent-focal-mechanism hypothesis. The moment tensor waveform inversion method provided

sufficient resolution to distinguish the appropriate focal mechanism using data from a subset of stations.

The fault plane solution in Figure (6) is constrained by three first motions, the two west-most

dilatations, and the northeast compression shown as (+). If these 3 first motions were unavailable, an

almost pure strike-slip mechanisms would fit the first motion data. These three first motions would not

be available for a USGS solution, since the dilatations represent temporary station readings, and the (+)

is an ambiguous reading from a distant station. The full first-motion data set confirms the moment ten-

sor P and T axis estimates for event 3 and demonstrates that comparable focal mechanism resolution

can be achieved with the waveform inversion using data from 7 stations, instead of the 22 first-motions

required to constrain the focal mechanism in Figure (6).
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P and T Axis Orientations
First Motion Waveform

P T P T
Event trend plunge trend plunge trend plunge trend plunge

2131638 470 20 1330 140 500,620 00,100 1450,1500 -100,200
2181937 590 00 1490 50 530,640 -20,30 1420,1540 -4°,110

180 720 1320 110
2200908 3550 520 920 50 3380,3580 400,500 800,880 -P,140

Table 4. Comparison of P and T axis orientations estimated from first-motion fault plane solutions and

waveform inversions. The range of time variations of orientations of the principal moment axes are

listed for the waveform moment tensor estimates. Event 2 has an ambiguous first-motion fault plane

solution so two possible first motion solutions are listed.
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7. Comparison of Observed and Predicted Seismograms

The earliest waveform moment tensor inversion attempts used the constant velocity layer parame-

terization model for The Geysers of Eberhart-Phillips and Oppenheimer (1984). Waveform amplitude

predictions for P and S-wave phases were very poor even when the best moment tensors estimates

obtained with the final model were used. The velocity discontinuities of the relatively thick (1.0 kin)

constant velocit- layers produced phases arrivals that were more representative of parameterization than

actual earth structure. The initial model in Figure (1) was produced as a linear velocity gradient

modification and improved wavcform amplitude predictions, but misfits were clearly unacceptable.

However, when the final models (Figure (1-2)) of a progressive velocity-hypocenter inversion

(O'Connell, 1986) were used, excellent agreement was obtained between relative P and S-wave first-

arrival amplitudes for all inversions (Figure (7)). The primary differences between the initial and final

models are reflected in VriV' (Figurc (2)) and larger velocity gradients near a depth of one kilometer

for the final model. :'greement bet\ccn observed and predicted sismograms using the final velocity

model is very good for both P arid S-wa\,e first arrivals.

The initi.al models shown in Figure (1) are incorrect for The Geysers. They would be much

closer to the estimated final models than a small set of constant vlocity layers, a parameterization com-

monly employed to calculate Green functions for waveform studies of local events. The constant V/VS

assumption made for the initial model in Figure (2) was clearly wrong for The Geysers, but also reflects

an assumption often made in waveform studies.

Saikia and Herrmann (1986) suggested that unsatisfactory S-wave synthetic fits from moment ten-

sor waveform inversions for two Arkansas microearthquake were probably a reflection of inaccurate S-

wave velocity models. Our experiences are consistent with their conclusions because waveform model-

ing deficiencies resulting from using the constant velocity layer and initial modcl parameterizations

were very similar to those of Saikia and Herrmann (1986). These results reveal the importance of using

realistic velocity models for microearthquake moment tensor inversions.
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0.0 2.0 4.0 6.0 8.0 10.0
Time (sec)

Figure 7. Three components of ground motion and corresponding synthetic seismogramsfrom the moment tensor inversion for event 3. The synthetic seismograms are shown im-mediately below each observed data trace. The estimated moment tensor was convolvedwith the Green functions (calculated using the final velocity models) and the instrumentresponse to produce th synthetic seismograms. The top two traces correspond to the realand synthetic east-west horizontal components of ground motion from station TPL,respectively, the muddle two traces to the real and synthetic vertical components ofground motion at station TPL, respectively, and the bottom two traces to the real and syn-theuc north-south horizontal components of ground motion from station THR, respecuve-ly. Note that the relative amplitudes of the direct P and S-wav.e amvals on all com-ponents of ground motion are faithfully reproduced in the synthetic setsmograms.
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8. Summary and Conclusions

Frequency domain moment tensor inversions were done for three microearthquakes from The

Geysers geothermal field. The available first-motion data placed strong constraints on two microearth-

quake focal mechanisms. Waveform principal moment orientation estimates agreed with P-wave first

motions focal mechanisms for these two events and constrained the focal mechanism of the event with

ambiguous first-motion solutions. The moment tensor estimates of principal moment orientations were

obtained using far fewer stations than required for first-motion focal mechanisms solutions.

The three focal mechanisms obtained here support Oppenheimer's (1986) hypothesis that focal

mechanisms are a function of depth at The Geysers. Specifically, strike-slip focal mechanisms were

obtained for the two shallow events and a predominantly normal-slip focal mechanism was obtained for

the deep event, as his model predicts. The orientation of the T for the shallow events (events I and 2

in Table (i)) is rotated 40' to 50" clockvise, with respect to his estimate of 105' as the azimuth of least

compressive stress for The Geysers. Since only two events are available for comparison the differences

are probably not significant The potential of moment tensor inversions to provide well constrained

principal moment orientations for individual events may make improve our understanding of the rela-

tionship between seismicity, steam production, and tectonic processes at The Geysers.

The results obtained here were dependent on reliable estimates of velocity structure so as to

minimize errors in calculated Green functions. The velocity model determined in O'Connell (1986),

when used in the moment tensor inversions, produced the correct ratio of P and S-wave amplitudes on

all components of ground motion (Figure (7)). This result strengthens the arguments in O'Connell

(1986) that the estimated models are good one-dimensional representations of the velocity structure at

The Geysers.

The satisfactory results obtained here are a direct consequence of using P and S-wave data

together to estimate velocity structure, hypocenter locations, and moment twnsors. Although moment

tensor inversions were not done to compare the effects of using just P-wave data to those using both P

and S-wave data, Stump and Johnson (1977) found that inversions that just used P-wave maximum

amplitudes were not as well conditioned as inversions using complete seismograms. It was clear from
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the synthetic fits to the data, that the S-wave phases significantly constrained the moment tensor esti-

mates.

Further improvements in assessing the effects of Green function errors on moment tensor esti-

mates are needed. The synthetic tests presented here were used to roughly quantify Green function

error effects. An obvious next step is to incorporate the methods used in the synthetic tests directly into

real data moment tensor inversions. Modifications of the present moment tensor inversion procedure

will allow elimination of take-off angle errors due to large station elevation differences. These

improvements are required to resolve the significance of moderate amounts of isotropic and CLVD

components contained in the microearthquake moment tensor estimates.

Conditions at The Geysers are similar to many geologically important areas of microseismicity.

Consequently, The Geysers represents a good test of the feasibility of doing frequency-domain moment

tensor inversions in geologically complex areas. Topographic variations are large, reflected in the 0.6

km variation of station elevations, near surface velocity variations are profound, and significant lateral

xcocity heterogeneities exist. These factors were not included in the moment tensor inversions, and

useful results were obtained despite rather unfavorable station recording geometries for all three events

considered. The real and synthetic data inversions demonstrate that, with the proper attention to deter-

mining realistic velocity structure and event locations, moment tensor estimates for microearthquake

sources can be robust and provide a means to resolve source mechanisms using data from a relatively

small number of stations.

Acknowledgements

We thank Dave Oppenheimer for generously providing the resources for the feasibility study that

provided the groundwork that led to this study as well as the USGS data used here and many helpful

discussions. D.R.H.O. would like to thank Holly L. 0. Huyck for her support and encouragement. This

research was supported by Contract F19628-87-K-0032 of the Advanced Research Projects Agency of

67



the Department of Defense and monitored by the Air Force Geophysics Laboratory and by The Direc-

tor, Office of Basic Energy Sciences, Division of Engineering, Mathematics, and Geosciences, of the U.

S. Department of Energy under contract DE-AC03-76SF00098 and partially supported by NASA con-

tract NAGW-736 and award DPP-8313071 of the National Science Foundation. Computations were

carried out at the Center for Computational Seismology of the Lawrence Berkeley Laboratory and the

Geophysical Computing Laboratory, The Ohio State University.

68



References

Angelier, J., 1984. Tectonic analysis of fault slip data sets, J. Geophys, Res., 89, 5835-5848.

Backus, G. and Mulcahy, M., 1976. Moment tensor and other phenomenological descriptions of seismic

source -I. Discontinuous displacements, Geophys. J. R. astr. Soc., 47, 301-329.

Bufe, C. G., Marks, S. M., Lester, F. W., Ludwin, R. S., and Stickney, M. C., 1981. Seismicity of The

Geysers-Clear Lake region, U. S. Geol. Surv. Prof. Pap. 1141, 129-137. Dey-Sarkar, S. K., and

Chapman, C. H., 1978. A simple method for the computation of body wave seismograms, Bull.

Seism. Soc. Am., 68, 1577-1593.

Eberhart-Phillips, D., 1986. Three-dimensional velocity structure in Northern California Coast Ranges

from inversion of local earthquakes, Bull. Seism. Soc. Am., 76, 1025-1052.

Eberhart-Phillips, D., and Oppenheimer, D. H., 1984. Induced seismicity in The Geysers geothermal

area, California, J. Geophys. Res., 89, 1191-1207.

Eberhart-Phillips, D., 1986. Three-dimensional velocity structure in Northern California Coast Ranges

from inversion of local earthquakes, Bull. Seism. Soc. Am., 76, 1025-1052.

Foulgcr, G. and Long, R. E., 1984. Anomalous focal mechanisms: tensile crack formation on an accret-

ing plate boundary, Nature, 310, 43-45.

Gollcr, R. J., 1976. Body force equivalents for stress-drop seismic sources, Bull. Seism. Soc. Am., 66,

1801-1804.

69



Gephart, J. W.. and Forsyth, D. W., 1984. An improved method for determining the regional stress ten-

sor using earthquake focal mechanism data: Application to the San Fernando earthquake

sequence, J. Geophys. Res., 89, 9305-9320.

Hanks, T. C., 1982. fr.., Bull. Seism. Soc. Am., 72, 1867-1879.

Julian, B. R., 1986. Analyzing seismic-source mechanisms by linear-programming methods, Geophys. J.

R. astr. Soc., 84, 431-443.

Kind, R., 1978. The reflectivity method for a buried source, J. Geophys.. 44, 603-612.

Langston, C. A., 1981. Source inversion of seismic wavcforms! the Konya India, earthquake of Sep-

tember 13, 1967, Bull. Seism. Soc. Am., 71, 1-24.

Langston, C. A., ano Helmberger, D. V., 1975. A procedure for modeling shallow dislocation sources,

Geophys. J. R. astr. Soc., 42, 117-130.

Lipman, S. C., Strolel, C. J., and Gulati, M. S., 1978. Reservoir performance of The Geysers field, in,

Proceedings of the Larderello workshop on geothermal resource assessment and reservoir

engineering, Sept. 12-16, 1977, Pisa, Italy, Geothermics, 7, 209-219.

Ludwin, R. S., Cagrctti, V., and Bufe, C. G., 1982. Comparison of seismicity in The Geysers geother-

mal area witt- the surrounding region, Bull. Seism. Soc. Am.. 72, 863-871.

Majer, E. L., and McEvilly, T. V., 1979. Seismological investigations at The Geysers geothermal field,

Geophysics, 44, 246-269.

70



McKenzie, D. P., 1969. The relationship between fault plane solutions for earthquakes and the direction

of principal stresses, Bull. Seism. Soc. Am., 59, 591-601.

Michael, A. J., 1987. Use of focal mechanisms to determine stress: A control study, J. Geophys. Res.,

92, 357-368.

O'Connell, D. R., 1986. Seismic velocity structure and microearthquake source properties at The

Geysers, California, geothermal area, Ph.D. Dissertation. University of California, Berkeley, Cal-

ifornia.

Oldenburg, D. W., 1982. Multichannel appraisal deconvolution, Geophys. J. R. astr. Soc., 69, 405-414.

Oppenheimer, D. H., 1986. Extensional tectonics at The Geysers geothermal area, California, J. Geo-

phys. Res., 91, 11463-11476.

Prescott, W. H., and Yu, S. B., 1986. Geodetic measurement of horizontal deformation in the northern

San Francisco Bay region, California, J. Geophys. Res., 91, 7475-7484.

Saikia, C. K., and Herrmann, R. B., 1986. Moment-tensor solutions for three 1982 Arkansas swarm

earthquakes by waveform modeling, Bull. Seism. Soc. Am., 76, 709-723.

Sipkin, S. A., 1982. Estimation of earthquake source parameters by the inversion of waveform data:

synthetic waveforms, Phys. Earth Planet. Int., 30, 242-259.

Sipkin, S. A., 1986. Interpretation of non-double-couple earthquake mechanisms derived from moment

tensor inversion, J. Geophys. Res., 91, 531-547.

71



Stump, B. W. and L. R. Johnson, 1977. The determination of source properties by the linear inversion

of seismograms, Bull. Seism. Soc. Am., 67, 1489-1502.

Stump, B. W., and Johnson. L. R.. 1984. Near-field source characterization of contained nuclear explo-

sions in tuff, Bull. Seism. Soc. Am., 74, 1-26.

72



CONTIRACTORS (Unitel Scate )

rc,-ur K ,i It i Ak i

L-i iVCI iy 0! S.>uthirn Caill fornid

~rjr c* ,or Charle6 B. Archambeau
,.),)j)Ir-I £iye fIISt itiitt' Cwr R S

in Env irunui'ciltal Sciences
UI

t
'lVOV.iLV ot oord

booit I t cu 8o 3U9

h1)L aS C. b.ICIIL Jr.

pp I1 i ct j ol) li t 'I Cori.
3 iupu:, K) int Drive

CA 1- 1M (2 copies)

n i \LybLv Z-1 SybtLasi Div.

P iLL i'. L ~
III d , .'A 2.'',5 -2388

L. b. ra Lt

xC nuIe App icat 1)05l' lilt 'I Cori).
-jU ALis Point urivLye

01)1 1 ,), C A _21 1

Dr. La.erctce J . Burdicek
..,,aw,rA-Cl vde Consultants

B. Dx 9 124)
'a~deUCA 91 109- 3245 (2 copies)

Prfsujr Rjbrt W. Clayton
1 -callaoratory/Div. o

I i u ri i i In:t Ltuc.- of Tcchnology
CA ob KY

Cu 1., ii r

Iart ~nt ;:,Daoay 't, Ccophysics

Lx- Uni e rs i y orf Conne t i Cu L

Dr. Zoltan A. Dur
K)C nc.

,40J Port Royal Road
~;piI-g:~.1 ,VA 22151-2338

ra-t ca;,or John Fergu.-on
,:.te r tor Lithospheric Studias
I'll, lnivyersfrt or Toxas at Dal las

P.u. Bo x 8 30uio-

1-1: 75r83-168-



Prof,:.sor Stanley Flatte'

Applied Sciences Building
Univer~icy of California, Santa Cruz
Santa Cruz, CA 95064

Professor Steven Grand

Deparrtment of Geology
245 Natural History Building
1301 West Green Street
U!rbana, IL 61801

Professor Roy Greenfield
Geoscicnces Department
403 Deike Building

The Pennsylvania State University
University Park, PA 16802

Professor David C. Harkrider

Seisahological Laboratory
Div of Geological & Planetary Sciences

California Institute of Technology
POSOJCLL,, CA 91125

Profeszor Donald V. Helmberger

Seism.uLogical Laboratory
Div of Geological & Planetary Sciences
C,tlifornia Institute of Technology
Pasadena, CA 9L125

L'ofessir Eugene Herr n
lnstitute for the Study of Earth

an,'Geophystcal Laboratory
Southern Aiethodist University
Dalias, TX 75275

Profcsaor Robert B. Herrmann

DLpartLucnt of Earth & Atmopheric
Sciences

Saint Louis University
Saint Louis, nO 63156

Professor Lane R. Johnson
Seiswmographic Station
University of California

bherkeley, CA 94720

Professor Thomas H. Jordan

Department of Earth, Atmospheric
and Planetary Sciences

Mass Institute of Technology
Cabridge, MA 02139

Dr. Alan Kafka
D,partmLent Of Geology &

Gcophysics
Boston College
Cr -,tnut Hill, MLA 02167

-2-



i L ut - r Lc~ Knpot I

LLttc01 .pLiya uC5

H IHalletary Phys ics
1o Aiq;,. Lvs, CA ') J2 4

krotos-,oc Charles A. Langston
k' C c i~llc- t Depart Lr&[lit

'.01 DaiIke buildting
Thn Pcnnsylvania State Uivers ity
Cnivers it v fP.rk, PA 16802

Urni e~Thr Il bn Lay

*),,p rILmEn of iUeolog ica I Sc lence s
I t o~ C.C . Little- Building

H. .e~itj t llchli;ati

.'t1 i )Ut-or MII 48109-1063

ir . Randol ph M-art il I1II

._w liwnL ndt.narch, Inc.
:3.. 6o 57

:.orwichn VFT (15

!)r. LJarv NcCartur

.:.~ionReiwi*WCorp.

.1. ,,b,..,CA 1 3u2 (2 Copies)

I'.--.rlo.;as V. McEvilly
; )!)"ap i St it Loll

CA 9"_i'o)11~

1 >a,*. Laiho ra tc)r y

V(.UIicdlObservatory

Ul1lv'r'Lty

Iv *,.~ 5 J9
jro I co r Brian J3. Mi L Cli1

L) ,i LI2 it 1 - r Ch & Atmos phe r ic

.,, ; LLoisUn i vers ity
j i Lo.l i s 1 , O63 15 o

i ;vi s ioni o" MaxwcLl Laboratory
1 60 Sintr i!oe Vailley Drive

-3-



ilrofissor J. A. Orcutt
Iittute of Geophysics and Plnetary

i'lhics , A-205
Scripps Institute of Oceanography
Univ. oi California, San Diego
La Joila, CA 92093

Proessor Keith Priestley
Univeiisity of Nevada
Aackay School of Mines
Reno, NV 89557

,Jliner Rivers
T'Ledyne Ceotech
31., 'MOntgomcry Street
Ai,:,tndria, VA 22314

Professor Charles G. Sammis
Cnter for Earth Sciences
University of Southern California
University Park

. es, C,. 90089-0741

r. Jeffrey L. Stevens
S-Cc -L),
A Division of Maxwell Laboratory
P.O. box io20
L.a JoLla, CA 92038-1t20

Profcsaor Brian Stomp
inst itute for the Study of Earth & Man

-- uphy sical Laboratory
Soutiri. Mlethodist University
D,!,,-;, TX 75275

lPco: .,ior Ta-liang Teng
Cv-nter for Earth Sciences
nlwv.rsity of Southern California

University Park
Los Angeles, CA 90089-071-1

Professor M. Nafi Toksoz
Earth Resources Lab
Zcpt of Earth, Atmospheric and

Planetary Sciences
:,aa .chusetts Institute of Technology
42 CarLeton Street
Cambridge, MA 02142

Professor Terry C. Wallace
Depu1CtaLent of Geosciences
building #l1
University of Arizona
Tucson, AZ 85721

Weidlinger Associates
ATXTN: Dr. Gregory Wojcik
620 Htansen Way, Suite 100
I'alo Alto, CA 94304

-4-



L)Lz5) l~~jc T. WvU

;1iL~~o Lu .u<1 yul ic~i. turklcc
;A t vIL ,,u Ey i Y r

*~ LOd u 1

9-50



uiiHERS (Unit,-d Stztos)

Dr. 'lcoit--n AbJjl-Cawad
SI ntiri~it'I Scionce Cuntc r

,~) (~inoDos P4 os
3i01u i Oak , CA 91360

1'k1'1 r Shlton S. .Alc xoder

1,D. '-oBu Dpri enL

Ifli V C i-Ly Park , PA 16b0'-

Dr. 7!,i.0P ArLjhulata
bcp r~uLut Geological

Sanitj B~iroura
.So;i ,iL Dr L" ri, C A

Dr. Mio,-oj aDorazaIgi

iir YI nivSitv

ix ~ r m&atof Ceoog ic a Sc ieflzec,
Sro iiv~r-,tyof No.w York

Yi 3901

jp irLL it o' Geological Sciences
\ r' u.~Polytechnical InlStLLttut

D-rring Hall
g ur, VA 24'06 1

I sbuIlu
1i 1 Int'lI Scicnca Ceiiter

)C-Lmal Dos Rios

' 0U85
iOak s ,CA 9 13 6

.. R~y BurIwr
* " ry Rd.

JuIIn> tidy., NY 12 ) 09

-6-



ill. C ,I I ur u i-1 1,Dr. i~tL i' t j,1 Cur . A l ct

u I L, CT' 0(8]?

HO i "c -) t ,.IS , Illr
' . I' 2 ohcodo re CI Ie r ry

* LiIit",s Blvd., Suite 101

i. [ , . , CA 92-4 (2 copies)

rro - Cnr Jun F. Ci.±crbout

L c . r Aos Nur
I~k IlL 2 .. 'ttL,)jL ,V i '4;

il Id ;IiVCr-si ty

CA '9- 15 (2 cpi S)

hr. .\,tum IL . Ol),ln y

''Ir . A i . SC'7 C -

0 $ . it I n

Av, 4 52I: ,..' , C 92 3.1)_

Ui )'i 16 L

i .ttiv

. ... .. ; . :. :, - '.\ -, - -I

.,* : .. ,)Logy c. gCUpl/s1C5

tI 1 , i~J n

:ii It, ,! I 7

* ,I t . k , CA 4 ,,2 -3 9

(ti'.I.'idcle, 2ltUILL-S

1[ ::l 'u' Unii versi ty

* , ,,. ',,,. t ult Ccorv h ,ice
,,* >,, S itt *, 1, 771843

*f 1 ''~h t[ I I U Cv L

* S:,l t it c[ (_c~ol~ysi Cs &
,;,tiry I''jiv510

.1, I L~iil orni,-i, Sun Diego

1 )1t)II ll l



LI 3eirro RseaUicr, Corp

1-.,jl ail-on Roulovard
Arlnru, V 22209

j,. Crey W . G iven1

~Ki >loiW,% 98033

iktyL. Gray

~iDean- of Dadmaln College

bo 1crt r Stti~tical ScienJe3

L Aet hodLi;t UniVeS.ity

Li 7V 75

So~)fl3 Jill

oor.Gotrc

1 ~*~j.I.ryStreet
* t~.~, ir~jnio 12314

F~ .K. Lomb
or Illinois at

Of.:<n or t'niCS

1113 ~Ot reen Street

-j~l~ L 61801

L ~ ttiotrtyCoo'>I~alobservaory

* 1096-1

*ii thy Long

I u Cuphy ;ical Sciences

;,s it~ute of T,:chIoqy

;A 3w~G, 033 2

*LrMlin.

U-vtjfzity of California at Santa Barbara

ito~te for Central Studies

sanzi isrbara, CA 93106

3eorj R.. M-2ilman

A . )phySic6

*i- UK la n1 WIa y

b,.ri. Ard Minster

Intttt of Geophysics3 anti Planetary

Pis.FA-205

U rp~Institute of Oceanogiraphy

UOL.. fCalifornia, San Diego

J,)Illl, C;, 92093

JC:GceafIoyrophy

jir pAi U't ite Univertsilty
C ) i , I I OR 97331



Iiik C a4:- n 1 U j

J, I L,. 2 J, 13

Dl'ptiii ,iit of Geoluqy

It- 'Y 14d50

ia . Rub~rt Pincy ,'Dr . F .A. Dahlen

t'~ScL Universityrai

1J ijni-iu (2 copius)

I X t Y Z~L liL,:

L, ic JiLy PulIli

.kii p 1or'1~i.]20850

* rc;,ur P~ul C. Richards

V.lLC)ry itf CC),tmhL.1 Univ
'J Y L J) 1

J it:lt:

Li -)t ;'11 -1, 1 41 h ho et r

'H 31- 1~~ J0

S,-ft I u. .u

"t 1't nel~ :oI SI -ete

- .lj . Li A laR batl ii.li

T i.. uS. Jio, Jr.

j, L~ ti t-fi IIIt

Pt-.t 1r vt

1 i nj i, V, UT, 1V( 1 t1 (. Y) tS

:. 117



Dr. oub Smith

U)dprtllent o: Geophysics
Ullivursilty of Utah

1-i00 Est 2nd South

Silt L ,ke City, UT 84112

Dr. S. N. Smith
Guuph'sics Program
Univursity of Washington

Sca-t 1,-, "NA 98195

Dr . Stuq:irt Smith
Lk[s Inc.

1,,16 N. Fort Myer Drive

.:.;i: gtoI, Vh 22209

hR.ou ot Associates

ATVN: Dr. Ceorge Satton,
Dr. Jerry Crter, Dr. Paul Pomeroy

P . .- . x 224

St n, if j, NY 12484 (4 copies)

Dr. L. Sykes

Lwuo:z Do1-erty Geological Observ.
C- ' lumbii University

I lsidej, NY 10964

- Pr-.mcLJ) Talwani

D-'uilt.;h-.t of Geological Sciences
t :.v,: It , of South Carolira
, -,, ::. Li, SC ->JO0h

SD. . Tittmann
i :,ll inttrrational Science Center

1 -- "i-iino Dos Rios

3,ox 1085
TU:iW. 9Oars, CA 91360

PtLes.)r John H1. Woodhouse

irm,n Laboratory
marvurd University

2f Dxwrrd St.
MA 02138

Dr . Gru jry B. Young

£4500O, inc.

5400 Port Royal Road
5iing is, VA 2215 1-2388

-10-



U~iI1.1RS _(FORE IGN)_

U L C 6L,IL±LI

CA:,J 1), Kt.,fic~

)r. :-.'AL1.k cd bcrg '

LIsLi L At 6v-oj)llyLiCS

Itc .II IHI 96b221

I r A IL t W I t,- nif - LU i vca r-, i

It LL I i Uc c L >'IL'i jea- d,- Grmnob

ICL W Nt NSIL
.9. I

- ~ ~~~ . C~ IL I I'I

!.1 LL I [ L)I

U I It E it

VN1 Li 0it L

L) 1  i. age r

Lj I Ceusc ieic 6, Nat I Res.-

I. -9 lV LI.CL. 51



%* LV.A JohA11niSLQn
Socn L- & ocrcki Off tcr
.ALijrlul rferije Reseirch rlst

1~.0 . Li,,x 27 32 2

S-1U2 r,-1 Stockholm

11oDrmui Kvjlernad
NT NF,'NO RSAR
P.O. L30X 51
ZJ-2007 Kjolle,:r, NORWAY

m* Poter MaLrshall, Procurement
x>ecutive, Ministry of Defense-

blacknest, britnpton,

Roo ilinqj FG7-4RS
U14I'D KINGDOMN ( 3 copies)

Dr . Bonr 1Ienuheiin
0'iz n Intitute of Scienlci

Rkhu\'or, ISRAEL 951729

,r. Sqvi.. -,k lv

:4-2J07 KjIer, NORzw.,Y (3 copies)

U;, North
~ y~:;Div ision

~ lji~±tSarvey Of C~nalu
1ub . lcdtory crtcelit

:: D jS1 Y3

Dr VCOI-o Rin9gial

N*T:i* b Ot<AR
P J.box 51

\-U?:'],ller, NORWAY

Dr. j-orq Schlittenhardt
Fo-,,r,l Inst.* fo)r Geoscienczs & Nat'l1 Res.
Postfach 510153
D-3u0, l,iino\'cr 51

!~'~j~ALE~PUBlLIC OF GERMAN4Y

Univursity uf Hawaii
i~t~t~t o ui G0ophySiCS
1i:Dr. Daniel Walker

1o~~i~UHI 96822

-12-



Ii' GNtE1CN ONTRACTORS

i , I'L u r i L 3 -'U3U

hLi vcri ty/d)Clull
U .1 .u'1u iochuiu I

I *L1A~ :'LLI.ICUt.' GitOIANY

~ 2 CLs)



Cu V E RNME NI

I'LL,)Wl , 011L.I. LJ

., C ," A 'K I .\ JCL

[)r. Ro bcrt !. Li id ford

~ i 1c iiLu: o;, %', 2-1209-2308

,;m 1iiC , n II . v-b r o

I- 11 U-' IUJ U

L L CL 111 0,t i,' is c ti Cc n te r

..- reci LiveL::. re N'L 'L LabI.

* . o... hz

.8). .\ri,s CuI ro I & Di sarmn. A,,ency

AF :1 .L)ck ilorruw
.~lii~r C D.C 20451

I ~p J979

A1... ,! IOviL La ,ru[

4IJ1 k uLev

"SL, Jj, L Ene'iirgy/DP 331
,urrc' Lal building
*-J IO liide p,2 ndv fc Ave.-

* In: .1 C 0o 5

-14-



or Eart~iquakcs, Volaaiiou, S

1~V .4 ck, CA u4U25

Ma:L Samt ) 12"

:,,7 E : jar, F', ,,nec.rin, .4i

... a' .)Ic t Liiifli1

-t . op j ol ",

f .. c.' 1 C u,, 3

'11

.1 1. Pt ton-.3

-m lava :wu u l in l -h atr

* .b .NJua ,i

LvrrC N0 0± ai~a

icpis



A.oS R/ I.NP

,. T.,: Colonel Jerry J. Perrizo

3ldg,3 .110
dolling AFD, Wash D.C. 20332-6448

il, A P'I'AC/r
Attn: Dr. Frank F. Pilotte
Patrick AFB, Florida 32925-6001

I-i . J.cK R~chlin

USGG - Ceology, iRn 3 C136

,I .top 928 National Center

i~ezton, VA 22092

Robert Reinke

Kirtl,,n. AFB, NM 87117-6008

Hl 'o' AC/TGR

A~t±: .) . George 11. Rothe
i,,trl. AFL, Florida 32925-6001

.3Ii ] L. Springer

L ,r~Icc Livtruore National Laboratory
I' .0. 1ox 808, L-205

L Vvr,:,()C , CA '4550

Dr. LTWrenCe Turnbull

C~oirr~l Intelligence Agency

ishin, r-n, D.C. 20505

c r . Ti i,,; n,s ava,- r

L .iw ol. , Scientific Laboratory
Ls Alm,), Ni. 97544

iASL,;U LL

. sitcr'ii Library
l1 nscom AFB, MA 01731-5000 (2 copies)

Src-etfy uf the Air Force (SAFRD)
A.ehintuon, DC 20330
of ricu of the Secretary Defense
D;i, z Z
J .sdington, DC 20330

HQ DNA

:.?';: T'echnical Library
,eshinnqton, DC 20305

Director, Technical Information

D)A!RPA

1-,*[iJ ,4il.sna Blvd.

rt L,jton, ViA 22209

A "(. L/ Xu

11ksc com AFB, .A 01731-5000

-16-



FL/LW

SAFB, ,1;, 01731-5000

I11JU L'ison Boulovjrd

:.,fAL,,JLOf, VA 22200

.iefdn6e Technical
Itirormatii- Cunter

.AarwiStadtiOn

.,L xaiidrid, VA 22314

Defri:J- Intelligence Agency
.)irectorate for Scientific &

Te'chnical lincelliqence

f e n Nuclear Acjency/SPSS

~.~~P Dr .Michael Shore

IU 1 Iejrgzph RoaA

xiliVA 1-2310

APi WB, F- 32925-6001

CL. ,jory vani dur Vink
*of the UitLu~i States

of L . ectin ojy AsueLcLilent

D ~r .C. 25 11

-17-




