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PREFACE

This volume is a compilation of the edited proceedings of the "Missile Aerodynamics™ course. held at the Ven Kirman
Institute (VKI) in Rhode-Saint-Genése, Belgium. from March 30 to April 3, 1987. A condensed version of this course has been
presented at the Air Academy in Athens, Greece. 18—19 May 1987 and at the Development and Research Department in
Ankara, Turkey, 21—22 May. 1987.

This series of lectures supported by the AGARD Fluid Dynamics Panel and the Von Kiirman Institute followed previous
courses organized at VKE: 1974 (VKI LS67), 1976 (VKI LS88) and 1979 (AGARD LSY8). This course was intended for
practical engineers and researchers. beginners or experienced professionals. for military and engincering teaching institutions.
The speakers, from industry and rescarch establishments. paid particular attention 10 illustrate their presentation with
numerous practical applications.

In recent years remarkable progress has been made in the field of tactical missile acrodynamics by theoretical and by
experimental means and the objective of this course was to present the current state of the art in fundamental knowledge and in
practical predictive methods (semi-empirical and numerical), with future trends. Special attention was focussed on nonlinear
acrodynamics and unconventional configurations such as airbreathing missiles. For the first time numerical methods based on
the resolution of the Euler equations with flow separation vortices were included in a course specific to missiles. In addition 10
the general aspects of missile acrodynamics, the course also dealt with particular problems such as the acrodynamics of air
intakes, kinetic heating and base flows. The design of the next gencration supersonic and hypersonic missiles was discussed in
the last lecture.

We want to thank all the speakers for their outstanding work and AGARD and VKI for the organization of this course.
Our thanks also go to the local coordinators in Athens and Ankara for their hospitality.

* %k

Ce volume regroupe les notes concernant le cours "Aérodynamique des Missiles” présenté a I'Institut Von Kdrman (VKI)
de Rhode-Saint-Genese. Belgique. du 30 Mars au 3 Avril 1987 et dont une version condensée a é1é préseniée a ' Académice de
U'Air d"Athenes, Grece. les 18—19 Mai 1987 et au Département Recherche et Développement d'Ankara, Turquie, les 2122
Mai 1987.

Ce cycle de conférences congu et réalisé sous I'égide du Panel de Dynamique des Fluides de 'AGARD et du VKI faisait
suite a des cours similaires organisés au VKI en 1974 (VKILS67). 1976 (VKI LS88) et 1979 (AGARD 1.§98). Ce cours était
destiné aux ingénieurs de I'industrie et aux chercheurs, débutants ou confirmés, ainsi qu'aux militaires et écoles d'ingénieurs.
Les conférenciers appartenant au secteur industriel et a des organismes de recherche v'attachérent a illustrer leur présentation
avec de nombreuses applications pratiques.

Des progres considérables ayant été réalisés ces dernieres années dans le domaine de I'aérodynamique des missiles
tactiques aussi bien par voie théorique que par voie expérimentale. ce cours avait pour but de présenter I'état actuel des
connaissances fondamentales et des méthodes de calcul utilisées (semi-empiriques et numériques) avec leur évolution future.
Une attention toute particuliere a été apportée aux effets non-linéaires et aux configurations non conventionnelles telles que les
missiles aérobies. Pour la premiére fois les méthodes numériques basées sur la résolution des équations d'Euler avec prise en
compte de structures tourbillonnaires ont été déveioppées dans un cours spécifique aux missiles. Qutre ies aspects généraux de
I'aérodynamique des missiles, les sujets traités au cours des conférences englobaient certains problemes particuliers tels que
Faérodynamique des prises d'air, Faérothermique et les écoulements de culot. La conception des missiles supersoniques et
hypersoniques futurs a ét€ présentée en conclusion de ce cours.

Nous tenons a remercier tous les conférenciers pour excellent travail qu'ils ont accompli ainsi que les organisateurs de
FAGARD et du V 1 sans qui ce cours n'aurait pu avoir fieu, sans oublier les coordinateurs locaux de la Gréce et de 1a Turquie

pour leur hospitalité.

R.G.Lacau
Directeur du cycle de conférences

i

—— e A e



SPECIAL COURSE STAFF

Special Course Director:  Mr R.G.Lacau
Aérospatiale — Annexe des Gatines
Service ECS/AT
91370 Verriére le Buisson
France

LECTURERS

Mr R.G Lacaw
(See Course Diiector)

M. J.J.Chattot

Mr A B.Wardlaw, Ir

Naval Surface Weapons Center
New Hampshire Avenue

Silver Spring, MD 20910

USA

MATRA
37 Avenue Louis Breguet
92140 Velizy Dr J.E.Williams
France McDonnell Douglas Astronautics Co.
St. Louis Division — Box 516
M.).Delery St. Louis — Missouri 63166
ONERA USA
4 rue des Vertugadins
92190 Meudon Dr M.F.E Dillenius
France Neilsen Engineering & Research Inc.
510 Clyde Avenue
Dr H.Fuchs Mountain View
Dornier GmbH CA 94043-2287
Postfach 1420 USA
7990 Friedrichshafen 1
Federal Republic of Germany DrM.J.Hemsch
PRC Kentron
Dr R Kapp 303 Butier Farm Road
Dornier GmbH Suite 100
Postfach 1420 Hampton
7990 Friedrichshafen } VA 23666
Federal Republic of Germany USA
Mr C.SJell
Naval Weapons Division
FFC 67
POB 5
Filton — Bristol BS12 QW
United Kingdom
LOCAL COORDINATOR

Professor J.Wendt

Von Kdrman Institute for Fluid Dynamics
Chaussée de Waterloo 72
B-1640 Rhode St. Genése

Belg.am

AGARD REPRESENTATIVE

M.C Fischer

Fluid Dynamics Panel Executive
AGARD

7 rue Ancelle

92200 Neuilly sur Seine

France




CONTENTS

PREFACE

SPECIAL COURSE STAFF

AN INTRODUCTION TO TACTICAL MISSILE AERODYNAMICS
by R.G.Lacau

ACCURACY CRITERIA FOR EVALUATING SUPERSONIC AERODYNAMIC COEFFICIENT
PREDICTIONS
by J.E.Williams and R.J Krieger

SURYEY ON NONLINEAR EFFECTS
by M.F.E.Dillenius and $.C.Perkins, Jr

SEMI-EMPIRICAL METHODS FOR CONVENTIONAL AND UNCONVENTIONAL MISSILES
by M.J . Hemsch

SPACE MARCHING EULER SOLVERS
by A.B.Wardlaw, Jr

NUMERICAL METHODS: EULER TIME DEPENDENT SOLVER
by J.J.Chattot

PREDICTION OF DYNAMIC DERIVATIVES
by H.Fuchs and R.Kapp

AIR INTAKE AERODYNAMICS
by C.S.Jell

SEMI-EMPIRICAL METHODS FOR AIRBREATHING MISSILES
by J.E.Williams and R.J.Krieger

AERODYNAMIC HEATING OF MISSILES
by R.Kapp, H.Mathauer and H.Rieger

PREDICTION OF BASE-FLOWS
by J.Delery and R.G.Lacau

NEXT GENERATION MISSILE DESIGN
by J.E.Williams and R.J.Krieger

Page
iti
iv

Reference

12




Ll

AN INTRODUCTION
TO TACTICAL MISSILE
AERODYNAMICS

R.G. LACAU

aerospatiale - DIVISION ENGINS TACTIQUES

92320 CHATILLON - France

SUMMARY

The present lecture provides a general review of tactical missile aerodynamics considerations. The different aspects considered
are : the general aerodynamics design with some problems encountered on existing and future missiles, the specificities of tactical
missile aerodynamics and a survey of the most important semi-empirical and numerical methods. The semi-empirical methods
has led to the development of a large variety of practical tools, not expensive in computer time they are routinely used by the
project engineers, but they are restricted to conventional missile and global aerodynamics. The numerical methods, much more
recent, which consist of solving the Navier-Stokes equations, the Euler equations, the full potential equation and the linearized
equation are essential to treat complicated configurations, to determine load distributions and local flow field properties. In each
case, a list of various codes is provided with their actual capabilities.
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1. iIntroduction

During the lagt few years remarkable progress has been made in the field of tactical missile aerodynamics by theoretical
and experimental means.

The aim of this special course is to present the current state of the art in fundamental knowledge and in predictive methods.
Special attention will be focussed on non-linear aerodynamics and on airbreathing configurations.

In this first lecture we shali give a generai survey of tactical missile aerodynamics with asrodynamic problems encountered
on existing and future missiles and of the most important computer codes. The lecture is divided into three parts.

The first part is concerned with generai asrodynamic design considerations. It presents the tactical missiles with the various
types of geometrical configurations, propulsive systems and control systems. Because of the high level of mansuverability needed
by actual and future missiles, the control system is more than ever the heart of the aerodynamic design of a guided missile.
So, each type of control systems will be presented with its advantages and disadvantages. Trends in tactical missiles will be
given for each missile family and we shall attempt to determine for future missiles the associated new aerodynamic problems.
A brief look on improvement areas and contributing factors for improved performance ends this first part.

The second part presents the specificities of tactical missile aerodynamics and the different aerodynamic tasks and problems
involved in tactical missiie aerodynamic studies which are classified in global, tocal and particular aerodynamic studies.

The third part is dedicated to computational methods used for estimating the aerodynamic characteristics of differant
configurations. These predictive methods fali into two categories. Category 1 includes semi-empirical methods based on a
component buildup approach which couples simple theories and data correlations together to take advantage of the strength
and minimize the weakness of each one. These codes which need only a minimai amount of computer time are the main engineering
tools for the project engineers. Nevertheless they are mainly restricted to conventional missile and giobaf aerodynamics. Twenty-
five programs used by different industries and research laboratories with their actual capabilities and limitations are listed. Category
2 includes numerical methods, more and more important with the increasing speed and the size of computers and the increasing
development of new algorithms. In comparison to semi-empirical methods they can be used to treat complicated configurations
and provide a better modelling of the physics of the tlow field. This paper summerizes the actual capabilities and fimitation of
several full Navier-Stokes codes, parabolized Navier-Stokes codes. Euler codes, full potential codes and linear potential codes
used by industry and research laboratories.

2. General aerodynamic design considerations

2.1, Introduction to ical missil

A tactical missile is a moving body flying in the atmosphere, self-propelied, expendable, pilotless, guided and controlled either
remotely or by an autopitot; its purpose is to destroy a static or moving target by a direct hit or explosion of a warhead, normally
of conventional design, sometimes with low nuclear power.

A tactical missile is a short, medium or long range weapon (respectively a few kilometers, tens of kilometers and a tew hundred
kilometers}, of small size and aimed against a military target. It may be launched from the g-.und, from aircraft, including helicopters.
from ships, from submarines...

Tactical missiles can be classified according to the various following criteria :
- the shape : cruciform or not
- the propulsion system : solid-propellant rocket motor or air-breathing engine
- the control system : deflected aerodynamic surfaces (canard....), jet controls
- the firing and interception conditions
- the target.

The following classification is generally adopted :
- Surface-to-Air ([HAWK, RAPIER, ROLAND, CROTALE, ...}
- Air-to-Air (MAGIC, SUPER 530, SIDEWINDER,...}
- Air-to-Surface {AS-30, ASMP, MAVERICK,.. )
- Anti-tank (MILAN, HOT, TOW,...)
- Anti-ghip {EXOCET family. OTOMAT, HARPOON,...)
- Surface-to-Surface (LANCE, PLUTON,...)

Let us quote other missiles the aerodynamic design of which is similar : target drones (C22, FIREBEE,...) and remote-piloted-
vehicles RPV (AQUILA, CL289,...), also some rockets, guided bombs and submarine vehicles (SM39,...).

A missile generaily ists of (fig. 1. Ref. 1, and 2) :

- 8 body which contains the warhead, the guidance and control system, the propulsion unit, and various squipment (batteries,
control actuators,...)

- wings for the lift and controt surfaces for guidance, which provide also the missile stability

Propulsion is provided

- in the acceleration phase by a jettisonable (wrap around or in tandem} or integrated solid-psopellant booster system (fig. 2)
- in the cruise phase by a solid-propellant rocket motor or an air-breathing engine (turbojet, ramjet).

The control system may be of the following types (fig. 3) :

- aerodynamic controls, hence linked with dynamic pressure

- jet controls.
2.2. Tactical missie design

The process of designing a missile begins first of all by the analysis of parameters concerning the target and the firing and
interception conditions.
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The target is characterized by :

- its size : this may be large tairport, bridge, ship....) or small {tank, missile, .
- its signature : infrased, electromagnetic radiation

- its hardness : tank, helicopter, radar station,...

- its kinematics : range of speed, altitude and maneuverabiity.

The firing and interception conditions are characterized by :

- the nature of the tauncher :
. aircraft, helicopter
. ground vehicle, man
. ship
. submarine
- the dynamic pressures to be encountered by the flying missile and which depend on its speed and its aititude.

The study then goes on in a close collaboration with the teams concerned by the various functions uf missile definition {see
the interactive design cycle, fig. 4, Ref. 3) :
- aerodynamics
- propulsion
- structures
- guidance and control
- warhead
- other technologies (power supply,...).

2.3. Types of configurations

As the application field of missiles is very large (anti-tank, anti-ship,...), it does not exist a unique optimum configuration
even it tendency is to develop multi-purpose missiles {ex. : air-to-air missile for long range and close range interception). The
distinction is, therefore, made between the following {fig. 5) :

— Body alone

It does not contain any lifting surface and therefore must be controlled by deflecting the jet from the piopulsion unit by
means of rotating nozztes; this implies that propulsion continues all over the flight. This configuration of tactical missiles is not
used very often, except for strategic missiles.

— Finned body
At the rear part of the body lifting surfaces are mounted which may be used for several tasks :

- stabilizing surfaces (e.g. : HOT, MILAN)
- control surfaces fe.g. : LANCE, PLUTONI.

If they are only stabilizing surfaces the missile must be controlled by jet controis.
This configuration is usually cruciform.

— Conventional missile

The wings are mounted close to the center of gravity of the missile and increase the body lift. The contro! surfaces with
a span and an area smaller than those of the wings, are mounted on the rear part of the body, they increase the missile stability
and provide its setting in incidence. The configuration is cruciform and is the one the most often used.
e.g. : EXOCET.

— Long wing missile (or very small aspect ratio wings)

This is a conventional missile, except that the wing chord is very large compared to the span. The control surfaces, mounted
near the base, generally have a span !arger than that of the wings. The use of long wings proceeds from research into missiles
of reduced bulk, in order to increase the number of missiles on the launcher, and to facilitate handling, storage and setting into
battery. Moreover a long wing missile L :haves well at high angles of attack.

— Canard miasile

The canard fins are mounted near the nose and are used for control. The wings, with a large span and area, are mounted
on the rear part of the body. All these surfaces are located far from the center of gravity. This configuration, cruciform, is mostly
used for small missiles.
e.g. : SIDEWINDER, CROTALE,...

— Moving wing missile
The wings which are used for control are placed close to the center of gravity and the others at the rear part of the body.
e.g. : SPARROW.
— Air breathing missile
The body is fitted with air-intakes for the feeding of a ramjet or a turbojet. The air-intakes may be :
- laterai, two in number (ASMP), or three or four {ANS)
- ventral (HARPOON)
- frontal (SEA DART)}
- dorsal (ALCM)

They lead to an external arrangement peculiar to the missile.
In all the above different types of configurations the body is generally of revolution with a constant or variabie diameter

{bost-tailed afterbody, tandem booster configuration,...} and a sharp or blunt nose. The iength-to-diameter ratio of the whole
body is on an average :




1-4

- 8 for anti-tank

- 12 for surface-to-surface, anti-ship and air-to-surface
- 16 for surface-to-surface

- 18 for air-to-air.

The fifting surtaces generally have a low aspect ratio (AR < 4) and even sometimes very low as for the long wing missiles
(AR< 0.3 - SUPER 530, MAVERICK, PHOENIX). Their planform is simple : delta truncated or not, trapezoidal or rectangular, just
like their airfoil section, the thickness chord ratio of which does not exceed 8 % : double-wedge or modified double-wedge and
symmutrical sharp-nosed airfoil. In a few particular cases, as for cruise missiles, more sophisticated airtoils are used (ex. : NACA
airfoil).

2.4, Types of propulsion

The main propulsion modes used are :
- solid-propellant rocket motors
- fiquid-propellant rocket motors
- liguid or much more recently solid fuel ramjets
- turbojets.

The most used is the solid-propellant rocket motor the main features ot which are :
- reliability and safety
- ease of operation, maintenance-free storage, noteworthy durability {solid-propeilant motors stored for 14 years have rur without
any problem)
- suitable performance for medium range.

The liquid fuel motor, more sophisticated, is no longer used in practice for the tactical missiles because it is more complicated,
and deployment safety conditions are not very consistent with the severe environmental conditions of these missiles.

The ramjet provides a good specific impulse {4 to 5 times more energy than solid-propellant) but it is necessary to boost
the missile to a supersonic speed before it can operate. Up to now, it is the only propulsor able to sustain a long range supersonic
flight at low altitude. 1ts thrust may be easily modulated in order either to accelerate the missile or to maintain its speed during
flight maneuvers and this in a wide altitude range.

The turbojet which has a relative discretion against the infrared detectors is of great interest only for long ranges. Its low
thrust does not allow sufficient initial speed. so it is necessary 10 use auxiliary boosters. Furthermore it needs careful maintenance
for the turning parts {for pumps,...}.

2.6. Types of controi

The mair. control modes used are :
- aerudynamic controls : deflected aerodynamic monobloc surfaces, trailing edge flaps (HAWK]), spoilers {(anti-tank COBRA,
MAMBA), these fast two now seidom used
- jet controls :
. thrust vector control of the main motor
. lateral jet controls.

2.5.1. Aerodynamic controls (fig. 6) (Ret. 1, 4, §)
These have to insure good efficiency with correct hinge moments. Their aerodynamic behaviour depends on the configuration :
tail controls. canard controls, wihg controls.

Missiles with canard and tail surfaces are controlled by moment : deflection of a control surface produces moment around
the center of gravity which changes the angle of attack of the missile involving a lift force and a load factor.

Missiles with moving wings are controiled by force : the deflection of the wing produces a direct force applied to the center
of gravity.

a} Tail controls {e.g. : EXOCET)

Advantages :

- the local angle of attack remains moderate

- saturation of the control surfaces is 10t reached, even for deflections up to 20° or 30°
- the aerodynamic behaviour is linear

- the hinge moments are relativaly smail

- the pitch-yaw coupling is small.

Disadvantages :

- the tail surfaces produce a loss in lift, therefore an opposite force to the desired direction of missiie flight

- the response of the missile is slow

- because of the control actuators are at the rear an extension tube must be used for the propulsion unit {see fig. 1), which is
not suitable for small missiles.

b) Canard controls {e.g. : MAGIC)

Advantages :

- the canard controls produce a lift in the desired direction of missile flight

- manauverability is high : the lift of the canard controis invoives a loss in lift on the tail surfaces and the moment thus obtained is iarge
- regponse is fast

- integration is easy.
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Disadvantages :

- the lacal angle of attack is high

- saturation of the canard controls is quickly reached

- aerodynamics is non-linear

- the hinge moments are high

- the pitch-yaw coupling is nhigh

- the interference of the canard on the tail surfaces is complex : so the roll efticiency may be reduced or even inverted because
of a roll moment having an opposite direction on the tail

In order to avoid some of these problems, a fixed surface is added in frant of the canard (reduction of the local angle of
attack) and the tail is free-to-rotate (no roil interference).
c) Wing controls

This type of control develops a wing force close to the center of gravity.

Advantages :

- the angle of attack of the missile body is small, which for electromagnetic seeker missiles reduces the radome boresight error
slope {e.g. : SPARROW)

- the response is very fast.

Disadvantages :

- loss in tail effectiveness due to a strong downwash is relatively large

- body lift is not used

- wing location is critical because the position of the center of gravity is not constant
- integration is difficuit.

Figures 7 and B (Ref. 5 give respectively a comparison of the missile responses and lift distribution for these three kinds
of controls.

The main disadvantage of the aerodynamic controls is their inefficiency when dynamic pressure is very weak. That is the
case, for instance, for anti-tank missites launched with a very low velocity so that the weapon can be fired within a confined
space, for the surface-to-air and anti-ship missiles vertically launched and needing a quick turn over, for the air-to-air missiles
launched with a low speed or at very high altitude. In these cases it is necessary to use jet controls.

2.5.2. Jet controlg
Jet contrels may be divided into two types of operation :
- by deflection of the thrust vector which produces a moment generating an incidence and so an aeradynamic force
- by lateral jet streams located either forward or backwards {(moment cortroll, or at the center of gravity (force control).
a) Thrust vector controls {fig. 9a) (Ref. 1, 4, 6}
There are three main methods :

* Thrust oriented by a shock wave in the nozzle
A fluid must be injected into the nozzle or an obstruction must be located at the exit section in order to have a flow separation
and then a shock wave inside the nozzle producing a region of high pressure.
The main devices are :
- the jet deflectors or semaphores : there is one (e.g. : HOT, MILAN), or there are two (e.g. : ROLAND) or four (e.g. : AS 30
LASER, SM39)
- the dome deflector, the jetavator (e.g. - SWINGFIRE), the axial deflector
- fluid injection into the nozzle {freon or gas bled from the combustion chamber}.
Advantages :
- simple devices needing no high power
- erosion which can be relatively smail.
Disadvantages :
- limited efficiency
- impossibie rolt control with a single nozzle, so an auxiliary roll control device is necessary or a missile design adapted to autorotation.
* Thrust oriented by rotating nozzle
That can be done with one, two, or four nozzles.

Advantages :

- no loss if the jet is not deflected

- very important defiection may be possible {up to about 25°).
Disadvantages :

- technology problem for the pivot mechanism of the no:le

- roll control impassible with a single nozzle.

The latter device applies mainly to missile having a relatively large diameter, having overall dimension problems and’or needing
a large maneuverability (e.g. : SRAAM, AGILE).

* Deflectors located in the nozzle (e.g. : rol) control of the OTTOMAT)
The control is the same as tail control
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Advantages :

- relatively simple device

- roll control possible

Disadvantages :

- difficult erosion and temperature behaviour problems
- limited deflection

The main advantage of afl these thrust vector controte is their efficiency which does not depend on the dynamic pressure
and the lack of interference with external flow. that is to say with missile aerodynamics.

Their main disadvantage is the impossibility of using them after the propuision phase.

b} Lateral jet controls (fig. 9b) (Ref. 4)
* {ateral jets close 10 the center of gravity (force control}
As in the case of wing controls the principle consists in creating a direct force at the center of gravity

Systems used :
- a first possibility is to fit the missite with a set of multiple small side-thrusters arranged peripherally along the body length ciose
to the center of gravity. The axis of each side-thruster must be inclined so the elementary force crosses the center of gravity
The transversal component of this side force is used for control and the axial component force 1s used to maintain the speed.
As it is difficult, in practice, to increase the number of side-thrusters, this control mode is used when the flight time and the
maneuverability needs are low le.g. : anti-tank DRAGON).
- another possihility which allows a higher maneuverability is to use a continuous gas generator linked with jet interceptors le.g
anti-tank ERY X} or with a steam distributor towards the nozzles. There are 2 nozzles for an autarotating missile {anti-tank ERY X,
3 or 4 for a stabilized missile in rotation. On the other hand, as in the side-thruster contro!, the nozzle can be inclined backwards
to maintain the speed.

if these systems are disconnected for the cruise velocity, they can be used even after the propulsive phase

This controf force :
- does not depend on flight conditions (speed, altitude)
- is directly obtained without trying to get an aerodynamic lift
- is located at the center of gravity, therefore there is no induced moment and the mi, sile can maneuver at a zero angle of attack
The constraints of these systems are :
- the need for a very slight variation of the center of gravity
- the interference of the jet wake with the external flow and in particular with the lifting surfaces. if the latter are located downstream
the nozzle
- the need to have short using times so as to keep propellant weight low.
« Lateral jets located at the rear part or at the forward part of the body {moment contiol}
As in the case of tail or canard controls the principle consists in creating a moment generating an incidence and so an
aerodynamic force.

The systems used are the same as those for lateral jets close to the center of gravity. The control force does not depend
on flight conditions (velocity, atititude) and the constraints are the interference of the jet wake with the external flow and the
need to have short using times...

For some advanced missiles a combined aerodynamic and jet controls is considered it order to obtain very steep attitude
changes of the missile in the launch phase {vertically faunched surface-to-air, low speed launched air-to-ait missiles) ot in the
terminal flight a short time response in order to increase the accuracy.

2.6. Control configurations

Just considering the main configurations we can see two categories of missiles : the conventional axisymmetrical cruciform
missiles and the aircraft type missiles with one symmetricul plane
a} Conventional axisymmettical cruciform missiles

They may be - or not - stabilized in roll

» Roll stabiiized missiles
In this case the transverse maneuvers result from two separate sets of control surfaces which create independently the incidence
and the sideslip.

The geometrical roll or sometimes simply the rate of roll is kept approximately to zero either by the action of a separate
controf surface or by differential deflection of the yaw and/or pitch contro! surfaces.
Examples :

EXQCET anti-ship missife : the rofl, yaw and pitch control orders are executed by 4 independent aerodynamic control surfaces
at the rear part of the missile.

R 530 air-to-air missile : the yaw and pitch control orders are executed by two sets of aerodynamic control tins at the rear
part of the missile and roli control is achieved by an independent trailing edge flap control surface.

* Non rofi-stabilized missiles (au:orotating missilas)

In this case the lifting surfaces are set at an angle such that it imparts a rofling motion to the missile ; this averages the
effacts of structural, propuisive, and aerodynamic dissymmaetries. The motions in yaw-pitch may then resuit, as above. from
the action of two axis control or more simply from the action of one axis control initiated when passing along the desired direction.

Such a configuration is partic - arly well suited for the smaller missiles.
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Examples :
SA7, RED EYE : one set of aerodynamic control surfaces
HOT, MILAN : one jet deflector.

b) Aircraft type missile

Such missiles have a monoplane layout. Through an action on roll this monoplane is iocated perpendicutarly to the direction
of the desired maneuver, then, through an action on the pitch control surfaces, the angle-of-attack builds up. The sideslip is
kept near zero either through the aerodynamic effect in yaw or through an action by the control surfaces.

Example :
ASMP (airbreathing missile) : 4 aerodynamic control surfaces in yaw-pitch-roll,

2.7. Trends in ical missile devel

The development of tactical missiles and, generally speaking, armament, is always the result of a continuing exchange between
the military who explain their needs or define the guidelines, and the technician, who proposes solutions or submits new ideas
which appear to be promising. It is within the framework of this exchange that, for many years, the general staff has asked
questions, and defined the requirements to which the industrial concerns have tried to find the answers

The beginning...

The first real stimulus that occurred in the field of missites and associated technologies, was given at PEENEMUNDE in Germany,
in 1937, In this centre, over a period of seven years, theoretical and experimental activities were undertaken which gave Germany
the first operational missiles in 1944.

The following missiles can be mentioned :
- the V1 with a 400 km range. It was launched mainly from ramps but could also be launched from aircraft. Its form was that
of a present-day flying target : high aspect ratio wings and a ramjet engine over the top of the fuseiage.
- the V2, first operational ballistic missile to be developed. its form was that of a present-day surface-to-surface missile. It hay
a symmetrical fuselage with four tail fins,
- the WASSERFALL, first surface-to-air guided missile. It had a symmetrical fuselage and was provided with low aspect ratio
wings and tail fins with control surfaces on the trailing edges.
- the remote-controlled ghding bomb X1, first air-to-surface missile.

Many other projects were not completely developed, like the ROTKAPCHEN wire-guided anti-tank missile. supersonic mussiles
or submarine-launched missiles.

This brief review shows that all, or almost all the fields of possible future developments had already been foreseen in the
1939/45 period ; only the technological shortcomings prevented certain developments from being completed

The missiles of yesterday, to-day and to-morrow

After the second World War, an enormous surge in the development of missiles took place, taking advantage of all the
innovations of modern technology (electronics, automation, etc.}. The instigators of this development have been, and still are :

- the increasing improvements i the ennemy’s forces (the evetiasting fight between the sword and the shield)
- the lessons drawn from the following wars :

. the battte of Berlin in May 1945, which highlighted the impartance of anti-tank defences in an urban environment,

. the attack of the EILATH, hut by a STYX missile during the 6-day war which showed the importance of anti-ship weapons,

. the KIPPOUR war. which showed the extreme efficiency of anti-tank missiies,

the FALKLANDS conflict, which shawed the efficiency of anti-ship missiles and the dissuasive effect of anti-aircraft defence

missile systems,

. the IRAN-IRAK war, which emphasized the lessons learned in the Falklands and, moreover, has shown the efficiency of arr-to-
air weapon systems.

We are now going to review the main groups of tactical missiles, only considering those of which the characteristics have
had a direct effect on aerodynamics, and only the most striking cases will be mentioned

a) The anti-tank missiles
Immediately after the war, a first generation of light anti-tank missiles was developed. mainly in Europe, using solid propeliants
and manual wire-guided remote-control guidance systems. Among these missiles, we can mention :

S$S10 and ENTAC in France
VIGILANT in Great Britain
COBRA in Germany
SNAPPER in the USSR

All these missites, with ranges of 1000 m to 1500 m, are of symmetrical cruciform cross-section with two pairs of fairly-
large wings, and controiled by either solid spoiters in the lifting surfaces or by thrust deflectors (SS10 and ENTAC).

The 2nd generation, currently operational, has paved the way for faster missiles :
MILAN (2 km}, HOT (4 km), a joint France-Germany project
DRAGON (1 km}, TOW (3 km) in the USA
SWINGFIRE in Great Britain
SAGGER in the USSR

These missiles are characterized by smaller stabilizing surfaces, which can be folded to allow the missile to be placed in
a tube which fulfils the triple function of storage container, transportation container and iaunching container. Flight control is
made by thrust deflection (MILAN, HOT), jetavator (SWINGFIRE), by aerodynamic control surfaces at the rear {TOW), or by lateral
thrusters (DRAGON).

As the armour plate of the tanks has been improved to keep abreast with anti-tank missiles progress, it has become necessary
to improve this second generation of missiles by increasing the size of the warhead. This has resuited in an increased missile
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diameter and a maodification of the nose which includes a fixed probe for stand-off warhead initiation, that s to say, an unconventional
nose shape from an aerodynamic point of view.

For the 3rd generation of anti-tank missites, fultilling the needs from the year 2000 onwards, development work is taking
place in two dirgctions :
- the renewal of the actual series of medium range (2 km) and long range (4 km) missiles,
- the perfecting of short range {25 m to 600 m} missiles.

There will probably never be any great changes made to the shapes which wiil remain conventional, that is ta say, cylindrical
cruciform with folding stabilizers at the rear. Nevertheless, for certain of these future anti-tank missiles (AC3G. ERY X} an original
construction method will be adopted :

- motor at the front and hollow-charge warhead at the rear, thus enhancing warhead efficiency.
- force-type flight control system, enabling faunching at reduced speed (enhanced launching possibilities within restricted areas,
fig. 10}, and a possibility of guidance at low speed (efficiency at very short ranges).

This new flight control svstem will lead to lateral jets for the missile, causing complex three-dimensiona! flow patierns (fig. 11).

b) The anti-ship missiles
The destruction of the Israelian frigate EILAT in 1967, by a smail Egyptian patrol boat armed with STYX anti-ship missiles,
triggered or accelerated the development of several programmes of anti-ship missiles in the western world :

KORMORAN, as a joint Germany-France project
MM38, first version of the EXOCET, in France
OTOMAT, as a joint France-ltaly venture
HARPOON in the USA

PENGUIN in Norway

GABRIEL in Israel

All these missiles possess a high subsonic speed.

They are propelied either by a solid propellant motor (KORMORAN, MM38, PENGUIN, GABRIEL), or by a turbojet (OTOMAT,
HARPOON). The iatter mode of propulsion has had the effect of giving the missile an unconventional shape, due to the presence
of air intakes (one for the HARPOON, four for the OTOMAT). They are all controlied by rear contro! surfaces, with the exception
of the PENGUIN which is controlled by canard forward control surfaces.

From certain of these missiles, derivative versions have been produced (fig. 12) :
EXQCET-MM40, OTOMAT, PENGUIN... in coastal batteries
EXQOCET-AM39, OTOMAT, PENGUIN, GABRIEL... carried by an aircraft or a helicopter
EXQCET-SM39 carried by a submarine.

in the future, due to the foreseen developments of anti-missile systems, missiles with a greater range and a greater target
penetration capability must be developed. These results will be obtained by increasing the missile speeds to speeds that are
well beyond the speed of sound (Mach 2) and by bringing them over the targets at very low heights with terminal stage maneuveting
at high load factors. In the range of speeds and altitudes to be covered, the most satisfactory means of propulsion is the ramjet
engine. This is the type of propuision selected for the ANS, sucessor to the EXOCET, which is being developed as a joint France-
Germany venture. The choice of this type of propulsion has had the effect of giving the missile an unconventional shape, due
to the existence of air intakes (fig. 13j.

c) The surface-to-air missiles
Anti-aircraft defences are a vital necessity for ground forces. After the war, this nr -essity led to the creation of sophisticated
missiles efficient at high and medium altitudes :
NIKE, 180 km range, interception altitude 45 km
HAWK, 40 km range, interception altitude 18 km.

Since then, the ground farces have expressed the need for lighter weapons capable of short range to very short range missions.

Examples of short range missiles :
ROLAND, CROTALE in France
RAPIER in Great Britain
CHAPARRAL in the USA

Examples of very short range missiles :
MISTRAL in France
BLOWPIPE in Great Britain
REDEYE in the USA
SAM?7 in the USSR

All these missiles are controffed by canard control surfaces, except for the ROLAND missile which is controlied by jet-deflection.
They are cylindrical, cruciform.

As the surface-to-air missiles have demonstrated their efficiency against attacking aii craft (i.e. the FALKLANDS campaign
and the IRAN-IRAK war), the attacking aircraft must now be equipped with iamming counter-measures to confuse surface to-air
missiles, and air-to-surface missiles that can be launched while the aircraft is beyond the range of the anti-aircratt defences.
For these reasons, future surface-to-air missiles must be capable of dealing not only with high performance aircraft, but also
with supersonic missiles possessing diving or surface-skimming flight paths, a high degree of maneuverability {tig. 14} and that
waere launched out of defensive range.

The response to these threats necessitates :

- vertical launching and turning over in all directions (reduction of launching sequence time}
- a very high degree of maneuverability (50 g). In order to obtain such maneuverability, but above all a very short response time
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S0 as to render the evasive actions of the enemy aircraft ineffective, a very advanced technical solution has been selected for
the ASTER missile, which is being designed in France. This consists in a force-type flight control by lateral jets, which provides
very short response time, operating in conjunction with a conventional agrodynamic form of flight control that makes the most
important contribution to the maneuverability. For the missile, these new characteristics will lead to very high angles of incidence
and lateral jets causing complex three-dimensional flow pattern (fig. 15).

d) The air-to-air missiles

In the field of air-to-air missiles, the weapon systems must be capable of engaging very maneuverable targets whose speed
and difference of height relative to the launcher can be very great. The need covers combat at close quarters, during which the
launcher endeavours to adopt a target intercepting position (dogfights), and also combat at long range.

In the first case, maneuverability and acceleration are needed, in the second case, the necessity is for horizontal and climbing
speeds, range and maneuverability.

The most stringent limitations in both cases are the weight and the size of the missile.

Examples of short range missiles :

MAGIC in France
SIDEWINDER in the USA

These two missiles are controlled by canard control surfaces.

Examples of long range missiles :

SUPER 530 in France
SPARROW in the USA

The Super 530 is controlled by rear control surfaces and it has a wing with a very long chord which makes it very compact.
The SPARROW is controlled by wings located about the centre of gravity.

The development of the threat that can be anticipated at the end of this century necessitates the definition of new missiles
that are capable of hitting very maneuverable targets that may be dispersed throughout a very large range of altitudes (fig. 16)

In order to fulfil this requirement, work is actually being undertaken in two directions :
- renewal of the present-day missiles
Examples :
AMRAAM for long ranges
ASRAAM for short ranges
both types being developed within an international framework
- development of a light missile capable of fulfilling requirements for long range interception missions and dogfights.
Example :
The MICA missite which is being developed in France. This missile is small, of low weight, very compact (long chord wings},
and provided with a mixed flight control system, incorporating both aerodynamic control surfaces and jet control surfaces, which
allows very great variations of attitude. The choice of long chord wings an rear control surfaces enables high angles of incidence
while allowing the missite to be slung directly against the underside of the aircraft (fig. 17).

e) The air-to-surface missiles

With regard to air-to-surface missiles, the object is to launch a missile from an aircraft while it is beyond the range of the
enemy defences. Moreover, this missile must be capable of destroying or significantly damaging the target by just one hit. This
requirement covers not only the launching of conventional missiles {battle-field objectives, short range single-target interception
objectives,...) but also the launching of nuclear weapons at a much greater distance to hit targets of relatively widespread
dimensions.

in the first case, the main requirement is accuracy, in the second case, it is the range considered in conjunction with the

minimum degree of accuracy required for the efficiency of the weapon. In both cases, weight and size are limitations of prime
importance.

* Conventional missiles

As a bridge pier should not be attacked in the same way that a tank should be attacked, it has been necessary to create
as many types of missiles as there are types of targets, each missile being dedicated to a certain type of target and provided
with a suitable warhead and guidance system.

To illustrate this subject. the following missiles can be taken as examples :

MARTEL designed to destroy radar antennae
MAVERICK designed to destroy single hardened targets (tanks,...)
AS30 Laser designed to destroy single and very-strongly hardened targets (command posts, bridges, etc.}.

These missiles have all a conventionai shape but they have various types of controls.

* Long range, highly accurate missiles
Due to the difficulty of perfecting such missiles, they are in limited numbers.

Among the most noteworthy missiles, the following can be mentioned :

TOMAHAWK in the USA
ASMP in France

Both are air-breathing missiles, the TOMAHAWK being propelled by a jet engine (one ventral air intake}, and the ASMP propelled
by a ramjet engine with an integral booster {a pair of two-dimensional lateral air intakes). Their shapes are therefore unconventional
{fig. 19). Flight control is aerodynamic, by means of rear control surfaces.

A new generation of cluster-type air-to-surface weapons is being prepared for future requirements {for instance, MOBIDIC,
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APACHE, MSQW developed as an international venture}. These modular subsonic missiles are designed to carry loads of sub-
projectiles suited to designated fixed or moving targets at a range of several tens of kilometers, while allowing the launching
aircraft to remain out of range of the ground-to-air defence systems of these targets. These missiles will no longer have a symmetrical
shape, they will have long folding wings (fig. 18). Their shape will be designed by taking geometrical constraints into consideration
in association with the reduction of the radar cross-section (RCS).

2.8. Imp areas and contributing factors
Fire fast and far, without being detected, with a maximum rate of success, that is the technicai challenge for the 2000’s.

This requirement necessitates the following performance areas to be improved :
- range
- maneuverability
- penetrativity

Penetrativity is closely retated to detectability, performance in range comprises both range and time-to-target capabiiity,
and maneuverability is predominant on terminal accuracy.

Note that for strategic missions, penetrativity is the most important of the priorities, and for tactical, defensive, air-to-air
or surface-to-air missions, maneuvrability and range will constitute the p:imary aim.

The contributing factors for improved performance are given in figure 20 (Ref. 3). The three technology areas : aerodynamics,
propulsion and structures are assembled in the way that they are thought to contribute towards improvement.

In figure 21 {Ref. 3) the three main performance areas are related to improvement areas. It can be seen that :
- higher-speed missiles would improve range, maneuverability and penetrativity
- an optimization of lift to drag ratio {L/D) would improve range
- high-lift devices would improve maneuverability
- low radar signature would improve penetrativity

Since reduced detectability is becoming more and more important the missile designer might be faced with a compromise
between a highly efficient missile airframe and propulsion system with undesirable radar cross-section, or a very low radar cross-
section for a somewhat less efficient missile. This dilemma indicates the need for RCS consideration from the outset of the
aerodynamic shape design.

3. Missile asrodynamics

3.1. Spaecificities of ical missile aerody

3.1.1. Differences between aircraft and missiles (fig. 22 and 23)

The civil aircraft is built for an economical cruise. The main part of the aircraft is the wing with a large aspect ratio (AR-10},
working at the largest possible fineness ratio, and itself responsible for approximately 80 % of the total lift.

its flight envelope is :
-in cruise : 0 < Mach < 2 {Concorde)

a < 2°
- when taking off and landing : Mach < 0.2
a < 12°

Civil aircraft aerodynamics is essentially linear. Wing tip vortices induce only little vortex lift.

The fighter aircraft is built for a high maneuverability. The load factor is limited by the low human resistance to acceleration.
Its flight envelope is much larger than the one of civit aircraft but it remains much lower than the one of missiles,
During dog-fight the flow separates on wings which induces non linear aerodynamics simitar to that of missiles.

The missile is built to bear up against high toad factors in a wide speed range. Some missiles bear ten times the gravity
acceleration, lengthwise (acceleration due to propulsion) as well as transversally (< 50 g). This acceleration changes the flight path.
Its flight envelope is very wide :
0 < altitude < 30 COO m.
0 < Mach < 6
0° < a < 90°
0° < ¢ < 360°

At high incidences aerodynamics is strongly non linear : separations happen from the leading edge inducing vortices over
the upper surface, which influences all the downstream flow. Flow separates also on the body inducing typical vortex sheets.

All these vortical structures depend, in 3 complicated way, on the geometry, the Mach number, the Reynolds number,...
Moreover the flow is highly three-dimensional.

3.1.2. Main characteristics of missile aerodynamics
a) Non linearities (fig. 23)
Missile asrodynamics is characterised by important non linearities due to the fact that :
- in inviscid flows the compressibility effects induce shocks
- in viscous flows viscosity effects induce separation and vortices.

At low Incidences non linearities due to vortices are usually small. The conventional cylindrical cruciform missile shape leads
to aerodynamics independent from the rolling, which makes it interesting.
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At high incidences vortical non linearities become large (Ref. 7). Aerodynamics becomes non finear and is no longer independent
from the roll angle o. Particularly the x shape (¢ = 45°) has a smaller lift than the + shape (@ = 0°) but on the other hand
it is more efficient at a given deflection.

A detailed description of these non linear phenomena will be given during this special course.

b} Interactions
The flow, which is highly tridimensional, is characterised by numerous interactions (Ref. 8). There are roughly two large
categories :
- non vortical interactions
. wing-fuselage interactions in incidence «
. wing-fuselage interactions in deflection &
- wing-fusetage in rolling ¢
. adjacent wings
- vortical interactions
. bedy vortices
. front wing vortices {wing-tail interaction)

A detailed description of these interactions and the corresponding caiculation methods will be given during this special course.

3.2. Aerodynamics snalysis

The desired aerodynamic qualities are essentially a function of the mission required from the missiie.

They result from studies of :
- maneuverability
- stability, in refation to the control surfaces efficiency
- drag
There are also dimensional constraints due to the carriage, the implementation {same storage and launching tube). Consequently
wings and control surfaces spans are smaller or foldabie or retractabie.

Thus it is necessary for the design :
- to define the mathematical models for the performance analysis, the guidance and contro! analysis, the hardware n the loop

simulation, the store separation analysis, ...
- to compute the airloads for structure analysis. the hinge mament for control actuator, the kinetic heating for the choice of insulation

materials, ...
All these tasks are supported by calculation as well as wind tunnel tests.
Figures 24 and 25 give a survey of aerodynamic tasks

Figure 24 taken from Ref. 3 shows precisely the many and varied tasks from the pre-feasibility study phase through the
various project stages along to the decision on production concessions.

Figures 25 shows the connections between aerodynamics and the other fields of study.

The problems encountered during these tasks can be classified according to three categories
- global aerodynamic studies
- locat aerodynamic studies
- particular studies

3.2.1. Global aerodynamics studies
a) Aerodynamic maneuverability (lift), stability, control surfaces efficiency

Achievement of maneuverability-stability and stability-efficiency trade-offs should lead to an aerodynamics as linear as possible.
which is not always the case taking into account the non-linearities and the interactions.

b) Drag
The drag directly influences the missile range. This parameter perhaps is not essential for short flight time missies, but it
is however significant for long range missiles and drag should be then reduced in most cases.

The drag is made of three terms :
- pressure drag
- friction drag
- base drag

Consequently :
- the shapes must be thined : slender and sharp nose. thin and sharp leading edges, wing sweep,...
- surfaces conditions should be carefully refined
- trailing edges must be thin and the base must be provided with a boattail.

c) Induced roll

When there is incidence and side-slip the flow is asymmetrical. It induces lateral forces CY, Cn and especially roll which
depends on the configuration, the total incidence and the Mach number ; roll should remain controflable throughout the maneuvering
envelope.

d} Dy ic stability derivati
With more and more maneuvering missiles the influence of certain dynamics derivatives on the performance can no longer
be considered as smail.
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This has been demonstrated by T.F. LANGHAM (Ref. 10) who studied the sffects ot various dynamic derivatives on bank-to-
turn and yaw-to-turn missile stability in both level and turning flight for severat Mach numbers and altitude conditions. He showed
that the longitudinal and lateral-directional dynamic moment derivatives Cmgq, Cmd, Cnr, Cip and Cnp may significantly alter
the respective longitudinal and lateral-directional stability modes. Also he showed the significant coupling effect between the
longitudinal and lateral-directional motions resulting from variations in the cross-coupling detivatives Ciq, Cnq and Cmp. The
force and moment derivatives CLq, CLa, CYr, CYp and Cmr are shown to have little or no effect on the missite stability modes
and, therefore, are not considered important to motion simulation studies.

o) Cross-coupling

We can mention, as an example, the infiuence of sideslip on the longitudinat stability.

Except friction drag all these subjetcs will be covered during this symposium. A detailed description of friction drag and
its calcuiation is given in Ref. 9.

3.2.2. Local aerodynamics studies
a) Aerodynamic loads
The studies of aerodynamic loads of a missile make possible 1o improve its structure and to reduce its weight
Loads are obtained by wind tunnel tests ipressure and experimental forces measurements) or very often given by numerical
calculation (EULER,...} with an experimental resetting.
b} Deformations
They must be precisely known in order to assess the consequences : CNgy, Cm,, CA, decrease in stability and efficiency....

Their study, made in relation with the experts in structure, is often done theoretically.

c} Controf surfaces, hinge moments (Ref. 11 and 12}
The study of these moments is very complicated and essentially experimental. They depend on the shape and the thickness
of the control surfaces and the flight conditions : Mach number, altitude, incidence, side-slip and defiection.

The location of the hinge line that reduces these moments to the minimum inside the flight envelope is selected in arder
10 make them acceptable for the available control actuator dimension and power. Note that at subsonic speed the center of pressure
1s close to 25 % of the chord and at supersonic speed it tends to 50 %. Itis possible to reduce this variation which is considerable
by using composite controt surfaces with two trapezoidal parts.
d) Kinetic heating (Ref. 13, 14, 15)
The choice of materials and heat shield depends on this heating.

Three phenomena are taken into account :

- convection
- radiation
- conductivity

A detailed description of the calculation methods of convection fluxes will be given during this special course.

@) Flutter

The aercetastic phenomena on missile concern essentially control surfaces. They result from the interaction between spring
forces, inertial forces and aerodynamic forces induced by csciltatory deformation of the structure resulting from external
disturbances, maneuvers, atmospheric turbulences and blast of wind.

The problem occurs when these deformations induce additional agrodynamic forces which produce additional deformations.

Aeroelastic phenomena can lead to rupture of the control surfaces and consequently to the destruction of the missile. Thus,
it is highly important to know the speed at which the control surfaces become structurally unstable. This speed called “"critical
speed’’ or ‘‘flutter’’ must imperatively be out of the flight envelope.

The calculation of the critical speed of controt surfaces is very difficult because of the numerous non linearities that they
may have (set of attachments, variable stiffnesses). Numerous wind tunne! tests and the use of theoretical methods are currently
raquired to solve this difficult problem.

To increase the critical speed it is enough to know the vibration mode for which there is a flutter risk and to stiffen the structure
according to this mode.

This problem is not described in this special course but a detailed description of the phenomena and of the calculation methods
is given in the reference 16.

3.2.3. Particular aerodynamic studies
a} Problems in connection with the base
The phenomena which occur in the base area may have an important impact on missile performance.

They concern :

- the base drag which can reach 20 % to 30 % of the total drag (Ref. 17, 18)
- the possible separation on the afterbody induced by the interaction between the propulsive jet and the externai flow which
can lead to a loss of stability and a loss of rear controf surfaces efficiency.

A detailed description of the base flow and their calculation methods will be given during this special course.

b} Aerodymanics at high incidences
High incidences are encountered essentially when a missile is :
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- fired vertically in a turnover phase. During this stage at low speed, incidence can reach 70° and sometimes even 90° with
blasts of wind

- submitted to high load factors for instance during interceptions. In that case the incidence can reach 50° in transsonic and
30° in supersonic.

At these high incidences the flow separates all over the missile inducing very complicated vortical structures (Ref. 7}
A detailed description of these separated flows and their calculations will be given during this special course.

c) Storo separation from aircraft
Launch flow tield interactions are complicated and depend on the following conditions :
- aircraft : Mach number, incidence {load factor)
- missile : missile fauncher geometry, position of missile under body or wing.
The setting of store separation conditions (attitude speed, relative velocity) and the choice of the firing sequence (motor
ignition, control system starting up) are done according to the following studies results :

- safety studies : in the case of a breakdown of the controi system, aircraft-missile miss-distance must remains superior to a
given distance
- minimal firing altitude study : the loss of altitude during the store separation must reinain small

The store separation study is done :
- in wind tunnel by means of a six-degree-of-freedom - device which makes possibie ta achieve tests using grid system and captive

trajectory system
- by calculation tridimensional mathematical model based on linearized potential How.

This problem is not described in this special course but a detailed description of the phenomena and of the calcutation methads
is given in the references 19, 20 and 21.
d) Sub ition | hes from a missil

The problem concerns :

- the aerodynamics of unusual projectile configuration
- the launch flow field interference.

The setting of the submunition launch is done experimentally {model propelied at a high speed on a rail) because of the
complexity of phenomena.

This problem is not described in this special course but some informations are given in the references 22 and 23.

e) Lateral jet interaction with external flow
The lateral control jet(s) are an abstacle to the main flow, which induces an interaction field with the external aerodynamics.
The trend of the phenomena is shown at figure 26.

Schematically, there are two different interaction areas :

- a close-in area in the vicinity of the jet exit section, with overpressures and negative pressures upstream and downstream of
the nozzle, respectively
- a distant region resulting from the jet trail ; it is arranged in two contra-rotative vortices likely to affect the missile tail litting surfaces.

All these complex phenomena put together resuit in the fact that, instead of the thrust force F, that can be measured on
the static test bench, a force wrench T is obtained, characterized by :
- aforce F = K {Mach, a....) } T
- a torque C (Mach, a,...}) # O

Efficiency K over the force depends on a high number of parameters (geometry, Mach number, incidence, pressure,...}. it
can be lower or higher than the unit.

Considering the complexity of the problems encountered, the study of the aerodynamic definition of the missile with lateral
jets is essentially, for the moment, supported by wind tunnel testing. This interaction problem is not dealt with in this special
course but it is covered by references 24 and 25.

f) Aerody ic probk d with airbreathing missiles

The choice of the air breathing prapulsion by means of turbojets or ramjets implies a particular shape because of the air
intake which alters missile aerodynamics {Ref. 26).

— Lift, stability
Because of the air intakes, lift generally increases and stability is aftered.

~— Control surfaces efficiancy, hinge moments

Generally control surfaces are located on the fairings of air intakas and no more on a circular fuselage. The fiow is very
complex, and the analysis of efficiency and hinge moments has to be improved.
— Orag

The important impact of air intakes may reach 40 % of the total drag with 10 % of it due to the additive drag (cowl, bleed, ...},

In addition to the friction drag, there are the following pressure drags :

- drag from cowl, boattail fairing, base fairing
- additive drag
- drag from external and internal bleeds

The improvement of an air breathing missile must be done regarding the thrust-drag as a function cf the angle of attack.
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The analysis of an air breathing missile must be done taking into account the two following aspects :
- external : missile aerodynamics, consequence of air intakes and ejection
- internal : air intakes performance

A detailed study of air intakes and of their effects on the overall aerodynamic characteristics will be given during this special
course.

3.3. Studies of future interest
The need of missiles which neutralize guickly stand-off targets has led to the studies of the hypersonic air breathing missiles

A number of teasibility studies have been made to determine aeradynamically efficient missile configurations of this type
— KRIEGER (Ref. 28) has proposed a non circular bocy concept and a lifting body concept. These concepts will be presented

in detait during this symposium.

— SCHINDEL {Ref. 29) and RASMUSSEN (Ref. 30. 31) have proposed to adapt the waverider airplane concept to hypersonic
missiles. Waveriders are configurations designed inversely to fit a known flow field, riding on a plane or a conical skock wave
This property tends to make the pressure relatively high in the windward side. In addition the leeward side can be formed by
streamiine pianes. The resulting configuration is a non circular lifting body with blended wing-body which has lower drag, higher
lift or higher lift/drag ratio than a conventiona! shape, particularly at hypersonic speeds.

A large number of waverider configurations are available. Figure 27 presents some examples.

In order to check waverider design and performances principles, SCHINDEL tested a conical wavernder - like configuration
at Mach 8. The model is basically a caret wing with its central region partialty filled by a section of circular cone (fig. 27) for
suitable volume storage. At incidence « = 0° he obtained L/D = 4,

Far the future there is a humber of problems that need much more attention and developments. They are .

- aerodynamic design implications : inlets, integration, controls integration. seeker constramnts,.
- influence of viscous effects : flow separation, heat transfer, .
- base drag. etc...

Note that most of EULER codes can be apphed fruitfuily to calculate waverider Configuratior s characternstics at on and off

design conditions.

4. Computation

In missile aerodynamics, two main types of methods are used -

- semi-empirical methods
- numerical methods

4.1. Semi-empirical methods

4.1.1. Principles
These methods are based upon :

- approximate theoretical methods : stender body. linearized potential

- compilation of a great number of experimental and theorencal results
This way, the missile calculation consists in determining :

— each elementary elernent in itseif . body, wing, tail

— interaction between these elements.

These principles being the basis of usual calculation programs, we are now going to briefly discuss the main methods of
caiculation of the coefficients CN, Cm and Ci of conventional missites (axisymmetrical and cruciform shaped).

Some semi-empirical methods for conventional and unconventional missiles will be described during this special course

We shall then come to the main programs used among industry and research laboratories in various countries (U.S.A ., FRANCE,
GERMANY, )

4.1.2. Normsl force and center of pressure of bodies

Many theoretical studies have dealt with the determination of CN and Xcp. and their evolution depending upon the angle
of attack. But, elaborating a computational mode! available for any case of Mach number, Reynolds number and geometry
configuration is quite difficult because of the aerodynamic real phenomena complexity.

Methods based upon ALLEN's (Ref 32) and JORGENSEN's (Ref. 33} works are the most widespread : the potential and the
viscous part of flow are computed separately ; thus for approximately « < 20°
CN = CNg . a + CNT

CNq : normal force siope at « = 0°
CNT : viscous normal force.

a) Potential flow
CNa and Xcp are calculated from data-bases or approximate theories.

The main data-bases are :

- R.A.E. Data Sheets {Ref. 34)
- DATCOM - USA Air Force (Ref. 35)




- MICOM - USA Army Missile Command (Ref. 36}
- DFVLR - RFA - MBB (Ref. 37)

The theories most generally used are :
- subsonic : siender body theory {Ref. 8)
- supersonic :
- linear theory (Ref. 38}
- hybrid theory (axial solution 2° order & solution 1° order) (Ref. 39}
- shock-expansion theary {2° order) (Ref. 40).

Note that EULER computational methods are left out : complexity of use and computation time are too high.

b} Viscous flow

The simplest formuia were proposed by ALLEN (Ref. 32) as early as 1948, and improved by JORGENSEN {Ref. 33) They
assume that the viscous component CNT looks like the drag of a cylinder in 3 permanent flow normal to its axis, whose speed
would be Vessina and Reynolds Rep sina.

4.1.3. Normal force and center of pressure of wings

Two ways are usually considered :
- semi-empirical methods (potential and viscous flow are computed separatety)
- date-bases

Semi-empirical methods :

- potential flow :
- subsonic : lifting surface theory (Ref. 41}
- supersonic :
. ACKERET bidimensional linear theory {(Ref. 42}
. BUSEMANN bidimensionat 2° order theory (Ref. 42)
. tridimensional linear theory (Ref. 43}
- viscous flow : cross flow theory (Ref. 32).

Data-bases :
The most famous are the STALLING - LAMB's data-bases from NASA (Ref. 44) and BRIGGS-REED-NIELSEN's ones (Ref. 45)

These permit deating with non-linear effects such as saturation or vortex-breakdown difficult to calculate for missiles sharp-edged
wings.

4.1.4. Interac ‘ions

4.1.4.1. Linear angle of attack range (Ref. 8 and 46)
This deals with interactions such as :
- body-wing at angle of attack o
- body-fin with fin deflection &
- body-wing in roll position ¢
- adjacent fins’ influence
- wing-tail
Each of them has an interaction coefficient : Kw, kw. KB, kB, ...

Thus. the normal force on one wing panel (the other panels are undeflected) is :
CN, = (Kw.a + kw .8) CNa cos ¢ + Ko. CNa . sin ¢ cos ¢ a?
and the normal force due to the wing on the body is :
dCNB = (K8.ax + k8 . §) CNa

Notice that the linear normal force of a cruciform missile does not depend on the roll position ¢ (coupfing term does not exist).

— Interaction coefficients : Kw, kw.... (fig. 28}
The only simple theory to compute all these coefficients is the slender body theory ‘independent of Mach number).

For axisymmetrical configurations with 2, 4, 6 or even 8 fins arranged in an uniform way, this theory has been analyticalty
developed.

For special cross-section missiles, such as wrapped around fins or arbitrary cross-section {(e.g. : missiles with air intakes),
a numerical approach of the siender body theory has been developed :
. Circular cross section with arbitrary wings (e.g. : folding wings) :

Each wing panel is represented by n vortices, and the body by a doublet. By assuming that the velocity is tangent to the
body, one can find out the vortices’ strength. Thus, lift and interaction factor Kw can be determined.
. Any cross-section :

A conformal mapping transforms the body section to a circle. Then, it is the same case as above.

Note that in the supersonic Mach number range, J.N. NIELSEN developed an approximate finear method to improve the
computation of KB and ke.

— Interaction wing-tall factor i’
It is evaluated by a combination of strip theory and slender body theory. The wing-tail interaction siope is proportional to

and the normal force siope on the wing. When the angle of attacl increases, this approach is replaced by a vortical model,
which is described in the next paragraph.

e
1
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4.1.4.2. Non-linear angle of attack range
a) Equivalent angle of attack {fig. 29)

This was introduced in the 80's by M.J. HEMSCH and J.N. NIELSEN (Ref. 47) to improve the interaction prediction. They
assume that each interaction on a panel wing can be computed at an angle of attack. By summing up all the interactions, one
can get the equivalent angle of attack on the wing as if it was isolated. Thus, using the normal force evolution CN (a) of the
wing alone, one finds out the normal force on the wing panel.

Note that, by using this concept. one must know quite well the behaviour of isolated wings according to the angle of attack.
This concept will be described during this special course.

b} Vortices interaction
There are two kinds :

- on the wing due to the body
- on the tail due to the wing

The vortical models most used are :
- bady vortices : two or n vortices (fig. 30}
- wing vortices : one vortex by wing panel (fig. 31)
To obtain these interactions, the. are many possibilities. Among them, the one based upon the following hypotheses :

- infinite line vortex
- free vortex
and the BIOT & SAVART’s law (Ref. 42}, which allows to compute the normal velocities and thus, the induced angles of attack

{tig. 32).

4.1.5. Global forces and moments

When the forces and the center of pressure have been calculated on each element (body, wing and tail paneis), one can
sum up to obtain the entire missile characteristics : CN, Cm, and Cl. Taking into account the fins roll position and deflection,
one can write :

CN = CNB + L cos 6i . cos oj CNi 11 + KB SWi
! Kwi  Sref
” .
Cm = CmB + L cos & . cos ¢i CNi Xm - Xcpwi ;. KB Xm - Xcpwi) Swi
' D Kwi Xm - Xcpwi  Sret
Cf = — £ cos 6i . CNi YSPWi Swi
! O  Sret
with i = 1,..n (number of panels).

4.1.6. Survey of semi-empirical programs
A great number of engineering prediction codes exists for estimating the forces and moments acting on wing-body and wing-
body-tail combinations from subsonic to hypersonic speeds.

During an inquiry with industries and research laboratories we have collected 25 programs which at least can handie a wing-
body configuration.

The possibilities of all these programs are summarized in two tabies :

- table 1 shows the configurations capabilities
- table 2 shows the range of calculations : Mach number, incidence, aerodynamic coefficients,....

a) Configuration capabilities (Table 1)
The various classes of configuration considered are :

- conventional cruciform configurations :

. wing-body

. wing-body-tail

. boosted configuration with 3 sets of lifting surfaces
- unconventional configurations :

. lifting shapes with non circular cross section

. airbreathing with intakes open or closed.

Most of the programs can compute conventional missiles with one or two series of cruciforms fins but only haif of them
can handle boosted configurations.

in the unconventional type {elliptic cross section, square cross section, airbreathing,...) just a few can be used.

CONVENTIONAL UNCONVENTIONAL
Configurations Classical Boosted Litting Airbreathing
1cF_ [ 2cF DD + 3CF elliptic, ... Open | Closed
Nb of codes 25 | 22 12 5 5 T s

b) Range of ceiculations (Table 2, and fig. 33)
We can notice about all these programs :
- Mach number range is generally less than §




one can separate the programs into 2 families according to the angle of attack :

. low angle of attack a < 30°

. high angle of attack a < 90° or 180°

only 7 programs can be used for high angles of attack and only hait of them apply to unconventional shapes.

- only haif of the programs compute the effects of a roll variation and it is the same for interdigitated fins

- more than haif of the programs have all movable cantrol capabilities

- most programs compute static stability coefficients but only haif of them compute axial force and one third dynamic derivatives.

To summarize :

Configurations FINS All movable control AERODYNAMIC COEFFICIENTS
Inhne | Interd. capabilties CA_ ] cN.cmC_|  Cmaq, Clp
Nb of codes 22 12 15 14 | 22 [ 9

4.1.7. Concluding statemant

Semi-empirical programs constitute the main tool prefered by missiles designers : they need only a minimal amount of computer
time and memory and as they have been made interactive (fig. 35-Ref.48) they are especially well suited for systematic calculations
of configurations.

They allow to compute the main aerodynamic characteristics of conventional and unconventional missiles in a wide range
of Mach number and angle of attack :
0 < Mx <80
0° < a < 180°

in general, they provide reasonably accurate estimates of aerodynamic characteristics {fig. 34) consistent with preliminary
design studies. Note that all agrodynamic coefficients are not predicted with the same reliability in the whole range of applicability
and more details will be given during this special course.

Because of their concept, each program has its own limits which explains their large number and their specificities

Nevertheless, it is important to develop more programs to compute unconventional missites, such as airbreathing ones mainty
for determining the effects of airframe-inlet interference on drag, stability and control.

it is also necessary to improve methods for determining axia! force, control effectiveness. hinge moments, control cross-
coupling, dynamic derivatives, for conventional cruciform missiles at low and large angles of attack

4.2. Numerical methods

This approach is essential to treat complicated configurations, to determine load distributions, local flow field properties
(e.g. velocity profiles at an iniet face), temperature distributions, and to provide important insights into understanding complex
flow mechanisms.

We can distinguish four levels of equations which are from the most complex ones to the less complex :

- Navier-Stokes equations

- Euler equations

- Fuli potential equation

- Linearized potential equation

The simplification of these models permits more appiications to complex geometries but with a loss of information, some
results becoming unavailable like nonlinearities due to vortical effects and nonlinear compressibitity associated with shocks.

During the last ten years remarkabie progress has been made in numerical methods for solving the equations that govern
aerodynamic flow regimes. At he beginning these methods were mainly applied to civil aircraft aerodynamics less complex than
military aircraft and missile aerodynamics which is highly three-dimensionat. Then with the speed and storage increasing of new
computers and the improvement of algorithms, CFD methods have so much progressed that now three-dimensional inviscid nonlinear
flow fields computations around complete military aircraft and missile configurations can be carried out.

(n 1982, KLOPPFER and NIELSEN where the first to make a detailed survey on CFD applications to missile aerodynamics
{Ref. 49).

We will now briefly discuss the different types of equations and present for each a list of the most important computer codes
used in missite aerodynamics (Table 1 to 12).

4.2.1. Navier-Stokes aquations
4.2.1.1. Full and thin-layer Navier-Stokes equations

The Navier-Stokes equations describe any type of tlow over a missile at any speed and angie of attack. They can predict
shock waves, vartex sheets, large scale separation,... They also apply to turbulence, three-dimensional phenomena that involve
many characteristic scales ranging over several orders of magnitude. Unfortunately, present computer capabilities do not permit
the resofution of alt scales and some approximation has to be done.

The first step of approximation is to resort to time averaging of rapidly fluctuating components. So are obtained the full
Reynolds-averaged equations, which require a turbulent model for closure. These aquations should be used for the most complex
flows including farge scale separation, but so far their use is limited by the turbulent modeling tuniversally satisfactory turbulent
model has not yet been found, especially for separated flows) and by the lack of adequate mesk resolution due to computer
constraints (speed and storage).

The second step of approximation is to neglect the viscous terms in the steamwise and or spanwise direction. This yields
to the thin-layer equations which can be used when mild streamwise separations occurs.

—————— y—
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Both systems of equations are hyperbolic-parabolic and they are solved by a time-marching method. For steady flows the
flow variables are advanced until an asymptotic solution is reached. This is a very costly procedure.

From our codes inquiry we have counted four Navier-Stokes programs (Table 4). Three are from NASA AMES and one from
DORNIER. Only NASA has done some applications limited 1o wing-body configurations and aitbreathing configurations with closed
intakes but at the present time we do not have information about these calculations.

4.2.2.2. Parabolized Navier-Stokes squations (PNS)

These equations are a simplification of the full Reynolds-averaged Navier-Stokes equations where the unsteady terms and
the streamwise viscous diffusion terms are neglected and the streamwise convective flux vector modified to obtain stable
calculations. This makes the PNS equations parabolic in the streamwise direction, enabling a space-marching technique procedure
over the body which permits substantial savings in both computer time and storage. The PNS equations are valid only for supersonic
flows without streamwise separation and flow reversai. However, crossflow separations which are very important for missiles
are permitted.

In our codes inquiry we have only counted two programs (table 6) : the laminar and turbulent PNS code from NASA AMES
and the laminar PNSFVM code from DORNIER. Note that the NASA code is aiso used by other research laboratories {BRL and
Sandia. Lab.). A} calculations are done for : classical wing-body (Ref. 50) and elliptic lifting body configurations.

At the present time Navier-Stokes solvers are not yet ready (turbulent model,...) and are too costly to have an impact on
the design of complete tactical missile airframe, even for simple configurations like projectiles, so we do not present them during
this special course.

4.2.2. Euler squations

The approximation where the viscous and conduction terms are neglected in the Navier-Stokes equations leads to the Euler
equations which represent inviscid rotational flows at ali Mach numbers. These equations can be used for flows with shock waves
and vortex sheets.

To compute steady flows with Euler equations two ways are possibie :
- solve the steady equations. In this case the equations are hyperbolic in space and a space-marching technique is used. This
procedure is valid only for supersonic flows
- solve the unsteady equations. In this case the full-three-dimensional array of flow variables is advanced in time until an asymptotic
limit is reached. This procedure is valid for any speed range.

Details about Euler methods will be given during this special course.

® Survey of Euler codes

In our codes inquiry we have counted 11 programs. The possibilities of all these programs and some details on their
models are summarized in two tables :
- table 8 presents the configuration capabilities
- table 9 presents details on the models and the capability about flow separation.
Configuration capabilities

From table 8 we notice :
- all programs could calculate all configurations. Most programs have computed a wing-body, nearly half of the programs have
computed a complete conventional missile and only three programs have computed an airbreathing missiie.
- there is only one program which has computed all configurations. This program, called SWINT and developed by WARDLAW
at NSWC, is the most widely used (see table 10).

Details on the models
From table 9 we notice :
- the numbers of steady and unsteady solvers are quite the same. Nearly half of the programs are abfe to caiculate flows at all speed.
- all models are conservative. So Euler equations admit solutions with shocks and contact surfaces
- most numerical schemes are centered
- accuracy is second order
- most meshes are structured
- nearly half of the programs can compute separation on smooth surfaces with Kutta condition.

* Remarks shout flow separation calculation

Flow can separates from sharp edges (leading and tip edges of wings) or smooth surfaces. it is now well known that Euler
codes can calculate sharp edge separation without any modification. The common explanation is that numerical dissipation which
locally generates entropy in such distorded regions is responsible for the phenomenon. For smooth surface separation, the problem
is more complicated. Some authors (RI22!, NEWSOME) showed separated flows without any madification of the codes. But the
results are strongly dependant on the mesh used. With a very fine grid separation can even disappear. Another approach consists
in applying a local treatment (Kutta like condition) that rotates the body surface velocity vectors near separation points to make
them parallel to a given separation line. The results obtained with bath sharp edge and smooth surface separation are very similar
to experimental measurements except near the centar of the vortices. Much theoretical work has to be done to explain why
we get such nice results with perfect gaz models. From an engineer point of view we can say that «it works» and can give usefull
qualitative and quantitative results in aircraft, missile and even car aerodynamics. One vsay to determine the separation line used
for smooth surface separation cafculation is to use boundary-layer codes coupled with Euler codes.

e Applications of Euler codes
To demonstrate the capability of Euler codes to calculate separated flows around missiles we present some typical examples.
The Euler codes used are (Ref. 25 fiste B} :

- SUP which is a space-marching code limited to fuselages

- FLU3C which is a time-dependent code able to calculate complete missile configurations (see table 7).

Fuset at incid - Flows d with SUP
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-~ 2D ogive + 11D cylinder fuselage at Mach ber 3 and incid 16°

The comparison between the 18sults of SUP and SWINT (WARDLAW - Ref. 28 list B) with the same separation hine 1s good for
surface pressure coefficients (fig. 36) and excellent for local normal force coefficient and position of the center of pressure tfig
37). The slight differences obtained in the separated region could coms from the ditferent grids used.

— 3D ogive + 7D cylinder fuselage at Mach ber 1.98 and incid 16°

The comparison between the results of SUP and experimental vatues (Ref. 51} is good for surface pressure coetficients in the
last section (fig. 38a). For the coefficient of normal force (fig. 38b), a difference appears in the cylinder region which perhaps
comes from a bad estimation of the separation line. Nevertheless the error on the global normal force coetficient is only 10 %
and the center of pressure is well predicted {4.0D instead of 4.1D).

~ 3D ogive + 12D cylinder fuselage at Mach ber 2 and incid: 16°

Figure 38 gives the comparison between the results of SUP and experimental measurements by ONERA for transversal velocity
vectors in the last section. We can note that the position of the vortex is relatively wel' predicted

-~ 3D ogive + 100 cylinder fuseiage at Mach ber 2.8
Figure 40 presents comparisons between the results of SUP and experimental values [Ref. 52). The agreement 1s excellent ever,
at incidence 20 degrees. The linear extrapolation of the normal force coefficient from its value at incidence 4 degrees shows

the non linearity of the flow at high incidence.

All these results emphasize what Euler codes can bring to industrial studies. One limitation for the separation ¢n smaott
surfaces stays in the determination of the separation line.

Missile at incid - ASTER missil puted with FLU3C

At high incidence the aerodynamics of the Aerospatiate ASTER missile is non-linear due to the vortex sheets generateq 4
the tip edges of its long wings. To illustrate the vortex structure we present isopressure lines in a tranversal plane at Mactr .
and incidence 10 degrees on figure 41. Figure 42 presents a comparison of the surface pressure on the wing calculated w1
FLU3C and measured at ONERA at incidence 0, 4 and 10 degrees. The results are very good as well as for the wind side 4
for the lee side. The small differences between computed and experimental values at incidence 10 uegrees can be altnbutec
at least for some part, to the lack of separation on the fuselage with FLU3C. This very practical case 1300.000 poinis! show <
the capabilities of Euler codes to determine aerodynamic loading of missiles.

Calculation of flows with transversal jets

The interaction of a supersonic jet coming from the surface of a missile with the external supersonic flow gives a very
complicated flow the theoretical knowledge on which is rather limited The vorticity requires at least the Euler equations and
though they do not enable to find all the real effects (separation upstream of the jet,...) they provide us with interesting information
on the structure of the flow. Figure 43 presents iso pressure lines ; we can see :
- the detached shock with the subsonic region in front of the jet
- a very strong expansion on the fuselage after the jet
- the bypassing round the jet by the external flow.

This case illustrates the interest of Euler codes to study very complicated 3D flows.

4.2.3. Full-potential equation (FPE)

ff we assume the flow to be steady and irrotationnal we can introduce a velocity potential and the Euler equations reduce
to the single potential equation. This equation is only valid for flows without strong shocks and without flow separations.

Prediction methods based on the full potential equation are used regularely for treating transonic (Ref. 53} and supersonic
(Ref. 54) flow over realistic aircraft configurations, but as we can notice from our inguiry (see table 11} there is pratically no
interest for this formulation in missile aerodynamics. The main reason is that FPE methods cannot calculate separated flows
and sc is limited for predicting missile aerodynamics characteristics at zero or very low angtles of attack. As this FPE formulation
is not used in missile aerodynamics we do not present it during this symposium but a detailed description of a full-potential code
called NCOREL (not listed table 11} and used for missile body aerodynamics in supersonic is given in Ref. 55,

4.2.4. \Linearized potential equation

For flows over obstacles in which the velocity departs sligtly from free stream values, the potential equation for the perturbation
vefocity can be linearized and reduces to a simple second-order linear equation called Prandti-Glauert equation. This equation
is the least complex and describes both subsonic and supersonic flows. The main methods used to solve this equation are the
surface singularity techniques.

For analysis of subcritical flows, these methods, often referred to as «panel methods», have been demonstrated to be very
effective engineering tools and a variety of different numerical codes have been developed all of them capable of calculating
arbitrarily complex and detailed 3D configurations. The extension of the surface singularity techniques to supersonic flows has
been more limited for some numerical reasons explained further on. As a result, only a limited number of supersonic panel methods
have been developed.

Panel methods have been in existence for a long time and most of them, if not all, have been developed for aircraft studies.
Itis only recently that aerodynamicits try to apply them to complete missile configurations, mainly to unconventional airframe
shapes which cannot be calculated by classical methods. Notice that the singularity technique is not unknown by missile
aerodynamicits, they use fine singularity method for econamicatly modeling axisymmetric pointed bodies for a long time.

Subsonic panel codes which are perfect are well known also we will only give a brief outline for supersonic codes.

— Low-order codes

This category inciudes for instance :
- USSAERO (Ref. 56) which employs constant sources on the body and linearty varying sources and doublets on lifting
surfaces
- NLRAERO (Ref. 38 list B} which employs also constant sources on the body but uses linearly varying sources and quadritically
varying doublets on tifting surfaces.

[
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Compared to USSAERO, NLRAERO has been greatly improved in computational possibilities. The NLRAERO code can handle
any configuration built up out of a fuselage and additional body-like components as tip-tanks, pods, stores,... and a wing and
other wing-like components. For conventional missiles it gives good results for global characteristics CNa and Xcp and pressure
distributions. For airbreathing missiles it gives acceptable results for the global characteristics but we observe (see fig. 45) strong
fluctuations on pressure resuiting from the reflexion of virtual Mach waves in the interior of the body and the discontinurties
of source distributions across panels. To prevent the propagation and reflection of virtual Mach waves, WOODWARD developed
a new singularity called a triplet (superposition of a vortex distribution and a constant sourcel. Use of this triplet has been
demonstrated to be successfull in the analysis of isolated bodies with regular panelling but its extension to wing-body combinations
nas shown some problems mainly related to the modeling of geometrical complex configurations where regular panelling i1s not
possibie.

~ High-order codes

To cancel or, at least, to minimize the oscillations, a higher order panel methods has been developed. In this method, strict
continuity of higher order source {linear) and doublet {guadratic) distributions across panel edges eliminates any singular term
in the velocity function. Mixed internal/external boundary conditions are then used to cancel o, .ninimize flow perturbation inside
any closed surface.

This category includes :

- PAN-AIR developed by EHLERS and al. at BOEING (Ref. 41 list B}
- HISSS developed by FORNASIER at MBB (Ref. 34 list B).

These codes give better results than the low uider codes but are much more costly in computing time.

Figure 46 shows the pressure distribution on the classical test configuration cone-cylinder-cone.
Figure 45 shows the pressure distribution along an airbreathing missile.

As we can notice the pressure fluctuation is quite eliminated on the cone-cylinder-cone and pratically eliminated on the
airbreathing missile.

Panel methods can be applied to very complex configurations (see figure 44) and can predict with a good leve! of accuracy
global and local aerodynamics. However. they are linear and therefore limited to very low angles of attack. As thuis imitation
1s very restrictive for missile, some panel methods have been extended to nonlinearities due to vortical effects and nonlinear
compressibility associated with shock waves. The most important studies on nonlinear extensions based on panel methods have
been done by NIELSEN Eng. Reference 57 presents techniques for calculating the effects of leading-and-trailing-edge vortical
wakes and nonlinear compressibility on missile forces and moments.

Because of time limitation, this subject will not be covered in this special course, but we hope that the numerous references
given table 12 will be useful to the reader.
— Survey of linearized patential codes
Table 12 presents the configuration capabilities of 17 programs.

We can notice :

- most are low order programs. Only HISSS, PAN-AIR and PHOBOS are high order programs

- only 7 programs can compute ail configurations

- 4 programs are restricted to supersonic flows, 5 to subsonic flows and 8 can compute both flow regimes
- 7 programs include models for the formation and the tracking of vortices.

4.2.5. Grid generation (Ref. 58 and 59)

To numericaly solve the Navier-Stokes, Euler and fulf potential equations, the entire space around the object must be discretized.
One of the main difficulties is applying exact boundary conditions on an irregular shape. In tinite difference techniques, one pratical
way of overcoming this difficulty is to map the physical flow region (physical domainj inte a more regular one (computational
domain) for which a uniform rectangular grid is appropriate. With such a transformation all computations can be performed on
a fixed rectangutar grid regardiess of the shape of the physical region.

Boundary conditions may be expressed by finite differences involving only grid points (at the intersections of coordinate
lines) without the need for interpolations. The inverse transformation maps the regular grid into a curviiinear boundary conforming
grid.

The grid employed can have a profound influence on the quality and the convergence rate of the solution.

The grid shouid be :
- smooth so that to limit the diffusion like truncation error
- orthogonal (or nearly) at the boundaries to allow accurate implementation of boundary conditions.
Several methods are used to generate grids : they may be classified into two groups :
- the algebraic methods, in which the coordinates are determined by interpolation
- the partial differential equation methods, in which the coordinates are the solution of the equations.
* Aigebraic methods
They consist basically in interpolating functions among boundaries and/or intermediate curves or surfaces in the field. The
functions specify the values {and perhaps some derivatives! of the coordinates on the boundaries. Vaiues in the interior are
determined by transfinite interpolation using specified interpolation functions called biending functions.
Advantages :
- fast generation
- explicit control of the grid point distribution

Disadvantages :
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- propagation into the field of siope disconunuities
- difficulties {overlap) with severely distorded regions

¢ PDE’s methods
The most widely used method 1s based on the system of Poisson equations which are of elliptic type
Vit =p' e =1...n(n = 2or3)

where {' are the curvilinear coordinate system and p' are functions which serve 1o controt the coordinale ‘e distiibutions and
orientations.

Advantages :

the extremum principles {exhibited by some elliptic systems) garantee a one to-one mapping
- the generated grid is smooth

Disadvantage :
- the system of PDE’s must be solved by an interactive procedure (convergence - computer tmel.

Hyperbolic and parabolic equations are also used

Hyperbolic systems wili propagate boundary slope discontinuities into the field Neither of these systems allaw the entre
boundary to be specified. The grid is generated by marching outward from the inner boundary, the outer boundary being tiee
Nevertheless they have the advantage of being generaily faster than elliptic generation system

All the preceding methods are apphcable to general three-dimensional configurations However, with complicated three-
dimensional regions, it may be difficult to generate a single grid that is smooth and has adequate point distributions everywhere
An approach to this problem is to divide the flow into sub-regions. Each zone can be topologically simple so that generating
grid is relatively easv.

In a supersonic flow calculation by a marching technigue the situation 1s easier. The grd needs to be generated in every
marching plane as the calculation proceeds We have to use just a two-dimensional solver An example of such a grd is shown
in figure 47.

4.2.6 Geometry definition

Betore generating the gnd points, the grid boundaries conform to the body surfaces must be determined Thus, the body
surface must be defined and a set of surface points maintaining an accurate representation of the hody surface suphed as input
to the grid generator. For performing the geometry definition which includes the modeling of surfaces along with the process
of redistributing points on these surfaces, a computer-aided-design (CAD) system can be used.

Fig. 48 presents the flow chart of an entire geometry definition and verification procedure. The first step 1s to subdivise
the missie into simple components and to fit each of them with BEZIER-surfaces. Then the grid topology must be determined
in order to define the type of surface grid needed on the body. For the current applications, axis-normal body cross sections
are deswred. So intersechons of a plane of constant x with all of the surfaces on the body are computed and two.dimentional
splines are constructed. These splines are ordered end to end and geometry points are fitted with them When this 1s done the
points are redistributed according to the requirements of the grid generator. Before passing the surface grid to the grid generator

and flow solution code. it should be checked for errors to verify that the geometry is being repre- “ accurately and in a manner
consistent with the data base. For most applications it is sufficient to verify visually the sur® . aviinticn Uy 274t ying the surface
graphically. Toward this end, shaded-surface and wire-frame displays have provi sty

5 Conclusion

This paper was intended to present a review of tacticai missile aerodynamics with some problems encountered on existing
and future missiles and 3 state of the art for the industria, acrodyna~- ~redictian codes

Among the problems involved in missile designs are :
tigh angle of attack aeradynamics for highly maneuverable missiles andior verticaly launched mussiles with quick turh-over
- airframe-inlet interference in airbreathing missiles
aerodynamics of unconventional shape missiles
- kinetic heating
- lateral jet control
- drag problem for missiles operating at long ranges

All these problems received much attention during the tast years but some of them are only partially solved.

With regard to the overview of aerodynamic prediction codes we note a gieat number of programs each of them having
its own capabilities and limits ; there is no a universal code. Semi-empirical methods permit external preliminary mussile design
without expensive wind tunnel tests, reducing design time and cost, but a number of specific advancements are needed. These
inciude in particular methods for better determining :

- nonfinear aerodynamics

- control effectiveness, hinge moments

- effects of airframe-inlet interference on drag, stability and control
- drag.

The continuing development and improvement of numerical methods is the result of advances in algorithms and computers.
The panel methods and the Euler equations permit detailed study and complex configuratior design. The Euler methods will be
in the near future amaong the principal tools for missile designers but they need before a great deal of work in all areas from
mesh generation to finding better ways of treating separation, and an increasing of computer speed and memory size. The Navier-
Stokes applications stay limited and there will be a long time before using them routinely in conceptual design. The foreseeable
trends in the use of computational methods are given fig. 49.
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ACCURACY CRITERIA FOR EVALUATING SUPERSONIC AERODYNAMIC
COEFFICLENT PREDICTIONS
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Unit Chief - Technology

and

R. J. Krieger

Chief - Technology
McDonnell Douglas Astronautics Company
P.0. Box 516, St. Louis, MO 63166
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ABSTRACT

Aerodynamic prediction methods are traditionally compared with wind tunnel test data. However, the
assessment of accuracy is left to an arbitrary interpretation. An accuracy criteria has been developed
that defines the required prediction accuracy in terms of allowable errors in missile performance and
design parameters. Equations have been selected that relate these parameters to the aerodynamic drag.
stability and control coefficients. These equations are differentiated with respect to the aerodynamic
coefficients and simplified when possible. Allowable errors in the performance or design parameters are
estimated, based on preliminary design requirements, and the required aerodynamic coefficient accuracy
calculated. The results allow a quantitative evaluation of prediction accuracy.

NOMENCLATURE

A wing or fin area
b reference length
Ca axial force coefficient
co drag coefficient
CL 11ft coefficient
c rolling moment coefficient
Cm pitching moment coefficient
Cn normal force coefficient
Cn yawing moment coefficient
C¢ thrust coefficient
Cy side force coefficient
[} gravitational constant
h altitude
I moment of fnertia
X stability parameter
Ks longitudinal static stability parameter
Ks) bank/roll static stability parameter
Ks3 yaw static stability parameter
KK roll yaw cross-coupling parameter
k induced drag factor
Koy slope of CgoV2 versus V curve
N/A not applicable
n aerodynamic load factor
Pg specific excess power
q dynamic pressure
R range
r turn radius
S reference area
T thrust
v velocity
Vg velocity at which Tinear CpoV2 curve intercepts axis
v acceleration
W weight
Xce axial center of gravity
Xcp axial center of pressure
Yep wing lateral moment arm about centerline
o angle of attack
B yaw angle
By atmosphere density exponent
3 control deflection
5 atleron deflection
L] rudder deflection
A parameter increment
r dihedral angle
P atmospheric density
Pref reference density
$ bank angle

angular turn rate
T response time
Superscripts:

' referenced to panel area
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Subscripts:

8 bady -alone
CONTROL control value
final value

T tail value

TRIM trim value

w wing value

v vertica)l tail value
a derivative with

B8 derivative with 8

3 derivative with 8

L1 derivative with 8a

L] derfvative with %R

[ initial value for V,W

value at a=00 for Cy and Cp
INTRODUCTION

Results from aerodynamic prediction methods are constantly being compared with wind tunnel data.
However, in the majority of cases, the assessment of accuracy is left to the viewer's interpretation of
what is a good or poor comparison. Figure 1 is a typical example of a pitching moment comparison. Is it
a good or poor prediction of C,? The purpose of this paper is to provide an accuracy criteria for su-
personic missiles which answers this question for six static aerodynamic force and moment coefficients,
CA+CN.CmsCy.CnCq.  The paper presents the selection of governing equations, development of ac-
curacy equations, selection of allowable performance/design errors and example allowable coefficient ac-
curacies.

Two primary reasons aerodynamic coefficients are calculated are for 1) predicting missile perform-
ance, and 2) establishing the missile design. Therefore, aerodynamic prediction techniques which satisfy
the accuracy requirements associated with these processes are desired. Historically, prediction accura-
cies have been related directly to the coefficients. Ffor example, a normal force coefficient prediction
within 10% of data might be judged as good agreement. But what does this mean in terms of missile range,
maneuverability, or wing size? This paper presents the equations which relate performance parameters
(such as range) and design parameters (such as wing area) to aerodynamic coefficients (such as Cp and
Cy). When these equations are differentiated with respect to the aerodynamic coefficients and simpli-
fied, the resulting equations related aerodynamic coefficient accuracy directly to errors in performance
or design parameters. As a consequence, instead of specifying accuracy by an arbitrary assignment of a
coefficient percentage or increment, an allowable error on a performance/design parameter is determined,
and the accuracy criteria equation used to compute the allowable coefficient accuracy. For example, a
range error of 10% results in an allowable Cy accuracy of 20%.

The magnitude of the allowable performance/design errors can be selected to represent any level of
design detail: conceptual, preliminary or point design. However, because of the approximations used in
deriving the governing equations the criteria are best suited for conceptual and preliminary design. In
this paper, allowable accuracies are examined for the configurations displayed in Fig. 2. These provide
the extremes of aerodynamic characteristics from a conventional to high-l1ift, aero-configured missile
concept. The development and application of the accuracy criteria are described in the following text.

SELECTION OF GOVERNING EQUATIONS

Governing equations were selected which related performance, configzuration design, and autopilot de-
sign_ parameters to aerodynamic coefficients. Closed-form equations.2, differential equations of mo-
tion? and specific energy expressions’ were selected for the performance relations. These are often
derived with assumptions such as constant velocity or level flight. For the purpose of deriving accuracy
criteria, these are not considered restrictive assumptions. These simplified forms emphasize the first
order effect of the aerodynamic coefficients on the performance or design. Figure 3 summarizes the per-
formance/design relationships selected to develop the accuracy criterfa. The right-hand column indicates
the resulting coefficients in each equation. The performance relations relate parameters such as range
to aerodynamic coefficients such as normal and axial force. Configuration design relations relate, for
example, fin area to body moment coefficients and are typically force and moment balances for configura-
tion components. Autopilot design parameters are related to moment and control levels. Normal and axial
force coefficients were substituted for 1ift and drag coefficients to provide body axis sensitivities.

Figure 4 presents the selected performance relations, £qs. (1) through (15), and their references.
This 1ist is not intended to be complete and contains representative equations which can be used to de-
velop accuracy criteria. The response time, Eq. (1), has no reference and was developed by determining
the time required to pitch a missile through an angle of attack, , using a control deflection, . Also,
Eq. (13) was derived from the force and moment balances, €qs. (1) through (12).

Figure 5 contains selected configuration design relations, £qs. (16) through (27), derived from force
and moment balances commonly used in the design of missiles. The equations include fin and wing sizing,
dihedral and trim deflection angle definition and center of gravity location.

The autopflot design relations, Eqs. (28) through (31), of Fig. & define the stability parameters
Ks,Ks1.Ks3, and Kx which are used in autopilot design. For example, the static stability para-
meter, Ks, is the ratio of Cmy/Cms at any angle of attack. It is a measure of the amount of con-
trol deflection required to achieve a given change in angle of attack. For a very stable vehicle Cpo
is a large and high control deflections are required. Large control deflections are also required if
Cms 1s small. In either case, the vehicle is difficult to control. This is indicated by a large value
of Ks. Similar magnitudes arise for Ksi and Ks3. A feasible autopilot design is possible for
these parameters between the values of approximately -0.50 and +1.0. The negative 1imit is for unstable
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airframes. The cross-coupling parameter, Ky, is the ratio of the roll-yaw cross coupling derivatives
to the r"oll-yau control derivatives. Values of this ratio less than 0.50 are desirable in autopilot
designs.

DEVELOPMENT OF ACCURACY EQUATIONS

The equations of Fig 4, 5, and 6 were differentiated with respect to aerodynamic coefficients to ob-
tain the accuracy equations. An example of this derfvation process, beginning with £q. (8) for instan-
taneous load factor, follows. € is assumed approximately equa) to Cy and €q. (8) differentiated
with respect to Cy to give

o g8

oy W (32)
The right hand side, qS/W, is then replaced using Eq. (8) and the normalized equation obtained,

an aCy

n (j (33)

EqQ. (33) is referred to as the accuracy criteria equation. An allowable error on the performance para-
meter, n, is estimated based upon design requirements, e.q.,

an

a-<0.20 (34)
Substitution into Eq. (33), provides the allowable accuracy on Cy in the form

aly

. '

o < 0.20 ey

Eq. (35) gives the allowable prediction accuracy on Cy which results in a 20% error in load factor.

Figure 7 provides the Cy accuracy relations, Eqs. (36) through (41), derived from the various per-
formance/design equations of Figure 4 and 5. (A1}l minus signs are dropped because the equations repre-
sent absolute values of the errors). Note that two equation forms result. The simplest form such as
Eqs. (36) through (39) are independent of configuration characteristics or flight conditfons. Only the
aerodynamic coefficient and performance/design parameter enter the equation. The allowable accuracy is
only a function of the allowable error in the performance/design parameter. The second equation form is
configuration dependent such as Eqs. (40) and (41). The accuracy is a function of the performance/design
parameters such as weight, reference area or dynamic pressure and aerodynamic characteristics such as the
ratio of wing to body normal force, Cy,/Cyg- Therefore, each configuration class has a different
allowable accuracy.

figure 8 presents the Cp accuracy criteria, Egs. (42) through (45), derived from Fig. 4 and 5.
Equations (42) and (43) are the simple form and €qs. (44) and (45) have configuration and flight condi-
tion-dependent coefficients. Figure 9 summarizes the pitching moment criteria in Eqs. (46) through
(52). Care must be taken in applying criteria such as £qs. (46) and (48) when the moment or its deriva-
tive is near zero. For example, if Cp is zero, response time is infinite. Equations (49) and (50) can
be applied by setting a minimum acceptable AsTpiy or AXcg such as 2 degrees and 0.2 calibers, re-
spectively. This results in the definition of a minimm value for Cp. Figures 10 and 11 present simi-
lar criteria for Cy,Cq, and Cpcoefficients in Egs. (53) through (66). The derivation of all the ac-
curacy relations on Figures 7 through 11 is given in the Appendix.

SELECTION OF ALLOWABI.LE PERFORMANCE/DESIGN ERRORS

Many of the accuracy equations of Fig. 7 through 11 have performance parameter allowable errors
(e.g., R) divided by the performance parameters (e.g.,sR). Therefore, only the fractional error AR/R
mist be selected. For these cases, Fig. 12 provides typical allowable errors based upon preliminary de-
sign requirements. The user of the accuracy criteria may select other allowable errors based upon hts
particular design problem. Range is desired within 10%, maneuvering and design parameters within 20%.
Ca has the most severe requirement of 10% based upon allowable range accuracies. Cy prediction for
response time is least severe at 40%.

Allowable errors for autopilot design parameters are more complex because Kg,Kgi,Kg3 and Ky
can have values between 0 and x. Figures 13 and 14 describe a recommended approach for determining X.
when the parameter, K, is within acceptable levels for autopilot design, relatively large errors in its
magnitude can sti1l result in an acceptable design. Therefore, AK=0.25 {is recommended. At slightly un-
acceptable levels of K between 1 and 5 larger errors are tolerable as long as K is predicted within these
levels. This results in an error definition of 4K=0.25K. Once K becomes greater than 5, the autopilot
design becomes impractical, independent of the level of K. This condition usually occurs when the con-
trol derivatives, Cps,Cis5p or Cpgp are close to zero. This often occurs at high angle of attack
when controls are in separated flow regions. For these cases, the expressions shown provide an increment
for Lhe control power which is a function of the numerators of the appropriate equations. The plot at
the bottom of Fig. 13 shows a typical variation of AK/K using this model. Figqure 14 provides a similar
approach for definition of the cross-coupling parameter, K.

Equations (40), (44), and (47) of Figs. 7, 8, and 9 require flight characteristics such as q/Vv, 1/qv
and Ba/q. Typical values of these parameters are shown in Fig. 15 as a function of altitude. A aP5 of
100 ft per second is approximately 10X of a typical Ps for ramjet missiles. A Ah of 1000 feet repre-
sents an acceptable error in estimating cruise altitude. €quation (45) of Fig. B8 requires the ratio of
Cp/Cp cosa. Typical values for configurations shown in Fig. 2 are given in Fig. 16. Wind tunnel
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datad® were used to obtain these curves. As angle of attack increases, the ratio increases indicating
that C, s a small contribution to Cp. Also, at a fixed angle of attack, the aero-configured and
elliptic shapes have higher ratios and therefore, Cp contributions are less important.

Equation (41) of Fig. 7 requires the ratio of Cyy to Cyg. Figure 17 provides typical variation
of this ratio with angle of attack. Since wing size can vary greatly this ratio is very sensitive to
particular configuration type. Ratios as low as 0.1 and greater tham 1.2 are possible. The ratio does
decrease as angle of attack increases and body 1ift becomes more important. Figure 18 summarizes typical
values of design/performance dependent coefficients for the four configuration classes and the equations
indicated. Note that design characteristics such as W/S and W/Sb appear in the coefficients. Because S
and b are reference area and length which vary depending on user preference they are left to the user to
define. Not applicable appears for conventional and elliptic classes because these concepts are assumed
to be rocket-powered, boost-glide concepts. Equations (40), (44), and (47) are only applicablie to mis-
sile with airbreathing propulsion where Pg and cruise altitude are important design parameters.

EXAMPLE COEFFICIENT ACCURACY

The parameter aliowable errors established by Fig. 12 through 18 were applied to the Mach 4.02 wind
tunnel data of the aero-configured non-circular body Phase II configuration8 shown in the lower right
of Figure 2. The predictions were obtained using the Supersonic/Hypersonic Arbitrary Body Programd and
the ACM Rationale’Q which defines the pressure methods to be applied to various regions of the configu-
rations. Figure 19 compares data predictions and accuracy bands for pitching moment variation with angle
of attack. The triangular and circular symbols are data for zero and 10 degree pitch deflection, re-
spectively. The two solid lines are predictions for each case. The response time, accuracy band is com-
puted by substituting &r/r=0.20 from Fig. 12 into Eq. (46) of Fig. 9 and solving for Llps=+0.40 C(ps.
The value of Cms used is that given by the test data at each angle of attack. E£qs. (49), (51) and (52)
were used in a similar manner to develop the accuraty bands identified in “trim" and "static stability”.
The minimum allowable trim deflection error was limited to 2 degrees.

The zero deflection prediction is outside the resulting “trim* error band from 4.5 to 16.5 degrees
angle of attack and would be a poor prediction for establishing trim deflection within 2 degrees. The
shaded wedge-shaped regions identified as "static stability" are the slope from Eq. (52) required to ac-
curately predict static stability. At almost all conditions the predicted slope is outside this error
band. the prediction with pitch deflection is within the error band established by Eq. (46) for response
time and Eq. (51) for static stability. Therefore, the prediction of the effect of deflection on Cq is
good for preliminary design purposes.

Figure 20 shows a good prediction for axial force. The accuracy bands are from Eq. (42) for powered
range and Eq. (45) for maneuver deceleration. The large increase in the band at high angle of attack
represents the small contribution of Cp to Cp at this condition.

Figure 21 shows a C, prediction which is within the accuracy band at angles of attack up to 12 de-
grees. Above 14 degrees the predictions are poor. The accuracy criteria are based on £q. (56) and (57).

CONCLUSIONS

Accuracy criteria are presented which can be appiied at any point in the design process by selecting
the appropriate allowable error in performance/design parameters. Criteria are established for the six
static force and moment coefficients, Cp,CN,Cp,Cy,Cp,Cq.  Allowable errors for performance and
design parameters are estimated by the user and the accuracy criteria equations used to relate these to
allowable coefficient accuracies. Although example allowable errors are given in this paper, the user
can select his own to reflect his level of design detail. The criteria developed are best suited for
comparing predictions with existing wind tunnel data during the development and evaluation of prediction
techniques.

ACKNOWLEOGEMENTS

part 1o‘f this work was performed for the Air Force under the contract, "Aerodynamic Analysis for
Missiles"!l.

REFERENCES

1. Krieger, R. J., et al, Aerodynamic Configured Missile Development Final Report, Volume 1I - Appendix
B - Relations Between Aerodynamic Characteristics and Performance, AFWAL-TR-80-3071, July 1980.

2. MWiller, L. E., and Koch, P. 6., Aircraft Flight Performance Methods, AFFOL-TR-75-89, July 1975.

3. Rutowski, €. S., “"Energy Approach to the General Aircraft Performance Problem", Journal of Aeronauti-
cal Sciences, Vol. 21, No. 3, March 1954, pp. 187-195.

4, Froning, H. D., Jr., "Aerodynamic Design of Slender Missiles for Bank-to-Turn Flight at High Angles
of Attack", AIAA Paper B1-0289, January 1981.

5. Gomillion, 6. R., “A Compilation of Static Stability and Fin Loads Data for Siender Body Missile Mo-
dels with and without Tail Fins and Wings", AEDC-Tr-75-125, AFATL Tr-76-23, March 1976.

6. Graves, E. 6., “Aerodynamic Characteristics of a Monoplanar Missile Concept with Bodies of Circular
and E11iptical Cross Sections®, NASA TM-74079, December 1977.




. A

-~
o

-

2-5

Hayes, C., “Aerodynamic Characteristics of a Series of Airbreathing Missile Configurations", Paper
No. 2‘. 2th Navy Symposium on Aeroballistics, DTNSRDC, May 1981.

Lanham, 01. L., "Static Force and 011 Flow Visualization Tests of Aerodynamic Configurated Missiles
at Mach Numbers 2.5 to 5.0*, AEDC-TSR-79-V54, September 1979.

Gentry, A. E., Smyth, 0. N., and Oliver, W. R., The Mach IV Supersonic Hypersonic Arbitrary-Body
program, Vol, [ Users Manual, Vol, Il Program formulation, Vol, IIl Program Listings, AFFDL-TH 7 '59,
November 1972.

. Gregoire, J. E., and Krieger, R. J., “Aerodynamic Prediction Rationale for Advanced Arbitrarily

Shaped Missile Concepts®, AIAA paper B0-0256, January 1980.

. Aerodynamic Analysis for Missiles, Air Force Wright Aeronautical Laboratory Contract F33615-80-C-3026
(AFWAL/FIMG), September 1980.

e
X 2 A DATA 5= 0° 1o
E O DATA, = 10°
= — PREDICTIO
5] 16 E N -3
a
& FOWERED RANGE IN TERMS OF WEIGHT tREF 2 EQ B5 1)
e 12 2828 ¢
8 A2 Sl ¥
C w7 Ty (e
= 8
-4
lél COAST RANGE TO A GIVEN VELOCITY (REF 2 £QS B48.B1 11
H 4 R_?w Va'VV‘VE"‘("o’Vs)I
L WS *py V-vg 2
g 0 “ov ~Co vZiv- Vg - CONSTANT [EN
o
5 - INSTANTANEOUS TURN RADIUS (REF 3. EQS 6-16
£ ¢ s 16 Ll P ovig e -
ANGLE OF ATTACK — DEG FOR BANKTO TUAN
=1 Le i CLaSW) ing 151
FOR SKIB-TO.TURN
FIGURE 1. IS "HIS A GOOD DATA/THEORY COMPARISON? wd-n% ey asiw 16
ot INSTANTANEOUS TURN RATE (REF 3, £QS. 6--20)
P Lty "
P ve 17
//
~ INSTANTANEOUS LOAD FACTOR (REF. 3, EQS §-231
ELLIPTIC n IQSCL (8
W
RESPONSE TIME
7ia
. 191
cmﬁﬁusn
AIRGREATHER
AERO-CONEIGURED CRUISE ALTITUDE AFFECTED BY TRIM
=1
wiasey o ol
FIGURE 2. CRITERIA DEVELOPED FOR VARI!
ETY OF CONFIGURATIONS " S A conret m
11-3312 Xeg - Xcp,
Crmram ™97 7 ‘( CGn < r) a LconTROL "2
PERFORMANCE DOMINANT AERQ
COERFICIENTS SOLVING FOR h-
® POWERED RANGE IN TERMS OF WEIGHT €. Cy
® COAST RANGE TO A GIVENVELOCITY CA » 1 In ( 3
L
® INSTANTANEOUS TURN RADIUS ¢, 0RC, ! Prer VIS Cob
® INSTANTANEQUS TURN RATE Sy 0Re, (Xeq = e, }
® INSTANTANEOUS LOAD FACTOR Co i
® RESPONSE T(ME Com,
| FIC EXCESS POWI .4,€08.5)
® CRUISE ALTITUDE AFFECTED BY TRIM cmb SPECIFIC EXCESS POWER (REF. 4. £0s. 5
® SPECIFIC £XCESS POWER €y . Cp
® MANEUVER DECELERATION a [XT {7 - (G, + {0 us} (1
0
CONFIGURATION DESIGN
T ORIZONTALF ARER o [MANEUVER DECELERATION (REF 3. EQS.5-31)
® VERTICAL FIN AREA Cna v
® DIHEORAL ANGLE ¢ ° Ve -Cpasm 115,
® WING AREA Cag
® TRIM CONTROL DEFLECTION Cm FIGURE 4. SELECTED PERFORMAN A
® CENTER OF GRAVITY LOCATION Em Gu ) < E MANCE EQUATIONS
AUTOPILOT DESIGN
® LONGITUDINAL STATIC STABILITY Cmg *Cmg
® BANK/ROLL STATIC STABILITY CigeCng.Cigy
® YAWSTATIC STABILITY Cng: Cig-Cngg
® ROLL-YAW PLI
LL-YAW COUPLING Cnpa- g Cog - Cig,

FIGURE 3. VARIETY OF CLOSED FORM PERFORMANCE/

DESIGN RELATIONS USED




- ——— . v~ w — - =
2-6
11-3316
11 -3014
HORIZONTAL FIN AREA SIZING BASED ON PITCHING MOMENT PERFORMANCE
el a PARAMETER DESIGN RELATIONSHIP
Cme0eCo, G~ XcPp Cng AT "8 | EQUATION
8 I T
® POWERED RANGE i1 SCy 20R 136)
SOLVING FOR AT: CN R
® TUR A &
S~ . URN RADIUS 14.5) Soy A an
Aps—8 N ‘
%eG ~ Xery! Cny .
® TURN RATE n A(:t Ay 1381
VERTICAL FIN AREA SIZING BASED ON YAWING MOMENT CN - ".
Xeg - Xcp, 1Cy. A
CaeveC,, GG TChy Yy TV . ® LOAD FACTOR 8 ACy Do
B T—" 139)
Pal
SOLVING FOR Ay, ® SPECIFIC EXCESS (14 Chg _fa vi g (a0
-, bs POWER CN‘y WS
8 Y
AV X Xen 17 '
<o QBV YV A c/
® WING SIZE 23 g Mw 3:."1 @
DIHEDRAL ANGLE BASED ON ROLLING MOMENT {LOAD FACTOR} Ng  “Np tw
Yep € Fun I
g =o-cy - LENaw 1201
° FIGURE 7. CN ACCURACY CRITERIA
SOLVING FORSIN T}
-¢. b . 11-3317
" - 2
sINT Yo o7 PERFORMANCE/
aw PARAMETER DESIGN FELATIONSHIP
EQUATION
WING AREA SIZING BASEQ ON NORMAL FORCE
.o 22 ® POWERED RANGE m Ca SR 4
Cn = Cng * Ong Aw'S Eorentie -
NG FOR Ayq ! a3
SOLVING FOR Ay ® COAST RANGE 23 bca 2R a3
€y - Cnyl S -
Ay =N~ Ng @3 A
A i s .
® SPECIFIC EXCESS POWER 1) “Cag abg  ad
TRIM CONTROL DEFLECTION AC .
® MANEJVER DECELERATION (15 ACa Cp 4y 45
Corpim 0 Cm * Cmg bram 2a) Ca Cpcosuv
SOLVING FOR .
TRIM FIGURE 8. Ca ACCURACY CRITERIA
Sram * ~Con'Crmg 29
oAz
CENTER OF GRAVITY LOCATION PERFORMANTE
PARAMETER DESIGN RELATIONG P
Cm = X~ Xcp En (28 EduaTioN
SOLVING FOR Xog
c #® RESPONSE TIME 191
™ o.ox, 9 1461
XCG - —_ cp 12
Cn
® CRUISE ALTITUDE 0013 S [O] [w ! XeaTXery | e
FIGURE 5. SELECTED DESIGN EQUATIONS ST T
11-3315 ® HORIZONTAL FIN AREA e 11 48
STATICSTABILITY ® TAIM CONTRO
B ) ! L 124, 251
Kg=bia = Cm,, Crmg, 281 DEFLECTION g
BANK/ROLL STATIC STABILITY ® CENTER OF GRAv.. Y 126,21 1501
a c . cosa -+ C"E SING LOCATION
27 B —— I
Ksr = a7 753 5 20
5[\ ® STATIC STABILITY i281 51
YAW STABILITY
€,,COSa-C, $INa 300 o STAT
Ksa -5 R/B . v\g R G STATICSTABILTY 28 s
L
ROLL-YAW CONTROL CROSS COUPLING
(REF 5, FIG 10}
Coga-Cign
30 FIGURE 9. Cy, ACCURACY CRITERIA
Cosr Cisa

FIGURE 6. AUTOPILOT DESIGN EQUATIONS




Cow" .

W~ ——rg- v ——— —— ——
27
11-3319 11-23320
PERFORMANCE/ PERFORMANCE/
PARAMETER DESIGN AELATIONSHIP PARAMETER PESIGN RELATIONSHIP
EQUATION EQUATION
© TURN RADIUS 8.6) acy | Ar (53) ® DIHEDRAL ANGLE 120, 21) ag . ar 61
v i [ r
. lal ¢
® TURAN RATE ®.7 ._\_c_Y . Ay 154) ® BANK/ROLL STATIC (29} Ac - LLYY Kgy {62}
T, 7 STABILITY 8 e cosa
® VERTICAL FIN AREA 18 ACq AA 1s5)
2. ¢ ® BANK/ROLL STATIC 29} Acy Axg, (631
8 v STABILITY %A >
® BANK/ROLL STABILITY (290 .ansAAKs‘(ssl c'“ Ks1
ACh, = Ax
B asine & YAWSTABILITY 130} Ac.ﬂ * Cngn 2 e
SiNa
® YAWSTABILITY (30) Cp, AK i571
Ac,, = RS3
6 cosa ® CROSS COUPLING (311 AC'6A Axy 651
e YAWSTABILITY (30 ACr\aR- AKgy (581 Ciga Xy
Cosn Ke3
® CROSS COUPLING 31 Ac,sn Axy (66)
® CROSS COUPLING 311 Ac"bn AKX 59) —C -
- '5R Kx
Cage Ky
® CROSS COUPLING 31 AC, EY3 60}
x
5 FIGURE 11. C; ACCURACY CRITERIA
Cp 3
L3 X
FIGURE 10. Cy AND C, ACCURACY CRITERIA
113321
ACCURACY CRITERIA ALLOWABLE AERODYNAMIC ALLOWABLE
PARAMETER EQUATION EAROR COEFFICIENT ACCURACY
AR/R (POWERED) 6 0.10 Ac,/Cy 0.20
Aclr 37 0.20 020
Ay 38 020 0.20
Anin 39 0.20 0.20
B A/R (POWERED) 42 010 Ac,ic, 010
AR/R {COAST) 43 0.10 ‘ 0.10
Arr 48 0.20 ACmg/Cmg 040
AAL/AL L 0.20 A Cmg/Cmg 0.20
AbyaimbTRIM a9 020 ACm/Cm 020
A XX eg—Xep) 50 0.20 ACk/Crm 0.20
Arvir .53 0.20 acyic, 0.20
Ay 5 0.20 0.20
Aayiay 13 0.20 A C“slc“a 020
AT/T 61 020 aq g, 0.20

FIGURE 12. ALLOWABLE ACCURACIES THAT RELATE
DIRECTLY TO ALLOWABLE ERROR




—— bl s ——— ——— P — P ———
2-8
113322
STATIC STABILITY BANK/ROLL STABILITY YAW STABILITY
A K VALUE
FOR EQS. {51, 62) (56, 62, 63) 157,58, 64)
MAGNITUDE
OF K
ki< 0.25 0.2% 028
1<IKIS & 025K 025K 0.25K
Ki>s A = 0. | A =005 X AC, =006X
) Crrg = 0.08 [Cm ) Cig =005 5m
i€, COSa+Cq SING] |Cn, COS G - €, SINai
Qa ng 8 g

|FAc,“cl LAcg, . Ac,

8

Cm. G <
™ 8

>06 SET EQUAL TO 0.50

TYPICAL 20
PLOT
15
x
<
3 10
<
2
S
2 os
[
0 2 4 6 [
Ix{
GOOD IN TROUBLE HOPELESS
DESIGN
FIGURE 13. ALLOWABLE ERRORS FOR AUTOPILOT
DESIGN PARAMETERS
11-3323
CROSS COUPLING
Ak vALUE
FOR EGS 159, 60, 65, 66 )
MAGNITUDE
OF K
KIK0S 0125
05<iKI<25 0.125K
Iki>28 Ac“.sn =005Cng, Cign
Ciga
Beigy = 005Ch, G
Crgy
iF Ac"h . Aclsn
- >0.50 SET EQUAL 10 0.50

Cosa tga

FIGURE 14. ALLOWABLE ERRORS FOR
CROSS-COUPLING DERIVATIVES




29
11-3325
11-3324 20
10 106
USED INEQ. 40 & 44 USED IN EQ. 45
1V
v 15
i -]
© E q
u 3
T 109) o §(
v )
i ;@
3 H
10! Cad
0 0 )
ALTITUDE — KFT 4] ] 10 15 2
ANGLE OF ATTACK — DEG
10 FIGURE 16. TYPICAL VALUES OF Cpp/Cp COS . FOR
USED IN €Q. 47 FOUR MISSILE CLASSES
11-3326
12
7 USED INEQ. &1
, ///,/
2 7
E 109
o,
! 8
CONVENTIONAL
oz" .
2 &
g
= AERO-CONFIGURED
109! 4 —EMRBRE;THEH
] 45 20 — + fe— |
ALTITUDE - KFT — CONVENTIONAL
FIGURE 15. TYPICAL VARIATION OF TRAJECTORY RELATED \ N
PARAMETERS FOR AIRBREATHERS , N \§ N
ik
0
N [ 10 2
ANGLE OF ATTACK — DEG.
FIGURE 17. TYPICAL VALUES OF ch’CNB FOR
FOUR MISSILE CLASSES
L 11-3327
. CONFIGURATION CLASS COEFFICIENTS FOR ACCURACY CRITERIA EQUATIONS
(EQ. 40) (EQ, 41) (EQ. 44) (EQ. 48) (EQ. 47)
@/ VIHWIS) Chw/Crg W/SHiqV) Cp/CACOSa (8, 1wrsb)
CONVENTIONAL IN/A) Y] INIA) 25 N/A)
AIRBREATHER 0.7/twss) .1 1.8%107wis 20 26 % 108w
ELLIPTIC (N/A) 0.2 iN/A) 0 IN/A)
AERO-CONFIGURED 0.1/1W/S) 05 8.3 x 107w 50 1.2%107wise

FIGURE 18. TYPICAL VALUES OF CONFIGURATION/PERFORMANCE
DEPENDENT PARAMETERS




-

R A

iy

2-10

& DATA, 5 = 0°, MACH 4.02
O pata b -10°
— PREDICTION 11-3328

STATIC STABILITY V4
\ AESPONSE TIME
P

Cp — PITCHING MOMENT COEFFICIENT X 103

8 12 16 20 24
ANGLE OF ATTACK - DEG

FIGURE 19. Cm ACCURACY ASSESSMENT

K-y W 3w
3N :
ot MANEUVER DECELERATION

o

2

g 2l ADATA

g —PREDICTION

g

3 L1 25N VY V. W ..

Q

€

£ b

3 POWERED RANGE

H

10 | 1 1 L

< -4 o “ ) 12 16 2
Q

ANGLE QF ATTACK — DEG

FIGURE 20. A GOOD C,, COMPARISON WITH DATA

v 333201

T
BANK/ROLL AND YAW STABILITY
H

1 ! I ] ]
- [) . s 2 . b

ANGLE OF ATTACK — DEG

O DATA, 3 = §°
— PREDICTION

C,, — YAWING MOMENT COEFFICIENT X 103

FIGURE 21. A GOOD Cq PREDICTION AT LOW ANGLE OF ATTACK




]

e

Lo o raan a0 —

2-11

APPENDIX A

DERIVATION OF ACCURACY RELATIONS

A total of 31 accuracy criteria relattons were given on Figures 7 through 11. A summary derivation
of equal equation is given in Figures AV through A30. There are six accuracy relations for Cy, the
relation derivated from the load factor equation is given in the text of the paper and the remaining de-
rivations are given in Figures A) through AS.
gqures A6 through A9, the seven Cy relations are derived in Figures A0 through A16, the eight Cy and
Cp relations are derived in Figures A7 through A24, and the six C relations are derived in Figures

A25 through A30.
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SURVEY ON NONLINEAR EFFECTS
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SUMMARY

This lecture describes a survey of experimental observations
and intermediate 1level prediction methods aimed at nonlinear
aerodynamic characteristics of tactical missiles. A description
is given of the major differences between missile and aircraft
flight and configuration characteristics. The importance of
vortical interference and nonlinear compressibility due to shocks
is stressed. Nonlinearities associated with deformable fin
design, supersonic fin on body interference, wraparound fins, and
unsteady flight are discussed. Summarized accounts are provided
of the effects of asymmetric body vortex shedding and vortex
bursting on overall missile aerodynamic characteristics.
Physical examples are given that show vortex structures and shock
formations in vapor screen and schlieren pictures. In many
instances, the nonlinear aerodynamic effects are illustrated by
theoretical results obtained with and without the relevant
nonlinearity. Short descriptions are given of intermediate level
panel-based missile aerodynamics prediction methods with special
attention to the models incorporated to account for vortical and
nonlinear compressibility effects. The descriptions include
applications to additive force analysis for supersonic inlets and
to deformable fins. Additional comparisons with experimental
data are provided and the nonlinear effects pointed out.
Presently available methods and future needs are summarized in
the concluding remarls.
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INTRODUCTION

This lecture is concerned with nonlinear effects of missile
aerodynamics. In this context, the nonlinear effects are taken
to be those effects which are nonlinear with angle of attack
and/or cannot be adequately treated with linear theory. Examples
of nonlinear effects associated with tactical missile
aerodynarics include formation of flow separation vortices,
vortex wakes and vortical interference, nonlinear compressibility
due to presence of shocks, and aeroelastic deformation. 1In
addition, the performance of airbreathing missiles can be
influenced by off design operation of the inlet, especially at
supersonic speeds. All of the nonlinear effects can be

complicated further by unsteady flow.

The methods for analysis of missile aerodynamics are fairly
new and range from simplest handbook techniques to numerical
aerodynamic simulations. The simplest include slender body and
linear theory and coded versions thereof (Refs. 1 and 2), semi-
empirical based codes (Refs. 3-6), and impact theory codes using
two dimensional nonlinear theory neglecting vortical effects
(Ref. 7). The 1intermediate level missile codes are based on
singularity distributions using low order panel methods (derived
from supersonic linear theory) enhanced with vortical effects
(Refs. 8-11). The highest level methods employ numerical
simulations based on potential, Euler, and Navier-Stokes solvers
(Refs. 12-15).

Generally, the simplest engineering level methods are limited
to simple configurations, approximate or neglect completely
canard on talil vortical interference, and calculate longitudirnal
characteristics usually valid in the low range of angle of attack
only. Some of the seml-empirical methods incorporate missile
body and fin aerodynamic loads that are nonlinear; for example,
the data-based missile programs of References 4 and 5. In
addition, the handbook methods and the semi-empirical method
included in the latest version of Missile Datcom (Ref. 6) provide

approximations for the longitudinal stability derivatives.
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The intermediate panel-based supersonic missile codes require
more user supplied information for input, but they can
economically provide detailed aerodynamic loadings for fairly
complex missile configurations. The panel-based codes of
References 8, 9, and 10 include simplified accounts of vortical
formation and interference, and can also combine two dimensional
nonlinear theory with three dimensional linear theory for
calculation of surface pressures including aerodynamic
interference. Code NWCDM-NSTRN (Ref. 9) also allows for roll,
pitch, and yaw angular rates.

The highest level missile aerodynamics analysis methods
employ numerical simulations or CFD (Computational Fluid
Dynamics) codes which can simulate flows about simple geometries
with more complex physics including some of the nonliinearities
mentioned earlier. Transport aircraft with attached flows are
handled very well at the present time by CFD methods but more
complex flow phenomena associated with high performance military
aircraft are not yet fully amenable to CFD analysis (Ref. 16).
CFD methods for unsteady aerodynamic flows have received far less
attention than those for steady flows. The viscous unsteady CFD
technology is in its infancy. In the application to missile
unsteady motions, perhaps simple geometries can be analyzed with
inviscid codes, and possibly approaches based on coupled unsteady
inviscid codes with steady boundary layer or unsteady two
dimensional Navier-Stokes codes will be available in the near
future.

The summarized account of the missile aerodynamics analyses
given above serves as a basis for methods required now and in the
future to handle the special aerodynamic characteristics of
missiles in general. It is the objective of this lecture to
provide some insight into the nonlinear characteristics of
missile aerodynamics.

The lecture starts with descriptions of flight and
configuration characteristics that make tactical missile
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aerodynamic analysis different from airplane aerodynamic
analysis. Physical examples of wvortical and shock related
phenomena are illustrated. Some comparisons with existing
predictions are included. Intermediate level methods of analysis
based on singularity distributions and designed to include
nonlinear vortical and nonlinear compressibility effects are
described. References are made to existing computer programs
including a program for estimating additive drag of supersonic
inlets based on paneling methods (Refs. 11). Additional
comparisons with experimental data and a calculative example for
an aeroelastically deformed fin are discussed. The lecture is
summarized and some conclusions are offered in the concluding

remarks.

FLIGHT AND CONFIGURATION CHARACTERISTICS

The following Jescriptions are primarily aimed at pointing
out nonlirear aerodynamic effects of tactical or short range
types of missiles as opposed to strategic or long range missiles.
The major differences between missile and aircraft aerodynamics
are described first. The effects of the presence of shocks
(nonlinear compressibility) are summarized and the need to
consider nonlinear aerodynamics in aeroelastic problems 1is
discussed. This is followed by a short description of nonlinear
fin body interference for supersonic flow 1in terms of commonly
used interference factors used in engineering prediction methods.
Some unusual aerodynamic aspects of missiles with wraparound fins
are briefly described, and an example of unsteady flight is given
as well as summaries of the effects of asymmetric body vortex
shedding and vortex bursting. The flight and configuration
characteristics listed below may not be complete and are open to

discussion.
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MISSILE VS. AIRCRAFT

Tactical missiles can execute high-g maneuvers and fly from
subsonic to high supersonic speeds. Angles of attack can be
sufficiently high to form strong flow separation vortices from
the missile body and fin edges. Thus, forward fin wakes and the
body vorticity influence the distribution of aerodynamic loads on
the missile, especially the loads acting on the tail fins. This
nonlinear effect may not be so important in the case of an
aircraft where the wing vortices are usually not very close to
the stabilizer surfaces, as shown in Figure 1. On tactical
missiles, the forward or canard fin wakes can actually impact the
tail fins. As shown in the upper portion of the figure, the
missile configuration can be rolled and the body and fins may
operate at angle of sideslip in addition to angle of pitch. A
given finned section may include two, three, four, or more fins.
Therefore, fin on fin interference becomes important. The
overall shapes of missiles tend to be slender, and the fins are
usually of small aspect ratio giving rise to formation of
vortices from the leading and side edges. Examples are discussed
in a later section.

Recent designs of airbreathing missiles include large air
intakes which may interfere aerodynamically with the airframe and
vice versa. Supersonic inlets operating off design (shock ahead
of cowl lip) and at subcritical condition (less than maximum
possible flow) create additive drag and 1lift and may generate
vortices which can affect aerodynamic loadings on the airframe
aft of the inlet. These nonlinear effects are difficult to
analyze. A simple method for approximating inlet additive forces
is described later in this lecture.

The missile flight and configuration characteristics listed
above are generally different from those for an aircraft. Most
importantly, the components of a missile experience strong
aerodynamic interactions, most of them nonlinear, which are not
usually encountered by aircraft. Some special missile
aerodynamic characteristics are discussed next.

NSRRI * S
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PRESENCE OF SHOCKS

At high supersonic Mach numbers, nonlinear compressibility
effects will affect the pressures acting on the forebody and fins
of a missile. This type of nonlinearity can also be important at
lower supersonic flight Mach numbers when the angle of attack
and/or local surface shape causes portions of the missile to be
near the bow shock and/or the fin 1leading edge shock. Such
situations can occur on, but are not limited to, the windward
side of the missile surfaces. Some examples are discussed later

in this lecture.

Aerodynamic loads acting on missiles in the vicinity of a
supersonic parent aircraft, or aerodynamic loads on submissiles
launched from a supersonic dispenser, are affected by the
nonlinear effects of shocks 1in the flow. In addition, the
aerodynamic loads are also influenced by missile nose shocks
reflecting off the parent aircraft or the dispenser. These
nonlinearities will not be addressed in this lecture.
Experimental data and approximate methods for handling such
problems can be found in the store separation analysis techniques
described in Reference 17.

AEROELASTIC FIN EFFECTS

Recently, development of a fin design procedure has been
initiated that is aimed at optimizing the deformable structure of
a fin to satisfy an aerodynamic objective; for example, hinge
moments minimization for control fins (Ref. 18). In this aud
other examples of static aeroelastic problems, the aerodynamic
and the structural effects interact with one another. 1In the
application to missile control fins, the angle of pitch seen by
the fin tends to be relatively high and nonlinearites associated
with fin leading and side edge flow separation enter into the
picture. The problem is made more difficult by the nonlinear
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effects of airgaps between the deflected fin and the missile
body. A calculative example of a fin deformed under the
influence of aerodynamic forces 1is discussed later in this
lecture.

SUPERSONIC FIN BODY INTERFERENCE

The following short description of the nonlinear interference
between fins and body is taken from Reference 19 and applies to
engineering level prediction methods employing wing (Ky) and body
(Kpg) interference factors. For a planar fin body combination,
the fin interference factor represents the ratio of aerodynamic
normal-force coefficient of the right and left fins combined in
the presence of the body to the normal-force coefficient of a
wing alone formed by Jjoining the left and right fins at their
root chords. The body interference factor represents the
aerodynamic normal-force coefficient on the body in the presence
of the fins normalized by the wing alone value.

For moderate angles of attack (a ¢ 10 deg) and moderate
supersonic Mach numbers (M ¢ 2), linear theory based methods for
predicting the interference between midwings and the body give
adequate results. However, at higher Mach numbers and higher
angles of attack, large nonlinearities primarily due to
nonlinear body effects occur in wing body interference.
Reference 19 provides Ky factors and the ratios Ky/Kp obtained
from a massive experimental data base for Mach numbers between
2.5 and 4.5 and for angles of attack up to 40 deg. Examples
showing the fin interference factor for AR (aspect ratio) = 2 and
AR = 0.5 fins with taper ratios of 0.0, 0.5, and 1.0 are shown in
Figures 2 and 3. The ratio of body radius to wing semispan (one
half of tip to tip span including body) is 0.5.

The concluding remarks in Reference 19 state the following.
The interference factor generally indicates that, at small angles
of attack (2.5 deg and less), the values of Ky do not deviate
much from slender-body theory. Near zero angle of attack, the
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values of Kp/Ky sometimes exceed the slender-body value and
sometimes are less. At high angles of attack, the interference
tends to be small so that Ky tends to unity and Kp tends to zero.
However, in a number of instances, there are significant
deviations from these general rules. Therefore, in the
application to missile aerodynamics, it 1is clear that fin body
interference at high angles of attack and Mach numbers is
influenced by nonlinear effects.

WRAPAROUND FINS

Designers of tube and dispenser launched missiles have
incorporated wraparound fins. Upon launch, the fins are deployed
to provide aerodynamic stability during the flight. However,
many instances of unusual quasisteady flight dynamics including
angular (coning) motion have been observed.

In Reference 20, recent free flight aerodynamic tests are
described for a missile configuration with four wraparound fins
at the base. The test results show that an out of plane side
(yawing) moment at zero sideslip 1is generated at subsonic and
transonic Mach numbers (up to Mw = 1.4). In the supersonic
range, the side moment causes dynamic instability in that the
amplitude of the coning motion continues to increase. The cited
reference concludes that the side moment is related to

aerodynamics of wraparound fin configurations.

Provi'ed the angle of attack during the flight remains less
than 10 deg, the side moment must be generated by the
antisymme ric wraparound configuration shown in Figure 4. The
prediction of this aerodynamic characteristic is difficult and
may requ’-e nonlinear aerodynamic theory. However, this lecturer
believes -hat it 1is possible to estimate supersonic wraparound
fin aerod-'namics with linear theory at least for low supersonic
Mach numbers. It is necessary to include fin thickness and to
interact the thickness solution with the 1lifting solution.
Comparisors with experimental data for a wraparound wing concept,
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including nonzero rolling moment at zero angle of attack, are
shown in Reference 10. The problem definitely becomes nonlinear
when the body angle of attack becomes sufficiently large to cause
formation of body vortices which also influence the fin loading

in a nonlinear manner.

UNSTEADY FLIGHT

Unsteady aerodynamic effects associated with missile flight
can be important. Because of the missile flight characteristics
mentioned earlier, missiles can undergoe motions with high
rotational rates. A typical vertical launch trajectory is shown
in Figure 5. Within approximately the first second, the missile
pitches at about 300 deg/sec and the angle of attack can be as
high as 50-60 deg during the initial (subsonic) portion of the
flight. Under these conditions, the missile forebody at zero
sideslip angle can be subjected to out of plane side forces and
attendant side or yawing moments which are highly nonlinear and
can exceed the available control capability of the missile. This
yawing moment contributes to the so called phantom yaw. The side
force is due to asymmetric flow separation on the forebody.
Observations about this type of body flow separation are given
below.

Body Vortex Shedding

An extensive review of available information on asymmetric
vortex shedding from bodies of revolution compiled and
interpreted by Ericsson and Reding 1is available in Reference 21.
For the sake of completeness and for the benefit of missile
designers, the following is excerpted from the cited reference.

"There are no easy answers for the missile aerodynamicist
concerned about the effects of vortex-induced asymmetric loads at
zero sideslip. Existing theoretical techniques are inadequate
because they do not account for the viscous aspects of the flow
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phenomenon, including the dominant effects of nonuniform surface

roughness. In addition, they do not consider the observed large

effects of nosetip geometry and vehicle motion. However, the

aerodynamicist does know that:

"I1f

1)

2)

3)

4)

3)

The phenomenon occurs generally at 30 deg € a £ 60 deg
for most practical configurations.

Significant side 1loads occur only for subsonic cross
flow.

The magnitude of the side load is Reynolds number
sensitive, with both the maximum and minimum [side force
to normal-force ratios] occurring in the «critical
Reynolds number range.

The phenomenon is nose dependent, with the asymmmetric
vortices beginning at a pointed, slender nosetip and on
the rear of the body when the nose is blunt.

Body motion affects the asymmetric loads greatly and can
lock in the maximum possible vortex asymmetry achievable
at a particular Reynolds number range to cause self-
sustained coning motion."

needed, the following fixes should be considered:

1)

2)

3)

4)

Yaw plane strakes or analogous body shaping for bank-to-
turn missiles.

Multiple 1longitudinal strakes or trips for rolling
missiles.

Nose bluntness, for both kinds of vehicles; but make sure
that the effects of the body-induced vortices are not
worse than the nose-induced effects.

Nose blowing, windward side blowing being more efficient
than leeside blowing."

vVortex Bursting

Another aspect of nonlinear aerodynamic behavior in missile

aerodynamics 1is related to vortex breakdown or bursting
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phenomena. Breakdown is generally affiliated with the core flow
of the vortex. As mentioned by Luckring in Reference 22, this
three dimensional unsteady and turbulent fluid mechanical problem
has proven to be difficult to predict. This reference describes
a theoretical model to represent the features of the basic flow
structure of the flow separation-induced leading edge vortex for
slender wings. Low speed (incompressible) tests for a delta wing
show that at angles of attack in excess of 30 deg the leading
edge vortex core flow breaks down ahead of the trailing edge and
that the 1ift losses due to the breakdown are substantial.
Therefore, in the application to missile fins on a low speed
missile, the 1lift loss may occur on one fin of an opposite pair
of fins and cause a rolling and yawing moment. In addition, the
asymmetric vortex field may stream aft along the missile body and
induce asymmetric aerodynamic loads on the tail fins.

It is clear that the highly nonlinear and possibly unsteady
aerodynamic effects mentioned above for the sake of completeness
are important since they can result in uncontrollable missile
dynamic behavior.

In the next section, illustrations are given of some of the
aerodynamic nonlinearities described earlier in this section.
From here on, the discussions are focused on missiles and their
components in supersonic flow.

EXAMPLES

In this section, vapor screen and schlieren pictures are
presented to illustrate the vortical and shock types of
nonlinearities. In addition, pressure distributions acting on
bodies under the influence of vortices are shown. Effects of the
presence of shocks on wing pressure distributions and overall
loads are indicated. In many cases, predicted results are
included to show the nonlinear aerodynamic effects. The
theoretical methods used in the predictions are summarized later
in this lecture. Examples of vortex structures for wings and
along a cruciform missile are described first.

o
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HIGHLY SWEPT WING

An example of the vortex structure on a highly swept wing is
shown in Figqure 6. This delta wing is discussed in Reference 23.
The vapor screen near the trailing edge corresponds to Mach
number 2.4 and 12 deqg angle of attack. Note that in this
supersonic case the vortex structure shows no signs of breaking
up (bursting) and includes secondary vortices as indicated in the

figure.

In the application to missile fins, leading and side edge
vorticity can develop as the angle of attack is increased. 1If
the side edges are long, vorticity can be generated along the
edge for angles of attack as low as 5 deg. Along the leading
edges, vorticity can be generated at supersonic speeds from the
root leading edge (for subsonic leading edges). The leading and
side edge vortices may combine and form a pattern of strong
vorticity located above the trailing edge. The forward fins may
generate vortices that stream aft along the afterbody and tail
section and influence the pressures on those components.

Examples of vortices along a missile are described next.

CRUCIFORM MISSILE

Vapor screens showing the vortex structure immediately behind
a cruciform canard tail missile model are shown in Figures 7 and
8 for various combinations of angle of attack and roll angle at
Mach number 2.36. The experimental test setup and additional
data for cases with forward fin deflection are described in
Reference 24. 1In the vapor screen photographs in Figure 7, the
core of the vortices are indicated by the dark spots. At the
lowest angle of attack, the vortices closest to the body
originate from the forebody, and the two vortices above the fin
tips are generated by the horizontal canard fins. The tail fin
vortices are not as visible because they are relatively weak and
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have not been roll-d up at the vapor screen location. As the
angle of attack is increased, vortex sheets appear and the

afterbody contributes to the vorticity. For the lowest included
angle of attack, ac = 11.4 deg, effects of angle of roll are
shown in Figure 8. For nonzero angle of roll, the vertical

canard fins also generate vortices which interact with the body
and horizontal canard fin vortices as they stream aft to the tail

section.

The aerodynamic loads acting on the tail fins are definitely
influenced by the vortex structures illustrated above. For cases
with asymmetric forward fin control or for cases with nonzero
roll angle, the tail fins generate induced rolling moments which
are usually highly nonlinear with angle of attack.

In both figures, the indicated theoretical results are
obtained with the vortex formation and tracking methods embodied
in computer program LRCDM2 described fully in Reference 8 and
summarized later in this lecture.

AXTSYMMETRIC BODY

The circumferential pressure distributions shown in Figure 9

act at 3 axial stations aft of the nosetip of a model consisting

of a three caliber (x/D = 3) ogive nose followed by a 3.67
caliber (x/D = 3.67) cylindrical afterbody. The experimental
data is extracted from Reference 25 which contains

circumferential pressure distribution data at a large number of
axial stations for a range of angles of attack and supersonic
Mach numbers.

The d-ta shown in Figure 9 correspond to a Mach number of
1.6, included angle of attack of 20 deg, and free-stream Reynolds
number based on diameter of 0.5 x 106. At this angle of attack,
the body shed vortex wake on the lee side of the body is well
developed and consists mainly of a symmetrival pair of vortices
connected by vortex sheets to the body. This body vortex

~-— e~
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structure is in its developmental stages at the first two axial
stations (x/D = 0.8 and 2.8), and the pressure distributions
shown in Figures 9(a) and (b) are weakly influenced by the vortex
wake. However, at x/D = 5.1 the vortex wake has developed to
such an extent that it has a dominant effect on the pressure
distribution shown in Figure 9(c) and, therefore, the integrated
aerodynamic forces and moments acting on the body.

In Figure 9(c¢), the solid and dashed lines represent results
obtained with the body vortex prediction program NOZVTX described
in Reference 26 and summarized later in this lecture. The
difference between the solid and dashed lines is an indication of
the nonlinear effects of body vorticity on the pressure
distributions. The solid curve, representing the pressure
distribution in the presence of the vortex wake, departs from the
dashed line, representing results excluding the vortex wake, from
polar angle B = 70 deg onward. The predicted vortex wake,
consisting of many discrete vortices, is indicated in the upper
portion of Figure 9(c). Similar data for an elliptic cross
section body are discussed next.

ELLIPTIC BODY

Vapor screen photographs showing vortex development on a
sharp nosed 3:1 elliptic body are shown in Figure 10 for five
angles of roll. Ihe axial station is near the base of the body.
The Mach number is 2.5 and the included angle of attack is
20 deg. This and additional data are available in References 27
and 28.

At zero roll angle, two symmetric vortices develop near the
nose of the model and continue to grow along the sides of the
body. At 45 deg roll angle, the right or lower vortex is
elongated and stays close to the body surface. The left or upper
vortex retains the approximate shape of the 2zero roll angle
vortex but appears weaker and 1is located further above the body
surface. At 90 deg roll angle the vortex structure has changed
to a narrow wake formation above the body.
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The flow visualization pictures were digitized to define the

vortical structures indicated by the solid lines in Figure 11(a)

for zero roll

angle and 1in Figure 11(b) for 45 deqg roll angle.

The dashed lines correspond to results predicted by the body

vortex modeling computer program NOZVTX described in Reference 26

and summarized later in this lecture.

Fer zero roll angle, the

agreement between the predicted results and experimental results

is quite good.

The calculated total circulation strength T

increases three fold from x/L = 0.32 to the base of the body. At

45 deg angle of roll the character of the predicted vortex wake

is in fair agreement with experiment.

It should be noted that Reference 29 describes results

obtained with a Reynolds averaged Navier-Stokes solver for the

same elliptical body. These results compare extremely well with

experiment and show large regions of secondary separation near

the body shoulders and on the lee side. This is an example of a

case which is

geometrically simple encugh to be treated with a

numerical simulation based on more complex physics and giving the

best results.

Circumferential pressure distributions for the 3:1 elliptical

cross section

body at axial station x/L = 0.6 are shown in Figure

12(a) for zero roll angle and 1in Figure 12(b) for 45 deg roll
angle. The Mach number is 2.5 and the included angle of attack

is 20 deg. Under these conditions, the pressure distributions on
the leeward side of the body are very much affected by the body

generated vorticity.

Predicted results using the ccmputer

program NOZVTX described in Reference 26 are shown in Figure 12

with and without separation effects. It 1is clear that the

addition of
presence of
predictions.
windward side
caused by the
proximity of
included in

the nonlinear aerodynamic effect caused by the
the body separation wake improves the pressure
The discrepancy in the pressure comparisons on the
near the shoulders of the body are most likely
nonlinear compressibility effects due to the close
the bow shock wave. This nonlinearity is not
the NOZVTX

predictions. Indeed, a numerical
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simulation based on the nonlinear full potential equation agrees
much better with the experimental data in the shoulder region but
lacks agreement on the lee side (Ref. 27). The potential code is
called NCOREL (Ref. 12) and 1is applicable to attached flow

conditions.

The nonlinear compressibility due to the presence of shocks

1s described next.

NONLINEAR COMPRESSIBILITY

The schlieren photograph shown in Figure 13 shows a model of
a missile in the supersonic wind tunnel at NASA Langley Research
Center. The model 1is at 14 deg included angle of attack, the
Mach number is 2.5, and the vertical fins of the canard control
model are deflected -5 deg (trailing edge to right). The picture
shows that the bow shock attached to the body nose is close to
the windward side of the forebody and that the shock touches the
tip of the lower vertical canard fin. Thus, it can be expected
that for these conditions the pressures on the forebody and
possibly <the lower fin are influenced by the nonlinear
compressibility due to the presence of the bow shock. The lower
surfaces of the horizontal fins will also be close to the fin
leading edge shocks.

Also visible in Fiqure 13 are what appear to be concentrated
fin tip vortex wakes from the vertical and horizontal fins. In
addition, a dark cloud lies on top of the afterbody on the
portion of the body visible through the right two windows. This
cloud may very well be body shed vorticity developed on the
afterbody.

Thus, the features in Figure 13 mentioned above relate to
nonlinearities that are typical of high speed missiles. oOf
interest here are the effects of the presence of shocks.
Pressure distributions acting on two wing alone cases are

described below.




RECTANGULAR WING

Experimentally measured and calculated pressure distributions
for the rectangular wing shown 1in Figure 14 are compared in
Figure 15. The details of the experimental test and additional
data are given in Reference 30. The chordwise pressure
distributions acting on the upper and lower surfaces of the wing
are shown in Figure 15 near the one-half semispan location for
angle of attack 10.3 deg and a Mach number of 2.86. The
experimental data show the strong effects of the beveled portions
of the wing. Attached to the 1leading edge is a strong oblique
shock which affects the pressures most on the lower surface.

The aerodynamic nonlinearity due to the nonlinear
compressibility associated with the leading edge shock 1s best
illustrated by contrasting linear theory results with nonlinear
theory results. There are many ways to accomplish this. Here
results are used as calculated by computer program LRCDM2 (Ref.
8) which is described later in the lecture.

The supersonic linear theory predictions generated by LRCDM2
are based on a ten chordwise by five spanwise layout of constant
u-velocity panels for modeling lift as shown in the lower portion
of Figqure 14. The same layout of planar source panels 1s used
for modeling thickness effects. The two dimensional shock
expansion analysis of LRCDM2 makes use of ten spanwise strips
with ten segments in each. The predicted results labeled
*linear” are based on linear theory and the compressible
Bernoulli pressure coefficient. The results labeled "shock
expansion, corrected" are based on shock expansion theory with
flow angles (or local Mach numbers) corrected for strip on strip
interference by linear theory as implemented in LRCDM2.

Due to the presence of a strong oblique shock attached to the
leading edge, the linear theory results underestimate the
pressure coefficients on both the upper and lower surfaces up to




3-18

the flat portion of the wing. The corrected shock expansion
pressure results match the experimental data much better in this
region. On the flat portion, both methods agree well with the
data. Over the length of the beveled position at the trailing
edge, both methods predict lower than measured pressure
coefficients on the upper or suction surface. This is most
likely due to boundary layer separation effects. On the lower or
windward side, the corrected shock expansion method matches the
data better.

The above example serves to 1illustrate the strong effects of
nonlinear compressibility induced by the oblique shock attached
to the wing leading edge. Note that neither the angle of attack
nor the Mach number are very high; however, the wedge angle at
the leading edge is large giving rise to the strong shock. 1In
the application to a missile, the effects described above can be
very important in the hinge moments experienced by an all movable
control fin. An additional example of nonlinear compressibility
is described next.

DELTA WING

Experimental and predicted chordwise pressure distributions
are shown in Figure 16 for an aspect ratio 1 delta wing with a 4%
circular arc (biconvex) streamwise section. The experimental
data shown in the figure are part of a collection of chordwise
pressure distribution data available from Reference 31.

The Mach number is 4.6 for all cases shown here, so that the
Mach cone lies just aft of the leading edge of the delta wing

(i.e., supersonic leading edge). The dashed line just inside the
leading edge of the delta wing corresponds to the Mach cone
associated with the free-stream Mach number. Pressure

distributions are shown in Figure 16 at the 40% spanwise station
for an angle of attack of 20.56 deg. At this spanwise location,
the measured pressure coefficients almost lie on straight lines.
Effects of leadina edqge vorticity appear to be minimal for this
case with a slightly supersonic leading edge.
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As in the rectangular wing case discussed above, the linear
and nonlinear aerodynamic aspects can be most conveniently
demonstrated by results calculated with computer program LRCDM2
(Ref. 8) described later in this report. The results predicted
by LRCDM2 are cobtained with a layout of ten chordwise by five
spanwise constant u-velocity panels to model linear theory lift
and ten chordwise by five spanwise planar source panels to
account for linear theory thickness. The nonlinear and combined
theories are applied to five chordwise strips on the top and
bottom surfaces with ten segments on each strip. The calculated
results are categorized as follows.

1) Shock expansion: pressure coefficients calculated with
shock expansion theory, uncorrected for aerodynamic

interference effects.

2) Bernoulli (linear theory): compressible Bernoulli
pressure coefficients with perturbation velocities

induced by the linear theory paneling method.

3) Newtonian: Newtonian pressure coefficients calculated on
the windward side and Cp = 0 on the leeward side.

4) Shock expansion, corrected: category 1 pressure
coefficients corrected for interference effects with
combined nonlinear/linear theory.

ol

\ 5) Newtonian, corrected: category 3 pressure coefficients
corrected for interference effects with combined
nonlinear/linear theory.

The Newtonian and Bernoulli (linear theory) results are
1 indicated in the top portion of Figure 16 and the same Bernoulli
results are shown with shock expansion results in the bottom
portion. On the lower surface, the predicted Bernoulli pressure
J coefficients are much higher than the experimental pressure
coefficients except near the leading edge where the Bernoulli
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prediction approaches the zero level. At the high angle of
attack considered here, this behavior is due to unrealistic
(high) values of resultant flow velocity calculated with linear
theory and used in the Bernoulli pressure expression. The
uncorrected Newtonian results shown in Figure 16 match the
windward data Dbest. The corrected shock expansion method
definitely improves agreement with experiment. On the suction or
upper surface, the level of measured pressure coefficients is at
the minimum. The Bernoulli and the uncorrected and corrected
shock expansion pressure coefficients are also at the minimum
level. Note that the Bernoulli pressure coefficients used with
linear theory are limited to the minimum value set by the free-
stream Mach number. The uncorrected and corrected Newtonian
pressure coefficients are set equal to =zero on the suction
surface.

The chordwise pressure distributions, one of which is
discussed above, are integrated over the upper and lower surfaces
of the AR = 1 delta wing to give the normal-force coefficient as
a function of angle of attack. In Figure 17, the normal-force
coefficient and the center-of-pressure location, measured from
the wing apex and normalized by the root chord, are shown as a
function of angle of attack. The experimental data are taken
from Reference 31. For angles of attack up to 12 deg, the
Bernoulli method based on linear theory matches the normal-force
data weil; however, the center of pressure calculated by that
method lies aft of the measured location and the error grows
larger with «ac. This 1is typical of linear theory in its
application to wings at high Mach number. The total normal-force
often is estimated well, but the distribution of that force is
faulty. The uncorrected and corrected Newtonian normal-force
predictions are low at the two angles of attack for which results
are shown. This is due to the forced zero pressure coefficient
value on the upper surface of the wing. This "shadow flow"
approximation holds better at Mach numbers greater than 5. The
center of pressure predicted by the Newtonian method is far
forward of the measured level at the low angle of attack and
matches the data fortuitously at the high angle. The uncorrected
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and corrected shock expansion methods match the normal-force and
~enter of pressure data well at the 1low angle of attack. At the
Ligh angle, the agreement in normal-force is definitely better
with the corrected shock expansion method. Center of pressure is
not affected much by the correction.

In summary, the corrected shock expansion pressure
coefficient method appears to give the best results for the delta
wing under consideration at Mex = 4.6 for both low and high angles
of attack. The pressure coefficients are predicted well by the
Newtonian pressure methods on the windward side only. For the
Mach number under consideration, the Bernoulli results agree
fairly well with measured pressures and normal-force at low
angles of attack only. However, the center of pressure location
is definitely predicted Dbest by the nonlinear shock expansion
theory.

METHODS OF ANALYSIS

This portion of the report is concerned with the intermediate
level methods of analyis embodied in the computer programs
referenced in this lecture. The computer programs are based on
low order supersonic paneling methods derived from linear
supersonic theory. The programs incorporate nonlinear
aerodynamic effects associated with fin and body shed vorticity
and some form of nonlinear correction related to the presence of
shocks.

In very general terms, panel methods can be considered as the
simplest (linear theory) form of the computational fluid dynamics
(CFD) methods, and they can predict pressure distributions on the
components of tactical missiles at low cost compared to nonlinear
numerical simulations based on the full potential, Euler, or
Navier-Stokes flow equations. The numerical simulations can
provide the most accurate results for details of the flow.

However, as mentioned earlier in this report, the CFD methods can
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simulate flows about complex geometries with simple physics
(linear theory) or about simple geometries with more complex
physics (nonlinear theory).

Panel methods can be classified into low and high order
categories. Both employ distributions of singularities derived
from linear, potential theory. The low order panel methods
usually employ constant or sometimes linearly varying sources
and/or doublet strengths on a panel with no continuity across the
panel edges, and the flow tangency boundary condition is applied
at the control point in each panel. The high order panel methods
incorporate quadratically varying strengths which are wmade
continuous across the panel edges. The boundary condition
includes setting the potential on the interior of the paneled
component egual to zero. The high order panel method can yield
better results than the low order panel methods by virtue of the
smoothly varying characteristics of its singularities at the
expense of longer computer running times. The modeling of
surface details is also better with the hlgh order panel methods.
Usually, the level of accuracy obtainable with the low order
panel methods is adequate for the missile aerodynamicist
especially in view of the lower computation costs.

Panel methods are flexible enough and/or can b2 manipulated
to handle the geometrical details of missile bodies with
noncircular cross sections, inlets, anad multiple finned sections,
including mutual body-on-fin and fin-on-fin interference. Panel
methods also lend themselves to combined aerostructural analysis
by virtue of thelr capability to compute load distributions.
However, in their application to supersonic tactical missiles,
nonlinearities due to vortical effects, nonlinear compressibility
associated with shock waves, and effects of inlets can be
important in the prediction of aerodynamic forces and moments.
Consequently, panel methods based on linear theory are not
sufficiently adequate in their application to tactical missiles
and need to be enhanced with models acqounting for vortical
effects and nonlinear compressibility.
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In this section, attention will be focussed on the
application of low order supersonic panel methods (and line
singularity methods for modeling axisymmetric bodies) combined
with corrections for nonlinear flow phenomena to a complete
missile, to supersonic inlets, and to fin deformation analysis.
References are made to particular computer programs, LRCDM2,
NOZVTX, DM3INL, NWCDM-NSTRN, in the following descriptions.

In the following description, supersonic low and high order
panel methods are listed together with line singularity methods.
The essential underlying theoretical background is summarized.
This is followed by short descriptions of the wing or fin vortex
wake and body separation vortex models. A short discussion of
the vortex cloud technique is provided. The nonlinear pressure
coefficient calculation method is outlined. A preliminary method
employing panels to estimate additive drag and lift acting on

supersonic, rectangular inlets is described.

Later in this lecture additional comparison examples are
given of applications to migsiles of paneling and/or line
singularity methods with the appropriate nonlinear corrections.
These examples include supersonic inlets and a calculative case

for an aercelastically deformed fin on a missile body.

SUPERSONIC PANEL AND LINE SINGULARITY METHODS

Panel methods have been 1in existence a long time, although
for supersonic flow the number of choices is fairly limited. The
low order category for supersonic flow includes Woodward’s
constant presture panels (Ref. 32), Woodward’s USSAERO series
panel methods (Ref. 33), their improved derivatives developed at
NLR (Ref. 34) in the Netherlands, and Woodward's triplet panels
(Ref. 35). There may be other applicable methods, including the
Mach box scheme described in Reference 36. The supersonic line
singularity method for economically mogeling axisymmetric,

pointed bodies was conceived before World War II (Refs. 37-39).




T -

3-24

The high order paneling category includes the sophisticated
method designated PAN AIR (Refs. 40-43) and the related paneling
method of the HISSS program (Ref. 44). All of these methods
involve layouts of panels on the surfaces or the lifting surface
mean planes of the missile, except for the line singularity
method which involves distributions along the body centerline
instead of on the surface.

For supersonic flow, the panel or line singularity velocity
potential ¢ satisfies the Prandtl-Glauert equation for
supersonic, linearized flow valid for small velocity

perturbations.

(M2 - 1)gxx = ¢yy * $z2 (1)

All panel methods assume that angle of attack and angle of
sideslip are small. This assumption allows Equation (1) to be
written in a reference body-oriented coordinate system (X,y,z)
independent of the free-stream direction. The Dboundary
conditione to be satisfied include tangential flow at the body
surface (Neumann condition) subject to regions of influence
associated with 1linearized supersonic flow. The velocity
components are obtained from the perturbation potential ¢ and
must vanish on the Mach cones which demarcate the regions of
influence. The flow tangency boundary condition is satisfied at
a finite set of control points, normally one for each panel,
giving rise to a set of simultaneous linear algebraic equations
from which the panel strengths can be obtained. High order panel
methods use more complicated conditions involving the pbtential
(Dirichlet condition) and tangential flow conditions. .The line
singularity strength solutions are also based on satisfying the
flow tangency condition at points on the body surface. The
solution is simpler in that the line singularity strength
characteristics are obtained from a computationally fast marching
procedure from the body nose to the body base.

In essence, the panel solutions are 'of two types: lifting
panels and nonlifting, or volume solution, panels. The
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individual distributions of the mathematical singularity on the
lifting (doublet) and nonlifting (source) panels range from
constant or linearly varying for the low order panels to
quadratic and continuous across the edges for the high order
panels.

The examples to be described 1in a later section make use of
constant pressure (actually, constant u-velocity) panels (Ref.
32), source panels (Ref. 33), and triplet panels (Ref. 35), in
addition to the line singularity method (Ref. 37). The triplet
panels are nonlifting panels used primarily to represent bodies
with noncircular cross sections. The constant u-vzalocity panels
are used to model lift acting on lifting surfaces. This type of

panel 1is also used to model lift carryover onto the body.

Figure 18 shows a typical paneling layout on a complete
configuration consisting of a forward finned section (canard cr
wing) and a tail finned section mounted on an axisymmetric body.
For such a conventional missile configuration, the axisymmetric
body is represented by linearly varying source and doublet line
singularities for modeling effects of body volume and angle of
attack, respectively. The forward and tail finned sections are

modeled with a sparse layout of constant u-velocity panels.
Only four £fin mean planes and one-quarter of the two body
interference shells are shown covered with panels. In this

model, the effects of the body line singularities are included in
the fin constant u-velocity panel boundary conditions for body-
on-fin interference. The constant u-velocity panels on the
interference shell serve to account for fin-on-body interference.
The length of the interference shell in the forward finned
section shown in Figure 18 is taken equal to the fin root chords.
This is only approximately correct in that additional fin-on-body
interference occurs aft of the fin trailing edges depending on
the regions of influence determined by the Mach cones emanating
from the fin edges. The interference shell(s) can be extended
accordingly or some other means for calculating fin effects on
the body should be incorporated (effects of fin trailing vortices
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on afterbody). For a given finned section, the strengths of the
panels on the fins and the interference shell are obtained from

one matrix solution.

If the configuration of interest 1involves &a body with a
noncircular cross section, the body can be modeled with triplet
panels. The fin-on-body interference is still accounted for by
the addition of a separate interference shell containing lifting
constant u-velocity panels. This is the approach followed in the
modeling of wunconventional missile configurations Dby computer
program DM3INL described in Reference 11. This program also is
capable of providing estimates of additive forces associated with

supersonic inlets.

The fin vortex wake model used in programs LRCDM2, DM3INL,
AMICDM, and NWCDM-NSTRN is described next.

FIN VORTEX WAKE

As discussed earlier in this report, fins can generate
leading and side edge separation vorticity as the angle of attack
is increased. If the side edges are long, vorticity can be
generated along the edge for angles of attack as low as 5 deq.
At supersonic speeds, vorticity can be generated along the
leading edges provided the edge 1lies aft of the Mach cone
emanating from the root leading edge (subsonic leading edge).
The leading and side edge vortices may combine and form a strong
vortex located above the trailing edge. The leading and/or side
edge vortex is elevated above the fin plane as illustrated in
Figure 19. One fin of the forward finned section is shown
attached to a body. The angle of pitch seen by the fin is high
enough to cause formation of strong leading and side edge
vorticity. A vortex feeding sheet forms and at the fin trailing
edge it is fully developed. At this position, the vortex system,
including the trailing edge vortices, can be represented by a set
of concentrated discrete vortices which stream aft along the
afterbody and tail section and influence the loads on those
components.
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The nonlinear fin edge vortex characteristics can be
approximated as follows. For fins with leading and/or side edge
flow separation, program LRCDM2 (Ref. 8) 1is capable of
determining the anymentation to £in normal-force at high angles
of attack from the distributions of suction along those edges.
This approach is based on the Polhamus analogy (Ref. 45). The
suction distributions are obtained from the in-plane aerodynamic
forces calculated as an extension to the constant u-velocity
panel theory. This involves redefinition of the panel strengths
as horsehoe vortex strengths and application of the Kutta-
Joukowski law for aerodynamic forces acting on vortex filaments.

The portion of suction converted to normal-force is determined by

vortex lift factors K for the leading edge, and by factor K
VLE VSE
for the side edge. Estimates for these factors are given in
Reference 46. Usually, K = 0.5 and K = 1.0 for small
VLE VSE

aspect ratio missile fins and low supersonic speeds.

Along the leading and/or side edges, the growing vorticity
strength is calculated as a function of spanwise distance by
means of lifting line thecry and the distribution of suction
converted to normal-force. The lateral position, yy, shown in
Figure 19, is taken as the c.g. of the suction distributions.
The position above the fin plane, 2z), is approximated as if the
cencentrated vortex emanates from the tip leading edce along a
straight line at angle a1/2z to the fin, where a] is the angle of
pitch seen by the fin. Further details of this account are

available in Reference 8.

In addition to the leading edge and side edgm vortex, one
trailing edge vortex 1s shown in Figure 19, This vortex is
associlated with the attached flow span loading as omposed to the
separated flow edge load augmentations. The strength and
location of the trailing edge vortex (vortices) at the fin
trailing edge are related to the span load distribution
associaced with attached flow on the fin. It can be shown (Ref.

»

47) *that under the assumptions of no sideslip, and pressure being
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linearly related to the potential, the trailing edge vorticity
I'tg can be related to the span loading as follows.

1 e . 1 B
Vo; @;— =-3 By; (ccp) (2)

As an approximation, this relationship is used in Reference 8
for fins on a missile using the actual span loading calculated
with the Bernoulli pressures, 1including effects of sideslip.
After integration, it turns out that the number of concentrated
discrete vortices is given by the number of extrema in the span
load distribution plus 1. The result is one or more discrete
vortices representing the fully rolled up fin wake. This fin
wake model will not be very good for missiles with overlapping or

closely spaced canard (or wing) and tail sections.

The above simplified treatment of £fin vortex flows does not
include effects of vortex breakdown, vortex core modeling,
secondary separation, etc. Some of these highly nonlinear
phenomena and the possible effects on the aerodynamics of a
missile are mentioned earlier in this lecture.

With the strengths and positions of the fin leading and/or
side edge vortex and the one or more trailing edge vortices known
at the fin trailing edge, these vortices and body nose separation
vortices, i1f present, are tracked aft along the afterbody up to
the tail fins. In program LRCDM2 (Ref. 8), the body nose
separation vortex strengths and positions in the crossflow plane
are specified in a data base as a function of axial distance from
the nose. This information 1is given for a pair of symmetric,
concentrated vortices and is based on experimental data described
in Reference 48. Program AMICDM (Ref. 10) 1is equipped with
updated forebody vortex characteristics obtained with the vortex
cloud model described 1latsr in this report. The method for
calculating pressures on the forebody under the influence of
separation vortices includes the effects of vortex filament
inclination with respect to the body centerline.

———— ——
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The forebody and canard fin vortices can also be included in
an afterbody vortex shedding analysis. In either case the
effects of the moving vortices will influence the aerodynamic
performance of the complete missile in a manner nonlinear with
angle if attack. In the most general case, the vortices will not
be symmetrical with respect to the forward fins either due to
angle of roll or due to asymmetric forward fin control. Examples
of wvortex tracking results are shown in Figures 7 and 8.

Additional comparisons are described later in this report.

Vortex Tracking Procedure

A procedure for determining the vortex paths in the presence
of the body is based on slender body theory. Programs LRCDM2
(Ref. 8), NWCDM-NSTRN (Ref. 9), and AMICDM (Ref. 10) track
vortices along axisymmetric bodies in this manner. In essence,
the crossflow plane flow potentials are solved at many axial
stations along the body in a marching procedure. The two
dimensional crossflow potential includes linearly superimposed
solutions due to crossflow, vortices in the presence of the body
and vortices in the presence of one another. From one station to
the next, the vortex paths are directed in accordance with local
flow angles. For noncircular body cross sections, a numerical
conformal mapping procedure is required (Ref. 26).

In the development of program LRCDM2, it was found that the
best method for computing the effects of external vortices on the
missile fins involves the following approximation. The vortices
are tracked along the unfinned or body alone sections with the
method described above. When the vortices reach the leading edge
of a finned section, their positions are frozen in the crossflow
plane. This means that through the length of the finned section,
the external vcrtices are rectilinear and taken parallel to the
body centerline. At points on the body surface, vortex-induced
velocity components are calculated using slender body theory for
inclusion in the pressure coefficient calculations. On the fins,
the flowfield generated by the vortices 1is calculated i.. the
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presence of the body alone (fins off). The effects of the
vortices are then included in the fin loading calculations as
follows:

1. Compute the flow velocity normal to the fin plane at the
panel control points including effects of the body, angle
of attack, and vortex-induced components.

2. Generate the strengths of the constant u-velocity panels
laid out on the fins and interference shell subject to the
impressed velocities of Step 1.

3. With the fin panel strengths calculated from a matrix
solution, compute normal and parallel flow velocity
components at the panel control points including vortex-
induced contributions.

4. With the compressible Bernoulli pressure velocity
relationship, compute pressures acting on the fin with the
velocity components from Step 3.

BODY VORTEX WAKE

The vortex shedding program NO2ZVTX described in Reference 26
is capable of generating the characteristics of the vortex
flowfield above a body at sufficiently high angle of attack to
experience flow separation. The theoretical method embodied in
NOZVTX is based on a combination of Woodward’s source panels
(Ref. 33) for nonaxisymmetric bodies, or line singularities for
axisymmetric bodies (Ref. 37), and multiple discrete vortices
treated with crossflow plane theory. The body is first modeled
with either linear theory method, neglecting flow separation, for
the flow condition at hand. Starting at an axial station close
to the body nose, the attached flow pressure distribution is
calculated on the circumference of the body wusing the
compressible Bernoulli pressure equation. The pressure
distribution is examined wusing modified versions of Stratford’s
separation criteria  which are based on two dimensional
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incompressible flow. For example, the laminar separation
criterion states that the laminar boundary layer separates when
the following condition is met (Ref. 26).

T

dc
1/2 Pl .
CP [ ] ~ 0.087 sin “c (3)

Here £ is the run length of the boundary layer, Cp the pressure
coefficient and a. the included or body angle of attack. 1In a
turbulent boundary layer, the separation point on the

circumference is Reynolds number dependent.

dc, | 1/2 g ~0-1 '
Cp [g az— ] (Re€ X 10 7) ~ 0.35 sin . (4)

At the predicted separation points, vortices with strengths
proportional to the square of the local resultant velocity are
shed into the flow field. The trajectories of these free
vortices between one crossflow plane and the next one downstream
are determined from a path integration scheme which aligns the
vortices in accordance with the local flow field. For bodies
with noncircular cross sections, analytical or numerical
conformal mapping schemes are employed together with the vortex
image technique (circle theorem). At the next downstream
crossflow plane, the pressure distibution is calculated including
effects of the vortices shed upstream. Oon the basis of the
separation criteria, new vortices are shed. This procedure is
carried out in a stepwise fashion over the unfinned lengths of
the body resulting in the formation of vortex clouds simulating
vortex feeding sheets. Examples of the vortex cloud technique
are shown in Figures 9, 11, and 12.

In Figure 20, a conventional missile configuration minus the
tail section is shown. Angle of attack is high enough to form
body vortices and angle of roll is =zero. On the forebody, two
vortex feeding sheets are depicted. At the beginning of the
canard section, the feeding sheets separate from the body and two
concentrated vortices pass through the canard section. Oon the
afterbody, two feeding sheets are schematically indicated. The
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actual shape and starting location of these feeding sheets are
influenced by the flow conditions and external vortices generated
by the forebody and canard fins. Only one trailing edge vortex
is shown for each horizontal fin but more may exist.

In program LRCDM2 (Ref. 8) and its derivatives, the
axisymmetric forebody vorticity characteristics are obtained from
a data base as described earlier in this section. The afterbody
vortex shedding calculations are based on the NOZVTX approach
described above. The purpose 1is to represent the entire vortex
structure at the beginning of the tail section and to calculate
the vortex-induced effects on the tail section using the
approximate method described above. Examples are shown later in
this lecture.

NONLINEAR PRESSURE COEFFICIENT

It is shown in Reference 49 that linearized theory fails to
provide realistic estimates of pressure distributions acting on
delta wings at about 20 deg angle of attack for Mach numbers
larger than 1.5. Apart from the nonlinear effects due to leading
edge vortex flow (for subsonic edges), there are effects due to
nonlinear compressibility that will influence the pressures on
both the lower and upper surfaces. Generally, linear theory will
underestimate the positive pressures on the lower surface near
the wing leading edge and overestimate the suction pressures on
the upper surface. As a result, linear theory often predicts
good overall normal-force at high Mach numbers but the pressure
distributions are usually faulty.

Some fundamental reasons for the failure of linearized theory
to predict pressures at large angles of attack may be explored
with the help of Fiqure 21. The differences in pressure
coefficients predicted by two dimensional nonlinear shock or
expansion theory and by two dimensional linear theory can be
illustrated as follows for a planar surface inclined to the free-
stream. In Figure 21, the pressure coefficient calculated for
the compression case (6 > 0) with two dimensional oblique shock
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relationships increases nonlinearly with deflection angle § up to
shock detachment. The pressures are appreciably higher than
those obtained with two dimensional 1linear theory which relates
the pressures directly to the deflection angle. For negative
deflection angles, the pressures calculated with two dimensional
expansion relationships are also higher than the two dimensional
linear theory pressures. For large expansion angles, the
expansion (Prandtl-Meyer) formulation will automatically limit
the pressure coefficient to

_ p—poo ~ 2
cP,min " | 9 Jmin T y sz (3)

which corresponds to zero static pressure (p = 0).

The three dimensional isentropic compressible Bernoulli
pressure coefficient has some nonlinear character because it is
composed of linear and quadratic terms involving all three flow
components. This nonlinearity is not related to nonlinear
compressibility. A minimum value is wusually set on the basis of
Equation (5).

In an effort to investigate practical methods for accounting
for nonlinear compressibility, two schemes were developed and
implemented as optional fin pressure calculation options in
LRCDM2 (Ref. 8) for preliminary testing.

The first scheme, suggested by Carlson (Ref. 49), involves
nonlinear shock expansion (tangent wedge) theory and linear
theory for calculating pressure coefficients along chordwise
strips on the surfaces of a fin or wing. The nonlinear shock
expansion theory is wvalid for all supersonic Mach numbers
provided the shock is attached. The flow deflection angles, §,
required by this two dimensional nonlinear theory are determined
from the geometry of the surface (streamwise slopes) and then
modified by correction angles determined from two and three
dimensional linear theory. In two dimensional linear theory, the
pressure is proportional to the flow deflection angle. 1In
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program LRCDM2, the three dimensional linear theory is made up
of the supersonic panels on the fins and the interference shells
on the body and includes the supersonic line singularity method
used to model the axisymmetric body itself. The correction
angles mentioned above can be viewed as a correction to account
for mutual interference effects between the individual strips on
a given fin, between the fin and other fins, and between the fin
and the body. Therefore, the modified flow deflection angles
includes a geometric component and an interference or correction
component. In this process, the flow correction angle is
calculated on the basis of approximating the difference between
interference free two dimensional nonlinear theory (shock
expansion or Newtonian) and three dimensional nonlinear theory
including interference effects by the difference between
interference free two dimensional linear theory and three
dimensional linear theory including interference effects. 1In
equation form, this statement can be expressed as follows:

{2-D nonlinear theoryl] + [(3-D linear theory)
- (2-D linear theory)] = [3-D nonlinear theory] (6)

This procedure is described in detail in Reference 8.

The modified angles are then used to recompute pressure
coefficients using the two dimensional nonlinear shock expansion
formulation.

In the second scheme, the pressure coefficients are
calculated with the simplest form of Newtonian or impact theory.
This nonlinear theory is wvalid only for high supersonic Mach
numbers (Mw > 5). The flow angles, §, required by this theory
are modified in the same manner as used with the shock expansion
method. Corrected pressures are then calculated with the upd~ted
angles used in the impact pressure formulations.

Details of these schemes are given in Reference 8. Examples
of the above procedure are shown on Figures 15 and 16 and are
discussed in an earlier section.

T



SUPERSONIC INLETS

The aerodynamic characteristics of an airbreathing missile
are influenced by the forces associated with the internal flow.
such forces exist both for the case of a wind tunnel model with
flowing inlets and for the case of a missile in flight powered by
its airbreathing prcpulsion system. In the former, the forces
sensed by the force balance must be corrected to remove the
internal flow contribution. In the latter, the internal forces
result in the net propulsive force which is conventionally
specified by the change in impulse of the capture airstream from
free-stream conditions at some upstream station to the nozzle
exit. In both of these cases, complete accounting of all the
involved forces results 1in the appearance of fictitious forces
called additive forces which do not act on the missile surfaces
but arise from a bookkeeping procedure. A definitive description

of this procedure is given in Reference 50.

The external flow around an inlet can influence the
aerodynamic loading acting on the airframe, and the airframe can
influence the inlet. This mutual aerodynamic interference can be
important for large inlets mounted on airbreathing missiles. The
aerodynamic effects of an inlet are nonlinear with respect to
angle of attack and flight Mach number. However, paneling
methods lend themselves to aerodynamic interference problems. A
panel-based method for estimating additive forces and flow field
effects induced by inlets is summarized below. The method makes
use of the local Mach number concept.

As part of the work reported in Reference 11, a study was
made of the feasibility of representing a supersonic two
dimensional external compression inlet by a paneling method.
Since then the method has been extended to handle supersonic
axisymmetric external compression inlets. In these applications,
the inlet panel modeling scheme 1is primarily aimed at estimating
the additive drag and additive 1ift forces for specified mass
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flow ratio. In addition, the inlet model 1is capable of
generating flow field velocity components external to the inlet
and can include interference effects from upstream components.

Consider the supersonic two dimensional inlet shown in the
upper portion of Figure 22. This single ramp inlet is shown
operatinj at off design condition and with critical or
supercritical flow (normal shock at or downstream of throat).
Angle of pitch and angle of sideslip seen by the inlet are zero.
Angle 85 is associated with the attached ramp or obligue shock,
and it is determined for Mw and ramp or wedge angle 6§y using
oblique shock theory. A straight 1line is drawn forward from the
cowl lip (point B) in a direction parallel to the compression
ramp to the intersection point A with the ramp shock. From this
point forward, the line is parallel with the oncoming stream.
The line constructed this way is the bottom or capture streamline
of the captured streamtube. The mass flow captured by this inlet
under these conditions is 1less than the mass flow contained in
the streamtube with height equal to the inlet height hj. Let f
be the inlet mass flow rate measured at some station downstream
from the cowl lip. Define an equivalent captured streamtube with
the same mass flow rate th but referenced to pw and Ve. The cross
sectional area of the equivalent captured streamtube equals
height he times the width s of the two dimensional inlet. The
height of the equivalent captured streamtube is related to the
measured inlet mass flow rate as follows.

(h.8) Py V, = T, (1)

Similarly, the mass flow rate contained in the streamtube with
inlet height hj is given by

(his) Po Vo = m, (8)
The mass flow ratio MFR is then defined as
L]
MFR=E—=E$1 (9)
moo My
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In the upper portion of Figure 22, the amount of mass flow in the
streamtube with height Ah = (hj - hg) is spilled below che cowl
lip. In this case, MFR 1is the theoretical maximum, the
associated additive forces are minimum and the mass flow not
captured by the inlet 1is termed supersonic spillage. 1In three
dimensions there can also be side spillage which 1is not
considered in this mass flow account. In accordance with the
description in Reference 50, the aerodynamic forces acting on the
bottom streamline of the captured streamtube from A to B are the
additive forces. In the lower portion of Figure 22, the flow
into the inlet is zero. Thus, MFR = 0 for the fully blocked inlet
flow case.

The case for an axisymmetric supersonic 1inlet is shown in
Figure 22(b). In the upper portion of the figure, the capture
streamline is not a straight line between points A and B for the
maximum flow case. In this case, the maximum mass flow ratio is
obtained from a mass balance between the cone shock and the inlet
face. The shock and the inlet face surfaces are conical.
Therefore, linear (conical) supersonic theory 1is employed to
estimate the velocity component (indicated in Figure 22(b))
normal to the shock and normal to the 1inlet face. With the
radius ro of the captured streamtube determined this way, the
mass flow ratio for an axisymmetric inlet 1is expressed as
follows.

H
N

C

MFR = (9a)

"l
(M)

i
It is the purpose of the inlet panel model to estimate the

additive forces as a function of specified mass flow ratio. The
method makes use of but is not limited to triplet panels.

The inlet paneling method of Reference 11 1is based on the
following approximate scheme. This scheme is the result of many
comparisons with experimental data. The trirlet panel model is
employed to estimate the minimum additive drag (and lift) for a
supersonic two dimensional inlet. The corresponding mass flow
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rate will be the maximum but need not be equal to unity. For
zero mass flow ratio (fully blocked conditions in the inlet), the
pressure acting on the throat 1s assumed equal to stagnation
pressure, and the pressure on the compression ramp is taken equal
to the surface pressure on a wedge with the oblique shock about
to detach from the ramp leading edge. Axisymmetric inlets are
handled similarily with conical shock data. The additive force
is taken as the sum of the forces acting on the ramp and throat
areas. A linear relationship is assumed relating the additive
forces to mass flow ratios greater then zero and less than the
maximum. The procedure for estimating the minimum drag, minimum
lift, and maximum mass flow ratio will now be outlined.

The triplet panels are laid out on the inlet face as follows.
In an attempt to simulate the deflection of the capture
streamline, the triplet panels in the inlet face directly above
the cowl lip have their upper most edges positioned at the same
level as the capture streamline. This point is indicated by the
crosses (+) shown in Figures 22(a) and 22(b). The Mach number
used for the panel strength solution corresponds to a Mach wave
made to coincide with the ramp shock. This local Mach number
approach constitutes the major nonlinear aerodynamic
characteristic in the inlet model. The flow tangency boundary
condition is applied to the panels on the inlet walls (for a two
dimensional inlet only). The panels on the inlet face receive
special treatment: the panels above the capture streamline
location are made to deflect the incoming flow parallel below to
the compression ramp, and the panels below are made to block the
incoming flow. Egamples are described later 1in this lecture

including two dimensional and axisymmetric supersonic inlets.

As mentioned earlier, the paneling solution (for the local
Mach number) can generate flow field velocities which will be
representative of the minimum additive drag or maximum mass flow
rate condition. For mass flow ratios less than maximum, the
inlet face panels can be wused to block the incoming flow by
progressively engaging the fully blocked boundary condition for
the panels on the inlet face from the cowl lip up to the level of

~ T -



339

the capture streamline. The loadings acting on the panels on
the inlet face will then underestimate the additive forces,
however. Instead, the linear variation method mentioned above

should be used for additive forces.

FIN DEFORMATION

The work recently performed and described in Reference 18 is
concerned with controlling the aerodynamic center of pressure
location of a missile control fin by aerocelastic tailoring.
Specifically, the principal axis directions of various segmeits
of a composite material fin are varied in order to influence the
chordwise location of the center of pressure through elastic fin
deformation under nonlinear supersonic aerodynamic loading.
Consistent fin deformations are obtained by iterating between the
aerodynamic load calculation and the fin displacement
calculation. The aerodynamic predictions are performed by a
specialized version of program NWCDM-NSTRN (Refs. 9 and 51) which
is one of the intermediate level panel-based missile aerodynamics
analysis programs. A special program module NASCON converts the
aerodynamic forces calculated at the aerodynamic control points
to aerodynamic forces at the structural analysis grid points. 1In
this process, total aerodynamic forces and moments are conserved
on the missile body and the fin components.

The special requirements for the aerodynamic prediction
method include the capability of computing multiple sets of
aerodynamic force distributions in minimum time. In addition,
fin edge nonlinearities must be included because of the high
angles of pitch seen by control fin(s).

Future fin aeroelastic tailoring work will include treatment
of the airgap effects. This last nonlinear problem is difficult
to treat in any event. It 1is planned to extend the panel-based
method to model the deflected fin and the interference shell on
the body (Figure 18) with two separate panel layouts. Calculated
examples for a composite material fin and for an aluminum fin
will be given later.
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ADDITIONAL COMPARISON EXAMPLES

This section contains additional descriptions of predicted

and experimentally measured aerodynamic characteristics

influenced by nonlinear vortical effects for two conventional
cruciform missile configurations. In addition, additive drag
results are presented for two dimensional and axisymmetric
supersonic inlets. Finally, a calculative example is provided
showing the aerocdynamic force distribution and deformation
characteristics for a composite material fin and for an aluminum
fin. The referenced theoretical results are obtained with the
methods described in the previous section.

TF-4 CANARD CONTROL MODEL

Program LRCDM2 (Ref. 8) was applied to the canard control
wind tunnel model TF-4 shown in Figure 23. The tail fins are
large and have a pronounced effect on the overall longitudinal
and lateral aerodynamic characteristics. The experiment and
additional data are described in Reference 52.

The two results described below are aimed at showing the
effects of afterﬁody vortex shedding on the afterbody loads for a
case with zero control and the effects of canard fin vortices and
afterbody vortex shedding on the 1longitudinal and lateral
characteristics for the case of roll control. The afterbody is
the portion of the missile body between the canard section and
the tail section. All forces and moments are specified in the
body fixed coordinate system.

For zero canard control, included angle of attack of 20 deg,
zero roll angle, and Mach number of 1.6, the calculated vortex
structure at the end of the afterbody 1is shown in Figure 24.
These results are obtained with the optional nonlinear afterbody
vortex shedding companion program of LRCDM2. The companion
program is a derivation of body vortex shedding program NOZVTX
(Ref. 26) summarized earlier in this lecture. At this angle of

— M
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attack, effects of afterbody vortex shedding are included. 1In
the resulting symmetric picture shown in Figure 24, the wake
vortices of the horizontal canard fins appear ac the top. These
vortices originate from the trailing and side edges of the
horizontal canard fins in accordance with the method summarized
earlier in this lecture. The canard fin vortices have traveled a
considerable distance above the body. Two symmetric forebody or
nose vortices, T'pgges have been “"captured" by the many afterbody
vortices in the two vortex clouds. The forebody vortices
originated on the nose, and ac described earlier, program LRCDM2
contains a data base representing the vortices shed by the nose
as two discrete concentrated vortices. Unlike the <canard
vortices, the forebody vortices remain in the vicinity of the
afterbody principally due to the interaction with the afterbody
vortices.

The calculated distributions of normal-force acting on the
afterbody with and without vortex shedding are shown in Figure
25. The upper curve represents the normal-force distribution
calculated by the afterbody vortex shedding module including
effects of canard section vorticity. Most. of the added normal-
force is generated toward the aft portion of the afterbody.
Simple constant crossflow drag coefficient calculations do not
include effects of upstream vortices and would result in a
constant distribution of normal-force of higher magnitude. The
lower curve 1is generated by LRCDM2 without afterbody vortex
shedding and reflects the download effects of the forebody and
canard fin vortices as calculated by the vortex tracking module
described earlier.

In Figure 26, the vapor screen shows a vortex pattern at the
beginning of the tail section for the case of roll control
effected by differential deflection of the horizontal canard b
fins. Angle of attack equals 15 deg, My = 2.5, angle of roll is
zero, and the afterbody vortex sheets are located asymmetically J
above t.ie body. The vortex from the right horizontal canard
(with 5 deg trailing edge down deflection) is positioned slightly
lower than the vortex from the left horizontal canard fin (with 5
deg trailing edge up deflection).




The vortex structure predicted by program LRCDM2 (Ref. 8),
using the optional afterbody vortex module, 1is shown in Figure
27. The calculated afterbody vorticity is represented by two
centroids to the left of the upper tail fin. The vortices with

strengths I'rg/Veo = -0.09 and I'rg/Ve = -0.16 originate from the
upper and lower undeflected canard fins, respectively. The
strengths of the centroids of afterbody vorticity , T'/Ve = -3.11
and TI'/Vp = 0.87, are of the same order of magnitude as the

trailing edge vortices of the deflected horizontal canard fins.

The asymmetric vortex picture shown in Figure 27 can be
compared with the vapor screen shown in Figure 26. The relative
positions of the major canard vortices are predicted well with
the left vortex slightly higher 1in elevation and weaker than the
right vortex. Next to the body, the vorticity indicated in the
vapor screen on the left hand side appears to be stronger and
positioned higher than the vorticity on the right hand side. The
relative strengths are indicated by the theory but the prediction
positions the "right hand" afterbody vortex centroid closer to
the "left hand" afterbody vortex centroid than shown in the vapor
screen.

Overall aerodynamic results for the case of 5 deg roll
control are shown in Figure 28. Normal-force, Cy, and pitching-
moment, Cp, coefficients are shown in Figure 28(a) as a function
of included angle of attack, a¢. Some nonlinear behavior is
indicated by the experimental data throughout the range of ac.
Calculated results are given with and without afterbody vortex
shedding. The differences between the two results are small. 1In
this case, the normal-force and pitching moment are mostly due to
the lifting surfaces.

Yawing-moment, Cp, rolling-moment, C3;, and side-force, Cy,
coefficients are shown in Figure 28(b) with and without roll
control as a function of included angle of attack, ac. Strong
nonlinearities are indicated by the exr¢i_ -.ental rolling moment

data. Experimentally measured tail-off rolling moment is also
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indicated. The effect of the large tail fins is to cancel the
canard fins roll control up to about ac = 6 deg. The measured
rolling moment exceeds the rolling moment generated by the canard
fins for ao greater than 11 deq. Some yawing moment and a small
side force are measured.

Tail fins off rolling moment is predicted well by program
LRCDM2. With the tail fins on, the nonlirear interaction between
the canard fins and tail fins 1is predicted well for as up to
about 6 deg. Above ac = 6 deq, the predictions without afterbody
vortex shedding fail to predict the nonlinear behavior. The
calculated rolling moment including effects of afterbody vortex
shedding definitely follows the nonlinear trend. The relatively
small side-force coefficient also appears to benefit from the
inclusion of afterbody vorticity. There may be some experimental
error in the lateral characteristics for ac greater than 10 deg
as indicated by the nonzero experimental results for zero roll
control.

In conclusion, the overall rolling moment acting on the TF-4
configuration is affected severely by the nonlinear effects of
vorticity generated by the upstream canard fins and body
portions. A similar example concerned with aerodynamic loads on
deflected tail fins is given next.

TAIL FIN CONTROCL MODEL

A model of a tail control missile model is indicated in
Figure 29. Test data and additional information applicable to
this model are available in Reference 53.

Tail fin normal-forces and root bending moments are shown as
a function of angle of attack in Figures 30(a) and 30(b),
respectively, for Mg = 1.6. Data 1is shown for zero and -20 deg
pitch control. The fin loadings are shown in Figures 31(a) and
31(b) for Mew = 2.2. This data was also extracted from Reference
53. The experimental data exhibits some nonlinear behavior with
and without pitch control for both Mach numbers.




3-44

The predicted results are generated by an early version of
NWCDM-NSTRN (Ref. 9) which is a special version of LRCDM2 (Ref.
8). It should be noted that the tail fins are influenced by the
vortical wake of the forward fins. The prediction accounts for
this effect, and the calculated normal-force coefficients
generally match the data well. For the highest angles of attack,
the tail fin normal-force coefficient would be about 25% higher
if the nonlinear effects of the forward fin vortical effects were
neglected. For the lower Mach number (Mg = 1.6), the tail fin
leading edge is subsonic, and the 1leading edge augmentation is
added to give the total fin aerodynamic force.

SUPERSONIC INLETS

Experimentally deduced and predicted results for additive-
drag coefficient, Cy,bsdd.. are shown as a function of mass flow
ratio MFR in Figure 32 for two rectangular (two dimensional)
inlets. The test procedure and additional data are described in
Reference 54. The data was converted and replotted as shown in
Figure 32 by the authors of the inlet handbook described in
Reference 55. The two inlets shown in Figure 32 operate off-
design (ramp shock lies ahead of cowl lip) for Mach number 1.3.
For both the long ramp and the short ramp inlets, the variation
of the additive-drag coefficient with mass flow ratio is fairly
linear. This behavior seems to be visible in other supersonic
inlet data as well.

The theoretical maximum mass flow ratios shown in Figure 32
are determined with the two dimensional streamline tracing
approach outlined earlier in this lecture. Minimum additive-drag
coefficients are calculated with a panel 1layout such as the one
shown in Figure 33. The upper most edges of the bottom panels on
the inlet face are at the same level as the capture streamline
for maximum flow, and the location is indicated by the cross on
the inlet face shown in Figures 32 and 33. Variation of additive
drag with mass flow ratio is approximated as linear; therefore,
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the minimum additive drag value and the maximum additive drag
value determine Cyx,add. VS MFR for a given inlet. The latter
values correspond to zero mass flow ratio and are calculated on
the assumption that the inlet throat is subjected to stagnation
pressure (including normal shock effects) and that the external
compression ramp pressure corresponds to the pressure on a wedge
with the oblique shock just detached. The additive-drag
coefficients calculated this way match the experimental data
fairly well and show correctly the effects of the different ramp
lengths for the two rectangular inlet configurations. The
nonlinear aspect of this problem is related to the local Mach
number (Miplet) approach for the panel strength solution as
described earlier in this lecture and shown in the top position
of Figure 33.

Figure 34 shows experimentally deduced and predicted results
for additive drag as a function of mass flow ratio for three
axisymmetric inlets. The inlets differ by the inlet projected
area to throat area ratios. These inlets, test procedure, and
additional data are described in Reference 54. The additive drag
data was converted and replotted as shown in Figure 34 by the

authors of Reference 55. For the Mach number under
consideration, Mo = 1.1, these inlets operate off design
(compression cone shock lies ahead of cowl lip). The additive-

drag coefficient is roughly linear with mass flow ratio.

The theoretical maximum mass flow ratios shown in Figure 34
are based on the mass balance calculation mentioned in an earlier
section. The corresponding minimum additive-drag coefficients
are calculated with a panel layout such as the one shown in
Figure 35. The upper edge of the bottom panels on the inlet face
cone is at the same level as the capture streamline for maximum
flow, and the location 1is indicated by the cross on the inlet
face shown in Figure 35. The minimum additive drag results are
connected with a straight line to the maximum additive drag value
which corresponds to zero mass flow. The latter values are based
on the assumption that the throat area is subjected to stagnation
pressure (including normal shock effects) and that the external
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compression cone pressure corresponds to the pressure on a cone
with the «conical shock just detached. The additive-drag
coefficients calculated this way match the experimental data
reasonably well and show the same trend indicated by experiment
for the effects of inlet to throat . area ratios. As in the case
for the two dimensional (rectangular) inlets, the main nonlinear
effect is related to the local Mach number approach used in the

panel strength solution.

DEFORMED FINS

The £fin tailoring capability described 1in Reference 18
includes a special version of program NWCDM-NSTRN (Ref. 9) which
in turn is based on program LRCDM2 (Ref. 8). As described
earlier in this lecture, these panel-based missile aerodynamics
prediction programs incorporate models to account for body and
fin edge vortical effects. In addition, the programs can
optionally compute pressure coefficients based on nonlinear shock
expansion or Newtonian theories corrected for aerodynamic
interference using linear theory.

The aerodynamic prediction program interacts with a
specialized structual analysis program (Ref. 18) for the analysis
of fin deformation. In this process, a converged solution is
obtained after several interations as follows. The aerodynamic
program generates an aerodynamic force distribution at the grid
points of the structural program as described earlier in the
lecture. The structural analysis program computes the fin
surface deflections subject to the aerodynamic force
distribution. The aerodynamic program computes streamwise slopes
from the fin surface deflections and recalculates the aerodynamic
force distributions. The calculations are repeated until a
convergence criteria in terms of the change in successive fin
surface deflections is satisfied. An example of the above
analysis capability is described below.
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One fin of a planar fin section is shown in Figure 36. It is
mounted on an axisymmetric body by means of a shaft located at
one half root chord (hinge line). The airgap is assumed zero in
the following calculations. There are 32 lifting constant u-
velocity panels distributed on the fin; one panel is indicated
nearest the root chord leading edge. A layout of constant u-
velocity panels is wrapped around the body next to the fins to
account for fin on body 1lift carryover. The aerodynamic normal-
forces are calculated at the panel centroid points. The
aerodynamic forces at the panel centroids are converted to
aerodynamic forces at the corners of the trapezoidal elements
shown 1in Figure 37. As described in Reference 18, each

trapezoidal element contains two triangular bending elements.

In this example, the fin is assumed ¢to be made up of a
laminated graphite-fiber composite. Figure 37 shows the six ply,
antisymmetric angle layup used in the calculations. Angles 83
and 8, are the material principal axis directions or design
variables for the inboard portion of the £fin. 1In the ocutboard
portion, the principal axis direction is held fixed.

The flight conditions for the following example calculations
are specified by included angle of attack ac = 15.4 deg, angle of
roll of the planar fin body combination ¢ = 0 deg, Mach number Mw
= 1,6, and altitude h = 30,000 ft.

Figure 38 shows an outboard view of the composite material
fin with the design variables €; and 63 set at 45 deg. For this
setting, the study in Reference 18 disclosed that fin flexibility
is near maximum especially in the chordwise direction. Contrary
to what might be expected, however, the fin chordwise bending is
concave, rather than convex, with respect to the load direction,
which reduces the aerodynamic loads near the leading edge and
leads to an aft shift in the location of the center of pressure.
Note that for this example, there is a nose down rigid body
rotation about the hinge line. This rotation is included in the
perspective plots of the deformed fins. Figure 39 presents a
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perspective plot of the aerodynamic load distribution
corresponding to the deformed fin. This plot shows gquite clearly
the reduction in 1loads near the leading edge with chordwise

bending.

Figures 40 and 41 show the predicted fin deformation and
aerodynamic force distribution, respectively, for an aluminum
fin. It is of interest to contrast the behavior of the aluminum
fin with that of the composite fin. The aluminum fin has much
less spanwise bending and virtually no chordwise bending, and the
load distribution displays the peak near the leading edge that is
typical of rigid lifting surfaces.

The important observation to be made here is that the
inclusion of nonlinear aerodynamic effects can be very important
in the determination of the center of pressure location.
Furthermore, an airgap is created between the fin and the body
for deflected fins. The nonlinear effects of the airgap on the
detailed fin load are difficult to predict. It appears possible
to assess the inviscid effects by using separate paneling layouts
on the fin and on the body.

CONCLUDING REMARKS

This lecture describes a survey of experimental observations
and intermediate level predictive methods aimed at nonlinear
aerodynamic characteristics of tactical missiles. The lecture
starts with descriptions of the major differences between missile
and aircraft flight and configuration characteristics. The
importance of vortical interference and nonlinear compressibility
due to shocks 1is stressed. Descriptions are given of the
nonlinearities associated with deformable fin design, supersonic
fin on body interference, wraparound fins, and unsteady flight
including summarized accounts of the effects of asymmetric body
vortex shedding and vortex bursting on overall missile
aerodynamic characteristics.
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The lecture continues with physical examples of vortex
structures and shock formations visible in vapor screen and
schlieren pictures. In many instances, the nonlinear aerodynamic
effects are illustrated by theoretical results obtained with and
without the relevant nonlinearity such as vortex wakes or
nonlinear compressibility. Short descriptions are given of the
intermediate level panel-based missile aerodynamics prediction
methods used in some of the physical examples, with special
attention to the models incorporated to account for vortical and
nonlinear compressibility effects. The descriptions include
applications to additive force analysis for supersonic inlets and
deformable fins. Additional comparisons with experimental data
are provided and the nonlinear effects pointed out for two
cruciform canard-tail missile configurations. Additive drag
results are shown for rectangular and axisymmetric inlets.

Finally, a calculative example is given for a deformed fin.

It is clear that nonlinear effects are important in the
aerodynamics of tactical missiles. In the future, numerical
simulations based on Navier-Stokes solvers will be best suited to
analyze the details of missile aerodynamics most accurately
especially at transonic speeds. The pacing item may well be
turbulence modeling. For the present, the supersonic missile
designer has at his disposal an Euler-based approach and a set of
specialized intermediate level prediction methods based on panel
and line singularity theories enhanced with nonlinear models for
vortical effects and nonlinear compressibility. For basic
overall missile loads, including some nonlinear effects, the
simplest category of methods based on handbook techniques and the
sometimes sophisticated semi-empirical methods will be applicable
for years to come.
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Figure 6.- Experimental leading-edge vortex structure on a
highly swept wing; Mw = 2.4, & = 12 degq.
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Figure 9.- Measured and predicted circumferential pressure
distribution on an ogive-cylinder body;
Mo = 1.6, ac = 20 deg.
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Figure 10.- Vapor screen showing vortex development on a
3:1 elliptic cross section body; Ms = 2.5, ap = 20 deg.
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O Experiment (Ref. 27)
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Figure 12.- Measured and predicted circumferential precsure
distribution on a 3:1 elliptic cross section missile at
X/L = 0.60; Mo = 2.5, ac = 20 deg.
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Figure 13.- Schlieren photograph of missile model in
wind tunnel (NASA Langley Research Center).
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Figure 18.- Typical panel layout on an axisymmetric missile.
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Figure 39.- Predicted distribution of forces on deformed fin;
6y = 6 = 45 deg; Mw = 1.6, a = 15.4 deqg,
: altitude h = 30,000 ft.
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Figure 41.- predicted distribution of forces on deformed
aluminum fin; 81 = 63 = 45 deg; My = 1.6, @ = 15.4 deg,

altitude h = 30,000 ft.




Ry

SEMI-EMPIRICAL METHODS FOR CONVENTIONAL

AND UNCONVENTIONAL MISSILES

by
Michael J. Hemsch
PRC Kentron
303 Butler Farm Road

Hampton, Virginia 23666

UsSa

SUMMARY

In the development and use of semi-empirical methods for prediction of the aero-
dynamic characteristics of modern missiles, one fact is exploited more than any other:
the slenderness of the airframes and of the flows surrounding them. The first mathe-
matical attempts to use this fact were made over thirty years aqgo and resulted in
classical slender-hody theory and the universally-known Pitts, Nielsen and Kaatari
method for conventional missiles. 1In this lecture, it is shown that invoking slender-
ness for a missile in supersonic high angle-of-attack flow vields similarity forms
which correlate data for affine bodies and wings in a particularly useful way. The
equivalent anale-of-attack concept which is rooted in classical slender body theory is
also presented together with extensions required for flows with high cross-flow Mach
number, one of the similarity variables. Finally, it is shown that the classical two-
term fits to normal-force and center-of -pressure-location data for isolated wings and
bodies are inferior to one-term power-law fits to the data in similarity form.

NOMENCLATURE

a = body radius

A = power-law coefficient for normal force
AR = aspect ratio of the wing alone

B = power-law exponent for normal force

b = span

cp = pressure coefficient

Cyp = centerline chord

Cm = pitching~moment coefficient

Cn = normal-force coefficient

CN ’ CN ’ CN = normal-force coefficient for the body alone, tail alone, and wing

B T w alone, respectively

Cxn + Cy = normal-force coefficient increment for the body in the presence of
B(T) B(W) the tail and wing, respectively
Cy = normal-force coefficient for complete wing-body-tail confiquration
BWT
CN = normal-force coefficient for a fin on a body
F(B)
CN = normal-force coefficient for the tail in the presence of the bhody
T(B)
N = normal-force coefficient for the wing in the presence of the body;
W(B)
Ky = gimilarity parameter, §cota
k, = similarity parameter, Mgsing
Ky = similarity parameter, tana/AR
kg = body carryover factor for wing deflection
Kg = body carryover factor for wing undeflected
Ky = wing interference factor for wing deflection
Ky = wing interference factor for wing undeflected
K0 = wing interference factor for combined angle of attack and sideslip
) = body (or wing) length
LE = leading edge
Ly = lift-curve slope
my, = apparent mass for motion in the 2, direction
My = local Mach number
M, = freestream Nach number
P = static pressure
p' = nondimensionalized static pressure, p/ge.sinla
P = freestream static pressure
a, = local dynamic pressure
[ 2 = freestream dynamic pressure
Sp = fin planform area
Sji = planform area of fin i, which is influenced by fin j
Sm = gemispan of fin including the body
SR = reference area; planform for wings, base area for bodies
TE = trailing edge
u:v,? , = flow velocity components in cylindrical coordinates
u',v, w *

nondimensional flow velocity components, u/U_cosa, v/!,sina.
w/U_ cosa, respectively

U, = freestream velocity

X,T, 4 = cylindrical coordinates aliqned with the body axis with origin at
nose tip

x",r',e" = nondimensionalized coordinates, x/t, r/b,s, respectively

x = axial or chordwise center-~of -pressure location

Xgr Yor Zg = unrolled hody coordinate system

4-1
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Xy = chordwise center-of-pressure location for wina alone

x chordwise center-of -pressure location for the winq in the presence of
w(s) the body

a = angle of attack

a. = angle between body axis and wind velocity vector
aeq = equivalent angle of attack

aeg = equivalent angle of attack with no fins deflected
Y = ratio of specific heats

8 = wing or tail deflection anqgle; also slenderness parameter, b/t
6y = deflection angle for fin i}

€ = gsemi-apex angqle of delta wing

Aay, = effective angle of attack due tn the vortex field
L] = bank angle

A = fin deflection factor

[ = density

Pa = freestream density

o’ = nondimensionalized density, p/p=

1. INTRODUCTION

The timely design and analysis of modern, high-performance converntional and
unconventional missiles require the use of rapid and accurate procedures for determin-
ing their aerodynamic stability, control and Arag characteristics over a wide Mach
number and angle-of-attack range. Despite impressive advances in computational fluid
mechanics, the only methods which meet the above criteria are semi-empirical. By
semi~-empirical methods, we mean those calculational! procedures which are based on a
judicious combination of rational flow models and experimental and computational data
bases. The first rational flow model for missiles was developed over thirty years ano
as an extension of classical slender-body theory (SBT)!?. That model is universally
known as the Pitts, Nielsen and Kattari method (PNK}?,%. The PNK method was the first
semi-empirical method which could be applied to all conventional missile confiqura-
tions through the subsonic/transonic/supersonic speed regime for stability and con-
trol predictions. [t uses SBT to properly add together the empirical results for the
individual missile components. In the last decade, as demands for high-anale-of-
attack performance have increased, the original PNK method has heen modified and
extended in a wide variety of approaches (e.q., see ref. 5-12). 1Tt is the nurpose of
this lecture to review the mathematical structure developed so far which underiies
high angle-of —attack slender-body aerodynamics and to demonstrate some of the useful
consequences of those results for semi-empirical methods. The primary emphasis of the
lecture is on stability and coatrol.

In the first part of the lecture, the slender-body reduction of the Euler equa-
tions for high-angle-of-attack hypersonic flow as given by V.V. Svchev!? will be pre-
sented. Empirical correlations will be used to demonstrate that the similarity
results obtained are valid for most supersonic flows of interest and for suhsonic
flows as well. The second part of the lecture will cover the equivalent-angle-of-
attack concept (EAAC) and its origins in the component bhuild-up approach and classical
slender~body theory as combined in the PNK method. Results from the similarity analy-
sis of the first part of the lecture will be used to show how to further extend the
EAAC to handle nonlinear flow fields resulting from high cross-flow Mach numbers. The
third part of the lecture will examine the application of high anale-of-attack simi-
larity to improving the fitting of body-alone and wing-alone data.

2. HIGH ANGLE-OF-ATTACK SIMILARITY

The analysis qgiven in this section is taken primarily from the papers bv
Sychev!3, Hemsch!*, and Barnwelll5. The nomenclature primarily follows Sychev.

2.1 Near Field

Since the body and flowfield of interest are slender, we introduce the followina
dimensionless independent variables in cylindrical coordinates (see fiqure 1):

x' = x/¢ (1a)
r' = r/b (1b})
[} (1c)
and the dimensionless dependent variables
u' = u/U,cosa (22)
v' = y/U_sina (2b)
w' = w/U_ sing (2¢)
P’ = p/a.sinia (24)
p' = 0/pm (2e)

All of the dimensionless variables are of order one. By substituting relations (1)
and (2) into the governing steady~flow Buler equations and dropning higher-order
terms in § = b/, we obtain the following approximate set for a perfect inviscid aas
with constant ratio of specific heats, vy,
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v’ av! w' oay' w'? 1 ap
§cotag == + Y'—— + =— = = = B - —— e (3a)
ax' ar' r' e’ r' 2p' ar'
W' aw' w' 3w’ viw' 1 ap!
fcotg = + Y'=— 4+ — —— 4 —— = - — (3b)
ax’ ac' ' 3¢’ r' 2p'c’ 3¢’
30" 3"’ w' 30" av! 1 aw’ v'
§cota =~ + V'e— ¢ — e + p' ( ~— # eo= —— t — ) = O (3¢c)
ax* ar' r' 3¢’ art r' ae' r'
3 p' 3 n' w' 2 0"
§cotq — ( ~—— ) + V' — ( ==~ ) 4 = —— ( — ) = O (3d)
ax’ oY ar’ p-y c* 30' D'Y
for the four unknowns v',w',p' and p'.
The approximate boundary condition on the surface of the body r' = r'(x',¢') is given
by
w! ar,’ 3r, "
v' - === o— = gcotq ——=~ (4)
ry’ 3¢ ax!'
The auantity
k, = Scota (5)

is the Sychev parameter relating thickness (or span) ratio and anate of attack. For
missile flows, the value of this parameter is order one. The ahove derivation involv-
ed no assumptions reqgarding Mach number. Hence, equations (3) and (4} gqovern the
near field solutions of all inviscid slender-body flows, reaardless of Mach number.}S
(Note that u', if needed, can be determined from Bernoulli's equation.} Slender-hody
theorists will recognize k1 as the inverse of the parameter introduced by J.,H.R, Smith
for delta winas with leading-edae separation.!® Since the transport of vorticity is
dominated by convection rather than dissipation, we can expect the above equation to
govern slender vortical flows as long as the separation lines are only weakly depen-
dent on Reynolds number.

2.2 Far Field
Sychev demonstrated that the shock relations also reduce to a set of four equa-
tions in the same four unknowns for shock waves which lie close to the hody surface.
The reduced shock equations depend only on vy, ki, and a second similarity parameter
k, = Mgsina (6}

Missile aerodynamicists will recoqnize k, as the crnssflow Mach number introduced hy
H.J. Allen.!” Barnwelll5 has demonstrated that the above far-field analysis holds for

Mpsina>l (7)
He also shows that the Sychev formulation holds for suhsonic values of the cross-flow
Mach number if the flow is hypersonic and the body is sufficiently slender, i.e.,
M 5=0(1).

If the independent variable x is replaced by the Ffictininus time variable

X

(8)
U,cosa

the approximate relations (3) and (4) transform into the differential eauations and
houndary conditions determining unsteady two-dimensional flow in a cross-flow plane
moving downstream at the rate U,cosa. For this reason, it is conjectured that the

above analysis holds for sufficiently slender bodies for any cross flow Mach number
as long as M,cosa>l. Emnirical correlations given by HemEE%‘“ for both sharp-edged
wings and smooth bodies bear out the conjecture.

2.3 Similarity
2.3.1 Pressure
For a perfect gas, the approximate relations (3) and (4) involve only the parame-

ters k,, k, and y which demonstrates for affine bodies in the same perfect gas that
all of the dimensionless dependent variables are equal at corresponding points of the




4-4

field if the similarity parameters k, and k, have the same values for the two cases.
For example, since we have

B! = P (x'.rt et kg, Ky) (9)

it is easy to show for perfect gases that p/p, and cp/sinza are also similarity
variables and are functions only of x', r', §', k; and k, (and y).

Miller and Wood!® obtained an extensive set of supersonic leeside surface pres-
sure data for thin sharp-edqed delta wings which are useful for checking similarity.
Data for three different delta wings with a two-fold aspect-ratio range are compared
in figure 2 for nominal values of k; and k, of 3.9 and 0.40 respectively. The flow
type is that of a classic vortex!®. Note that the hoped-for collapse is evident when
the data are plotted in similarity (scaled) form. Data for a different flow type are
shown in figure 3. Two delta wings are compared for nominal values of ky and k, of
4.1 and 0.67 respectively. The flow type is that of a separation bubble plus cross-
flow shock.!® Again, the data in similarity form collapse as desired. These results
are strong evidence that similarity holds for subscnic as well as supersonic crossflow
Mach numbers.

2.3.2 Forces and moments.

For semi-empirical methods, we prefer to work with integrated forces and moments.
Integrating the pressure relationship (9) over the body surface gives

Cn

—- = £ (ky ky) (10)
sing

Crm

S T (ky, ky) (11)
sin?y

where Cy and C, are referred to the projected planform area.

Relations (10) and (11) are somewhat inconvenient for correlations since the
left-hand sides tend to infinity for small angles of attack. It is also more conve-
nient for comparison of different families of affine bodies to use the parameter

tana constant
= ——— (12)
AR kK,

ky =

Multiplying equation (10) by k,; and replacing k, with k3, we have the more convenient
result
Cn
———e = £, (ks k3) (13)
AR sina cosa

and dividing equation (11) by equation (10) gives
X
—= =g, (ky, ky) (14)
L

Equations (13) and (14) prove particularly useful for correlating experimental data.
They also suagest an improved method for curve-fitting data for a single body as will
be shown in section 4.

Hamach!* prasents correlations based on equations (13) and (14) for five affine
families of sharp-edged thin wings and smooth hbodies. One of the wing correlations is
given in fiqure 4. It is surprising to note that the correlations hold for an eight-
fold range of aspect ratio up to an aspect ratio of four. Another surprising result
result of the correlations is that they can bhe represented accurately by a one-term
power-law expression (straight-lines on a log-log plot), i.e.,

CN
——————— = A (tana/AR}P (15)
AR sina cosa

X/t = C(tana/AR)D (16)

where A, B, C and D are functions of cross-flow Mach number. Hence, all of the data
for ¢ = 0-60°, M, = 1.60-4,63, and AR = 0.5-4.0 can be represented by four functions
of cross-flow Mach number. Those functions are given in fiqure 5 for the data of
figure 4.

The advantage of using similarity cannot be overemphasized. Normally, one would
attempt to fit the data for each wing with a two~term expression in sinacosa and
sinZa. Each coefficient would be a function of aspect ratio and M, resulting in
eight functions of Mach number rather than two in crossflow Mach number Furthermore,
the results enhance interpolation and extrapolation in both aspect ratio and Mach num-
ber.




Another advantage of using similarity variables is that Cy and x data can
apparently always be well represented by simple power-law expressions. This also
makes it easier to extrapolate the data to higher values of M_ . Finally, it is
important to note that using similarity allows a drastic reduction in the amount of
testing needed for developing the necessary wing and body data bases for use in the
component buildup method.

2.3.3 Vortex strengths and positions.

Semi-empirical methods for missiles require data bases for vortex strengths and
positions. From the similarity results above, it is clear that the positions of vor-
tices over affine bodies are related in the cross flow plane by
L}

vy' =Yy Xk, Ky)

2yt = z," (x' ks Ky)

Furthermore, the circulation for the contour C in the cross flow plan is qiven by
-

N
r = qu.dS {18)
[

hd +
where q. is the cross flow velocity vector and ds is an infinitesmal arc length on C
Normalizing §; and dd according to relations (1) and (2) gives

r' = [ 3 . as'
[
= r'{x', ky, k) for c' (19)
where r* = r/u,bsina and c¢' is the scaled contour for integration.

A more familiar scaling is ohtained if we divide x' by k; to qet

r x (20)
= F (-tana, scota, M,sina)

U, bsina

For very slender bhodies, é§cota + 0, and equation (19) tends to the familiar
form for the impulsive flow analoay (e.n., see reference 9).

Unfortunately, due to the excessive cost of obtaining auantitative flow field
information, the author has been unable to verify equation (20} with experimental
data. However, an extensive set of solutions for leading-edge separation from thin
delta wings has been obtained at NASA Lanqgley Research Center by J.M. luckering for
incompressible flow!?, The code used models both the surface of the wing and the
rolled-up leading-edqe vortex with linearly varying doublet pane152°. The strength of
the vortex core, its position in the cross-flow plane and the chordwise loading
distribution are plotted in similarity coordinates in fiqure 6 for tang/AR=0.25. Note
that even though the loading distribution does not exhibit similarity due to the
violation of the slenderness criterion at the trailing edge, the vortex parameters do.

The results obtained in this section demonstrate that for supersonic flows, at
least, any semi-empirical method must be consistent with the similarity relations
given above. Barnwell!® has shown that, for subsonic flows, ky=§cote and M, are the
correct similarity parameters so that equation (10) is replaced, for example, by

CN

= Fitk,, Mo 21
o 3tkys Ma) (21)

3. EQUIVALENT ANGLE-OF~ATTACK
3.1 INTRODUCTION

Before describing the eguivalent angle-of-attack concept (EAAC), it is useful to
review the component buildup method as developed by Pitts, Nielsen and Kattari“. The
account given here will necessarily be brief. A detailed account can be found in ref-
erence 21. As its name indicates, the component buildup method consists of summina up
the aerodynamic characteristics of the major airframe parts in isolation (e.q., hody,
wing, tail, etc.) and then tackina on to those sums the loads nrdduced by comnonenty
interference. Por tactical missile designs, the interference effects are often first
order and nonlinear. The key to developing a successful method lies in adequately
estimating the interference effects. The authors of the PNK approach used slender-
body theory to develop interference coefficients so that empirical results for compo-
nent loads could be used directly.

It is convenient to illustrate the ideas discussed in this section by considering
the wing-body-tail confiqguration shown in Fig. 7., The confiquration is shown in the
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"plus" attitude and is composed of an axisymmetric nose, a cvlindrical afterhody, and
two sets of in-line cruciform fins. Either set of fins can be used for control as
long as the fins are all-movable. In practice, the component buildup method is also
applied to airframes composed of nonaxisymmetric bodies and noncruciform fins placed
anywhere around the body circumference.

Historically, the normal-force coefficient for the case illustrated in Fiq. 7 has
been broken down as in equ. (22)
(22)
CNgwr = CNp * Chwepy * Npqw) * SNresy * (T * CNrowy

The subscripts are defined as follows:

BWT = complete wing-body-~tail confiquration

B = body alone

W(B) = wing in the presence of the body

B(W) = increment for the body due to the presence of the wing
T(B) - tail in the presence of the body

B(T) = increment for the body due to the presence of the tail
T(W) = tail in the presence of the wing

Because of the high speeds of modern tactical missiles, the influence of the tail on
the wing (W(T) term) can be neqlected unless the two sets of fins are very closely
coupled. Only static contributions will be considered in this section. Unsteady
effects can be included, if necessary, in a straightforward manner. To develop the
main ideas, it is sufficient to consider the normal force only. Complete details of
the approach can be found in references 2, 4-6, 9, 11, 12, and 21-25.

It is convenient to think of the terms in equ. (22) as arising from a linear
superposition of flowfields, which is strictly true, of course, only if the equations
governing the flow are linear. This was indeed the case for early missile airframes
that flew at low-to-moderate supersonic speeds and small angles of attack. However,
the notion is useful far beyond the linear range’. It is, in fact, the key to consis-
tent and comprehensive extensions of the component huildup method to missiles with
nonlinear aerodynamic characteristics?2!-25,

The body-alone term in equ. (22) is defined as that load which would act on the
body if it were isolated in the freestream at the anale of incidence seen by the com-
plete configuration, ac. The W(B) term renresents the load acting on the exposed
wing panels in the Xo-Yq ("horizontal™) plane. The body acts as a sort of imperfect
refelction plane for the panels. Hence, it is convenient to think of the panels as
halves of a wing alone (see fiqure 7)2%, 1If the body diameter is very small relative
to the wingspan, then two opposing exposed panels essentially act as if they consti-
tute an isolated wing in the freestream. If the body diameter is very large relative
to the wingspan, the body acts as a reflection plane for each panel and, again, it is
appropriate to consider a wing alone composed of two exposed panels joined at their
root chords. However, because of the disturbance of the freestream flowfield by the
body, the angle of attack experiences by this "wing along" is not equal to the body
angle of attack plus the fin deflection angle.

The B(W) term can be thought of as resulting from “carryover® to the body ~f the
pressure field creatd by the wing panels. For linear conditions on the "plus® config-
uration and the nose sufficiently upstream of the wing, the B{W) term is proportional
to the W(B) term?. For the case where vorticity is shed from the body, the effect of
the wing on the development of that vorticity may have to be taken into account.

The T(B) and B(T) terms are similar to those for the wing, but the T(W) term is
quite different. The wing, in the prsence of the body, generates a change in the
flow-field which would otherwise be seen by the tail panels if the wing were not
present. For small angles of attack, that change can usually be represented by the
flowfields of partially or fully rolled-up vortex sheets shed from the wing panels?.
If vorticity is shed from the body, the effect of the wing on that flow field near the
tail may have to be accounted for.

The PNK component buildup approach yielded the following equation for CNBWT

Cn
W
CNBWT = CNB + [(Ky + Kglag + (ky + kB)“winq =0
(23)
A )
13- aCy
+ UKy * Kglag + (ky + kp)s + (1 + —)gay]  ~—F
Ky tail 3a 'a=0
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where the interference coefficients are defined by

K = CNy(p)/CNy? ac * 0s 8¢ =0 %gigg
Kg = Cy /CNy¢ ac *# 0, 8¢ =0 (24c¢)
3 B(W) “Nw c {244)

ky = CNW(B)/CNW; ac =0, 8¢ = 0

n
<

kg = CNB(W)/CNW: ac = 0/ 8¢

All of the above interference coetficients are functions of the span-to-body diameter
ratio only for the SBT approximation. In the usual application of the PNK approach,

p the wing-alone and tail-alone normal-force coefficient slopes are onhtained from linear
theory or experimental data. The wing-carryover interference coefficients, Ky and

ky are given by SBT, and the hody-carryover interference coefficients are ohtained

for SBT for subsonic and transonic flow. For supersonic flow a linear-theory estimate
for Kg is obtained assuming the body to be a flat-plate extension of the wing panels
and k,, is assumed to be equal to KgZ,“.

The Aay is obtained by assuming that the wing trailing and/or leading edge vor-
ticity is fully rolled up at the wing trailing edge and travels in the freestream
direction to the vicinity of the tail section, Several different methods based on
reverse~flow theory".zs have been developed to determine the Aceq acting on each
tail fin due to the presence of the wing vortice. v

Equation (22) is not limited to missiles with bodies with circular cross sec-
tions. However, to use it for general shapes, one must compute the necessary slender-
body interference coefficients. This is a straight-forward albeit messy task since it
is only necessary to solve the two-dimensional Laplace equation for the incompressible
flow about the shape of the bodz in the cross-flow plane. Recent examples of such
solutions are given by Stahara?’ who used analytic tranformations to qet solutions,
Sigal and Lapidot2?® who used the Schwarze-Christoffel transformation and Beall?? who
used surface singularities. In order to break out the individual interference
factors, Ky, Kg, ky, and kg, it is necessary to obtain the full SBT solutions.
However, for simple stability analysis for low supersonic speeds or less, it is often
sufficient to obtain the combined quantity Fyg = Ky + Kg. Fortunately, this is
a fairly straight-forward procedure if the apparent-mass method is used?®. It can be
shown from the analysis by Sacks?? that the SAT lift-curve slope for an axial section
of an arbitrary slender body is given by

Ly = U-z[(mzz)x=xz - (mzz)x=x1] (25)

where m,, is the apparent mass for the cross section translating in the 7, direc-
tion (wind plane). The quantity ™My, has already heen computed for many shapes.

A simple calculation for a conventional unrolled missile will illustrate the use

of eaqu. (25). By definition
(Ly)wp
Kyg =
(L, 'w
Umyy e = (myp ) pplwm
= (26)
(myo)TE,W
From reference 2, we can determine the necessary apparent masses for a thin wing-
circular cylinder combination
tmy,d7p = momla? + (s7-a?)/sp?) (27)
(myp)pg = mog,a’ (28)
(my,)TR,w = "pan(sy-a)? (29)
Subsgtituting (27)-(29}) into (26) gives
Kyp = (1 + ass)? (30)

It is interesting to note that m,, can be computed from the residue of the trans-~
formation which maps the missile cross section into a circle?. Skulsky?! developed a
simple mapping technique which yields a truncated lLaurent series for the transforma-
tion. Since the coefficient of the leading term in the series is the residue,
Skulsky's technique should prove useful in obtaining m,, for arhitrary shapes.

In the next subsection, it is shown that nonlinear wing effects can he handled if
Ky and Kg are known separately. 1In this case the simplest procedure is to esti-
mate Ky by computing the average upwash a fin would see in the presence of the hody-
alone flowfield and then using equ. (26) to qget Kg.
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3.2 Equivalent Angle-of-Attack Concept

Equation (23) is a useful expression for the linear range and has been applied
successfully for more than 30 years., The key to extending it into the nonlinear ranqe
is to consider the wing and tail panel (fin) loads separately from those acting on the
body. The following analysis will apply to either finned section in the "plus™ atti-
tude. The coefficient for the normal force acting on one of the (horizontal} wing
panels of the configuration in Fig. 7 is given by

BCNW

Chpy = (Fuee * kus *say) 2| (31

where aa, represents the effect of any vortices qgenerated unstream of the finned
section. 1If we define an equivalent angle of attack as

seq = Kwac * Kyé + aay (32)

then a reasonable nonlinear extension of equ. (31) would he to write Cyy as a
: (B)
function of seqr
CNy(p) = Chiyldeq’ (33)

Equation (33) yields eq. (31) for the linear range of the Cy, curve and extends

the method into the nonlinear range in a reasonable manner. Equ. (33) is illustrated
in figure 8. If Eg. (33) is to be a useful nonlinear extension of modified slender-
body theory, it should correlate fin-on-body data. Normal-force data for a set of mo-
derate aspect-ratio fins mounted at the shoulder of a 3-caliber tangent-ogive nose
plus cylindrical afterbody are presented in fiqure 9 as a function of agq for two
different Mach numbers. The body vortex and nose effects are small for these cases.
Clearly, the correlations are adequate for enyineering estimates. For very large
angles of attack the agq definition equ. (32) should he modified as described in a
later section.

To obtain the body carryover load corresponding to the fin load given by equ.
{33), we assume that the load ratio is given by the SRT value, i.e.,

Sagy | [ea) %

CNw(R) CNW(BJ SBT Ky

Hence, once the fin normal force has been found [using equ. {33)]. the body carryover
normal force due to that fin load is given by equ. (34). However, because the pre-
ceeding carryover was derived using the small angle approximation, it is probabhly
hetter to take into account the effect of fin deflection by assuming that only the
component of the fin normal force which is perpendicular to the body axis actually
contributes to the body carryover load.

(34,

Estimation of the coordinates of the fin center of pressure is a different
matter. Such information is essential, of course, for hinge-moment calculations.
Since Cy, was correlated successfully with agqr it seems reasonable to try
the following: _ _

Xw(B) *wlseq)
= ——_—— (35)
cy Ce

Since it has already been shown that Cy can be correlated with aeqr it should be
possible to correlate center-of-pressure data as a function of the fin normal-force
coefficient; i.e., o

x = x(Cy) {36)

The present correlation drnes not account for strong body vortex effects. However,
this should not be a problem for most situations. Several correlations are presented
in fiqure 9 for x for a set of rectangular fins mounted horizontally about 10 diame-
ters aft of the nosetip of a tangent-oaive cylinder combination?!, This particular
set of data was chosen for illustration because rectanqular fins experience very larae
chordwise excursions of x. Nc.e that the correlations are adequate for engineering
use except for the region of incipient stall for M_=0.8 and for the smaller values

Cy| which have fairly large error bands for x, Similar results are obtainable for

he' lateral location of the center of pressure®,?l,

3.3 Extension to Include Effects of Bank

The analysis presented so far has bheen concerned only with the lonaitudinal char-
acteristics of a confiquration which is symmetric ahout the plane containina the velo-
city vector and the body axis. That information is useful for estimates early in the
design process for cruise and turning performance. However, a more qeneral analysis
must include the effects of bank and arbitrary fin deflections.

Por the case with no fin deflection and no effects of vorticity, it can be
shown?,5 that the load on fin 4 is aqiven by




2 ac
c = (Kya.cosg + — K,a.2s5in2y) N {37}
NF(B) We cCos ¢%c ¢
AR o a=0Q

where ¢ is the fin bank angle as shown in fiqure 11. The subscrint F is used to
denote a fin rather than W bhecause of the loss of symmetry with arhirrary hank
delleciions. The siender-body values of K° are dependent only on the a/sg ratio
and are qiven in fiqure 12,

ArA Fin

The slender-body effects of arbitrary fin deflection at zero annle of attack have
heen computed by Nielsen et al.?7. The result for the eauivalent anale nof attack
induced on fin i by the deflection of all of the fins is

laeag)y oAy {38)

1

1

The slender-body values of the control effectiveness parameter Ajy are denendent
only nn the a/s, ratio and are qiven in Fig. 11 for fin 4 deflected only. The quan-
tity A,, is less than unity because the hody is an imperfect reflection plane. Note
that the carryover to adiacent and opposite fins decreases as the fin span decreases
reltive to the body diameter. Using equ. (37) and (38), we find that the expression
for agy for fin i with arbitrary bank and fin deflection is

2 4
= -G o 2 Dk R
seq; = Kyaccosey + o Kyaosin2e; + »£1A116] MLV e
1

For increasing supersonic Mach numhbers, the Mach lines are swent more sharply
downstream, Consequently, the influence nf one fine on the other in the same finne.
section decreases as M, increases (far M, > 1l). An approximate analysis based on
linear theory for estimatina this effect is aive in ref. 27, Anpendix D. the methad
determins the area of fin i which is influenced by fin i, and it is assumed that the
slenderbndy theory estimate for fin influence, Ajir should hHe reduced by the ratin
af that area tn the fin planform area, i.e.,

Siq M)

A

M
11(

) = asilsar

Formulas for determine Si;; are qiven in raf. 27.

It should be noted that the method described ahnve is hased nn jnviscid linear
theory. In real flows, the influence of fin j on fin 1 will depend nonlinearly nn the
state of the hody incidence and hank anqles, as well as M_. No enaineering methnds
exist for estimating these non linear effects.

The equivalent anale-of-attack fo.rmulation of eaqu. 39 was obtained hy linerly
adding the cont.ibuting angle-of-attack components, it is basically a small angle-of -
attack formulation and should not he used for confiquration anagles of attaack areater
than about 30 degrees. A nonlinear formulation can he ohrained by linearly adding the
velocity components rather than the anales of attack. The result is®

40

- 2
Fanaaq, = Kytana coseg + ~— Kytana sina.sin2y; + tansa,, A
AR
and
- 4
Bea; T %an; tT A 8y razt
i=1

where a,. i8 the equivalent anale of attack for no fin deflection.
3.4 FEffect »of Hiqh Crnss-Flow Mach Numhaer

Up tn this point, it has bheen assumed that the nonlinear effects of hinh anqle-
snf-attack flews can be accounted for in a component buildup methed by using the equiv-
alent angle-of-attack formulas toaether with data for the wina-alone characteristics.
Furthermore, we have implicitly assumed that (1) the interference factors Ky, Kp.
and V° do not change with anale nf attack, and (2) the dynamic nressure and Mach
numher of the flow near the fins are nearly equal to their freestream values. These
implicit assumptions are true, of course, for the linear theonry from which the present

annroach has heen dariver, However, as the missile's Mach number and anale nf inci-

dence relative to the freestream in~rease, the twa implicit assumptions become
increasinagly less valid. Fortunately, proper accounting for the changes will allow

axtension of the FAAC for M_sina>l. This is important for analvsis of high-q turns
at hiah altitode,
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The effect of hody incidence angle on Ky is shown in fig. 13 for a typical
case. The AR =1, x = 0.5 fins are mounted at the base of a 1l0-caliber body in the
"plus® attitude and are not deflected. The a/s, ratio is 0.5, The fin-on~body data
were taken from the vortex-free data tables compiled by Nielsen et a1.32, The wing=~
alone data used to compute the a.y values were taken from the data base compiled by
Baker®3., The curves of Fig. 13 can be collapsed into a sinqle line as shown in Fig.
i4 if the similarity variable k, = M,sina i{s chosen for the independent variable
(see section 2). The success of this correlation sugagests that compressibility is the
primary culprit in the loss of favorable body-fin interference.

Additional data showing the degradation of favorable interference with increasing
k, are presented in figure 15 for another body-tail configuration with AR=0.5, 1=0.5
cruciform fins. The a/sy, ratio is 0.5 and the fins are undeflected. Data for two
roll anales, $=0 ("plus”)} and 40 deq. are given. Wing-alone data were taken again
from Baker's data base?3., The fin-on-body data were taken from ref. 34. For this
case, the vortex effects have not been subtracted out. Fia. 15 shows the effect of
M_sina on the full normal force generated by the addition of the fins normalized by
the normal force which would be generated by the wing alone at the body incidence
angle. In addition to the degradation of favorable interference as seen previously in
Fig. 14, a strong effect of roll angle is apparent.

A similar kind of dependence on kz=M.sina is exhibited by the fin control
effectiveness. A dramatic way of demonstrating this is to plot the variation of yaw-
control effectiveness with respect to k, for the "plus" attitude. The a a formula-
tion of Equs. (41) and (42) would predict no variation of CNF(B) at o::QS

deg. with body incidence angle. The results shown in Fig. 16 for cruciform fins
mounted near the base of a 12-caliber ogive-cylinder body demonstrate otherwise. The
control effectiveness at ¢=-90 degrees (leeward meridian) of the fin which is deflect-
ed 20 degrees begins to decrease at k, ~ 0.3 and eventually becomes negligible. On
the other hand, the control effectiveness of the fin at $=90 degrees(windward
meridian) increases beyond k, ~ 0.3 to as much as four times the value for ac = 0.

Additional insight into the effect of high cross-flow Mach number on control
effectiveness can be obtained by considerina the change in CNF(B) with bank anale

for a given body incidence angle and freestream Mach number as shown in Fig. 17 for
k,=1.54. The confiquration is the same as that of Fig. 16. The fin of interest is
deflected 0, +20, and +40 degrees, and the others are undeflected. A strong variation
in control effectiveness with bank angle is apparent. This deviation from SRBT (edqus.
(41) and (42)) is shown in reference 6 to be a very strong function of k,=M,Sina.

This is due to the local dynamic pressure, g, and local Mach number, M,, changes

seen by the fins., For small values of k2' Qg. and M, are nearly equal to q, and

M, respectively. But for values of k, on the order of one or qgreater, compressibil-
ity effects cause q, and ML to vary significantly in the flow field surrounding

the body.

It turns out that the EAAC and equs. (41) and {42) can still be used if ql and
M, are taken into account®. To do this, i.e., to obtain the a,q for 2 given fin
condition, the normal-force coefficient must first be normalizeg to an appropriately
averaged g, obtained from body-alone data or finite-difference solutions. The, in
solving equ. (33) for apqs the wing-alone curve for an appropriately averaged M
must be used rather than M_. An example of the success of this approach can be seen
in figure 18 in which Aj; has heen extracted from the data of fiqure 17 using aver-
age q, and M, values obtaned from Euler finite-difference solution®. It can be
seen that, except for a small region near the leeward meridian, the Aj; extracted
from the data of figure 17 are properly independent of fin deflection and bank angle.
It is suspected6 that the bank angle dependence near the leeward meridian is due to
problems with the finite-diffference solver (probably, insufficient gqrid resolution].

It should be noted from the results of section 2 that a, and M, are not
direct functions of k,=Mgsina. In terms of dependent variab{es which are
functions of k,, a, is aiven by

o
— =5 [(u'24v'2) sin?g + w'? cos?q] (43)
qa
and ML is given by
M2 a,/a.
(=1 = (44)
Ma Py /Py

where pz/p” is a function of k, (see section 2).
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4, COMMENTS ON METHODS FOR ISOLATED BODIES AND WINGS

In order to use the component build-up method for missiles, it is essential that
accurate procedures be available for computing the aerodynamic characteristics »f iso-
lated bodies and wings for the Mach number and angle~of~attack ranges of interest.

The most-often used approaches are based on either the cross-flow drag concept or a
two-term fit to the variation of each parameter with angle of attack. Cautionary com-
ments on the crossflow Arag concept are given by means of an example in section 4.1.
In section 4.2 it is shown that fitting data in similarity form is superior to the
standard quadratic fits.

4.1 Cross-flow drag concept

The cross flow drag concept uses the following form for the normal-forece coeffi-
cient

S
_ : P,
CN = CNueanCOSQ + Cdc — sin‘a (45)
SR
The cross flow draq coefficient, cdc’ is supposed to be given by the draq zctina

on a two-dimensional cylinder with the same cross-section as the body of interest.
Since the flow model is 2-D, it is expected that Cdg is a function of Reynolds

number and cross-flow Mach number only. The quantity cgq for 2-D circular cylin-
ders has been tabulated from an extensive data base by JSrqensent?, Jorgensen also
suggested a way to use the circular cylinder data for other shapes!?, This method is
based on Newtonian flow theory.

The cross-flow-draq concept usually works adequately well for slender hndies with
relatively short noses and boattails and long circular-cylinder sections. However,
for bodies of moderate fineass ratio, it can give serious errors. The problem can be
illustrated by considering a data set ohtained by Landrum for a 6 2/3 caliber tangent-
oqive—cylinder35. The body is shown in figure 19. The data were obtained for-4°< a <
60° and 1.60 < M_ < 4.63. The cross-flow drag coefficient has been extracted from -
the data and is shown in figqure 20. Note that there is essentially no correlation.
Similar results occur for moderate aspect-ratio winas. Clearly, the crossflow draq
concept should he used with caution for all but very slender, nearly cylindrical,
bodies.

4.2 Two-Term Fits

The classic two-term fits for longitudinal aerodynamic characteristics are

Sp
Cy = fya * K — afaf (46)
Sr
and
Sp
Cn = CNusinqcosq + K, -= sin?q (a7}
SR

Equation (46) is simply a quadratic fin in a while equation (47) is based on the
crossflow concept. The CNa' K, and K2 coefficients are presumed tn he functions

of body or wing shape and free-stream Mach number only.

For center-of-pressure-location fits, the two-term form cotrresnonding to equ.
(46) is —

X = Xp=0 * Kyfaf (48)

where ?°=0 and K3 are presumed to he functinns of body or wina shape and M_ only.
For the crossflow concept, the force corresponding to the first term of equ. (47) is
assumed to act at x .o while the force corresponding to the second term is assumed
to act at the area centroid.

Landrum's3% data can be used again to check eau's (46) and (47) for moderate
fineness ratio bodies. For the Cy data at M_=1.60, Cy was extracted by a
a

least-squared fit to the data points in the -4° < a < 4° range. The coefficients K,
and K, were then extracted by least-squares fits to the differenc»s between Cy and
the first terms of equ. (46) and (47) respectively. The results are shown in fiqure
21, At first glance, the fits appear to be good with equation (47) qiving somewhat
better results for the higher angles of attack. However, figure 21 is misleading
because of the large scale needed to shown the high angle-of-attack data. The actual
errors given by the fits are shown in figure 22. Note that the fits qive very large
errors for the low-to-moderate angle-of-attack ranqge.

It appears from the results of reference 14 and section 2 that the natural way to
express data fits for slender bodies is in similarity form. 1In fact, the correlations
ohtained in reference 14 suggest using the power-law formg of equ. {15) and (16) to
produce the fits. To check on this idea, Landrum‘'s data35 for M_=1,60, 2.30, 2.96
and 4.63 were used to extract the A, B, C and D coefficients. The results are aiven
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in figure 23. The resulting normal-force fit for M_=1.60 is compared with the fits

of equ. {46} and (47) in fiqures (21) and (22)., Note large reduction in error for all
angles of attack. Comparisons of the power~law fit for normal-force for the other
three test Mach numbers are qiven in figure 24. Results for the center-of -pressure-
location £it are given in fiqure 25. The fit of equ. (48) for M_=1.60_is shown for
comparison. Note that the power-law fit is very good for both Cy and x. As a

bonus, of course, the power-law fits can be used to extend the test data to other
affine bodies because the variables are in similarity form.

Although the results of reference 14 and this section represent only a small

sample of shapes, it does appear that fitting Cy and x data in natural similarity
variables produces better fits. Since four functions are required for each approach
examined above, the power-~law-similarity method appears to be superior. It should be
pointed out, however, that the above results have been obtaied for supersonic flows

only.

14.

1s.

16.

17.

19.

20.
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SPACE MARCHING EULER SOLVERS

Andrew B. Wardlaw, Jr.
Naval Surface Weapons Center
Silyer Spring, Maryland, USA 20903-5000

SUMMARY

This paper focuses on space marching Fuler solvers for tactical missiles. These
solvers are applicable to missiles fn supersonic flight provided that the flow field
remains supersonic everywhere, The introductory section outlines progress to date and
is followed by a discussion of numerical methods which have been used to compute the
flow about tactical missiles. Four different codes are described which are available
for treating missile shapes. Results from these computational methods are presented
for body-alone, body-wing and body-wind-tail cases. Force coefficients, surface
pressures and flow field predictions are compared to experiment, Reasonable agreement
is obtatned, illustrating the feasibility of using these methods in the design
process. The limitation of the Euler equations are also discussed.

SYMROLS
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1. INTRODUCTION

The inviscid flowfield about a missile in supersonic flight can be approximated
by numerically solving the Euler equations. The resulting solutions predict
aerodynamic coefficients, load distributions including fin loads and hinge moments,
and velocity profiles at an inlet face (excluding boundary-layer effects)., These
computational methods do not rely on a data-base and can provide predictions of items
such as flow profiles, which are expensive to measure and difficult to predict
empirically. Viscous phenomena, such as body vortices, are outside the scope of the
Euler equations and must be modeled in an ad hoc manner,

The Euler equations are most easily solved for steady, supersonic flow, Under
these conditions disturbances can only propagate downstream, Given a cross-flow plane
near the missile nosetip on which the flowfield is defined, it is possible to generate
the flowfield at any other cross-flow plane farther from the nosetip. This is
accomplished in a series of steps, each of which advances the solution into a cross-
flow plane located a small distance farther down the missile axis, Solutions
generated in this manner are known as space-marching solutions and are feasible only
if the computed flowfield is supersonic everywhere, In subsonic or transonic flow,
disturbances can propagate upstream and a marching procedure is not permissible since
it precludes any upstream influence in the flowfield, 1In general, the computer
resources required to solve a three-dimensional supersonic flow problem are comparable
to those necessary to solve an inviscid two-dimensional subsonic or transonic
problem, The advent of high speed computers has made tt feasible to apply three-
dimensional, steady flow calculations to tactical mts' “le design.

Numerical solutions for two-dimensional supersonic flow (i.e., axisymmetric or
planar) have been applied to engineering design since the early 1900s. The earliest
solution technique is the method of ?hsracteristics which was accomplished graphically
or by using a mechanical calculator. Such solutions were used in the design of
supersoric wind tunnel nozzles, compressor blades, two-dimensional airfoils, and
axtsymmetric bodies. By the early 1960s, method of characteristics computer Brograms
were available for calculating flows containing strong shocks and expansions.

Spectal procedures were included for detecting and tracking shocks as well as treating
shock interactions,

Interest in solving the Euler equations for three-dimensional supersonic external
flow arose in the early 1970s in conjunction with the study of hypersonic atmospheric
re-entry, The geometries of concern varied from blunted cones with flaps and cuts to
the Space Shuttle with blunted, highly swept wings. A sampling of the work from this
period is given in Refs. 4-11, The solution strategy which evolved by the mid-1970s
replaced the method of characteristics, which was cumbersome to jmplement in three
dirensions, by a finite diffe{gnce solution of which the most popular choice was
MacCormack's explicit method. The numerica) solution was obtained only for the
shock layer (i.e., the flowfield between the body and bow shocx). The bow shock
location, which constituted the outer boundary of the computational domain, was
determined as part of the solution using a shock fitting procedure which satisfied the
Rarkine-Hugoniot relations. It became clear by this time that accurate computat ons
on complicated configurations required careful treatment of shock and body
boundaries. Two competing phtlosophies developed concerning the treatment of embedded
shocks, or shocks occurring within the shock layer, which hag g major impact on
solution procedure, One approach was to fit embedded shocks”: »9 while the other was
to capture such shocks, which 15 TBSE accurately accomplished using the Euler
equations in conservation form, **V» 3 shock fitting involves application of a
special treatment at the shock surface, while capturing automatically resolves a shock
as part of the numerical solutfon. Fitted shock solutions are more accurate, but
their implementation becomes difficult on problems with complex shock structures.

8y the late 1970s several different i"V1§C1? procedures had been developed which
were capable of handling a variety of bodies.”~ When applied to relatively simple
and smooth configurations, extremely accurate yaw and pitch force and moment
predictions could be obtained at re-entry Mach numbers (i.e,, Mach > B) and incidences
up to about 30°, At the higher angles of attack, the computed fnviscid leeside
flowfield was not an accurate representation of the viscous re-entry flowfield,
However, due to the high freestream Mach number, pressures on the leeside were such a
small fraction of those on the windward side that their actual value had little
influence on the calculated forces. For configurations that were not simple or
smooth, such as cones with extended flaps or thin-winged configurations, difficulty
was often encountered in obtaining a solution., Special procedures were developed to
model the flow near geometry discontinufties, These often fnvolved the addition of
artifictal viscosity, but the amount needed had to be determined by trial and error on
a case-by-case basis,

Durtng the 59?85, inviscid computations have been performed on complete winged
conf‘.gurations.1 = A major issue has been the type of mapping to be used: multiple
zone as opposed to a single conformal transformations. 1In addition, upwind schemes
have been applied to winged configurations. These methods alter differencing
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throughout the flow field to correctly account for the domain of dependence of the
governing equations, Upwind schemes exhibit improved robustness and artificial
viscosity is usually not needed.

Application of the Euler equations to tactical missile configurations introduces
several issues that do not occur in the case of hypersonic re-entry vehicles, These
problems can be appreciated by considering the sketch of a missile at incidence shown
tn Fig, 1. This configuration features thin, sharp-edged wings, At angle of attack
the flow separates from both the wing edges and the body, rolling up to form leeside
vortices which have a strong effect on vehicle aerodynamic characteristics, The large
influence of vortex structures on missile aerodynamics 13 a reflection of the fact
that tactica) missiles operate in the supersonic rather than hypersonic speed range,
and pressures on the leeside cannot be neglected. To treat missile configurations
effectively, it is necessary to handle geometries with starp edges and to model
vortices., Vortex modeling is more easfly accomplished with the Euler equations than
with potential formulations., The fuler equations allow rotational flow and hence can
convect vorticity without the addition of ad hoc structures {e.g., point vortices) to
the flowfield.

This paper provides an overview of space-marching methods for missiles in
supersonic flight. Background information on computational techniques is presented,
four different computational algorithms are outlined, and their application is
demonstrated on body-along, body-wing and body-wing-tail missiles, The background
information stresses techniques methods to be used later in the paper, The
illustrated application of these techniques is to realistic missile configurations.

2, NUMERICAL METHODS FOR STEADY SUPERSONIC FLOW

This section provides a brief explanation of computational methods applicable to
missiles in supersonic flight. The techniques used to generate the results presented
in this chapter will be highlighted, but alternative approaches will also be
indicated.

2.1 Euler's Equations for Steady Supersonic Flow

Using the coordinates of Fig. 2, the Euler equations for steady flow arise from
balancing mass and momentum fluxes through the contro! volume illustrated in Fig. 3.
This results in the following set of equations:
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For steady supersonic flow, the energy equation reduces to a constraint on the
stagnation enthalpy:

Ho = (u2 +y2 ‘wz)/Z +h {2}

Here H, is a constant and the enthalpy, h, is evaluated from the perfect gas
relatigns:

- Y]

R B o]

Eqs. (1) are integral relattons for the control volume illustrated in Fig, 3. Taking
the control volume to be the cube (ax, Ay, Az) and allowing the dimensions of the
control volume to go to zero yields the associated partial differentfal equation in
cartesfan coordinates:

U, oF . 26

=z + % + T = 0 (3)
where:
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Alternatively, the Euler equations in cylindrical coordinates (r, ¢, z) can be derived
by considering the control volume (ar, A¢, Az) and taking the limit (ar, a¢, a2) + O:

ary) , a(rF) , a6 _ 2
Sttt (4)
where:
v,y ou ov 0
G- [Pl . = | . 8= oy 1. = ~
v oWy,  F ou~?,+p 6 Py,  F oVEtp
owv UV ov +p -pvu

Nonconservation forms of €qs. (3} and (4) can be_obtained by a nonlinear change of the
dependent variables which are the components of U. For example, in terms of the
dependent variables;

Q= (p, u, v, w)t
Eq. (4) takes the nonconservation form

aq 3Q ¢ aQ £ oy
At tswm v f (51

where A, B, and C are the Jacobian matrices aUsaQ, 3F/3Q, and 36/3Q, FeSPSCt‘V y. @Q
can be any set of independent variables as long as A is nonsingular for w .

Although Egs. (1), (3), (4) and (5) are all analytically equivalent, they can
produce different numerical solutions even when the same numerical technique is
applied. Eqs. (1) are the integral or finite volume form of Eulers equations, Eqs.
{3) and (4) are in conservation form, while Eqs. (5) are in nonconservation form.
£q9s. (1), (3) and {4) follow directly from the integral conservation law, and are
valid even when shocks or contact discontinuities are present. This is not true for
Eqs. (5) and the resulting solutions do not represent strong shocks realistically.
Accordingly, when Euler's equations in nonconservative form are applied to a flow
field containing shocks, shock fitting procedures are needed.

The Euler equations are hyperbolic with z the time-1ike direction when wl > al,
This implies that the numerical solution of the flowfield can be determined by
marching in the z direction. The basic marching algorithm is a procedure for
determining numerical approximations to the flow variables p, r, p, u, v, and w at z =

+ Az using the known values of these quantities at z = z,. For missile

applications where the bow shock is fitted, the advanced quantities also include
¢, ¢,, and c_ which describe the bow shock. The calculation is started at an initial
data plane, = constant, near the nosetip where the flowfield is known (Fig. 2). On
sharp-tipped bodies the initial data plane is commonly determined using a conical flow
solution, while on blunted configurations, a transonic blunt body calculation of the
type described in Refs, 20 and 21 is used, By repeated application of the marching
algorithm, the flowfield is advanced from the initial data plane to any desired z
location., The most popular methods for advancing the flowfield are finite-difference
and finite volume techniques to which this paper is restri~ted. Other approaches
include the method of characteristics (e.g., Ref, 22).

2.2 Mesh Generation

A principal issue in the development of a marching algorithm is the definition of
the mesh which is computed separately for each crossflow plane, The mesh structure
places body surfaces, wing surfaces, and usually the bow shock along constant
computational coordinates lines. Changes in the body geometry and the shock location
as a function of axial Tocation mandates recomputing the mesh at each computational
step. Accordingly, simple mesh generation procedures must be used to avoid devoting
an excessive amount of computational effort to mesh generation. Ffor this reason
computational methods such as elliptic mesh generators have not been applied to the
supersonic marching problem.

In the crossflow plane, missile type geometries can be simpie, featuring just a
circular body, or complex with cruciform fins extending from a noncircular body. Low
radar cross sectional shapes may feature blended bodies with inifets and thick wings.
The most appropriate type of mapping is dependent on the computational shape being
considereg 5, EOYOSiMp]e circutar bodies, only stretching in the radial direction is
necessary :

1=12, %= r - ble,2)) oy .,
4 ’ - ) I
where b{é,z) and c{¢,z) describe the wall and bow shock locations as indicated in Fig.
2. Mappings based on the above are well suited for bodies that are approximately
circular, but are not appropriate for winged configurations. Fig. 4a illustrates the
resulting mesh in physical space when such a transformation is applied to a wing-body
shape, Mere, a clustering in the ¢-conrdinate direction has been applied near the fin
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surface, The skewness of the mesh in the vicinity of the fins causes computational
problems and a large number of mesh points are needed to adequately resolve cross
sections with several fins present. An improvement on this approach is the use of
more sophisticated transformations that produce a nearly rectangular mesh in physical
space. Generalized conformal transformation techniques nge been developed which
accomplish this for relatively arbitrary cross sections, As depicted in Fig. 4b,
the resulting mesh is appropriate since it clusters points about the fin tips and thus
allows the tip to be resolved more accurately., Such methods have been applied (e.g.,
Refs. 6, 9, and 16) and are viable for tackling many missiles, particularly those with
thick wings. Possible drawbacks to this approach are solution sensitivity to small
variations in the transformations and difficulty in controlling mesh point locations
throughout the flowfieid on complicated configurations, When a complicated
transformation is used, a significant portion of the computation is associated with
its implementation.

A different type of transformation is obtained using a multiple-zone approach, as
illystrated in Fig. 4c. This entails dividing each cross section into several
nonoverlapping regions and mapping each region separately into individual
rectangles. The multiple zone approach is most appropriate for missiles with thin
fins., Originally, this type of method was used to develop shock fitting algorithms.
In these applications, the embedded shocks are taken as interfaces separating adjacent
zanes. The multiple zone concept can also be applied to mijsile ;e?getries where fin
and inlet cowl surfaces become convenient zone boundaries.l?,13,17, Fig. 4c
illustrates the application of a two-zone approach to a wing-body configuration, Tn-:
geometry of each zone is sufficiently simple that generally only a stretching
transformation is required in each direction. The great advantage of the multiple-
zone approach is its flexibility and relative ease of application. Its disadvantage
is that it requires a more complicated computer program to implement. This is
primarily due to bookkeeping and special numerical techniques required to treat points
along the interfaces between adjacent zones.

Transformations used in supersonic space marching from cartesian space {(x,y,z) to
computational space (X,Y,2Z) usually have the form:

X o= X(x,y,2}; Y = Y(x,y,z); 1 = 1I(z)
In the case of cylindrical coordinates, these become:
X = X(r,e,2}; Y = Y(r,0,2); Z = Z{2)
As shown in Fig. 2, z is the marching direction. Partial differential equations in
conservation form, such as Eqs. (3) or {(4), can be transformed into conservation form

in computational space under this generalized transformation., For example, Eq. (4)
becomes:

A, ef 6 | £
az bttt T (6)
where

F o= XU+ [rxrr + x.c]/d.
6 = YU + [rY F + X’G]/J.
U = ru/J,

Jd = XrV‘ - X‘Yr

2.3 Numerical Schemes

Numerical schemes applied to supersonic marching should be second order accurate
in the marching direction as well as in the crgssf&ow plane. For this reason, the
MacCormack scheme has been a common choice.4-11s 13-15" when treating complex
configurations, it is also advantageous to capture shocks and slip llaei giaergted by
wings and Euler's equations are usually cast in conservation form,7»10,11,14-1 The
alternative {s to combine a non-conservative formulation with shock fitting; however,
shock fitting is difficuit to implement in three-dimensions, The fitting procedure
adds additional program complexity and requires the detection of shocks which form
during a calculation. To ensure stabilfty, it {is nssessary to apply tracking to
nascent shocks before they reach a finite strength.

Implicit schemes, such as the Beam-Warming a]gor!thm25. have generalily not been
used for supersonic marching calculations. The chief advantage of these methods is
unconditional stability which removes, at least 1n terms of linear stability analysis,
any marching step stze restriction, MHowever, the necessity of maintaining accuracy in
the marching direction precludes using extremely large step sizes. Implicit schemes
are much more expensive per step than are explicit methods and it s usvally not
economical to apply implicit methods. An exception might be calculations featuring a
very small mesh spacing in a portton of the computational domain which would result in
an extremely small explicit step size.




T T

-

5-6

Viable alternatives to the MacCormack explicit method are upwind differencing
schemes. Such methods attempt to accurately account for the domain of dependence of
the partial differential equations. To illustrate, consider the case where the
crossflow velocity component is supersonic. In this situation, an upwind scheme would
use one-sided differences that accept only information which is upwind with respect to
the crossflow velocity in the crossflow plane. This reflects the fact that in
supersonic flow a point is only influenced by upstream conditions. In contrast, the
MacCormack scheme always uses information from all directions in the computationa}l
plane, The first upwind scheme ussg for supersonic steady flow calculations was
the A scheme developed by Moretti. This scheme differences characteristic relations
in a one-sided direction determined by the associated characteristic slopes and is the
non-conservative. A different non-conservative upwind scheme, termeq the split-
coefficient method, has also been applied to supersonic steady flow. 9 Here,
appropriate one-sided differences are introduced by splitting the coefficient matrices
that appear in a non-conservation form of the equations according to the sign of their
eigenvalues, The X scheme and the split-coefficieq& Qgthods have exhibited imasoved
robustness wgsn compared to the MaESormack scheme, 7" Flux vector splitting®’, the
Osher scheme and Godunov methods are conservative upwind schemes which have been
developed for unsteady gas dynamics, These schemes are more robust and capture
stronger shocks with less smearing than standard methods, but require more
computational effort to apply. The application of Godunov methods to tactical
missiles 1s described in Refs, 17 and 18.

The following paragraphs describe the explicit MacCormack and Godunov scheme,
Both methods are used to generate the results presented later in the paper. The
MacCormack scheme will be classed in a finite difference form while the Godunov scheme
is a finite volume scheme.
2.3.1 The MacCormack Scheme

The MacCormack predictor-corrector algorithm, when applied to Eqs. (6), is given

by:
k k k k
F - F G - 6 =
N 4 n+l.m n.m n.m+l 0L E\k
Un,m *Vnim 8z aX * aY - (J)n m] {7a)
k+1 k
Upom * 1/2[un’m *Upim
£ P 6 G :
—n,m "~ ‘n-lm , ‘nam ” Cnum-l *
- 8¢ axX * aY - (ﬁ)n,m)}
(7b)
Here
k = k * - * k+1
Upym = UG Yoo 2000 F s FUU G X Yo 2570,

etc., Egs. {7a) and (7b) are the predictor and corrector steps, respectively. At the
end of each step, U is decoded to determine predicted or corrected values

of p, p, u, v, and w. Relations for these gquantities follow from the definition of U
= (“l' up, uj, u4)‘, Eqs. (6), and the equations of state. For a perfect gas these
are given by?

u, [y + 71-9)

- u
" ST s 47 (el (;t)2-1>.
2 2
- u + u
Ho= 2H_ - —1“E—i— s P = J(ul - ulw)/r,
Y
o = Jul/(rw), Uos ugfuy, vo= ua/ug (8)

The step size aZ, which appears in Eqs. (7), must be picked to satisfy the CFL
condition for the MacCormack SCheTS' This condition is derived using a locally
Yinearized form such as Eqs. (5). The CFL condition requires that the domain of
dependence of the partial differential equations te contained within the domain of
dependence of the finite-difference equations,

The flowfield about a tactical missile may contain shocks, slip surfaces,
vortices, and other flow structures which are difficult to resolve computationally.
As a result, nonphysical oscillatfons may occur in the numerical solution which can
become sufficiently large to cause the demise of the calculation. To improve the
robustness, or reliability, of a difference scheme, a smoothing procedure is sometimes
applied which adds numerical dissipation. Smoothing can be implemented in many
different ways. gws of the most commonly used methods frf the fourth-order
dissipative term!®:30 and the switchad Schuman filter.31,32 The switchad Schuman
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filter is implemented following the corrector step. The advanced quantities
calcuiated in the corrector step, denoted by U¢, are modified as follows:

k+l _ ¢ [ 4 < [
Un,m b Un,m * (Un*l.m - Un.m) Sn+1/2,m - (Un,m - Un-l,m) Sn-l/2.m
¢ c c
* (Un.m¢l - Un,m) Sn,mtl/? (Un,m Un,m-l) Sﬂ.m-l/z (93

Here, the switch S is defined using the local gradients of some flow quantity, usually
p or p. A density switch can be defined by

(o0e1.m " Pp.pl®

Sn*l/?.m i (Pns1m * ®n.m) ;
i {pp me1 = o)
5n,m§1/2 (p" el * Pa m) . (10}

Here K is an adjustable parameter used to control the level of smoothing. To
eliminate any unnecessary influence of the smoothing operator, it is common practice
to set K to zero in regions of the flowfield where numerical difficulties are not
expected.

2.3.2 Godunov's Method

Godunov's method?? is a finite volume technique which is based on the Riemann
problem. For steady superson'c flow the Riemann problem represents the confluence of
two, two-dimensional, supersonic streams as is illustrated in Fig, 5, At the point of
stream intersection, shocks or expansions form which turn both streams to a common
direction. The appropriate direction is the one producing the Same pressure in both
streams., The two final streams need not feature the same density or velocity and a
slip Tine generally forms between them. The resulting solutions feature constant
properties alang any line passing through the point initial stream intersection,

Solutign of the Riemann problem is accomplished by guessing the slip 1.ne
orientation and computing the pressure on each side of it using the oblique shock or
Prandt)-Meyer expansion relations (see Ref. 33 for these relations), The stip line
orientation is adjusted by some iterative procedure to achieve equal pressures on both
sides of the slip line. The non-linearity of the shock and expansion relations
precludes a closed form solution to the Riemann probiem., Ffortunately, linear versions
of the Riemann problem can be used in <mooth flow regions and approximate Riemann
problems can be defined for all conditions.

Godunovls method advances the flow field by using the Riemann problem to evaluate
the fluxes, F, appearing in €qs. 1. For the first order method, properties within
each control volume are assumed constant, This results in a piece-wise constant
description of the flow field which is discontinuous at cell edges. For two-
dimensional flow, this is illustrated in Fig., 6. The two sets of properties at cell
edges are used as the two initia) states of the Riemann problem, The solution of the
Riemann problem features constant properties along any line intersecting the point of
stream intersection, The fluxes, F, appearing in Eqs. 1 are computed using the set of
properties along the line with the same orientation as the cel) edge, as shown in Fig.
6. In three-dimensional flow, 3 reference plane myst be selected on which the two-
dimensional Riemann prooiem is solved. Typically, this is taken to be the plane
normal) to the cell edge which contains the marching direction,

The first order Godunov's method can be extended to second order by assuming
Jinear property variations within each control volume and adding a predictor step.35
This general recipe has been applied to three-dimensional steady supersonic flow in
Refs. 18 and 34. 1In determining the property slopes within each contro) volume,
limiters are used which reduce siope values in the vicinity of strong shocks and
expansions. For example, to compute the slope in the x direction on a two-
dimensional, uniform mesh (see Fig, 6), the following formula is applied:

f - f
af | _E l_nil__-_nzll
> - MIN[ 3 , n<|fm1 - fnl' x]fn - fn-xl] (11)

0 1f (Fayp ~Tod (fy - Fug) <0

Vsign(faey - o ) otherwise

The above derivative is second order accurate in smooth flow regions and zero near
extrema. The parameter K is set between 1 and 2. It is generally not necessary to
re-adjust K on new problems.

-~
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2.3 Boundary Conditions

A basic problem which arises in treating boundary points is determining the
relations that should be satisfied at these pgints. In addition to the governing
equations, which of themselves are sufficient to determine all of the unknowns,
specific boundary conditions must be enforced, For example, at a solid surface the
flow must be tangent to the wall, #hile at a shock the Rankine-Hogoniot relations must
be satisfied. To avoid overspecifying the problem, some but not all of the
information contained in the governing equations must be used, The valid information
at the boundaries which is contained in the governing equations can be determined
using the theory of characteristics.

To fix ideas, consider the case of steady, two dimensiona) supersonic flow. Here
three independent relations are needed to determine flow field properties. As is
shown in Fvg. 7, the characteristics consist of two Mach lines, C C and the
streamline, . On each of these lines, a compatability relation hofds which is an
ordinary d1ff3rent1al equation, Consider the point on a surface P: (x,., 4
illustrated in Fig, 7, and trace the three characteristic 1ines through thrs pornt in
the negative z direction, The compatibility relations associated with the
C , C_characteristics lie within or on the boundary of the flow field for z < z, and
reprefent admissable information. The remaining C, compatability relation is nog
admissable since the associated characteristic lies outside of the flow field for
z < z,. It is replaced by the tangent flow boundary condition yielding the required

three independent relations at P:
2

dp ds = 0 along C_

(w2-1) 172

ds = 0 along Co (12)
tan(ép) = wall slope at P

These relations are satisfied discretely using upstream properties on the C_ and ¢,
characteristics, For example:
2
.__L!D.H_L.(G

Pp = Pg - AN - 65.) (13a)

R [
Sp o S (13b)

where points R and § are located on the C_ and c characteristics as shown in Fig. 7.

At a shock point D: 1; ), only the C, compatibility relation is admissable
and it must be augmented by éhe obligue shock re\at\ons giving the equations:
dp 46 = 0 along €
(M2- 1)1/2 +
Py ZYM_ZSiﬂzes - {y-1)
' (v1)
2 (14)
o (y+1)M 51n [
P (y-1)M _sinzes%
2.,
M “sin28_ - 2cots®
tans, = ~= - 3

0 2+ M_z(v + coszes)

The oblique shack relations introduce the additional unknown of shock slope, and
four equations are required at the shock. Solution of the above equations wvtR1n the
method of characteristics framework is iterative and requires descretization of

the C, compatibility equation.

In three-dimensional flow the situation becomes more complex. Here there are two
families of characteristic surfaces: stream surfaces and Mach surfaces. The former
are generated by streamlines while the later are everywhere tangent to the local Mach
cone, The compatibility relations holding on these surfaces are now partial
differential equations in two-dimension. The analysis of this situation can be made
analagous to ths two-dimensional case using the reference plane method of
characteristic. Here the problem is analyzed from a two-dimensional point of view,
with derivatives in the third direction b:zi.g treated as source terms, Ffor example,
choosing the x-z plane to be the reference plane, characteristic relations can be
written in a manner similar to those of Fig. 7. However, a source term appears on the
right side of each equation which contains y derivatives. Also an additional
compatibility relation applies along the streamline. The basic idea of admissable
information carries over directly from the two-dimensional case.
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The treatment of boundary points as indicated above occurs naturaily in
algorithms based on the method of characteristics. The remainder of this section
discusses the implementation of boundary conditions within the framework of finite
volume and finite difference methods.

2.3.1 Finite Difference

A direct implementation of the method of characteristics at boundaries requires
interpoiation from the fig}te difference mesh to determine properties on
characteristics. Kentzer®’, in the context of unsteady flow, has suggested casting
the admissable characteristic refations in terms of spatial derivatives, For example,
the characteristic relations in Fig, 7 can be expressed as:

2

ap ; ap af
oz *otanistu) S0 ¢ 1/2 sz

+ tan(ﬁtu)gf = ¢ on Ct
(M2-1)

(15)

a5 as .
3t tan(s)ax 0 on co

The same technique is applied at shocks. By differentiating the obligque shock
relations to obtain differential equations, it is possible to compute shock properties
without iteration. To illustrate, Eq. 14, after differentiation, becomes:

dp de
2fo0 . 2 . e 2., s
iz 5y * tand 3y U 2yM _Ssin2e oo (16)

From a mathematical point of view, the finite difference implementation of the
method of characteristics is well founded. However, this approach is not robust near
shocks, where characteristic analysis iftself must be augmented with shock tracking in
order to be applicable,

Other finite difference methods for treating the boundary conditions have also
been used which are not a direct implementation of the method of characteristics.
These are reviewed and compared to the characteristic approach in Ref., 38 for two-
dimensional, steady flow, Commonly used methods in three-dimensional flow apply the
interior point difference scheme at the boundary followed by an ad hoc_means of
satisfying the boundary conditions. For a body surface, Kutler et al.’ used the
standard MacCormack predictor followed by a two-dimensional, isentropic turn which
"corrects" the flow viriables to satisfy the flow tangency condition. To treat bow
shocks, Thomas et al.,' and Kutler et al.’ used the interior-point scheme to advance
temporary properties behind the shock of which only the pressure is assumed correct.
The other flow variables and the shock geometry are then determined from the pressure
using the shock relations.

2.3.2 Finite Volume

Finite volume methods do not advance points along the boundaries, However,
during each computational step, it is necessary to compute a flux at the cell edges
adjacent to boundaries. Application of the method of characteristics to compute these
fluxes would require interpolation from the underlying computational mesh, Also, it
would be necessary to store property values from the previous step in order to supply
upstream information for the Co characteristic.

An alternative is to extrapolate computed properties to the boundary. This set
of values will not satisfy the boundary conditions. An operation is then applied
which satisfies the boundary conditions. At surfaces an oblique shock or Prandtl-
Meyer expansion is used to turn the velocity vector to satisfy the tangent flow
boundary condition, In two-dimensional smooth flow, the obligque shock or Prandtl-
Meyer expansion relations reduce to the characteristic compatibility relation, Eq.
13a. Thus, the method of characteristics is effectively being applied, and only
admissable information is being used. In three-dimensional flow, the discrete
characteristic compatibility retations contain a source term which is multiplied by
distance along the characteristic ray. By extrapolating properties to the location at
which the shock or expansion term is applied, the distance between points R, S and P
(see Fig. 7) goes to zero and the source term disappears. Thus, the method of
characteristics s applied. A similar procedure can be used at shocks, Here, the
extrapolated properties at the downstream side of the shock and the freestream
conditions define a Riemann problem, The solution of this problem features an angular
orientation which separates the free-stri?m grgaerties from other states, That
orientation is taken as the shock slope. 18,

2.4 Separation Modeling

The Euler equations allow rotational flow and thus can convect vorticity, This
permits modeling of body and wing-tip vortices which feature reversals of the velocity
in the crossflow plane, but not in the axial direction. Solutions to the Euler
equations contain mechanisms such as shocks for generating vorticity. However, the
faviscid character of these solutions precludes accounting for viscous vorticity

— - —— -
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generation, caused by factors such as separation, This type of mechanism creates the
bulk of the flow field vorticity in aany cases, of which the slender body, high
incidence flow field is an example. 7To simulate vorticity generated by viscous
phenomena, vorticity must be added to the inviscid flow field in an empirica) manner.

Numerical solutions of Euler's equations can alsc generate vorticity through
numerical error. Inadequate resolution can lead to errors in the computed entropy.
For steady supersonic flow with constant stagnation enthalpy, Crocco's theorem states
that:

TvS = -Tx(va¥)
Thus errors in entropy result in vorticity production.

Crggsf!ow vortices have been observed in Euler solutions which do not contain
shocks. This has occured for both smooth shapes and those featuring sharp
corners, In the case of smooth shapes, vortices have been obtained near delta wing
tips as shown in Fig., 8 and are similar in location and size to those which are
observed experimentally. However, careful nuwarical experiments have shown that as
the mesh is refined, such vortices disappear. This is to be expected since
mechanisms for generating vorticity, other than shocks, are not present in Euler
equations. As more accurate solutions are obtained, the flow field structure should
become consistent with the properties of the Euler equations.

Geometries featuring sharp cornera sroduce vortices on sharp delta wing which do
not disappear as the mesh is refined.4 241 Furthermore, measured surface pressure,
vortex location and total pressure losses are well predicted. This is surprising
since the Euler equations omit viscosity which should be central to simulating
separation.

Panel methods provide a precigent for accurately modeling leading edge vortex
separation using inviscid models. Here a Kutta condition is enforced at the leading
edge and vorticity within the flow field is modeled using a singularity distribution
(e.g., vortex filaments). An analogous procedure should be possible with the Euler
equations., The Euler equations can convect vorticity and singularity distributions
are not needed. However, a Kutta condition should be necessary. This is contrary to
the results of Refs. 40, 41, discussed above, which achieved accurate vortex modeling
without a Kutta condition. It has been postulated that the dissipative nature of
numerical schemes imposes a smoothness constraint on the computed pressure, This is
equivalent to applying the Kutta condition.

The toss of total pressure within a vortex core has been axgributed to numerical
dissipation which smears shear layers over several mesh points. Consider a smeared
shear layer across which the stagnation enthalpy is constant, and on either side of
which the total pressure is constant., This implies that on both sides of the shear
tayer the velocity magnitude is constant, but of different direction. Dissipation is
effectively an averaging operation and nrar the middle of the shear layer, the
velocity vector will equal the average of the velocity vectors on either side of the
shear layer, This average velocity vector is of smaller magnitude than either of the
adjacent velocity vectors, To maintain constant stagnation enthalpy throughout the
shear layer, the enthalpy at this point must increase which presumably increases the
entropy. This increase in entropy decreases the total pressure at the center of the
shear layer,

The flowfield about a slender, circular body at incidence separates to form two
strong leeside vortices. By contrast, the Euler solution to this problem features a
crossflow shock which generates sufficient vorticity to form two weak leeside
vortices, as shown in Fig, 9, To generate a more realistic flow pattern, vorticity
must be explicitly added to the flow field. This is usually accomplished by modeling
the separation region directly. Sufficfent experimental data exist for circular
bodies to develop an empirical relation describing the separation angle yn the cross-
flow plane as a function of incidence, Mach number, and axial location. At the
predicted separation point, special conditions are applied which simulate
separation. These conditions are based on the concept of a slip line which originates
at the separation point. Across the slip line the pressure is assumed to be
continuous and the velocity normal to it is zero. On both sides of the slip surface,
entropy is conserved along the streamlines, but is discontinuous across the surface.
In Ref., 45, the slip surface is assumed to be tangent to the body surface. At the
point of tangency, conditions windward of the slip 1ine are determined using standard
body boundary treatment while the leeward cross-flow velocity is set to zero. The
slip surface emanating from the separation point is actually fit, Other treatments of
the separation region have been less elaborate., In Ref. 46, a single set of
properties is calculated at the separation point. At this location, pressure and
density are determined by averaging property values at the two adjacent points while
the direction of the velocity vector is set empirically. Ref. 32 uses a similar
procedure, but orients the velocity at the separation point along the separatfon line.

The pressure distribution near the prescribed separation point is often not
smooth., An altenative procedure which produces a smooth pressure vartation is to
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reduce the crossflow velocity over a broad area.?? This adds circulation to the
crossflow plane and can be accomplished by setting an upper crossflow velocity
limit., Crossflow velocity magnitudes in excess of this limit are reduced to this
value and the axial velocity is redefined to satisfy the stagnation enthalpy
constraint. This procedure is referred to as clipping.

3. SUPERSONIC TACTICAL MISSILE CODES

Four Euler solvers applicable to tactical missile in supersonic flight are
described, These are the SWINT, MUSE, ZEUSL and ZEUS codes, which feature the
following common characteristics:

1. Multiple zone structure with a simple algebraic mesh,

2. Solution of Euler's equation in conservation form using explicit schemes.

3. Bow shock fittin) and the capturing of all other internal shocks.

4. The mesh does not conform to fin tips and surfaces interior to the
computational domain may appear and disappear during the calculation.
illustrated in Fig., 10,

The multiple zone structure combined with the simple algebraic mesh and
approximate resolution of fin edges makes it convenient to treat missiles with thin,
sharp edged fins, The user must only ensure that body and fin surfaces coincide with
edges of the different zones., As is illustrated in Fig. 10, points on the edges of
zones may change from interior to surfaces points from one step to the next and vice-
versa. A leading edge point is one which changes from interior to surface type during
a step, while a trafling edge point changes from a surface to interior type,

In many respects these solvers differ, some being finite difference and others
being finite volume, Also, different integration schemes are used. The following
section outlines the attributes of each.

3.1 SWINT (Supersonic Wing INlet Tail)

The SWINT code, which is described in detail in Ref. 32, solves the Euler
equations in conservation form using cylindrical coordinates (i.e., Egs., 4}.
Integration of interior points is accomplished using MacCormack's explicit scheme
(Eqs. 7). Kentzer's approach is applied to points on the body or fin surfaces and to
fit the shock. An abbreviated version of the muitiple-zone approach is used which
restricts code application to thin fins, located near ¢ = constant surfaces. Here,
the correct fin slope is applied to the fin center line rather than at its true
location, as shown in Fig. 11.

To increase robustness and accuracy near fin edges, a local analysis is applied
at leading and trailing edge points. The computational algorithm prcceeds by
completing the step in which the fin edge is encountered without taking the fin edge
into account. The resulting flow properties are taken to be the conditions
immediately upstream of the leading edge. A local analysis is applied to satisfy the
boundary conditions at the fin edge. 1In the case of a leading edge, the flow
downstream of the fin edge should be parallel to the fin surface. If the flow
component normal to the leading edge is sufficiently supersonic, an oblique shock or
expansion can be used to satisfy this boundary condition. Otherwise, a truly local
analysis is not appropriate and an empirical procedure must be used.

Downstream of a tailing edge the streamlines from the upper and lower wing
surfaces must feature the same pressure and direction in a plane perpendicular to the
fin edge. If the velocity component normal to the trailing edge on both fin surfaces
is sufficiently supersonic, this is equivalent to the supersonic Riemann problem cast
in a plane perpendicular to the fin trailing edge. Otherwise, a purely local analysis
is not appropriate. For simplicity, the SWINT code averages the properties from the
two streamlines passing over and under a fin to determine properties downstream of the
fin trailing edge.

The presence of surface and interior points along the same zone edge requires the
introduction of special differenceing procedures., In addition, physical
considerations have motivated other adjustments to the differencing used at both fin
and interior points located next to the fin edge. The special procedures introduced
are as follows:

1. Alteration of the differences at points adjacent to a fin tip. The types of
points under consideration are K, B, and C of Fig. 11, The MacCormack scheme at C
must be modified since there are two different sets of adjacent flow values {(f.e.,
points A and B)., In addition, a discontinuity may be located at che firn edge, and it
often is not advisable to difference across the fin edge.

2. Suppression of surface normal derivatives near a leading edge. A
discontinuity often exTsts at a Teading edge and differences normal tc the surface are
not meaningful, Use of such quantities in the finite difference equations leads to
non-physical pressure oscillation. Damping such derivatives near the lTeading edge
improves results,




3. Application of smoothing to interior, body and fin paints. In computations
featuring ™ body separation or hignly swept wings at high incidence, large vartex
structures develop in the flow field. Under these circumstances, application of
smoothing is often necessary to keep the computation from failing. This is
accomplished at interior points by applying a switched Schuman filter with a density
switch as is described in the previous section (i.,e., Eqs. 9 and 10), At the body and
fin surfaces, a modified Schuman filter can be applied along the surface to advance
these quantities, Smoothing of the fin-tip points is implemented by averaging the
fin-tip quantities with those at adjacent fin points,

4, Simulating Cross-flow Separation. Fflow separation on a circular body is
modeled using an empirical correlation to preccribe the line of separation on the
model surface. At the point of separation, the velocity vector is aligned with the
separation tine. Calculation of highly swept wings produces a leeside vortex
irrespective of the treatment applied at the fin tip. However, the strength of the
leeside vortex is influenced by the type of differencing applied here.

3.2 MUSE (Multiple-zone Steady Euler)

The MUSE code solves Euler’'s Equations in cartesian coordinates {Eqs. 3} using
the explicit MacCcrmack Method. Ref, 48 provide. a detailed description of this
computational approach., Using the same methods applied in the SWINT code, it treats
the boundaries using Kentzer's technique, applies a local analysis at the leading and
trailing edges, and is supplemented with the same special procedures, [t differs from
SWINT by being cast within a full multiple zone framework. Each zone is a
quadrilateral as shown in Fig, 12 and may abut to any other zone., This allows complex
jeometries featuring items such as a tail located at the wing semi-span {see Fig. 13)
or detached inlets to be treated. It also removes the thin fin assumption and places
the fin surface at its true location.

3.3 ZEYSL (Zona) EYler Solver, Lower order)

The ZEUSL code is a first order Godunov scheme cast in a finite volume
formulation., Conservation of mass, momentum and energy within a finite coatrol volume
(see Fig., 3) is used to determine the flow field (i.e., £qs. 1). A detailed
description of this technique is available in Ref, 17, The quadrilateral zones of
Fig, 12 are used, however, zones can only abut along edges 2 and 4. This formulation
removes the thin fin assumption, but does not allow treatment of the range of
configurations which can be handled with MUSE.

The 2EYSL code does not advance points jocated on the boundary and boundary
conditions are imposed through the fluxes at cell edges located on the boundary. Such
fluxes are determined by applying an operation to the properties of the cell on which
the edge borders, which satisfies the necessary boundary condition. At a surface, the
shock or expansion relations are used to turn the cel) velocity vector tangent to the
surface, This procedure is a natural truncation of the Riemann problem to the
situation where the final streamline direction is known. The fluxes at this cell edge
are computed using the pressure resulting from toe shock or expansion., The bow shock
is fitted by constructing a Riemann probliem along cell edges adjacent to the free-
stream. The initial states of this problem are the free-stream conditions and the
properties of the adjacent cell, The solution to the Riemann problem specifies a
direction which separates free-stream conditian from other states, This direction is
taken to be the shock slope.

The wall pressure predicted by the above procedure is used to advance the
solution., However, these values are only locally first order in smooth regions, and a
more accurate surface pressure estimate is needed for evaluating the aerodynamics
coefficients. This is accomplished using the reference plane method of
characteristics described in Ref. 17.

The special prccedures applied in the SWINT code are not needed. The finite
volume formulation removes the ambiguity associated with advancing cells adjacent to
fin tips (i.e., points A, B, C of Fig. 11). The robustness of the Godunov scheme
allows leading and trailing edge points to be directly computed without a local
analysis or derivative damping., Artificial viscosity is not needed and the final code
formulation does not contain any adjustable parameters,

Near leading and trail edges, accurate treatment of fin geometry is important.
Here, a solid surface may cover only & portion of a cell edge. Such edges are divided
into two sections: one containing the _dge area adjacent to the surface and the other
edge area adjoining another element. Separate estimates are made of the fluxes acting
on each section and these are adde1 to determine the total edge flux.

3.4 ZEUS (Zonal Eller Solver)

The ZEUS code is a secnnd order version of ZEUSL. A predictor step has been
added and linear property variations are computed within each control volume, which
yields second order accuracy. The predictor step is applied to the Euler Equations in
non-¢conservation form and determines cell property values at ™+ 82/2. Here, a1 is
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the step size. The linear property slopes are determined using the limited
differences of £q. 11, This allows the properties at the cell edge mid-point te be
determined by extrapolation. A Riemann problem is constructes at each cell edge using
the two predicted edge property sets from the adjacent cells, Near strong shocks, the
limiters reduce derivatives to zero and the first order Godunov algorithm is
recovered., A detailed description of ZEUS is provided in Ref. 34,

The ZEUS code does not require any special procedures other than the special
treatment of cell edges which are partially covered by a su-face. Here, the same
procedure used in ZEUSL is applied. The only free parameter in the ZEUS code is the
limiter constant X. However, the same value of K has beer successfully used for all
the problems., K is set to unity at interior cells, 2 at cells adjacent to a smooth
surface, and 0 at cells adjoining a discontinuous one.

4.0 RESULTS

This section presents the results obtained with SWINT, MUSE, 7FuUSL, and ZEuS
codes, with emphasis on the SWINT caiculations., This code was released in 1982 and
has beern widely used, 7The MUSE, ZEUSL and ZEUS codes produce results which are
similar to those of SWINT, Unless otherwise stated, all calculations are started
using the approximate conical solution of Ref. 33, Computational details for the
presented cases can be found in Refs. 17, 32, 34, and 48 for the ZEUSL, SWINT, ZLUS
and MUSE codes, respectively., 1In most cases, a 36x36 mesh was used for the winged
portion aof the computation, Complete configurations can be computed in several
miautes on a CRAY 1. All of the reported calculations could also have been completed
on 3 VAX 11-780.

4.1 Body Alone

It has been experimentally observed that the flow over a slender, circular body
separates near the model shoulder and rolls up into leeside vortices. The numerical
solution to this problem instead features a crossflow shock on the leeside of the
body, as illustrated by the ZEUSL results in Fig. 9, Behind the shock, a small vortex
may form as a result of the entropy gradient produced by the shock. However, the
tocation and strength of this vortex is not in agreement with experiment. At low Mach
numbers, the crossflow shock is positioned near the shoulder of the model and with
increasing Mach number, it moves leeward. Windward of the experimenta) separation
point and the numerical crossflow shock, predicted and measured surface pressures
follow the same trend. Leeward of this point they dc not, as shown in fig, 1. a:d 15,
using the SWINT results of Ref, 47 and 49, The greatust discrepancy between
calculation and experiment occurs at the lower Mach numbers, At the higher Mach
numbers, both calculation and experiment feature low pressures over most of the
leeside of the model., As illustrated in Table 1, the inviscid normal force is within
5% to 10% of the measured one. On short bodies (L/D < 10}, the normal force is under-
predicted, while the computed center of pressure is aft of the measured one.

The separation modeling procedures described in the last section reduce the
qualitative difference between the experimental and the computed flow field. These
techniques add vorticity to the flow field, forming a strong leeside vortex that
destroys the crossflow shock, as illustrated in Fig. 16, using clipped ZEUS ~esults.
This raises the pressure on the leeside of the body, but does not bring computation
into agrsgment with experiment. Figa2 14 and 15 demonstrate the application of
clipping and prescribed separation respectively, Table 1 indicates that
separation modeling does not have a targe influence on the calculated forces and
moments, However, its use produces a more realistic model of the flow field which may
improve calculated fin loads.

The SWINT code has also been applied to the elliptic body-alone shape shown in
Fig. 17. This figure illustrates the circumferential pressure variation at three
different incidences. At all incidences, good agreement is obtained between
computation and experiment without use of separation modeling options. Calculated and
measured force and moment were compared for a similar body in Ref, 50 and agree well
with experiment over a broad range in Mach number,

4.2 Body-Wing Models

Fin surface pressures calculated with the ZEUS code are shown in Fig, 18 for a
cruriform delta configuration in the plus roll orientation. Experimental data is from
Ref. 51 and were measured at a Mach number of 3.7, and incidence of 7.8°. Ffor these
conditions, attached shocks or expansions occur at the fin leading edges. The
calculated surface pressure agrees well with experiment over most of the fin
surface, The crossfiow velocity vectors and pressure contours at an axial station
near the fin mid-cord are given in Fig. 19. Shocks can be seen attached to the fin
edyas,

Calculations have been performed on the two swept-wing configurations shown in
Fig., 20 using the ZEUS code. These bodies were tested in Ref, 52 at an incidence of
5° and Mach numbers of 2.5 and 4,5. (Calculated and measured wing surface pressures
are shown in Fig, 20 and agree well in most cases. However, near the wing leading
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edge, computed values are larger than measured ones., Fig. 21 provides measured and
calculated surface pressures on the windward and leeward side of the body. Calculated
surface pressures generally agree well with experiment, however, discrepan-ies occur
on the aft end of the body at Mach 4.5. On the windward side, the pressurc rise due
to the precence of the wings is computed to occur downstream of the measured one,
while on the leeside, predicted pressures exceed experimental values. However, these
calculated results are in excellent agreement with those computed in Ref. 48 and thus,
these discrepancies are likely due to viscous effects. The crossflow pressure
contours are shown in Fig. 22 at three axial stations featuring the wing at Mach 2.5
and 4.5 for the thick wing case, A detached shock is visible below both wings and, at
higher Mach numbers, it is positioned closer to the wing surface. This produces the
stony winy surface pressure gradients which are visible at this Mach number in Fig.
20.

The pressure distribution along the windward ray of a cruciform missite in the X
configuration is shown in Fig. 23 for several Mach numbers, This figure is taken from
Ref. 53 where it is noted that the windward measured pressure is nearly independent of
Reynolds number. Reasonable agreement is shown between experiment and SWINT
calculations at incidences less than 20°. At higher incidences, subsonic pockets form
at the body-wing juncture and the computation cannot be completed. Figs. 24
illustrate the measured and calculated .urface pressure at an axial station downstream
of tne fin for both + and X roll positions. Considering the complexity of the flow
field, which contains both shocks and vortices, reasonable agreement is obtained with
experiment.

The swept wing model tested in Ref, 54 is depicted in Figs. 25 and 26. Also
shown are SWINT caiculated body and wing surface pressures for the incidence of 8.8°
and Mach numbers of 2.3. The calculated wing surface pressures are generally in good
agreement with experiment over most of the wing. On the body, the pressure pulse, due
to the presence of the wing, is accurately predicted. Ffig. 27 illustrates the
calculated crossflow plane surface pressure slightly forwards of the wing trailing
edge. A detached shock is positioned below the wing. The absence of the wing
thickness in this figure is a consequence of the thin fin assumption applied in the
SWINT code.

Calculated and measured flow field data have been compared in Ref. 55 for the
wing-body combinativon shown in Fig. 28. Here, Mach number, total pressure, local
angle of attack and yaw angle are shown along circumferential and radial paths through
the flow field at Mach 3.94 and incidences of $10°., The computed resuits are in
reasonable agreement with experimental data, which itself exhibits some scatter. The
best comparison occurs at +10° (see Fig, 28a and b) where measuring stations were
located on the windward side of the body. The leeside measurements, taken at -10°, do
not compare nearly as closely (see Fig. 28c). Ref. 55 examines additiomal cases at
varying Mach numbers and on different bodies. The accuracy of these predictions is
similar to those shown.

Figure 29, taken from Ref. 56, provides experimental data for individual fin
Toads as a function of roll angle on the illustrated cruciform mode! at an incidence
of 12°. Also shown are SWINT calculated fin loads obtained with and without fin
deflection, This figure illustrates that the prescribed separation option (at least
for this configuration) has little effect, and deflected fin loads can be accurately
predicted at all roll orientations., Fig, 30 compares calculated and measured normal
force, pitching moment at a roll angle of zero, while Fig. 31 illustrates rol]l moment
as a function of roll angle. A1l these quantities are reasonably well predicted.

The measurements of Ref. 57 provide the center of pressure at low incidence and
CNa for a range of Mach numbers on a cone-cylinder-tail body. SWINT calculations
reported here are compared with experiment in Fig. 32. Good agreement with experiment
is obtained in the Mach number range of 2 to 3, with best results occurring at the
higher Mach numbers.

4.3 Body-Wing-Tail

The wing-body tail configuration of Ref., 58 is shown in Fig, 33 and features a
highly swept wing with a subsonic leading edge normal Mach number, The normal force
and center of pressure calculated with the ZEUSL code is shown at Mach 2.86 and agrees
well with experiment. The computed crossflow field velocity and pressure contours
near the wing trailing edge and at the middle of the tail are shown in Fig. 34, A
large leeside vortex is visible near the wing trailing edge. It is convected leewards
as it passes over the tail., Below the horizontal tail surface, a strong shock wave is
evident.

The calculated and measured normal force on an elliptical body with and without a
wing and tail is illustrated in Fig. 35 at Mach 2.5, The calculations were performed
using the SWINT code and are taken from Ref. 49 while the data is from Ref, 59. Good
agreement is obtained both with and without 1ifting surfaces. In addition, the
calculated surface pressures are in reasonable agreement with experiment.49
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Fig. 36 illustrates normal force and pitching moment as a function of incidence
for the depicted circular body with canards and a tail., Here, SWINT calculations are
compared with experiment in Ref., 49 using data from Ref., 60 at a free-stream Mach
number of 2.5. The normal force and center of pressure are in good agreement with
experiment for the body alone and body-canard-tail configuration,

The accuracy of the SWINT predicted roll moment for the configuration of Fig. 36
ts shown at Mach 2.5 in Fig. 37, Here, the horizontal canards have been deflection of
5°. Good agreement with experiment is obtained on a body-canard model up to
incidences of 10°, When the tail is added, predictions agree with experiment only at
low incidences. This discrepancy at higher incidences suggests that the vortices
gen?rggeu vy tne deflected wing are not producing the correct induced effects on the
tail.

A comparison of the SWINT calculated®l and measured forces and moments on the
configuration of Fig., 36 at 26.6° roll is shown in Fig. 38, The free-stream Mach
number is 2.5 and all the fins are deflected 5° to produce a roll moment., Reasonable
agreement is obtained between calculation and experiment,

A swept wing configuration configuration with vertical tail located on the wing
is shown in Fig. 39, The calculation of this configuration was carried out with the
MUSE code usiag a four zone model, The tail thickness was neglected in order to
simplify the geometry description. The calculated normal force and center of pressure
shown in Fig. 39 agree well with experimental data of Ref. 62. Crossflow velocities
and pressures at an axial station slightly forward of the wing trailing edge are given
in Fig. 40 along with those for a similar configuration without a vertical tail. The
presence of the tail is seen to produce large changes in the leeward flow field. A
detached shock can be seen lying below the outboard section of the wing.

The SWINT code has also been used in Ref. 57 to predict the pitch damping
coefficient, Cn+ The varying local incidence experienced by a pitching body is
simulated by cufiving the body and wings as is shown in Fig, &41. Calculations were
made in Ref. 54 over a Mach number range of 2 to 4 for both a Basic Finer model and a
three finned flechette, Good agreement between experiment and computation was
achieved on both configuration., The Basic Finner model results are illustrated in
Fig. 41,

5. CONCLUDING REMARKS

Missile aerodynamic characteristics traditionally have been predicted by
empirical methods or determined from experiment. In cases where an extensive data-
base is available, empirical predictions may be as accurate as computational methods
and attainable at a fraction of the cost. However, the computational approach is
independent of experimental data and is, therefore, applicable to a broader range of
configurations, including new designs. Furthermore, computational methods calculate
all flow field properties, information which cannot be predicted empirically and that
is extremely costly to measure, Flow field predictions facilitate the design
optimization of components such as inlets and fins. For example, knowledge of the
dynamic pressure about a missile body suggests fin locations which will produce
maximum effectiveness. The recovery pressure distributions and flow profiles indicate
the optimal location for inlets.

This paper outlines a strategy for treating missiles in supersonic flight which
feature sharp leading edges. Four different computational methods are described: two
which use the finite-difference MacCormack explicit scheme and two based on the
Godunov finite-volume approach. A comparison of these method is given in Table 2,
while a detailed discussion of the advantages of each approach is available in Ref.
63. A1) methods produce similar results, However, the MacCormack schemes are not
robust and artificial viscosity must often be added along with special procedures at
wing edges. While the Godunov methods are slower, they are also more robust and do
not require special procedures.

Reasonable agreement can be obtained between calculation and experiment over a
broad range of missile configurations, However, problem areas do exist, particularly
on the leeside of missiles. Here the physics of viscous flow departs from that of the
inviscid equations under considerations. Viscous flow fields can feature extensive
vorticity production from boundary layer separation, a mechanism absent from the
inviscid model. Leeside vortices, which are experimentally observed to develop on a
circular body at incidence, provide an example of a flow field where vorticity
generated by boundary layer separation has a great impact on flow field structure.
The inviscid solution to the same problem instead features a crossfiow shock which
generates only a weak vortex. The relatfon of predicted invisctd to measured
separation from sharp edges needs to be examined. Such leading edge separation has a
dramatic influence on wing 1ift and can induce large changes on tail surface
aerodynamics. Although successes have been reported in calculating 1ift on wings
featuring leading edge separation, it remains to be established that accurate
predictions can be achieved over a broad range of conditions. These physical
considerations, rather than numerical ones, constitute the primary obstacle to
improved Euler predictions for supersonic tactical misstles.
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Table 1. 3 Caliber 1/0 Nose
Body Length M a Cy lep
{(L/D} exp. inv, sep. exp. inv, sep.
10.0 1.98 10° .63 .61
15¢ 1.74 1.67
6.67 2.30 16° 1.46 1.33 .34 .479 .503 522
6.67 Z.90 15° 1.45 1.33 1.36 .482 512 514
10.0 3,88 10° .93 .967 1.02 .455 .447 .433
6.67 4.63 20° 1.71 1.517 1.60 477 .515 .506
Table 2. Comparison of Euler Solvers
1ST ORDER 2ND ORDER MacCORMACK
GODUNOV GODUNOQV +
CHARACTERISTIC BOUNDARY CONDITIONS
Code Name ZEUSL ZEUS SWINT MUSE
RUBUSTRESS T NEEDS TMPROUVEMENT
BODY ALONE BODY ALONE
BODY-WING-TAIL BODY-WING-TAIL
APPLICATION BODY-INLET BODY-INLET
BODY-WING W/VERTICAL TAIL
BODY-WING W/DETACHED INLET
SMOOTHING NONE ] NONE NECESSARY FOR SEVERE CASES
LEADING EDGE JUMPS
SPECIAL NONE LIMITER TRAILING EDGE JUMPS
PROCEDURES ADJUSTMENT FIN £EDGE DIFFERENCING
BOUNDARY CONDITION FORM
DERIVATIVE DAMPING
SPEED 1.4% - 2.3 1.6* - 2.5 1 1.75
(RELATIVE)
ACCURACY LESS ACCURATE
ON EQUIVALENT COMPARABLE
MESH

* VALUE OBTAINED USING THE APPROXIMATE RIEMANN SOLVER OF REF, 34,
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NUMERICAL METHODS : EULER TIME DEPENDENT SOLVER

J.J. CHATTOT

MATRA, 37, avenue Louls Bréguet, 78146, Villacoublay, France

SUMMARY

The EULER time dependent solver of MATRA 1is described and the fundameantal problem of separated flow
simulation with an inviscid model s addressed, in particular separation on a smooth surface. The last part
of the paper 1s devoted to applfcations pertinent to wmiss{le aerodynamics, ranging from simple
configuratfons to complete missiles flow simulations.

INTRODUCTION

Important progress has been made in the solution procedures for solving the three-dimensional EULER
equations. In addition, the access to fast vector computers makes large scale AULER sfmulation feasible and
cost-effective, thus opening a new way for the predictlon of the aerodynamic characteristics of missiles
and introducing a powerful tool in the hands of the design englaeers. Care must be exerted, however, since
the model does not account for the viscous effects and the domain of validity of the simulatfion aust be
assessed whenever a new problem fs tackled. Viscous-inviscid coupling methods and Navier-Stokes solvers
will eventually overrule the present approach, but one may have to walt for more efficient algorithms and a
new step in computor technology. In the mean time, the EULER codes will be developed and improved to
provide valuable {mput for the projects of the cowming decade.

Missile aerodynamics is primarily concerned with three~dimensional steady flows with shocks and vortex
structures. The Mach number ranges from zero to 3 or more and shock waves appear In the
transonic-supersonic reglme. Vortex finteractions between the lifting sufaces and the body or between the
1ifting surfaces themselves make separate element flow analysis polntless. The flow 1s assumed steady since
in general, for an isolated missile, no aeroelastic coupling 1s observed, although, with the [ntroduction
of composite materials and the tendency to decrease the size of the cross section, this situation may be
encountered in the future.

The FEULER equations represeant the most complete set of equations modeling the evolution of a
non-viscous and non-conducting fluid. They admit weak solutions with jumps, among which physical
discontinuities are modeled such as shock waves and vortex sheets.

Since the focus is on steady flow, the use of an unsteady EULER solver must be seen as a means to drive
the solution, from an arbitvary initial state, to {ts asymptotic steady state, regardless of the local
subsonic or supersonfc flow regime. Thus, unsteady EULER codes can be applied atr all Mach numbers and
permit a continuous description of the speed range. This is in contrast to the steady approach or space
marching methods which can be used only when the flow is everywhere supersonlc.

The unsteady EULER solvers are ba:ed either on the Full unsteady or the pseudo-unsteady formulation. In
the latter, the unsteady energy equation is replaced by the steady BERNOULLI's equation, compatible with
the full EULER steady state sclution [l]. It constftutes the basis of the method developed at MATRA and
presented below.

The system reads as follows:

3w =
oot dvF @ =0

where U and F are the following vector and matrix:

4 0“2 pv ow

v = |PY F = |Putp ouy  puw
v puv pve+ p pvw
pw puw ovw pwl+ p

and the algebraic relatfon holds:

Hy = ‘yl" 3 +L?J 2 where V is the velocity vector,
-1 p 2

Hi{ is the uniform total enthalpy and Y is the ratlo of sgpecific heats. The boundary conditions
asgocliated with the EULER equations are only known by thelr naumber. A mathemati{cal analysis of the
characteristic surfaces indicates that the various situations can be found:

- Upstream supersonic boundary: all the varfables are specified (4 conditioas)

- Downstream supersonic boundary: all the variables are computed from the {interior of the domain

(0 condition)
- Upstream subsonic boundary: the entropy and the flow direction can be specified (3 conditions)
- Downstream subsonic boundary: one variable {.e. pressure, can be specified (1 condition)

- Solid wall boundary: the tangency coandition p¥.n = 0 is imposed (1 condition).
A review and discussion of the various methods used in missile aerodynamics, f{n particular EULER
solvers, can be found in the paper of KLOPFER and NIELSEN [2].




THE EULER YIME DEPENDENT SOLVER OF MATRA

Several classical and well established numerical schemes have been tested, that {s the explicit schemes
of Mac Cormack, Runge-Kutta and Lax-Wendroff. The study has been carried out with the acceleration
technique by multigrid. We found that the one-step Lax-Wendroff scheme was the most robust and cheap to
run.

The EULER time dependant solver developed at MATRA is based on the finite volume Lax-Wendroff scheme
assocliated with an efficient wultigrid method proposed by NI{3]. It has been extended to three space
dimensions by KOECK{4]. Various applications to complex three-dimensional flows have been presented in
[5~7}.

A brief description of the scheme i{s given and the details are to be found in [4}.

Numarical echeme. Multigrid technique
Let 1 be an interifor node of the mesh and C(1) be the set of cells sharing the node 1. The unknowns Uy

are located at the nodes and a staggered grid is introduced, defining coatrol volumes Cy surrourding each
node, with volume Vi. The updating formula is:

n+tl n n
At

Uy Yy +5— .80

1 Ly 1

At {8 the time step.
n n n n
55Uy =56] YUy +57 Yy is composed of a first order contribution §] Uy and a second order correction
n
32 Yy

n
6, Uy = % C(El) { A Ue } is the mean value of the flux over the cells C({) where

At 4 F
62u1--2vijClT—.Auc.nda

The Jacobian matrix d ¥ is assumed constant in eachcell. The contour integrals are evaluated with value
v

of the integrand obtalned by interpolation from the nodal values. Area vectors are defined as half the
crogs product of the diagonal vectors (4].
The multigrid acceleration technique can be best described la the case of two grids:

a
- Compute the total flux & U; on the basic grid Gy

n n 2h
- Compute the first order flux A U, jp, from & Uy on the grid Gp via the restriction operator Ry

n 2h =
AUc,an = Ry & Uy n
- Compute the second order correctlons on Gyp,

n =
. e f 4F . a
52 Ui, 2n Wy Cygn 40 » A Ug 28 .« nuds

- Compute the total flux:
n 1 ¥ , n n
LR -gc““)'Zh | A Ue 2n +63 Uy om

h
- Interpolate the result on the grid Gy, via the operator 1z and update the solution

n+l o At a n n
Uy =Yy #V—( 51]1",, +w '[2“6‘]1'2“

The interpolation and restriction operators are bi~or trilinear operator and the full welghting
operator respectively. w may be consfdered as an over-relaxation factor which allows an Improvement of the
convergence. w and 8 have been optimized by means of a Fournier mode analysis and found to be » = 1.7 and
B = l.4.

The time step At {is computed with the Courant-Friedrichs-Lewy stability criterion. To ensure and
stabil{ze the capture of shocks, a non-linear second-order and a linear fourth-order artificial vigcosity
tern is added when updating the unknowns.
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Boundary condition implementation
Inflow and outflow boundaries.

At a supersonic (nflow boundary, all the variables are set to the free-stream values. On the other
hand, if the upstream flow i{s subsonfc, three boundary conditions must be specified:

total pressure py = pie

velocity directton | % li%|

At a supersonic outflow boundary, no condition 13 required; and if the flow {s subsonic, one condition
1s necessary : the average stattc pressure is driven to {ts free-stream value.

1] pds = p @
S Outflow
boundary

This conditlon allows sufficlent freedom for the vortex structures to be convected past the outer

boundary.
The tangency conditlon can be imposed in strong form, as mentlonned in [4], or specified in weak forum
as done in finite element methods based on the potential formulation [8].

_n+1
In weak form, the velocity Vg on the wall is computed with the scheme described above but for

which the general flux expression.

I P
Fwan={ __
pV(V.n) + pn
reduces to:
- 0
Fownl i pn

and the second order flux contrlbutions:

Fru

F 7. |86V
U

AloV(V. 0l + a(pn)

reduce to:

0

d F -
[}TTF Y. \{] on

To account for the zero mass flux accross the solid boundary.

wall A(p;)

Ia the strong form, after the step corresponding to the weak form, the normal velocity component is set
to zero:

—n+1 _n+1l _n+ 1 _ _
v -V -~ (Vg - n)n

The strong form requires the computation of the normal to the surface at the nodes whereas in the weak
form only the normal to the {integration volume sides is needed. Both forms have been implemented 1n the
code.

Programming aspects

The code has been developed in the framework of a multidomain approach. The mesh structure is of block
type, with each block composed of a well-ordered (i, J, k) regular mesh system. Two blocks can share a
coordinate surface as boundary. If the boundary is not a material one, the matching condition 1is easily
obtalned upon adding contributions coming from each block to a node and enforcing the continuity by setting
the double point to the same common value.

This approach has been found to be both efficient, since the multigrid procedure can be employed
aceross the complete domain, and sufficlently flexible to allow treatment of complicated geometries.

The code runs on the CRAY 1S. The storage requirement fs of 800 K words. The solutfon is stored on
disks and the files are read-in and written~out as the computation proceeds. A typical run with s 120 000
node mesh system requires onme hour of total computing time including 20 winutes of CPU and 40 minutes of
wait time for I/0, for 300 {terations.
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SEPARATION WITH THE RULER EQUATIONS

The analyeis of three-dimensional flow fields pertinent to missile aerodynamics {ndicates cthat
separation occurs 1in various places: at trailing edges and other sharp edges of lifting surfaces, on
smooth surfaces and at the base. The prediction of such flows is not in the realm of a perfect fluid model
since viscosity plays a aajor role in most cases; however, separation strongly affects the outer {nviscld
flow in charge of convecting the vortex sheets, and of supportfng their iateractions with the body. In that
sense, the BULER model aust be able to represent that part of the physics associated with an a priori
knowledge of the lines of separation on the surface of the body.

We shall consider below only the case of open separation, that {s the situations in which the vortex
sheets are wetted on both sides by the incoming flow. Separation bubbles and recirculation regions, as
found at the base of a body or la two-dimensional flows, require, we believe, a special attention, since
vorticity i{s no longer concentrated in thin layers, but distributed in the volume, situation which caanot
be handled in principle, with the EULER equatlons. There exlsts a link between, say, a two-dimensional
separation bubble behind a cylinder and the three-dimensional open separation on the leeward side of an
oglve-cylinder configuration, but the path from one to the other 1s not yer clear [9).

The open separation mechanisms under consideration are either separation at a sharp edge (leading edge
or trailing edge) or separation on a smooth surface.

Separation at a sharp edge

The first slituation is the most familiar one and corresponds to the occureace of a vortex sheet
trailing a wing. Fig. 1 depicts the flow past the AFV~D Wing of ONERA at M« = 0,84 and a = 4°[10].

Separation occurs at the tralling edge in the numerical solutlon as {n the real flow, without the aeed
of introducing a Kutta-Joukowski condition. This is believed to be the result of the disgiptive character
of the numerical scheme which enforces, through artificial viscos{ty effects, the same condition as the
true viscosity. The side edge of the vortex sheet rolls up to form a concentrated tip vortex.

More relevant to missile aerodynamics, separation at the sharp leading edge of a low aspect ratio deka
wing at incidence creates a strong vortical structure on the upper part of the wing which noticeably shapes
the pressure distribution and increases the 11ft coefficient. The non-linear coupling between vortex
intensity and location 1s characteristic of strong vortex Interaction. Fig. 2 and 3 concern the EULER
solution corresponding to the DILLNER Wing at M= = 0,7 and a = 15°, ref. {4].

From the results presented, it can be concluded that the EULER solver captures the vortex sheets
emanating from the sharp contours of the geometry. However, the numerical representation appears quite
different from a tightly rolled up structure. Furthermore, the total pressure in the vortex is quite
different from the upstream infinity value, even in absence of shock waves.

The two remarks call for an answer:

- the capture of vortex sheets {s always accompanied by a spreading of the discontinuity by the
artificial viscosfity. This effect, much like the true viscosity, distributes the vorticity in the
cells adjascent to the sheet, unt{l a balance between convection and diffusion is achieved. This
aspect 18 wesh-dependent, and depends also on the magnitude of the artificial viscosity term. 1In
other words, the shape and the locatfon of the vortex structure evolves as the discretizatlon
parameters vary,
conversely, the minfmum value of the total pressure is vather independant of the discretization. It
seems to depend only on the flow parameters, Mach number, fncidence, etc... An explanation of the
total pressure loss mechanism has been proposed by POWELL et Al. [1l1].

The speading of the contact discontinuity fs accompanied by the occurence of a total pressure minimum
inside its finite thickness structure. "This minimum total pressure is dependant only upon the strength of
the sheet as mesured by the jump in tangential velocity across it, aad not upon the thickness of the sheet
or the tangential velocity distribution within {c" [12].

no thickness

firnte thickness

In the case of simple shear flow as depicted above, the minimum pressure is assoclated with the value
- 1 + - -
Vo =5 (V * 4V ") obtained inside the sheet of finite thickness. In a more general situation, such as the

DILLNER wing flow, it 1a not possible tc evaluate the pressure loss.
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Separation on a smooth eurface

Separation on a smooth surface can occur spontaneously in rotational flow. This is the case with the
transonic flow past a circular cylinder in two space dimensions as studted by SALAS [13). At M= = 0.5, a
supersonic zone develops near the tap of the cylinder (fig. 4), termwinated by a recompression shock. Behind
the shock the flow is rotational and the total pressure decreases from the undisturbed value on the
streamlines above the shock to a minimum behind the normal shock on the cylinder. Thus the flow separates
before reaching the downstream stagnatfion point.

The three-dimensional counterpart is found in the flow past an oglve—cylinder combination at M o = 2
and @ = 15°. The cross flow Mach number i3 close to 0.5 and embedded shock waves are present in the
solution. Asymptotically, as one moves along the cylinder in the downstream directlon, the solution
resembles the two-dimensional one.

For the computatloan, a fine 65 x 245 x 33 mesh system Is used, fig. 5;the cross flow velocity fleld and
isobar lines are shown fig. 6 and flg. 7. The shock-induced fnviscid separation is visible, but the vortex
intensity is weak. The 1so Mach lines on the body and i{n the plane of symmetry are presented on fig. 8.

In order to simulate a viscous separation occuring earlier on the body, a Kutta-Jookowskl ({(K-J)
condition has heen implemented at a prescribed location S along the cylinder. A zero mass flux is imposed
accross the cell S5S' departing from the wall:

V.0 = o

All the variables are contiruous along SS' forcling
a capture rather than a fitting of the vortex sheet. s

The solution {s notlceably different from the
previous one, fig. 9 - 10, with a weaker shock and a
stronger vortex.

The 1lift coefficient is dependant on the existence of 3 vortex structute on the leeward side of the
body, and in the case of forced separation, on the location of the separatfon line S§. Different values of
the azlimuthal angle have been fnvestigated. The results are summarlzed In the table below. The
configuration Is based on the GARTEUR body composed of a three diameter clccular tangent oglve and a seven
diameter cylinder.

Mo =2 x = 15° s
Shock fnduced ¢ 1.3
inviscid separation N
> 90°
Forced ® 50° ? Masina
inviscid separation 2.3
P o)y, —*

The 1ift coefficlent does not include the viscous contributlon due to the friction drag of the
transverse flow. A data base used at MATRA yields a total value of the normal force coefficlent for the
given flow conditlon Cy = 1.5. This i{ndicates that the real flow corresponds to an intermediate situatlon
betweea the shock-induced (nviscid separatfon ( ¢ = 35°) and the forced inviscid separation ( ¢ = 50°).

APPLICATIONS

The earlier applications of three-dimensional FULER solvers have dealt with slample geometrles, tsolated
wing, body of revolution, etc..., in order to validate the model and {ts abil{ty to predict the lift of low
aspect ratlo configurations. The results have been very eacouraglng, even in the case of strong vortex
interaction (DILLNER WING). Non-linearities assoclated with shock waves and vortex sheets are well
predicted when the viscous effecte can be neglected or modeled {n a slmple manner.

This first phage has been followed by a phase of validation on more realistic configurations such as a
wing-body combination, and of applications to practical sftuations for which the classical senl -empirical
methods of predictions were not able to yleld useful answers, or gave only global results when local
knowledge was required. The examples of applicatlons selected below are an illustration of the use that
can be made of the numerical simulation to predict and analyse complex aerodynamic systems with a view to
fwproving and, in the long run to optimize, the design of missfiles.

YLong-wing” miasile configuration [S]

"Long-wing” miasiles are equipped with very low aspect ratio wings, with a span comparable to the body
diameter and a chord extending approximately over half of the body length. This aerodynamlic conflguration
13 well sufted for high angles of fncidence with large capabilities of manoeuvring.

When the wissile 1s at fincldence, the wing is the slege of a vigorous vortex, interacting with the
upper surface and the body : a typfcal non-linear situation In term of 1ift.

In the simulation the wing has no thickness. The mesh system 1s axisymmetric. It is constructed in a
meridian plane, taking finto account the wing planform In a multi-domain approach fig. 11, then it is
ratated about the missile axis. The “long-wings” are coatained in a double plane and surface tangency
conditions are specified on the wings, contfnuity conditfons (matchlag conditions) elsewhere.
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The upper and lower subdomains contain each 73 x 17 x 29 nodes. 73 x 33 modes are located on the body
and 33 x 17 nodes are located on each side of the wing. Only half of the flow field i{s computed for reason
of symmetry. The results are displayed on fig. 12-13 for M = = 1.5 and @ = 10°. The cross~flow velocity
field and the isobaric curves cleatrly exhibit the presence of the vortical atructure reponsible for the
non-linear effects.

A comparison of the experimental and theoretical 1ift coefficients at M = = 0.7 demonstrates a
remarkable agreement up to Incidences of 25 degrees, fig. 14.

The advantage of the numerical simulation is to permit access to the local pressure coefficient and
thus to evsluate the resulting forces, element by element, as needed for the structural design. The
velocity field on the misgile i{s also used as input for the heat transfer analysis.

Application to a jet-deviator eystem [6]

When fired from ground or sea surface, the velocity of the missile is pot sufficient to allow piloting
with the aerodynamic control surfaces during the early part of the trajectory. For this reason, small
orientable 1lifting surfaces are placed in the nozzle exit of the motor. These jet deviators, by modifying
the thrust vector, can create a roll and pitching moment during the propulsive phase of the flight.

The evaluatfon of the performance of this system {s not easy with simple formulae, for example using
linearized supersonic theory. Indeed, the blades are placed in a non-uniform supersonic flow, and
three-dimenslonal effects are lmportant at the blade tip and at the blade foot where the nozzle wall
interacts with the blade flow.

~ DEVIATORS
rd
'I
@
In order to reduce the computa’.... «ork in the simulation, use {s made of the supersonlc character of
the flow and of the absence of hlad- , blade interaction, to be confirmed later. The efforts on the four
devfators are obtained by four .er .e calculatfons when symmetry arguments do not hold.

The study does not take int account the jet interaction with the external flow. The nozzle flow is
slightly underexpanded and it has been assumed that, on the boundary I; located outside the nozzle, the
pressure 18 constant and ¢jqual to the external pressure.

[

V
D

£3 is the inlet boundary. The variables are specified from an axisymmtric converging-diverging nozzle
computation. The deviator trailing edge i{s contained in the exit boundary Ig. No conditfon {s necessary on
YLg since the flow is supersonic.

%g is the nozzle and blade walls. The tangency conditfon s applied on the solid surfaces.

Lp are orthogonal wmeridian planes located between the Jet deviators. Conditions of symmetry or
perfodictty are used oa Zp.

The mesh system is made up of two (1L, J, k) blocks, fig. 15. The total number of points is 57 000 ;
1 000 points are located on the deviator.

The iso mach lines on the nozzle wall are presented on fig. 16. The flap angle varies from 4° to 25°.
The shock wave and the expansion fan are clearly seen. A perspective vie. of the flow is presented on
fig. 17. At the trailing edge of the deviator, two values of the velocity vector are obtafned.

The hypothesis of no blade to blade interaction is validated in the following manner. A first
computation s performed using symmetry conditions on Ip. A second computation is made with couditions of
periodicity. The corresponding situations for the complete system are depicted on fig. 18. The iso-Mach
curves on the wall and the flap indicate that the results are {dentical and can be superimposed fig. 19.
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The drag and 11ft coefficients obtained by substracting the drag and lift contributions of the single
deviator system and the corresponding values for the quarter nozzle alone, are presented on fig. 20. The
ratio of the lift of the nozzle to the lift of the flap {s negative and varies from -2.5 X to -3 % with the
flap angle as it increases from zero to 25 degrees.

The efficlency of the jet deviator system, as mesured by the thrust angle to the flap angle, is found
numerically to be 22 %X. In the experiments it was equal to 21 % at 5 degrees and 23 X at 17.5 degrees of
flap incidence. The comparison with experimental dats is very satiefactory as fas as lift 1s concerned. As
expected, the drag coefficient is largely underestimated by the inviscid simulation.

For this complex piloting system, the numerical eimulatfon with the EULER equations ylelds useful
ansvers for the project engineer, at very reasonable cost.

Application to a complets configuration at MATRA [5]

A numericsl simulation campaign has been carried out in favor of a new missile developed by MATRA, fin
order to investigate a number of peculiarities in the aerodynamicsa.

The missile is of canard type with orientable flaps in the front part and curved, deployable wings in
the rear part. The body 1s represented by a two diameter conical ogive and an eighteen diameter cylinder.
The missile is rotating during its flight. Simulation have been carried out with the missile fixed without
rotation. Lift, lateral force and pitching moment have been considered. The rotation rate has been computed
at zero incidence with a version of the EULER code writtem in a frame of reference in rotation with the
missile.

The mesh system is composed of approximately 140 000 points. 8 500 points are located on the body and
the lifting surfaces, fig. 21. Due to the absence of plane of symmetry, the complete space about the
missile has been discretized. The forward flaps have been set at angles &y varylng between zero and
20 degrees.

The mach numbers correspond to the supersonic nozzle mach numbers of the C4 LRBA wind tunnel
(1.2 < Mo < 2.43), The incidence range is between zero and 12 degrees. The roll angle is arbitrary.

The isobar lines exhibit the shock waves and expansion fans on the body and the lifting surfaces at
Mo = 2.12, ¢ = 10° and 65 = 10° (fig. 22-24). The flow 15 symmetric in the front part as seen on the cross
flow velocity plot at the trailing edge of the flaps, fig. 25. In the rear part, the wings indroduce
asymmetric effects due to their curature as depicted fig. 26.

The comparisons of the theoretical results and the experiments exhibit {important discrepaacies
attributable to the lack of viscous modelisation {n the simulatfon. Indeed, for a configuration with a very
long body and small lifting surfaces, the friction forces on the cylinder are of the same order of
magnitude as the inviscid lift, even at low incidences.

The viscous effects have been Included in the evaluation of the lift and pitching moment coefficients
for the body alone configuration. This has been done with a simple correction formula due to ALLEN and
JORGENSEN {14-15]. The inviscid lift and pitching moments are supplemented by viscous contributions due to
the cross-flow drag as :

CN total ™ ON inviscid + CN viscous

Com total * Gm inviscid * Cm viscous

where :
-

4 (2 - %)
®

D Cpr sinla

CN viscous

4 (U= xg) @+ x5)/2 - xg
T

5 D Cpr sin‘a

Cn viscous

2 is the total length of the missile
Xo 18 the length of the ogive
x; 18 the abscissa of the ceanter of gravity

Cpr 1is the drag coefficient of the cylinder. It depends on Reynolds number and Mach number. The
magnitude of the corrections from the inviscid coefficients to the experimental ones (fig. 27), lead us to
adopt the following value for Cpt :

Gpr = 0.3 + 0.25 M , M >1

with this cholce, the global coefficients are well reproduced, fig. 28-29, for the two Mach numbers
M@ = 1.2 and M = 2.43, for the body alone.

This correction has been applied to the complete configuration. Viscous corrections on the lifting
surfaces have been neglected. The results are presented, fig 30-33, for M = 1.2 and M » = 2.12 and for
5p = 0° and 20°. The bumps observed in the experimental pitching moment curves for 85 = 20° and a < 3°
correspond to the interaction of the flap vortex sheet with the wings. In the numerical simulation the
vortex sheet is spread and the phenomena are attenuated. A finer mesh system would be needed to model more
a.curately this mechanism, especially because the lifting surface are so wide apart.

The overall agreement ia fair and for practical purposes, the equil{bium {nzidence {a found within one
degree of accuracy and the error in the location of the center of pressure is less than a half caliber.

As mentionned previously, the EULER equations have been writtenm iIn a rotating frame of refereace {n the
hypothesis of constant rothalpy. and at zero incidence. In this coordinate system there exists a steady
golutfion for a given rotation rate p. The corresponding rolling moments have been evaluated. The curve
Cy is drawn on the fig. 34. In the experiments, the value Cf (o) 1s measured with the model fixed on a
balance, and the derivative dCf (p) 1s explored with a special equipment ; the Clp value 18 found constant

dp
in the range of interest. The calculated auto-rotation rate p* is in good agreement with experiments.
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In conclusion, the EULER solver appears as a powerful znalysis tool for a complex three-dimensional
flow, extending the capabilities of the empirical methods. The non-linear inviscid mechanisms are
accurately modeled. The viscous effects may be evaluaied, as in the present case, with a simple correction.
The lateral force and rolling moment can be calculated without having to recourse to expensive wind tunnel
tests.

Application to a complete configuration at derospatiale [14]

The Aerospatlale Tactical Miss{le Division 1is using an unsteady EULER solver for the simulation of
aerodynamic problems. The code developed at ONERA [17], is based on a non-centered finite volume scheme of
Van Leer, and has been applied by Aerospatiale to the ASTER project. The ASTER missile is equiped with a
“long wing” and non-linear vortex interactions are expected to affect the aerodynamic coefficients.

An illustration of the vortical flow structure Is given, fig. 35, with the Isobar lines on the missile
and in a transvecse plane, for the Mach number Mo = 2.5 and the Incidence a = 10 degrees. Fig. 36 compares
theoretical and experimental pressure coefficients on a line drawn along the wing chord for three values of
the angle of attack : a = 0° ; 4° and 10°. The agreement is considered very satisfacto. ' on the lower as
well as the upper surface, and {n a zone close to the edge where pressure variles rapldly.

The mesh system for this simulatfon consists of 300 000 points for a half uissile. Since the flow is
everywhere supersonic, the computation is performed with a pseudo-unsteady marching procedure In which the
steady solution 1s obtained in a plane using an upwind scheme and driving the time derivatives to zero,
then proceeding to the next plane, sweeping the domain in the flow direction. In this way, the wmemory
requirement is kept to a minimum, as in a steady marching method. The computing time i{s of 30 minutes CPU.

CONCLUSION

Simulations based on the EULER equations have reached a sufficient state of maturity to yleld useful
informations in the prediction of missile aerodynamics. At the present time they are used to access the
local flow properties and to analyse complex flow features.

Progress must be made in the handling of the exact geometry and of the mesh generation possibly with
CAD/CAM tools, and in Lntroducing viscous effects in a more rigorous manner.

In the onear future, the aerodynamic simulation will be used to optimize missile configurations.
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Figure 1. Vortex shee
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t tratling the ONERA AFV-D wing M= = 0.84 a = 4
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Figure 2. Vortex flow around the Dillner wing; M = 0.7, @ = 15°: (a) total pressure los3 and cross-flow
velocities (wing co—ordimates) at X/C = 0.80; (b) total pressure loss and crass-flow velacltles
(free-stream co-ordinates) at X/C = 1.15; (c¢) computed streamlines
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Figure 3. Dillner wing; M = 0.7, a = 15°:
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(a) {somach I{nes on the upper surface;
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{b) lsomach lines at
X/C = 0.8; (c) isobars of normalized pressure on the upper surface, Cp = 0.171, Cp = 0.678; (d) isobars at
X/C = 0.8; (e) total pressure loss on the wing at X/C = 0.8; (f) Cp distribution on the wing at X/C = 0.8
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Figure 4. Streamline pattern of the flow past a cylinder, M » = 0.5. Sonic lines and shock shown as a
dashed line. Prom ref. [13).
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Figure 5. 65 x 245 x 33 mesh system (partiel view in a meridian plane)
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Flgure 6. Cross~flow velocity plot. No K-J condition M= » 2, @ = 15°
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Figure 7. Isobar lines in a cross~flow plane. No K-J condition. Mo = 2, a = 15°
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Figure 8. lsomach lines on the body and in the plane of aymmetry. M= = 2, g =15°
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Figure 9. Cross-flow velocity plot. With K-J condition. M= = 2, g = 15°

Pigure 10. Isobar lines {n a cross-flow plane. With K-J condition. M= = 2, a = 15°




Figure 11. View of the mesh 