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INTRODUCTION

The focus of this research is to develop predictive I

techniques for determining the surface temperature of bridge-type

structures using known or assumed weather data. This technique

would be used in Tactical Decision Aide (TDA) models. TDAs are

used to provide military field commanders information about the

apparent contrast between a target and its background.(Goldman et al,

1983, p.4). Having this information before deployment increases

the effectiveness of infrared guided missiles, or helps the field

commander make an informed decision about the type of weapons to

use.

As used in military research or operations, a TDA consists of 'p

three major segments (Ibid). These are prediction of inherent

target-to-background contrast, atmospheric effects on the inherent

contrast, and sensor response to the apparent contrast. The final p

result is a predictpd acquisition and lock-on range for a

specified target, background, and weather history. This research

concentrates on the first of these segments.

Contrast predictions of this type have been successfully

performed by personnel of the Air Force Armament Laboratory

(AFATL) (Goldman et al, 1983). "'The model for this effort was a

one-dimensional Runge-Kutta analysis of the heat flow equations. ./

However, these predictions were typically for small objects such

1 '
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I !~

as vehicles or concrete bunkers. Modelling large objects such as p.

bridges presents certain difficulties as noted by Goldman and

coworkers.(1983, pp. 3 4-38).

Another related work of this type was by Thepchatri and

coworkers in 1977.' This effort concentrated on predicting the

internal temperature profile of a bridge for the purpose of stress

analysis. However, the method used is directly related to this

effort because the internal temperature profile is dependent on .,

the surface temperature.

Thepchatri and coworkers used two types of models: a

one-dimensional finite difference form of the heat flow equation, "

and a two dimensional finite element analysis of the heat flow.

*1

42
.%

9.



I. APPROACH TO THE PHYdICAL PKOBLEN

The basic effort here was to determine specific factors

involved in predicting surface temperatures ot bridges and dvvelop

an adequate approach for doing so. &FATL had taken rddIance

measurements of a bridge in the Descin, FL ared, 6u it wab decided

to use this structure to evaluate odelling technques.

The Destin bridge. shown In Figure 1. runs osst-west over a

bay. This provides a constant background which is nimpler to

model. Also, because it is an east-vest bridge, heating by solar

radiation takes place almost exclusively on the top surface

(Thepchatri ot a., 1977, p.4O). Since oolar radiation Is the

dominant energy exchange mechanism, a one-dimensional model was

thought to be adequate to predict the roadway surface temperature.

This hypothesis is further substantiated by theraograph

"J charts of the Destin bridge (Appendix A) which show the upper

surface of t')r roadway as the dominant feature, exhibiting the

greatest tiperature change throughout a day's cycle. These

thermograph charts are from measurements made by AFATL personnel

on 17 May 1984 (TABILS 1). The measurements were made with a AGA

680 Theriovision camera in two wavelength bands: one in the 3.0

to 5.0 micrometer region and the other in the 7.0 to 14.0

micrometer region. The charts in Appendix A are scenes in the

",

f,,; ,'e"a ;a 2,, ': ', , " . ""e: . '-".." " ..:._'.:.". .-- . .--,. ....:.€ ..--... ". F;.'. -.. '3- "-..'. 1-" -''
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3.0 to 5.0 micrometer rtgion. Tr, pLzE(4rt in Figurc 1 is

approximately the seene viewtd by the theruvi.sion cdaer.

Goldman and coworker* (1953. p.35) n dCed chat tot atructureb

such as bridges, target recognttion say be accoipl shed by virtue

of contrasts within the target. Therefore, in or4or to study the

contrasts within the bridge. It was thought necessary to providt

some means of predicting the t..sperature ot these part, ot the

bridge in addition to the roadway structure.

The thermograph charts indicate that the sides of the roadway

and the supporting structure temperatures tend to follow each O.

other. For simplicity, it was decided to model just the vertical

piling support underneath the roadway structure and assume that

this temperature represented the temperature of the sides also. A

schematic of the bridge as modelled is shown in Figure 2.

Modelled in this fashion, the piling model is independent of

the model for the roadway surface, which neglects conduction and %

radiation between the piling and the roadway structure. This is,

however, consistent with the conclusions of Goldman and coworkers

(1983, p.36) that bridges can be separated into roadway and

supporting structures.

5,
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Figure 2. Schematic of Modelled Structure.

A one-dimensional model similar to that used by AFATL to

model vehicles was used to model the Destin bridge, and these..

results were compared to temperature data derived f rom the 17 May

1984 measurements. However, not all bridges will exhibit this

simple geometry, and for bridges running a direction other than '

east-west, solar radiation on the sides should be accounted for

using a two-dimensional model (Thepchatri et al, 1977, p.40). For

this reason, a two-dimensional model was used first to model the

~Destin bridge in its actual configuration for comparison with"

results of the one-dimensional model. Then the Destin bridge was

modelled as if it were at a north-south orientation to determineI%

the effect of solar loading on the sides.

6'



II. MODEL DEVELOPMENT

The models used in earlier studies discussed previously, were

based on the Fourier heat conduction equation (Kreith, 1973, p.84 ),

aT a2T a2T ;2T---K( --- + --- +--) .

at ax2 ay 2 az
b

where t refers to time; x, y, and z refers to the spatial

Cartesian coordinates; and K is the thermal diffusivity. This

assumes there are no internal heat sources and that the material

is isotropic. The equation is subjected to the boundary condition

of a heat flux at the surface dependent on the environmental

conditions.

Environmental Interactions: 4

ro
As mentioned above, solar radiation is the dominant energy

exchange mechanism affecting surface temperature. However,

surface temperature is also influenced by ambient radiation,

convection, and conduction to the interior surfaces (Goldman et al,

1983, pp.5-6 and Thepchatri et al, 1977, p.23), with conduction

being accounted for by the heat conduction equation.

J.

Goldman and coworkers also mention the contribution 
of heat

transfer by evaporation cooling and condensational heating (1977,

p.6 ), but it is noted that the environmental factor used for this

7

OL d'- a.



heat transfer mechanism for concrete is zero (Goldman et al, 1983,

p.12). Also, evaporation and condensation are not considered in

the models developed by Thepchatri and coworkers. For these

reasons, evaporation and condensation were not considered in thia

effort.

Solar and ambient radiation and convection on a bridge

surface are dependent on the local weather conditions. Actual use

of a model such as this in an operational military environment

will likely have to rely on predicted or estimated weather

conditions. Both Goldman and Thepchatri and their coworkers

(Goldman et al, 1983, pp.19-27 and Thepchatri et al, 1977,

pp.14-18, 23-26) discuss methods of making predictions of the

radiation quantities.

For this study, weather data taken in conjuction with the

AFATL measurements of the Destin bridge was used. This data was

taken over a time period approximately from six o'clock in the

morning until midnight on the day of the measurements. The data

was taken at approximately one minute intervals with the following

quantities being measured: wind speed, wind direction, air

temperature, relative humidity, barometric pressure, solar and

ambient radiation.

8
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The weather data indicates that the wind was from a generally

northerly direction and the velocity was normally 10 knots or

less, but occasionally as high as 0' knots. The relative humidity

varied from about 20% to as high as 45%, and the barometric

pressure varied from about 1021 to 1024 millibars. The variation

in air temperature throughout the day is shown in Figure 3, and

the variation of the solar and ambient radiation is shown in

Figure 4.

The solar and ambient radiation quantities were measured by

means of a pyrheliometer and a pyranometer respectively. A

pyranometer is a device which measures the total radiation within

its hemispherical field of view with the direct beam radiation

blocked from the sensor surface by an occulting disk (Kreith and

Kreider, 1978, pp.63-6 6 ). A pyrheliometer is a similar device

which measures the direct beam solar radiation on a horitzontal

surface while blocking the diffuse sky radiation by mounting the

detector at the base of a tube pointed directly at the sun during

the day (Ibid).

When the sun is shining on the bridge surface, the heat

absorbed by the horitzontal surface is given by the intensity of

solar radiation, Wsun , as measured by the pyrheliometer,

multiplied by the solar absorptivity of the surface. The equation

(Thepchatri et al, 1977, p.23) is

9Qs Wsu n .

9,
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The solar radiation absorbed is. of course, at a very short

wavelength. Radiated heat exchange at longer wavelentch* involved %

a balance between the ambient radiation. Wsky, measured by the

pyraaometer and the emitted radiation ot the surface which follows

the Stefan-Boltzmann Law (Ibid. p.24). So. given an average

emissivity, E, of the surface the heat loss at the top surface "

the sky is given by

QL - Elo(TS+273.15)' -Wskyi

where T. is the surface temperature of the bridge in degrees

Celsius and a is the Stefan-Boltzmann Constant.

However, the pyranometer measurement will include the

contribution of clouds, which absorb radiation during the day and

emit it back to the earth during the night (Ibid, p.26 ).

Therefore, for surfaces which do not face the sky, an estimation

of the ambient radiation which does not include the cloud

contribution is required. This is estimated by applying the

Stefan-Boltzmann Law to the ambient air temperature, TA. Thus, 0

the heat loss to the surroundings from surfaces not facing the sky

is given by ?

QL " [(Ts + 273.15)4 - (TA +273.i5 j].



Another major environmental interaction is convection,

including both free and forced convection. At the bridge surface,

this is given by

Qc M (hl+h2 VA) (Ts-TA)

where VA is the wind speed and h1 and h2 are empirically derived

constants (Ibid, p.27) which are

hl - 3.775 W/m2-°C

h2 - 1.689 W-s/m3 -°C

Another interaction of the bridge with the environment which

sometimes needs to be considered is the reflected and emitted

radiation of the water below. This is a factor which Goldman and

coworkers did not consider because they did not consider objects

with the lower surface open to the environment. Thepchatri and

coworkers (1977, p.61) did make a rough estimate of the reflected

radiation by assuming the bottom surface absorbed*10% of the

incoming solar radiation.

For this analysis, it is assumed that the water reflects the

incoming solar radiation and the ambient radiation and that this

is absorbed by the bridge surface like the ambient radiation when

appropriate. This is given by

12



I ,

'a

Qw Er(wsun + sky)

where r is the reflectivity of the water. Also note that the

average emissivity used for the interaction with the ambient

radiation is used here as the absorptivity.

The water also emits radiation, and this is also absorbed

like the ambient radiation given as follows

QE - Cew[O(Tw + 273.15)41

where ew is the emissivity of the water and T is the temperature

of the water in degrees Celsius.

'a

One-Dimensional Model:

The simplest approach to predicting the bridge surface

temperature is a numerical approximation of the Fourier equation 'a
'.

in one dimension. The two studies which have been discussed here

each used slightly different approaches for this approximation. ,

These are briefly discussed in this subsection. However, for the

purposes of this study, a one-dimensional model was developed

which combines features of the two previously developed models

best suited for this purpose or for ease of application.

13



The model developed by Goldman and coworkers, as previously

mentioned, is a Runge-Kutta approximation of the Fourier

equation. This is accomplished by first approximating the

second order spatial derivative with a finite-difference

technique. This yields a system of first order differential

equations in time which are solved using the Runge-Kutta technique

(Goldman et al, 1983, pp.6-11)

The system of equations results from dividing the structure

into layers for application of the finite-difference technique,

yielding an equation for each layer. In this case, the solution is

for the temperatures at the centers of the layers. The surface

temperature is found using a complicated substitution scheme

outside the Runge-Kutta loop based on the surface temperature of

the previous time, the boundary conditions, and the first layer

temperature.

The study by Goldman and coworkers did not discuss modelling

the lower boundary open to the air as is the case with a bridge.

This can be easily derived, as shown later, by applying the same

type of boundary condition on the last layer as is applied on the O

first.

Thepchatri and coworkers developed a full finite-difference 5'

model in both the time and space coordinates (Thepchatri et al, 1977,

14 %
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pp.31-39). In this approach, the structure is also divided into

layers but with the temperature solution being at the interface of

the layers. The surface temperatures are solved as part of the

finite-difference scheme by combining the equations for the heat I.

transfer at the boundaries with the finite-difference equations of

the top and bottom layer boundaries. /

The model developed for this study used the layer-centered

temperature solution and solved the surface tempertures as part of

the approximation routine. Figure 5 is a schematic of how this

type of structure is applied. +"

S.
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In solving for the temperature at the center of a layer of

thickness d, the second-order derivative is approximated using a

centered-difference form as

T2T 1 2

;X2  d2 T&l 2 +TiL)

Using this centered-difference form keeps the calculation of

the layer temperature within the layer. Thub. adjacent lavcr ce

different materials can be considered without calculating average

diffusivity values. However, except for the surface temperaturei,

only the center layer temperatures are assu ed to be known.

Thus, the temperatures at the half-steps are assumed to be the

average of the temperatures of the two adjacent layers. Applying

this to the Fourier equation gives

'S.

dT. K
- --(Ti+,- 2Ti + TiI).

dt

In the top layer, the temperature at T1 _d is Ts . So, the

approximation to the Fourier equation at T1 is

dT

dt d( 2 - 3T1 + 2Ts)"

16



Similarly, for the bottom Nth layer where Tj+td is TL, the

approximation is

'

dTN K '
2 (2TL - 3T. + TN_ 1 ). ,

dt C.

Applying this technique to the top surface would give

dT s  2K
--d - 2T + T

dt d2 s

But, Ts_ d does not exist. To remedy this, the heat balance at

the surface is considered. At the top surface of a roadway
Pow

structure, this can be expressed as (Thepchatri et al, 1977, p.33)

Heat absorbed from - Heat lost by convection +
short wave radiation Heat lost by long wave radiation +

Heat lost by conduction.

Algebraically, this is %,
'a

aW sun (h1 + h2 VA)(T,- TA) + (o(Ts + 273.15)4- Wsky)

k
- -- (T1 - Ts-d)

d

I
where the last term represents the conduction at the surface

expressed in centered-difference form, with k being the thermal

conductivity. Solving thig expression for Ts_ d and substituting

'.

17 %
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that into the approximation of the Fourier equation at the top

surface gives

dT s  4a5  -.---..d-- (T i - T +  2 W(Ts> :
dt d

where

a a4
W(Ts) --Wsun + --[Wsky - o(Ts + 273.15)

4]
d d

a a4
+ (- + VA)(TA- T s).d d

The alpha terms are environmental constants the same as those

derived by Goldman and coworkers (1983, pp. 7-8). These are

a a.

d pcd

a2  C-

d Ocd

'3 h .

d Qcd

'4= h 2

d ocd

::5 k

2 pcd 2"

A similar scheme is used at the lower surface of the roadway

structure, where the heat balance is (Thepchatri et al, 1977, p.33)

18
1%

.
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Heat gained by conduction Heat lost by convection +
+ Heat gained from water = Heat lost by long wave

radiosity radiation.

Algebraically, with the conduction term expressed in the same

manner as for the top surface, this is

k
(TN - TLid) + er(Wsun + Wsky) + ewo(T w + 273.15) 4

d
= (hl+ h2VA)(Ts - TA)

+ CG[(T + 273.15) 4 _ (TA + 273.15)4].

Solving for TL+ d and substituting into the Fourier equation gives

dTL  
4 a5  (+

dt d2  N L L
d%

where "

W(TL) - -((TA + 273.15)4 - (Ts + 273.15)41a + Ed w

ct3  a4 sk6

+ (-- + --VA)(TA - Ts) + -- (Wsun + W
d d d

Additional environmental constants in this case are as follows:

CE

Ew .. (T + 273.15) 4

pcd w

a 6  Cr

d pcd

191

.5.



It is important to note here that the emitted and reflected

radiation of the water is applied only to the lower surface as

would be the case for the roadway. Specific applications will

determine exactly when the various environmental constants should

be applied.

This system of expressions for the Fourier equation can be

used with the Runge-Kutta method to obtain solutions of the time

derivatives. This is done for this study using the Runge-Kutta

method of order four (Burden and Faires, 1985, pp.263-265). In

this case, the equations are

a
Fs - 4 (T - T) + 2W(Ts)

F1a -5 (T2  3T1 + 2Ts )

d2

Fi I-(Ti+I - 2Ti + Ti-1 )

FN - -5(2TL - 3TN + TNi)

d

FL - 4- ~TN - TL) + 2W(TL). /

An initial approximation, Ti0 , for each temperture is

assumed. Then, if the time increment is h and with Tij

representing the ith temperature at the jth time increment, the

20
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ith temperature at the next time increment is obtained by first

calculating

kIi - hFi(t j ,T s j ,Tj j ... ,TLj)

h
k2i - hFi(tj+,Tsj+kls, •.. ,TLJ+ klL)

2

h
k31 - hFi(tj+-,Tsj+ k2s,.. •,TLJ:+ k2L)

2

k41 - hFi(tj+hTsj+k3s, """,TLj+k3L)"

Then the solution at the next time increment is

TiIj+I - Tij + [kii + 2k2i + 2k3i + k4i]/6.

The time derivatives can also be expressed in

finite-difference form, which gives the following system of

equations:

a5 "

T Ts + 4hd2(Tl- Ts) + 2hW(Ts)

T' , T1 + h- (T2 - 3T1 + 2Ts )

Ti - Ti + h-2(Ti+1 - 2Ti + Ti-I)
d21

aa

*N T TN 2 h(TL -
3TN + TN-I.)

d
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T- T + 4h (T - TL ) + 2 hW(TL)

where h is again the finite time increment and the prime

represents the new temperature at the end of the time step. Both

the Runge-Kutta Method and the full finite-difference method were

used in this analysis for comparison.

Two-Dimensional Model: p

A two-dimensional model was developed to study what effect

solar loading on more than one side might have on the surface

temperature. This situation is significant when the bridge ,

is at an orientation other than east-west and would be

particularly significant on smaller parts of the bridge such as

the vertical pilings.

Thepchatri and coworkers (1977, p.40) noted that a %

two-dimensional model would be necessary for temperature

prediction of bridges at other than an east-west orientation. .

They developed a finite-element model for their analysis, but for

the purposes of this study, a finite-element analysis was thought

to be too intensive.

Application of the TDA models in the field, very often on

hand-held computers (Wachtmann et al, 1985, p.15), would preclude

use of a model requiring large amounts of memory or program
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instructions as a finite-element model would. However, it is

important to know the effect of solar side-heating and determine

if the one-dimensional model adequately predicts the surface

temperature.

For the purposes of this study, it was decided to develop a

simple finite-difference two-dimensional model to study the

effects of solar side-heating and for application to a TDA model

if appropriate. This development involves simply applying the

finite-difference technique to two coordinates of the Fourier

equation, which gives

Kh
T - Tij + T(Ti+i,j - 2Tij + Ti-.,j)

Kh
+ -2(Ti,J l - 2Tij + Ti'j_j)

dy

where dx, dy, and the Tijs are as shown in Figure 6. If this

equation is developed as the one-dimensional model, for the

temperatures on the far left of the slab, the following equations

are obtained:

TI - TII + 4h- (T21 - TII) + 2hWx(Tll)

a5
+ 4h-2(T - T  + 2hWy(T)

d 2  12 11~ yl11
y
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Ti T21 + h-2(T31 - 3T21 + 2T11 )

dx

a
" 4h-2(T 22  - T+2hWy(T2 )

Til "Til + ha-5(TiT l + T )

" 4 h -5(T _ T + 2 hW (T +P
i N 12 Nil

+ 4h -(T T + 2hWy(TN 1
2 N-1,2 TN-1,1 y -1,1

T' 4h!57(Th(

a 5 .

4hL5(T2- TN + 2hWy(TN)

7-a'

Figure 6. Spacing of Temperature Values in 2-D Model.
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Calculation of the next column of temperatures to the right would

involve using a y-conlponent of the equation similar to the

x-component of the second equation above. The y-component would I

continue to change similarly for each succeeding column to the
A

right.

I

II.

A

J...

p

I

A
A
Vs.'.
*5%~

I
*1~
~1.

Vs

.5'

'.5'

I

25 .4.
ID.

5',.

I

'1

5' Vs -' Vs Vs -. ... J~Vs
~ -



III. SENSITIVITY ANALYSIS

In order to properly apply the modelling techniques to the

physical problem, it was necessary to study the impact of various

factors. Factors such as the sensitivity of the models to changes

in the finite time step and spatial step, key physical properties,

and certain environmental interactions were investigated. Also,

the impact of the two different approximation techniques was

considered. These sensitivity analyses were performed using the

one-dimensional roadway structure model.

Physical properties used in performing these analyses were

obtained from the work by Thepchatri and coworkers (1977, p.60).

These are

Absorptivity of Surface to Solar Radiation 0.5
~nI

Emissivity 0.9

Density 150 lbm/ft3
2403 kg/m

Thermal Conductivity 0.81 Btu/ft/hr/°F
1.4 W/m/°C

Specific Heat 0.23 Btu/lbm/°F

963 W-s/kg/°C

Generally, these models were set up as if reflected radiation

from the water was incident on the lower surface of the bridge.

When emitted radiation was also considered, the water was assumed

26



to be at a constant temperature throughout the day. Based on

informal studies (Marlow, 1986) this temperature was chosen to be
I

220C. The reflectivity and emissivity of the water were assumed

to be 0.05 and 0.95 respectively (Wolfe and Zissis, 1978, p.3-106).

It was also necessary to choose an initial temperature

profile for the bridge. Based on previous studies (Thepchatri et al,

1977, p.60), the initial temperature profile of the bridge was

assumed to be constant and at the ambient air temperature at the

start time. This initial temperature was 19.250 C at the starting

time of the prediction, 6:07 AM.

Time and Spatial Sensitivity:

In any finite-difference technique, the size of the finite

steps is important. Too large a step-size results in unacceptable

inaccuracies while too small of a step may require an excessive

amount of computer run time. The key is to find the largest

step-size which gives an acceptable degree of accuracy.

Another consideration with the models developed here is

choosing a combination of time and spatial step-sizes which will

not result in numerical instabilities. In this case, numerical

instabilities will result when the quantity

5
Ts - 4h-TS

d
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becomes less than zero. Therefore to avoid numerical

instabilities the time step and layer thickness should be selected

such that

d 4

To investigate the sensitivity of the models to variations in

time-step, a three layer model of the roadway structure was used.

Since the roadway structure is 7.5 inches thick (see schematics in -

Appendix B), this gives a layer thickness of 2.5 inches, or 0.0635 p

meters. Time-steps of one, five, ten, and fifteen minutes were

compared.

The results of the time-step sensitivity analysis are given

in Table 1, which displays the results in increments of one hour

after the initial time. This shows very little change as the

time-step is varied from one to 15 minutes, with the variation in

temperature always being less than two degrees Celsius and most

of the time less than one degree. It is interesting to note,

however, that the maximum difference in the magnitude of the peak

temperatures is less than 0.6 C.

Table I also shows consistent results between the Runge-Kutta

and the finite-difference models, with differences at a given time

and time-step for the most part being less than one degree

Celsius (with one notable exception at 19:07 using a 15 minute
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time step where the difference is 1.85 0 C). For the five minute

and one minute time-steps, the difference between the two models

is less than 0.50 C.

The time of occurence of the peak temperature varies as the

time-step varies but is consistent between the two models except

for the 15 minute time step. The variation in the peak occurence

is small for the time-steps up to 10 minutes and could be a result

of the coarseness of the models. The time of the peak using the

15 minute time-step with the Runge-Kutt* model is also reasonably

close to the other time-steps, but the 15 minute,

finite-difference result is too far removed from the other results.

To study the sensitvity of the models to variations in layer

thickness, a one minute time-step was used with three, five, ten,
p

and fifteen layer models. Again, both the Runge-Kutta and

finite-difference models were investigated. Layer thicknesses

U corresponding to the number of layers used are 0.0636 m, 0.0381 m,

0.0190 m, and 0.0127 m respectively. It should also be noted that

15 layers is the most that can be used with a one minute time-step

and avoid numerical istabilities with this model and the given

physical properties. A smaller time step could be used with more

layers, but one minute was the minimum used in this study because

the weather data availabe was given at approximately one minute

intervals.
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Table 2 shows the results of the spatial sensitivity study.

These results indicate that varying the number of layers produces

a greater variation in the temperature prediction than varying the

time-step. In this case, a variation of as much as four degrees

Celsius is seen occuring at 13:07. However, the variation is

less than two degrees if the three layer model is not considered.

Also, the variation in the magnitude of the peak temperature is as

much as 2.75°C, but only 1.4°C if the three layer model is not

considered. If just the ten and 15 layer models are considered,

0the variation is less than 0.5 C. It is also noted that the time

of occurence of the peak is consistent with all the models used in

the spatial sensitivity study.

The consistency between the finite-difference and the

Runge-Kutta models is better as the number of layers is varied

than if the time-step is varied. The data from Table 2 indicates

that for a given number of layers the variation between the two

models at any time is less than 0.120 C.

The results of the time and spatial sensitivity studies
I

indicate that reasonable accuracy can be obtained with either the

finite-difference or the Runge-Kutta model. However, to maintain

the accuracy, the time-step should be less than five minutes and

the number of layers should be greater than five. For further V

sensitivity studies, only the finite-difference model was used.
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Sensitivity to Changing Diffusivity:

Concrete bridges such as the one considered here typically

have steel reinforcements. The amount of steel used in any

particular bridge may vary, which would greatly alter the

diffusivity factor used in the model. This results because the

thermal conductivity of steel is on the order of 30 times greater

than that of concrete, while the product of the density and

specific heat of steel is only about 1.6 times greater titan that

of concrete.

For example, average values of concrete thermal properties

appiicable to steel reinforced bridges are (Thepchatri et al,

1977, p.60)

Thermal conductivity 0.81 Btu ft/hr/ F
1.4 w/m/ C

Density 150 lb/ft
3

2403 kg/m
3

Specific heat 0.23 Btu/lb °F
963 W-s/kg/ C

Comparable values for steel are (Rohsenow and Hartnett, 1973,

pp.2-67,68)

Thermal conductivity 26.6 Btu/ft/hr/°F
46 W/m/C

Density 500 lb/ft 3

8009 kg/m
3

Specific heat 0.11 Btu/lb/°F
460 W-s/kg/ C

As used in the model, the surface properties of the bridge

are all divided by the product of the density and specific heat.
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However, this product is very large for both concrete and steel

while the surface properties are relatively very smail numbers.

From this it was concluded that the effect of varying amounts of I

steel in the bridge struture would be almost entirely from the

diffusivity term.

Therefore, to study this effect, the model was run for cases

where the diffusivity term is multiplied by factors of two, five,

and eight. A five layer, one minute time-step model was used.

The one minute time-step was selected to avoid numerical

instabilities with the larger diffusivity terms.

Table 3 shows the results of this analysis. The magnitude

and time of occurence of the peak temperature is of most

significance here. It can be seen that the peak temperature is

reduced by almost nine degrees Celsius when the diffusivity is

eight times its normal value, and the time of the peak is delayed

until almost 1.3 hours later. Also, the results using a factor of

five are very close to those obtained using a factor of eight,

indicating a leveling-out of this effect. A slight lowering of

the peak temperature without shifting the time of occurence is

obtained using a factor of two times the diffusivity.

The effect of changing diffusivity is shown graphically in

Figure 7 where the resulting temperatures for cases of one times
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TABLE 3
SENSITIVITY TO CHANGING DIFFUSIVITY

DIFFUSIVITY --------- TEMPERATURES - 0 C ----------
FACTOR IX 2X 5X 8X

TIME
7:07 17.64 17.90 18.26 18.41
8:07 23.40 22.57 21.69 21.30

9:07 30.29 28.30 26.12 25.26
10:07 35.63 32.93 30.02 28.98
11:07 43.31 39.44 35.42 34.01
12:07 51.06 46.13 41.14 39.44
13:07 54.57 49.72 44.90 43.34
14:07 56.84 52.30 47.89 46.48
15:07 56.96 53.10 49.37 48.21
16:07 55.79 52.66 49.76 48.88
17:07 51.26 49.49 47.92 47.51
18:07 44.05 43.85 43.96 44.10
19:07 34.23 35.86 37.68 38.40
20:07 26..67 29.33 32.17 33.21
21:07 22.22 25.14 28.08 29.06
22:07 18.85 21.76 24.57 25.46
23:07 16.29 19.01 21.56 22.37

MIDNIGHT 14.63 17.10 19.39 20.14
TIME OF
PEAK TEMP. 14:41 14:41 16:02 16:08

PEAK TEMP. 57.68 53.39 49.80 48.91

NOTE: TEMPERATURES MODELLED USING I MINUTE TIME-
STEP, 5-LAYER, FINITE-DIFFERENCE MODEL.

80--

IX Diffuslvity

.. . 8X Diffusivity

60--

/,@ ~.""..........
0

240

0- I I I I I I

5 10 15 20

LOCAL TIME (hrs.)

Figure 7. Effect of Changing Diffusivity on Surface Temperatures
with Reflected Radiation only Incident on Lower Surface.
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and eight times the diffusivity are plotted against time. Both

the top surface and lower surface temperatures are plotted to show

how they approach each other more closely with a higher

diffusivity.

The shifting of the peak is likely due to the effect of the

radiation incident on the lower surface. This incident radiation

serves to heat the lower surface, and with the higher diffusivity,

this heat is more readily conducted to the top surface. The model

used for this sensitivity analysis considered only reflected

radiation from the water onto the lower surface. Varying effects
I

of radiation incident on the lower surface were also considered.

Lower Boundary Sensitivity:

Variations in the surroundings or structure of a particular

bridge may affect the amount of radiation received by its lower

surface. In the sensitivity analyses discussed so far, the models

considered only reflected radiation from the water incident on the

lower surface. However, radiation emitted by the water may

greatly impact the radiation heat transfer to the lower surface,

or the structure may be such that no radiation from the

surroundings is incident on the lower surface.

For most TDA applications, the temperature of the lower

surface is of no consequence except, as shown in the previous
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subsection, for how it affects the top surface temperature.

Therefore, it is important to know how varying amounts of

radiation from the surroundings incident on the lower surface will

affect the top surface temperature.

To study this effect, the finite-difference model was run for

cases of no radiation, reflected radiation only, emitted radiation

only, and both reflected and emitted radiation incident on the
I

lower surface. To see the relation of the top surface temperature

with that of the lower surface, the results of these cases are

shown in graphical form in Figures 7 - 10 where both the top and

lower surface temperatures are plotted for each case.

80--

60-

U 0 IUl l l I 1 .

40-

20-

0- II
5 10 15 20

LOCAL TIME (hrs.)

Figure 8. Effect of No Radiosity Incident on Lower Surface.
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Figure 9. Effect of Emitted Radiation only Incident on Lower
Surface.
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Figure 10. Effect of Emitted and Reflected Radiation Incident on

Lower Surface. I

38

ZOWNWMMMM Am XkN.



It is noted from these figures that large increases are seen

in the lower surface temperatures (as much as 200 C for the extreme

cases). However, the increase in the top surface temperature is

only about four degrees Celsius.

3.
'=
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IV. MODELLING RESULTS

An appropriate form of the one-dimensional finite-difference

model was selected to make a prediction of the bridge surface

temperatures for the day of the measurements. The selection of

this model was based on the results of the sensitivity analyses

and estimates of the surface temperatures made from the radiance

measurements. Using this prediction as a baseline, a

two-dimensional finite-difference model was also used to predict

the surface temperature distribution for comparison to the

one-dimensional results. The two-dimensional model was also used

to investigate the side-heating impact of a north-south oriented

bridge. Sample program listings for both the one-dimensional and

two-dimensional models can be found in Appendix C.

Just one of the developed one-dimensional models was carried

through this process based on the results of the sensitivity

analyses. These showed that the variation between results of the

two models was insignificant provided the proper time and spatial

spacing was used. The finite-difference model was selected

because it is more straight-forward and easier to implement. This

model was used with a five minute time-step and five layers, and

again the starting time was 6:07 AM and the initial temperature

distribution was assumed to be a constant 19.250 C.
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Estimates of Actual Temperatures:

The radiance measurements made by AFATL on 17 May 1984

(TABILS I) provided a means to estimate the actual temperatures of

the bridge. Scenes of the bridge in the 7.0 to 14.0 micrometer

band taken at various times during the day were analyzed using the

process described by Goldman and coworkers (1983, pp.50-53). This

process provided a value for the radiance at the detector, ID .

Using the weather data taken on the day of measurements aad the

system spectral response, a transmittance value, t, combining the

path transmittance and system spectral response was found. Also,

a value for the radiance of the path, Ip, was found using the

weather data.

With an estimate of these values, the radiance at the source,

IS, could be estimated. This is given by

ID - IP
IS- -

t

However, this estimate of the source radiance includes both

emitted and reflected radiation. To estimate the source

temperature, the value of the emitted radiation alone needs to be

known.

Goldman and coworkers (1983, pp.6 8-77) note that the

contribution of reflected radiation can be significant. However,

their data indicates that for an object with an emissivity of 0.9
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in the temperature range considered here, reflected radiation

accounts for approximately 5% of the source radiation. So, the

value IS found for the source radiation using the above equation

reduced by 5% was used as the value for the emitted radiation, IES.

The temperature estimate based on the value IES was made

using an iterative process. First, a temperature was assumed from

which the percentage of radiation in the given band was found.
I

Using this value, an emissivity value of 0.9, the value of IES'

and the Stefan-Boltzmann Law; a new temperature was found. This

process was repeated until the temperatures agreed. The results

of this analysis are given in Table 4.

It should be noted here that these temperature eacimates can

not be regarded as true, measured values. No reliable temperature

measurements of the bridge surface on the day of the radiance

measurements were available for this study. For this reason, the

radiance values were used to identify trends in the daily cycle of

the bridge surface temperature. Identifying these trends was

useful in determining appropriate environmental interactions to

consider.
.

One Dimensional Model Results:

The finite-difference model using a five minute time-step and

five layers was run for both the roadway and the piling. The
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TABLE 4
ESTIMATED EMITTED RADAIANCE AND TEMPERATURE OF

THE DESTIN BRIDGE FROM 17 MAY 1984 DATA

ROADWAY RAD.* & TEMP. PILING RAD.* & TEMP.
TIME PATH RAD.* TRANS. APP. SOURCE# EST TEMP APP. SOURCE# EST TEMP

(HH:MM:SS) XIO 5  _ X1O 3  XlO3  K XlO3  XlO3  K

05:26:45+ 3 0.56 2.03 3.39 292 2.29 4.04 299
05:45:26+ 3 0.56 2.05 3.43 293 2.30 4.05 299
06:05:21+ 3 0.56 2.06 3.44 293 2.30 4.05 299
06:27:15 2.73 0.561 2.06 3.44 293 2.29 4.03 299
06:45:47 2.72 0.561 2.08 3.47 293 2.30 4.05 299
07:01:00 2.66 0.561 2.07 3.45 293 2.29 4.03 299
07:45:43 3.00 0.560 2.09 3.49 294 1.94 3.41 289
08:06:49 2.76 0.561 2.il 3.52 294 2.32 4.08 299
08:39:20 2.80 0.561 2.35 3.93 301 2.35 4.14 301
09:12:01 2.82 0.561 2.33 3.89 300 2.40 4.22 302
09:37:09 3.20 0.560 2.44 4.09 303 2.45 4.32 303
11:16:38 3.73 0.559 2.45 4.10 303 2.41 4.24 302
11:52:32 3.65 0.560 2.46 4.11 303 2.40 4.21 302
12:40:08 3.95 0.559 2.46 4.11 303 2.35 4.13 30i
13:37:36 3.42 0.561 2.75 4.61 310 2.33 4.10 300 '
14:08:20 3.61 0.560 2.80 4.68 311 2.32 4.07 300
15:07:28 4.08 0.559 2.77 4.64 311 2.32 4.08 300
16:42:44 3.44 0.561 2.64 4.42 308 2.33 4.10 300
17:08:26 4.10 0.559 2.61 4.37 306 2.38 4.19 301
18:12:10 4.83 0.557 2.44 4.08 303 2.33 4.09 300
18:36:13 4.79 0.557 2.40 4.01 301 2.33 4.09 300
18:49:00 4.81 0.557 2.41 4.03 302 2.35 4.13 301
19:27:10 3.91 0.559 2.30 3.84 299 2.32 4.08 300
19:52:44 3.38 0.560 2.22 3.72 297 2.30 4.05 299
21:39:48+ 3 0.56 2.18 3.65 296 2.28 4.02 299

NOTES: *RADIANCES ARE IN WATTS/CM -SR MFASURED IN 7.35 to 11.9 MICROMETER
BAND.
#SOURCE RADIANCES ARE REDUCED BY 5% TO ACCOUNT FOR REFLECTION.
+PATH RADIANCE AND TRANSMITTANCE FOR THESE TIMES ESTIMATED FROM TREND
OF OTHER DATA.
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thicknesses of the roadway and the piling are 7.5 inches and 24

inches respectively (see Appendix B). These models were run

considering no reflected or emitted radiation from the water

incident on the bridge structure. The reason for this approach is

because of the trends identified from the estimated temperatures

and the lower boundary sensitivity analysis.

The results of the model chosen are plotted in Figure 11,

which also shows the estimated temperature data. This shows that

the model predicts the piling becomes warmer than the roadway top

surface at about the same time as indicated by the estimated

80--
0 Roadway Estimates

X Piling Estimates

60--

40- - 000

10 15 20

LOCAL TIME (hra.)

Figure 11. Roadway and Piling Surface Temperature Predictions
(No Radiosity Incident on Lower Surface) Compared to
Temperature Estimates.
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temperature data. This was true even when emitted and reflected

radiation were considered. However, considering that no reflected

or emitted radiation was incident on the piling resulted in the

flat profile indicated by the estimated data. More variation in

the piling surface temperature was seen when emitted and reflected

radiation from the water were considered. The results using

reflected radiation only and both emitted and reflected radiation

on the lower surface are shown in Figures 12 and 13 respectively.

80---
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Figure 12. Roadway and Piling Surface Temperature Predictions %,
with Reflected Radiation only Incident on Lower Surface
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Figure 13. Roadway and Piling Surface Temperature Prediction

with Emitted and Reflected Radiation Incident on
Lower Surface.

As noted in the sensitivity analysis, there is little

difference in the results for the top surface when both emitted

and reflected radiation are assumed incident on the lower

surface. Adding the effect of emitted and reflected radiation

drives the temperature of the piling nearly 150C higher in the""

late afternoon.
.4
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Two-Dimensional Model Results:

A two-dimensional, finite-difference model was developed in

order to study the effects of side heating in both the east-west

orientation of the Destin bridge and in a supposed north-south

orientation. Both the roadway and the piling were modelled in

two-dimensions, and a five minute time-step, as used with the

one-dimensional model, was selected. The roadway is 48 ft. and

7.5 in. wide and the pilings are 2 ft. square (see Appendix B).

Spacing for the roadway was five layers across the thickness like

the one-dimensional model and 15 layers across the width. For the

piling, five layers was again used across the thickness and the

width was divided into 10 layers. This spacing produced cells of

0.0381 by 0.988 meters in the roadway and cells of 0.122 by 0.061

meters in the piling.

When modelled in an east-west direction, the two-dimensional

roadway model shows that there is very little variation in the

surface temperature across the width of the roadway. Table 5

shows the results of this model compared to the results of the

one-dimensional model. From this it is seen that the temperature

of the interior layers across the surface matches that predicted

by the one-dimensional model. Only in the end layers and end

surfaces is a slight difference seen.
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As shown in Table 6, more variation is seen in the surface

temperature of the piling when it is modelled in two dimensions.

This was, of course, expected since the piling is a much smaller *6

structure than the roadway. The center temperature, however,

stays very close to that predicted by the one-dimensional model.

Variations in temperature from the center to the ends are less

than 2.50C. Therefore, an average temperature across the surface

of the piling would not be very different than that predicted by

the one-dimensional model, indicating that a one-dimensional

prediction could be used to evaluate the response of an infrared

detector with reasonable accuracy.

Since the Destin Bridge runs east-west, the sides and the

pilings underneath are subjected to a minimum of solar radiation

However, for a bridge not oriented in an east-west direction,

solar side heating could have a significant effect on the surface

temperature. To investigate the effect of solar radiation on the

sides and the piling, the two-dimensional models were run for the

bridge as if it were at a north-south orientation.

S

The measurements of the solar radiation given in the weather

data are for the radiation incident on a horitzontal surface. For e

the purpose of the north-south model, it was necessary to estimate

the solar radiation incident on a vertical surface. .

%%
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TABLE 6
COMPARISON OF PILING 1-D AND 2-D MODEL RESULTS

--------------- TEMPERATURES - 0 C -------------------------
TIME I-D --------------- 2-D---------------------------------
7:07 19.31 19.38 19.33 19.32 19.31 19.31 19.31 19.31 19.31 19.31 19.32 19.33 19.38

8:07-) 19.53 19.79 19.62 19.55 19.53 19.53 19.53 19.53 19.53 19.53 19.55 19.62 19.79

9:07 20.07 20.77 20.36 20.14 20.09 20.07 20.07 20.07 20.07 20.09 20.14 20.36 20.77
I

10:07 20.58 21.56 21.11 20.76 20.63 20.59 20.58 20.58 20.59 20.63 20.76 21.11 21.56

11:07 21.10 22.39 21.89 21.41 21.21 21.13 21.11 21.11 21.13 21.21 21.41 21.89 22.39

12:07 21.73 23.50 22.81 22.19 21.92 21.80 21.76 21.76 21.80 21.92 22.19 22.81 23.50

13:07 22.40 24.50 23.76 23.03 22.67 22.51 22.45 22.45 22.51 22.67 23.03 23.76 24.50

14:07 23.00 25.32 24.61 23.80 23.38 23.17 23.09 23.09 23.17 23.38 23.80 24.61 25.32

15:07 23.60 26.10 25.42 24.56 24.08 23.83 23.73 23.73 23.83 24.08 24.56 25.42 26.10

16:07 24.05 26.65 26.01 25.15 24.63 24.36 24.24 24.24 24.36 24.63 25.15 26.01 26.65

17:07 24.40 27.02 26.45 25.62 25.09 24.78 24.65 24.65 24.78 25.09 25.62 26.45 27.02

18:07 24.25 26.28 26.14 25.52 25.02 24.71 24.57 24.57 24.71 25.02 25.52 26.14 26.28

19:07 23.88 25.48 25.47 25.09 24.69 24.40 24.26 24.26 24.40 24.69 25.09 25.47 25.48

20:07 .23.94 25.57 25.41 25.08 24.76 24.51 24.37 24.37 24.51 24.76 25.08 25.41 25.57

21:07 23.81 25.19 25.14 24.90 24.62 24.41 24.29 24.29 24.41 24.62 24.90 25.14 25.19

22:07 23.49 24.45 24.61 24.49 24.28 24.10 24.00 24.00 24.10 24.28 24.49 24.61 24.45

23:07 23.09 23.73 23.95 23.97 23.85 23.71 23.63 23.63 23.71 23.85 23.97 23.95 23.73

23:57 22.78 23.21 23.45 23.56 23.50 23.40 23.33 23.33 23.40 23.50 23.56 23.45 23.21

NOTE: FIRST AND LAST 2-D TEMPERATURES ARE AT ENDS, 2ND AND 11TH TEMPERATURES ARE
APPROXIMATELY 0.03 METERS FROM ENDS. ALL OTHERS ARE APPROXIMATELY 0.06 METERS
APART.
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To estimate the solar radiation incident on a vertical

surface, it was noted that the measurements of the solar radiation

were approximately sinusoidal with respect to the angle between

the incoming radiation and the normal to the surface, peaking

around mid-day when the sun would be directly overhead. It was

assumed then that for a vertical surface the magnitude of the

incident solar radiation would follow a cosine curve with respect

to the same angle.

The sun was assumed to be directly overhead at a time halfway

between the times of the first and last non-zero solar radiation

measurements. Then the angle between the horitzontal surface

normal and the solar radiation, D, was assumed to change at a

constant rate. The magnitude of the solar radiation incident on a

vertical surface was then estimated using the following equation:

Wvert W sunicosG/sinl.

It was assumed that the bridge structure would obscure solar

radiation from the side of the piling facing inward. Therefore,

two north-south piling models were used: one with the piling

facing the morning sun and one facing the afternoon sun.

Table 7 shows a comparison of the one-dimensional model

results to the results of modelling the roadway in a north-south

direction. The north-south model was oriented so the left side
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(corresponding to the 2-D temperatures on the left of Table 7)

faced the morning sun. Here, it is again seen that the interior

layer temperatures in the two-dimensional model match the

temperatures predicted by the one-dimensional model. However, the

effect of the solar side heating causes more difference between

the end and interior temperatures. This difference, though, is

still not significant in any of the interior layers.

Tables 8 and 9 show the results of modelling the piling as if

it faced the morning and afternoon sun respectively. The center

temperatures are in close agreement with those modelled with a

north-south oriented one-dimensional model, comparable to the

difference seen for the east-west orientation.

However, Tables 8 and 9 also show more variation between the

center and end temperatures. The variation is not significantly

higher, though, than that shown in Table 6 for the east-west

model. Table 8 indicates that in the morning for a piling facing

the morning sun the variation between the temperatures at the

center and at the ends is less than about five degrees Celsius.

This maximum occurs early at 8:07, and the center temperature is

higher than the end temperature where for the east-west model the

end was warmer than the center. This results from the piling

being warmed by the sun in the morning and that heat being

transferred to the surroundings more readily at the ends. In the V
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TABLE 8
COMPARISON OF PILING 1-D AND N-S MODEL RESULTS

FACING MORNING SUN

---------- TEMPERATURES - C--------- ---------
TIME 1-D --------------- -------- ---- 2-V--------- ---------------
7:07 36.09 32.57 35.23 36.00 36.08 36.09 36.09 36.09 36.09 36.08 36.00 35.23 32.57

8:07 39.00 33.97 36.86 38.52 38.91 38.99 39.00 39.00 38.99 38.91 38.52 36.86 33.97

9:07 37.56 32.66 35.01 36.77 37.35 37.51 37.55 37.55 37.51 37.35 36.77 35.01 32.66

10:07 35.27 31.06 32.77 34.30 34.94 35.17 35.24 35.24 35.17 34.94 34.30 32.77 31.06

11:07 33.83 30.44 31.54 32.79 33.40 33.66 33.76 33.76 33.66 33.40 32.79 31.54 30.1,4

12:07 32.29 29.78 30.38 31.27 31.80 32.07 32.18 32.18 32.07 31.80 31.27 30.38 29.78

13:07 30.32 28.62 28.90 29.43 29.83 30.07 30.17 30.17 30.07 29.83 29.43 28.90 28.62

14:07 29.27 28.27 28.31 28.57 28.83 29.01 29.10 29.10 29.01 28.83 28.57 28.31 28.27

1 !07 28.83 28.38 28.29 28.33 28.46 28.58 28.65 28.65 28.58 28.46 28.33 28.29 28.38

16:07 28.56 28.50 28.34 28.26 28.28 28.34 28.38 28.38 28.34 28.28 28.26 28.34 28.50

17:07 28.36 28.57 28.40 28.24 28.19 28.19 28.21 28.21 28.19 28.19 28.24 28.40 28.57

18:07 27.69 27.53 27.74 27.69 27.61 27.57 27.56 27.56 27.57 27.61 27.69 27.74 27.53 "

19:07 26.90 26.51 26.80 26.92 26.89 26.84 26.82 26.82 26.84 26.89 26.92 26.80 26.51

20:07 26.62 26.43 26.54 26.64 26.64 26.61 26.58 26.58 26.61 26.64 26.64 26.54 26.43

21:07 26.21 25.93 26.11 26.24 26.26 26.23 26.21 26.21 26.23 26.26 26.24 26.11 25.93

22:07 25.62 25.07 25.43 25.64 25.69 25.68 25.67 25.67 25.68 25.69 25.64 25.43 25.07

23:07 24.99 24.24 24.64 24.95 25.05 25.06 25.06 25.06 25.06 25.05 24.95 24.64 24.24

23:57 24.51 23.65 24.05 24.42 24.56 24.59 24.60 24.60 24.59 24.56 24.42 24.05 23.65

NOTE: SEE NOTE TABLE 6
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TABLE 9
COMPARISON OF PILING I-D AND N-S MODEL RESULTS

FACING AFTERNOON SUN

TEMPERATURES - C--- -----------------
TIME 1-D ------ -------------- 2-D-------------- -----------
7:07 19.31 19.38 19.33 19.32 19.31 19.31 19.31 19.31 19.31 19.31 19.32 19.33 19.38

8:07 19.53 19.79 19.62 19.55 19.53 19.53 19.53 19.53 19.53 19.53 19.55 19.62 19.79

9:07 20.07 20.77 20.36 20.14 20.09 20.07 20.07 20.07 20.07 20.09 20.14 20.36 20.77

10:07 20.58 21.56 21.11 20.76 20.63 20.59 20.58 20.58 20.59 20.63 20.76 21.11 21.56

11:07 21.10 22.39 21.89 21.41 21.21 21.13 21.11 21.11 21.13 21.21 21.41 21.89 22.39

12:07 21.73 23.50 22.81 22.19 21.92 21.80 21.76 21.76 21.80 21.92 22.19 22.81 23.50

13:07 22.60 24.69 23.97 23.24 22.88 22.72 22.66 22.66 22.72 22.88 23.24 23.97 24.69

14:07 24.86 26.91 26.40 25.65 25.23 25.02 24.95 24.95 25.02 25.23 25.65 26.40 26.91

15:07 27.96 29.69 29.51 28.87 28.43 28.20 28.10 28.10 28.20 28.43 28.87 29.51 29.69

16:07 32.00 33.05 33.33 32.95 32.55 32.30 32.19 32.19 32.30 32.55 32.95 33.33 33.05

17:07 36.83 36.78 37.71 37.73 37.43 37.19 37.07 37.07 37.19 37.43 37.73 37.71 36.78

18:07 43.01 40.73 42.97 43.72 43.61 43.42 43.31 43.31 43.42 43.61 43.72 42.97 40.73

19:07 49.85 44.61 48.36 50.13 50.36 50.27 50.18 50.18 50.27 50.36 50.13 48.36 44.61

20:07 42.01 36.59 39.54 41.77 42.35 42.41 42.37 42.37 42.41 42.35 41.77 39.54 36.59

21:07 35.04 31.14 32.76 34.52 35.21 35.38 35.40 35.40 35.38 35.21 34.52 32.76 31.14

22:07 31.67 28.31 29.59 31.03 31.71 31.95 32.01 32.01 31.95 31.71 31.03 29.59 28.31

23:07 29.52 26.42 27.53 28.80 29.45 29.73 29.82 29.82 29.73 29.45 28.80 27.53 26.42

23:57 28.22 25.32 26.28 27.46 28.09 28.39 28.49 28.49 28.39 28.09 27.46 26.28 25.32

NOTE: SEE NOTE TABLE 6
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east-west model the surroundings are warmer than the piling so

heat is transferred more readily to the ends. This difference

decreases slowly until the ends become warmer than the piling at

around 16:07.

Table 9 shows a slightly different scenario. The results for

the north-south, afternoon sun facing model naturally follows the

results of the east-west model in the morning. At 13:07, when the
I

sun is starting to shine on the piling, the results start to

become different. The center temperature starts to approach that

of the end and is warmer by 17:07. After that, the cooling of the

night-time is much like that for the east-west model.

One final comparison that can be made is to see if in a
I

north-south orientation the piling would become warmer than the

roadway, thereby being more of a target. Comparing Tables 7 and

8, it is seen that a piling facing the morning sun would be much

warmer than the roadway until about mid-morning. Table 9 shows

that a piling facing the afternoon sun would not become warmer
.4,

than the roadway until very late in the afternoon, but it will

stay much warmer than the roadway until late in the night. This

is partly a result of the roadway losing much of its heat to the

night sky while the piling is not subjected to this phenomena

since it does not directly view the night sky.
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It should be noted from Tables 5 and 6 that even when the

piling is subjected to no solar radiation during the day it is

warmer than the roadway late at night. However, being subjected

to an afternoon sun causes the piling to become warmer than the

roadway much sooner.
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V. CONCLUSIONS AND REMARKS

This study has examined the numerical application of the

Fourier heat equation to the problem of surface temperature

prediction of a bridge-structure. The reason for approaching this

problem was to provide a means for estimating the apparent

contrast of a bridge using a Tactical Decision Aide model.

From the results of this study, several conclusions can be

drawn. These are as follows:

1. Either a Runge-Kutta or a full finite-difference

approximation provides nearly the same prediction of surface

temperature.

2. A one-dimensional model provides nearly the same

prediction as would a two-dimensional model.

3. The top surface temperature of a roadway structure is

affected very little by the conditions of the lower surface.

4. The pilings of a bridge oriented in a north-south

direction will provide a more visible target than the roadway in

either the early morning or late afternoon, depending on what

direction the piling faces.

5. Prediction of the roadway surface temperature is

negligibly affected by orientation.
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It was not possible in this study to determine the degree of

accuracy to which the models predicted the surface temperatures.
a

Trends in the variation of the surface temperature throughtout the

day were approximately matched based on radiance measurements of a

particular bridge. No reliable ground-truth data was available to

compare to the predictions. More extensive measurements of a

particular bridge or bridges, including both radiance measurements

and temperature measurements, would be necessary to provide enough

data to determine the accuracy of the predictions.

This study only considered the interaction of the bridge with

a particular background--water. The effects of other backgrounds

such as vegatation, rock, bare earth or various combinations

should also be considered.

The use of different materials may also have an impact on the

surface temperature prediction. The bridge that was the focus of

this study was mostly concrete, and some consideration was given

to the effect of steel reinforcements. Consideration should be

given to a bridge which is mostly or all steel. Also, a wooden

bridge should be considered from the standpoint that it may be a

military target.

59

. . . . . . .



I

'S

ft..

p
'S.
SI.

-p

-p

5'.

I...
'S..

B I BLIOGRAPRY

S.,.

-ft

I

5%

I

4

ftPS

.5..

N

A
ft.

**5

'S

ft.

%..'V %~%~.. 5 -\-.:%'-: **Y%~ ~ ~ SN . ~%ft ~*: ~ ~ ~9ft/~ft~ ~ ftftftft~S/%~



BIBLIOGRAPHY "4.

Burden, Richard L. and J. Douglas Faires. Numerical Analysis.
Third Edition. Boston: Prindle, Weber & Schmidt, 1985.

Goldman, Robert B.; William R. Owens; Frank C. Greenwood; and
Robert S. Hyde. Infrared Signature Analysis of Land Combat

Vehicles and Environmental Backgrounds. Air Force Armament
Laboratory, Eglin AFB, FL. AFATL-TR-83-18, 1983.

Kreith, Frank. Principles of Heat Transfer. Third Edition.
New York: Intext Press, Inc., 1973.

Kreith, Frank and Jan F. Kreider. Principles of Solar Engineering.
Washington: Hemisphere Publishing Corp., 1978.

Marlow, Steve. "CPM Validation Using 17 May 1984 Data."
Unpublished Technical Memorandum 1900-39, Shalimar, FL:
Analytics, Sensor Technology Division, 1986.

Rohsenow, Warren M. and James P. Hartnett. Handbook of Heat
Transfer. New York: McGraw-Hill Book Co., 1973.

TABILS I, Target and Background Information Library System--Air to
Ground IR Measurements. 17 May 1984 Data, Destin Bridge.
Air Force Aramament Laboratory (AFATL/ASE), Eglin AFB, FL. .

Thepchatri, Thaksin; C. Phillip Johnson; and Hudson Matlock.
Prediction of Temperature and Streses in Highway Bridges by a S

Numerical Procedure Using Daily Weather Reports. Center for
Highway Research, University of Texas at Austin, Austin, TX. 5

CFHR 3-5-74-23, 1977.

Wachtmann, R. F.; G. J. Higgins; P. F. Hilton; D. B. Hodges; T. J.
Keegan; B. A. Mareiro, Jr.; M. A. Mickelson; Ralph Shapiro;
E. R. Talpey; C. N. Touart; and S. A. Wood. Operational
Tactical Decision Aids--1985. Air Force Geophysics
Laboratory, Hanscom AFB, MA. AFGL-TR-85-0186, 1985.

Wolfe, William L. and George J. Zissis. The Infrared Handbook.
Washington: Office of Naval Research, Department of the

Navy, 1978.

61.

61



- - - 1

p.,

p

...

.4

, I

.1j
-..

p.

',-4,

4"



A. THERMOGRAPH SCENES OF THE DESTIN BRIDGE

Figure A-i shown here contains thermograph scenes of the

Destin Bridge taken on 17 May 1984 with an AGA 680 Thermovision

Camera. These scenes are in the 7.0 to 14.0 micrometer band.

. . . ......

. . . ... ..... ....

. . . . . . . . . . . . .... .....

a. Sene t 527:4. b Scee a 5:4:24

-

a. Scene at 5:27:40. b. Scene at 5:46:24.

Figue A1. Termgraps Sene of he esti Brdge
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B. EXCERPTS FROM DRAWINGS OF DESTIN BRIDGE

Figures B-I and B-2 are sections from engineering drawings of

the Destin Bridge showing dimensions of parts of interest.

-7-or,5,5 6"
96"cc 15,',

,7-Zgar5ar 5(2/ -

04,O Prep/resed
Concrete Ple-

Figure B-I. Drawing Section Showing Piling Dimensions.
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C. SAMPLE PROGRAM LISTINGS

C * 1 ?INl TIME STEP
C * 5-LAYES MODEL
C * FI!NITF CIFFEPENCE APPPEXIMA7ICN
C * REF'LECTED & EMITTEC FACIATICN ON LCUES SURFACE

CIMENSION TS(1074) ,T(5,1074),TL(1074)
H=60.
N=5
JEND=:1074
ALPHAI:2.16*10.** (-'7.0)
ALPHA2=3.89*10.** (-7.C)
ALPHA3=1.63*10.** (-6.0)
ALPHA4%7.30*10.** -7.f)
ALFNAS:6.05*10.S* -7.0)%
ALP!HA6=1 95*10.** (-9.0)%
EW=1.59*i0.**(-4.0) %
SG:5.*6697*10.*** (-8.*0)
TM:? 1998
IC:INT( L.+FLOATCN))/2.)
C:0.625/3.281
C:O /FLOAT (N)
A1=ALPHAI/C
A?:ALPHA2/C
A3zALPHA3/C
A4=ALPHA4/C
AS=ALPHA5/O**2.
A6:ALPHA6/C
EW=ElW/D
TS(l)=19.25490
CC 5 1=1N

5 T(I 1)XI025490
TL(=1925490
ON RNf= FILEzIEW~EATHR CAT' FCRN'1FCRMAITEC1 STATUS='CLO')
CEUNIT=? FILE='TEMPPAD2.DAI',F0RMFCRATTEf:',SATUS'NEIm')

T?IN=H/60.
WRIT'E C 0,597)T14IN N

597 FORMAT (X,'FrIFF AfFRX,1,F5.1,' MIN TS,',13,1 LAYERS, FULL RAC'/)
WRITE (0,598)

598 FCRMA4 TX,'TTNE',3X,@TEI4PEPATURES IN DEGREES C')
W ITE(1 ,599)

599 FO.RMAT(2i, 'SEC' 9X, 'TS#,10X, "rC',IOX, 'TL#)
CC 10 I1JEND-I

600 FCRMAT(X F6 0,5t12.5)
99 READ(9 460)fI VATA WN,WY

400 FCR!4AT(F7 .0 M.3 3H5.6)
IF(TI.EQ.TM5 GOC 'I
GO TC 99

I hS:A1*WMJ+A2*(WY-SG*CTS(T)42'73.15)**4.)*(A34A4*VA)*( IA-TS(l))
'L:A3+A4*VA)*(TA- L(I))eA2*(SG*((TA,273.15)**4.

T(l1+ ,)=T(,I),AS*H* (T (2,)3.T1I4.S()
Cc& J=207-1

6 T(J,I,1)=T J I)+AS*4*(T(J*1 ,I)-2.*T(J II)*T(J-1 ,I))
T(N I41)=T N I),AS*M*(2.*TLCI)-3.*T(NI).T(N-l,I))
TL~f.1): TL~I,.*R**W. 44.*A *H*(T(N,I)-TL(I))

10 TM=71TMH
WRITE(10) 600)T!4,TS(J .NC) ,7IC,JEND) ,TL(JENC)
CLCSE (UNfT=9)
CLCSE (Un IT:10)
STCP
END

Figure C-i. Program Listing for 1-D Finite-Difference Model.
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c* 3-LAYEr- 11CEL

FEAL K 31,1.

J EN~C 72

ALPHA6=1 ~1'*(~C

IC=IN6 5/3.-,28 r- )-

A3:ALFHA3/C

A5=ALFHA5/r#**2.

TS=19 .2549C
tS( 1 )IT::

CC 5 =
1 (I):19.254GO

A5 Y(I 1)=T(I)
TL:19.2S49r
YL( 1)=TL

CFEN(URIT=16 FILE''TF2.CAT,FCR=I:FCJ/'A1LLCI1S'k'

1;ZITE (1 7,397)TMIF.,

59 %RITE(II),598)

CC 20 IZI-i14EN-i

600 FCR'AT(X F6.0 3-17.r)
99 AE (9, 46051y'1 A 7 V

400 FCFMA!(F7'C F{2.S W~19.6)
A C7TI.Er.TF1 cc 1

C-C TC 9q

CC 10 L=1 4
WL:(A34A4*VA)*(--l')A*5C*(UTA4273.15)**4.

cc 15 J-2 N-1

IF(].I.T.3) CC Trl 1

3 1SzYZ(I)+1;S(L)/X
tc Ic 11i r

16 T(':):Y( f)K 1L /

crc 17 J:IC
17 Y(Ji,1:(1TW .,)2''( 2)42.*Kd~I,3)4 W~,4) )/b.

cc 28 j-1

20 jP:1'AtH

CLC.^E (UTIT:5)

Figure C-2. Program Listing for 1-D Runge-Kutta Model.
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C 4 s-L FINTIr rIFFFkFk.CE pjFrPYIMAr±CI(
C * 5 $IvJT'IF TIME STEP
C * 5 1 .AY F hS Y 1e A

(7 *? y FFTAIf

rPv'."TuN Tt7,17) ,Xhnj7),x(,1'q
AL~hAI=2.XF*1U.**-7.I0

ALPHA3A *JP*1U**7(..)

ALPnASG6 OR*10.**$-7.G)

AIY=ALPh&1/LX
AzyrALPnA2/tX
A3YcALPHA3/LX .
hiX=AL;,A4/tX
15YzALPTHA3/LY**2.

AIYzALPHAI/LY
AtY:ALPHA2/LV
AJV:ALPnA3/CV
A4Y=AL.Pr1A 4/Ly
A5Y:A&.PnA5/LY**2.I

rc 5 1=1,7
CL 5 -j1 11

590 FLPMA (h.' N-6 bgrIGE EUPEPF T%iFWAIUtFS - 5 MhIN -5 y ID LAY

tk. 36 K=7 71')
goFEALCS,4(01)±UI VA TA epWY

49A *rPAIF ,713.3;,3F 1 .t)
JF('1P1.EOA1'") C iC I
CU IC 99

1 tL 20 J=1,17

W!LX=(A3X4A4X*VA*t rA1(7,J
3 2+A2A*SG*((TA

2 7 4.iS) 4 4 .
I-7t"7,J)+2'3.19)'. )~.
Xi\(I,,)Z4.*A5X*di*(T(2..JJfICI:I)J2*H4wsX

Ut. I%2.jj~)

-YK(IJ)=A:X*N4*CT(I4I U,- 4T(-

whyv=tCSLrTHE'rA)*ha/STNc (IHEIA) S

TE (7PiTA.QT*r~(fl ,(=O.

WS§Y=AlY*WrV*X(A3Y+4A4*VA)(TA&I(1,l))tA2Y0bC-(tTA*t
7 3 .1')**

4 .
l-T(I,1)t273.15)**

4 .1

iTC(TPEA.L/r.Qo) Yzr.
WLY=AIY*NVX(A314A4I*VA)' (TA..1C1,17))4MCY*St*(A273.

1 5)*4i.

N(I

CC j4 j=11

V; Y (l '?)= .* *V I 0; 1 
V

ThE'IA:ThETA.PVTH7A

3u
0 

UP;;AIF(I C W 1)o 1.02

%qr CLCP Aftt7 r IT:4
9 oCLC- F (UiT:1 I1" )

SIC 0FIN' ZM

F i. r.a

Figure C-3. Program Listing for 2-D Finite-Difference Model.
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