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_--Fourier analysis, geometric spreading and source assumptions, and the inversion bandwidth.
The final result is a simple parameterization of the source and range dependence of regional Pn
and Lg spectra. Hoeer-since signal detection is based on time domain amplitudes measured
on filtered beams, a parameterization of single-channel spectra is not sufficient to determine
detection capability, Therefore we determine a relationship between the spectral amplitudes
used in the inversion and the time domain amplitudes used in signal detection. There are two
separate issues that are central in developing this relationship. One is the relation between
temporal and spectral amplitudes on filtered beams and the other is the relation between beam
spectra and single-channel spectra. The first of these depends on the dispersion while the
second is essentially the beam gain. We find that the temporal signal-to-noise ratio (SNR) for
Pn measured on a filtered beam can be expressed as a product of the single-channel spectral
SNR and terms specific to the NORESS array configuration and beamforming. This factoriza-
tion allows us to predict the Pn detection capability for other regions of estimated attenuation
or for other station configurations. However, the relationship is more complicated for Lg
because it is a dispersed phase and because the pre-Lg noise is a complicated function of mag-
nitude, distance, and frequency. Therefore for Lg we simply determine an empirical relation-
ship for the time domain amplitudes in terms of the spectral amplitudes used in the inversion
and acknowledge that our Lg detection capability cannot be extrapolated with confidence to
other areas or to ranges greater about 1400 km. To demonstrate the validity of our parameteri-
zation, we compare the predicted detection capability based on our inversion results to the
observed temporal SNRs and find that they are generally consistent. We estimate the 90%
NORESS ML detection thresholds for Pn to be 2.0 at 400 km and 2.8 at 1000 kIn. For Lg the
90% thresholds are 2.0 at 400 km and 3.3 at 1000 km. The 90% thresholds for detection of
either Pn or Lg are 1.7 at 400 km and 2.6 at 1000 km. These results are also consistent with
NORESS magnitude detection thresholds determined by Ringdal (1986), and this provides
independent support for our parameterization.
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1. INTRODUCTION

We estimate the attenuation and detectability of regional Pn and Lg phases recorded by
the NORESS array in Norway. This is a continuation of the work described in our previous
semi-annual report [Sereno et al., 1987]. There we presented attenuation estimates based on
the inversion of spectra from 190 regional events. In this study we extend these results by (1)
examining the sensitivity of the attenuation estimates to our signal processing procedures, (2)
bounding the bias in the Lg attenuation estimates caused by contamination by Sn coda, (3)
investigating the relationship between the spectral amplitudes used in the inversion and the
time-domain amplitudes used in signal detection.

1.1 Objectives

The primary objective of this research is to accurately determine frequency-dependent
attenuation curves for regional phases recorded at NORESS. A successful parameterization of
regional wave spectra in terms of event magnitude and epicentral distance has important impli-
cations for many practical issues in nuclear explosion seismology such as event detection and
and identification capabilities. However, because signal detection is based on time-domain
amplitudes measured on filtered beams, a spectral parameterization is insufficient to determine
detection capability. Therefore, in this report we focus on the connection between the temporal
amplitudes used in signal detection and the array-averaged spectral amplitudes used in our
inversion. In particular, we examine the following:

Spectral amplitudes and signal processing. Spectral amplitudes are a function of
the time window selected for Fourier analysis, particularly for dispersed phases.
Therefore, it is necessary to determine the sensitivity of our attenuation estimates to
our signal processing procedures. The selection of an "appropriate" time window
depends upon the specific application of the attenuation results. For example, a
time window long enough to include the contribution of dispersed modes is required
to estimate the average anelasticity of the crust from Lg spectra. However, signal
detection is not based on the energy distribution over a long time window, but is
more accurately represented by a parameterization of spectra computed over a short
window length. We previously presented results that accurately describe the impor-
tant characteristics of Pn and Lg spectra computed for fixed 5-s windows [Sereno et
al., 19871. In this report we compare attenuation estimates obtained from Lg spec-
tra computed in three ways, for fixed time lengths of 5 s and 17 s and for a fixed
group velocity window from 3.0 to 3.6 km/s.
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" Bias from interfering phases. Secondary phase detection capability depends not
only on signal amplitudes, but also on the amplitude and spectral content of the
coda of previously arriving phases. Because Sn is a higher-frequency phase than
Lg, its coda could introduce an upward bias in the Lg Q estimate. To check this,
we invert the Lg spectra over several frequency bands and compare the Sn coda
spectra to the Lg spectra over a broad distance range to bound the bias in QLg.

* Spectral and temporal amplitudes. The STA/LTA detector is used for processing
NORESS data. That is, signal detection is achieved when the short term average
(STA) divided by the long term average (LTA) exceeds a prescribed threshold.
These amplitudes are measured on filtered beams. The spectra used in the inversion
are array-averages of single-channel spectra. Therefore, the relationship between
temporal amplitudes used in detection and the spectral amplitudes used in our inver-
sion depends on the beam gain, filter bandwidth, and the relation between the
single-channel time and frequency domain amplitudes. Each of these must be con-
sidered if detection capability is to be estimated from attenuation models obtained
through spectral analysis.

1.2 Outline of the report

This report in divided into five sections, including this introduction. Section 2 describes
the results of the inversion of Pn and Lg spectra and their dependence on the time window
selected for Fourier analysis. In particular we compare Lg attenuation estimates based on fixed
time length (F'TL) and fixed group velocity (FGV) windowing. The main results are in Section
2.9 where we compare results for fixed 5-s and 17-s windows and for a fixed group velocity
window of 3.6-3.0 km/s. The results for FGV windowing were summarized by Sereno et aL.

[1988]. We present the complete results of that study in Section 2 and Appendix A. Section
2.10 compares predicted spectra based on the results of our inversion to those based on the
attenuation curves used by Evernden et al. [19861 to estimate detection capability in the Soviet
Union. We find that the Evernden at al. curves vastly overestimate the detectability of high-
frequency waves seen in NORESS recordings of events in northern Europe.

Section 3 examines the influence of Sn coda on the Lg Q estimate. We superimpose
pre-Lg and Lg spectra to determine the approximate frequency band for which Lg can be con-
sidered free of Sn coda contamination. We find that Sn coda contaminates the Lg spectra at
frequencies greater than about 12 Hz at distances near 300 kn and at frequencies greater than
about 4 Hz at distances near 1000 km. Sereno et al. [19881 inverted Lg spectra over a 1-7 Hz
band for data spanning a distance range of 200-1400 km. Therefore, it is quite possible that
their results (described in Section 2) are affected by Sn coda. In Section 3 we invert the Lg
spectra over 1-3 and 1-5 Hz bands and compare to our 1-7 Hz results to bound the Sn coda
bias in QL,.

The relationship between time and frequency domain amplitudes is explored in Section 4.
Detection statistics are compiled from the output of an automated detection and post-processing
program, SAIAP, which is an extension of the RONAPP program used at NORSAR
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[Mykkeltveit and Bungwn, 1984]. In general, predictions based on the spectral inversion results
are consistent with the observed detection statistics. Array-avera;ed spectral levels are com-
pared to the LTAs and STAs measured on the detecting beams. In Section 4.6 we parameter-
ize the detectability of Pn and Lg phases using only time domain measurements and compare
the results to our spectral analysis. Section 5 presents our main conclusions and summarizes
the results of this study.
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2. REGIONAL WAVE SPECTRA, Q AND WINDOW LENGTH

In this section we estimate the frequency-dependent attenuation of Pn and Lg phases from
186 regional events recorded by the NORESS array in Norway. The important differences
between the results presented in this section and our previous results [Sereno et al., 1987;
Sereno et al., 1988] are summarized below:

Sereno et al. [1987] estimate attenuation and seismic moment from Pn and Lg spec-
Jr"tra computed for fixed 5-s windows. Data from 190 regional events were used in

the analysis. Here we determine the sensitivity of those estimates to the time win-
dow used in the calculation of the spectra. Four of the events used by Sereno et al.
[1987] were excluded from this analysis because the FGV window included spuri-
ous detections. We find that the Lg inversion results are strongly dependent upon
the window length, while the results for Pn are not. Because Lg is dispersed,
attenuation and moment estimated from spectra computed for fixed time windows
can be biased by the exclusion of the lower group velocity modes at long ranges.
Therefore, Q estimated from spectra computed in this way cannot be interpreted in
terms of crustal rheology unless the fixed time length is sufficient to include the
entire dispersed wave train at all ranges. Thus, we estimate the Q for Lg using
spectra computed with a fixed group velocity window, 3.6-3.0 km/s. The resulting
QL can be interpreted as a measure of the average anelastic absorption of shear
waves in the crust [Campillo et al., 1985]. Although the Pn windowing procedure
remains unchanged, the results presented here for Pn differ slightly from those
presented in our previous report [Sereno et al., 1987]. This is because our method
uses the consistency of the derived source parameters from the separate Pn and Lg
inversioo- to resolve parameter trade-offs. Since the Lg model is different for the
FGV spectra, a different Pn model produces an internally consistent set of source
parameters.

Sereno et al. [1988] summarize attenuation and seismic moment results for Pn com-

puted for fixed 5-s windows and Lg spectra computed for the fixed group velocity
range 3.0 to 3.6 km/s. This section and Appendix A present the complete results of
that study. We also compare these QL, estimates with estimates for fixed time
lengths of 5 s and 17 s. The 17-s window was chosen since it has been used in

other studies of Lg attenuation.

For a given set of source and spreading assumptions, the inversion clearly defines a broad
minimum in the data residuals corresponding to a suite of models that fit the data equally well
in a least squares sense. In Sections 2.4-2.7 the results for our "preferred model" are
presented. In Section 2.8 we discuss the trade-offs among model parameters, the dependence
of the results on our source and spreading assumptions, and the basis for selecting our "pre-
ferred model." Throughout this section we present only representati,' comparisons of theoreti-
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cal and observed spectra. A complete catalog of the estimated source parameters and plots
comparing theoretical and observed spectra is given in Appendix A.

2.1 Method

This section is a brief summary of the method we used to estimate attenuation and source
parameters. A detailed description of our method is given by Sereno et al. [1987]. The
analysis assumes a simple source scaling model and that all observed spectra can be fit by a
single frequency-dependent Q model. We parameterize the instrument-corrected amplitude
spectrum of a seismic signal as

A(f,r) = S(f) G(r,r0 ) exp~&f (2.1)

where A(fr) is the observed displacement spectrum at range r and frequency f, S(t) is the
source spectrum, G(r,ro) is geometric spreading, and the last term is the effective attenuation ,.

for travel time t. Note that the effective attenuation includes contributions from both anelastici-
ty and scattering. S

Source spectra. We adopt a simplified Mueller and Murphy [19711 explosion source
function characterized by f-2 decay beyond a comer frequency that scales inversely with the
cube root of the long-period level. That is,

f = cS -1/3 (2.2)

where So is the long-period source level, fc is the comer frequency, and c is a scaling constant.

The source parameters estimated by the inversion are So for each event and a single value

of c relating comer frequency to long-period source level. The explosion moments are
estimated from the long-period levels derived from Pn [Stevens and Day, 19851. Since our
observations are from a single station and the focal mechanisms for the small earthquakes in
our data set are unknown, we do not know the radiation pattern and are ther'efore unable to
estimate seismic moment from S'q(Pn). However, since Lg samples a large fraction of the C-
focal sphere, the earthquake moments can be estimated from the long-period source levels
derived from Lg [Street et al., 1975]. The relationships we use to estimate seismic moment are

Meoxp = 4rp~og3 S7 (Pn) (2.3),Nd

M = 4 np.J3 S (Lg) (2.4)

where p, and ox, are near-surface density and compressional velocity, and p, and I3c are the
average crustal density and shear wave velocity.

The amount of Lg energy excited by an explosion is depth-dependent and complicated by

near-source wave conversions [Bennett et al., 1987]. Explosions generate Lg energy primarily S
through P-SV mode conversions and scattering, while earthquakes produce much more direct
shear wave energy. Therefore, for a given source moment and focal depth, earthquakes are

5 1;



expected to generate larger Lg amplitudes than explosions. We will express the long-period Lg
source level for an explosion as an unknown fraction of the long-period level for an earthquake
of equal moment and depth. That is,

Seo P(Lg) = Sq(Lg) (2.5)

where K is an unknown constant, p,:sumably less than one. We will estimate this corstant
using (2.3), (2.4), and (2.5), together with the observed ratio of S0XP(Lg) to SoXP(pn).

Geometric spreading. The inversion also requires that we assume the geometric spread- -t

ing function. Following Herrmann and Kijko [1983], we express the spreading function in the"-
frequency domain as

G(r,ro) = (I/r) for r 5 ro

G(r,ro) = ro1 (ro/r)- for r > r0  (2.6)

where ro is a transition distance from spherical spreading to spreading rate m. The Lg phase
consists of higher-mode surface waves which are accurately described at long ranges by
cylindrical spreading (m = 1/2), provided the window length is sufficient to encompass the
entire dispersed wave train. By comparing the long-period amplitude spectrum of Lg to
moments calculated from long-period surface waves, Street et al. [1975] empirically deter-
mined ro = 100 kin, or roughly twice the crustal thickness. Measuring the decay rate of syn-
thetic Lg phases computed for an elastic medium, Herrmann and Ki/ko [19831 verified that Lg
frequency domain spreading was accurately described as cylindrical and substantiated the
empirical result of Street et al. [1975] for ro. Therefore we adopt (2.6) with ro = 100 km and
m = 1/2 to approximate Lg geometric spreading.

Less work has been done on the spreading rate of Pn. Because its energy density is
more localized about a single ray path, Pn geometric spreading is more sensitive to velocity

gradients in the upper mantle. Numerical studies of Pn indicate that for typical upper mantle
structures the spreading rate lies between r- and r 2 [Langston, 1982; T. C. Wallace, personal
communication, 1987]. That is, the spreading rate lies between that for the "simple turning
ray" and the "canonical head wave" interpretations of the Pn ray path. We find that an
important constraint on Pn spreading is the consistency of the derived source parameters from
the separate Lg and Pn inversions. As discussed in Section 2.8, this criterion supports a choice
of rf 3 for the Pn spreading rate. Therefore we use (2.6) with ro = 1 km and m = 1.3 to
describe Pn spreading. In Se-tion 2.8 we discuss how the results change when different
spreading is assumed.

Effective attenuation. We characterize the range-dependent decay of the seismic spectrum
in terms of a power law frequency dependence of Q. That is,

"5%.

Q() = Qof (2.7)

where Qo and 1i are parameters of the inversion. No attempt is made to distinguish intrinsic
absorption from scattering. In this form, our results are easily compared to those for other '5
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geographic regions. We have not accounted for any azimuthal variations in Q, but have com-

bined data from all azimuths into an inversion for a single, average Q model. Examination of

the fit of the model to the data demonstrates the validity of this procedure.

Inversion. The input data for the inversion are the logarithms of the observed displace-

ment spectra corrected for the assumed geometric spreading. These data are inverted for

apparent attenuation, source moment, and the constant relating comer frequency and moment.

Adopting standard methods for solving non-linear inverse problems, we linearize the system of

equations governing the relationship between the data and model parameters. We assume a

starting model, compute theoretical data, subtract it from the observed data, and solve itera-

tively for the model perturbations that minimize the data residual in the least squares sense. In

practice, we have found it necessary to include damping to stablize the solution. That is, we
minimize a weighted sum of the data residuals and the model perturbation norm. The explicit
problem formulation, matrices, and partial derivatives are given by Sereno et al [1987].

2.2 Data

The data used in this study consist of stable, array-averaged spectra for 186 regional

events recorded by the small aperture NORESS seismic array in Norway. Event magnitudes

range between 1.1 and 4.8 and epicentral distances are between 200 and 1400 km. The

NORESS array configuration and sampling rate were designed to enhance the detection of sig-
nals from small regional events [Mykkeltveit et al., 1983]. The array includes 25 short-period
instruments in concentric rings with a maximum diameter of 3 kIn. The data are digitally
recorded at 40 samples per second.

Table 2.1 is a list of all events and phases (Pn and/or Lg) used in the inversion. In some
cases only one phase was included because the other was not detected or because it had a low
signal/noise ratio over the frequency band used in the inversion. Reported mining explosions
are identified by an "EX" under the column heading, "Type." The label following "EX"
identifies the mine. Three are in southwest Norway; BLA (Blasjo), TIT (Titania), and NYG
(Nygardstaugen). Other mine codes are those used in the bulletin published by the University
of Helsinki based on the Finish Seismic Array. An "EQ" designator identifies presumed earth-
quakes, although some may be unreported explosions. Events that are not reported explosions,

but have locations within 50 km of known mines are considered of unknown source type.

The location and origin times are from a local bulletin published by the University of
Bergen or the University of Helsinki, when available, or from the Preliminary Determination of

Epicenters (PDE) bulletin. Events for which an independent network solution is not available
are assigned either RONAPP (single asterisk) or SAIAP (double asterisk) locations. The
RONAPP locations are published in the NORESS bulletin, along with the detection times of

the P and Lg phases used in the location solutions. In some cases RONAPP did not associate
phases correctly, and we were able to use the SAIAP solution with the appropriate phase asso-

ciation. SAIAP also uses a broad band, frequency-wavenumber calculation (Kvaerna and Ring-
dal, 1986) that gives more accurate azimuth estimates than those used in the RONAPP loca-

tions.
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Tabie 2. . Eveni used in the generalized inversion.

Event Date Time Location Type Phases ML

1 10-25-85 12:04 59.30N 28.10E EX-E7 Pn Lg 3.0

2 10-27-85 4:36 61.30N 4.30E EQ Pn Lg 2.8 (B)

3 10-27-85 4:41 66.40N 11.60E* EQ Pn Lg 2.3
4 10-27-85 4:52 66.OON 14.1OE** EQ Pn Lg 2.2

5 10-29-85 10:23 59.31N 6.95E EX-BLA Pn Lg 1.9 (R)

6 10-31-85 2:56 62.78N 18.03E EQ Pn Lg 2.8
7 10-31-85 14:11 60.70N 29.OOE EX-V5 Pn Lg 2.8

8 11- 6-85 14:51 59.31N 6.95E EX-BLA Pn Lg 2.4

9 11- 9-85 14:43 58.34N 6.43E EX-TIT Pn Lg 2.1

10 11- 9-85 18:21 62.60N 6.70E** -- Pn Lg 2.0 (R)
11 11-12-85 12:22 59.50N 25.OOE EX-E3 Lg 2.6

12 11-13-85 12:08 59.30N 28.10E EX-E7 Pn Lg 2.7
13 11-13-85 14:11 58.34N 6.43E EX-TIT Pn Lg 1.9
14 11-14-85 12:52 60.70N 28.70E EX-V12 Pn Lg 2.9
15 11-15-85 13:54 61.1ON 29.90E EX-V8 Pn 2.9
16 11-21-85 11:50 59.30N 27.20E EX-E4 Lg 2.4 (H)
!7 11-21-85 13:17 59.29N 7.04E -- Pn Lg 1.9

18 11-23-85 13:06 59.50N 25.OOE EX-E3 Lg 2.5
19 11-25-85 13:06 59.40N 28.50E EX-E8 Lg 3.0
20 11-27-85 4:54 59.73N 5.71E EQ pn Lg 3.0
21 11-27-85 12:18 61.40N 31.60E EX-V4 Pn 2.8
22 11-28-85 9:30 57.90N 11.50E** EQ Pn Lg 2.1 (R)
23 11-30-85 19:05 61.55N 4.65E EQ Pn Lg 3.0

24 12- 1-85 7:21 67.70N 33.70E EX-KI Lg 2.8
25 12- 5-85 12:25 61.ION 30.20E EX-V2 Pn <2.0 (H)
26 12- 7-85 13:18 59.30N 27.20E EX-E4 Lg 3.1
27 12- 7-85 14:16 60.19N 5.25E -- Pn Lg 2.2

28 12- 7-85 14:39 58.90N 5.98E EQ Pn Lg 1.9
29 12-10-85 12:06 59.40N 28.50E EX-E8 Lg 3.2
30 12-10-85 12:18 60.60N 29.20E EX-VII Pn Lg 2.0 (R)
31 12-10-85 13:43 59.72N 22.56E EQ Pn 2.0
32 12-11-85 12:14 59.40N 28.50E EX-E8 Pn Lg 3.3
33 12-11-85 12:51 59.30N 27.60E EX-E6 Lg 2.8

34 12-13-85 12:09 59.40N 28.50E EX-E8 Pn Lg 2.8
35 12-14-85 14:35 61.1ON 30.20E EX-V2 Pn 2.4 (H)

36 12-17-85 13:08 61.1ON 30.20E EX-V2 Pn 2.5 (H)
37 12-23-85 4:27 50.18N 12.35E EQ Pn 3.2 (R)
38 12-24-85 0:04 50.17N 12.44E EQ Pn 2.6 (R)
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Event Date Time Location Type Phases ML

39 12-24-85 13:13 59.50N 25.OOE EX-E3 Lg 2.6
40 12-25-85 12:04 60.90N 29.30E EX-VIC Pn Lg 2.9
41 12-25-85 13:19 59.30N 27.60E EX-E6 Lg 2.6
42 12-25-85 14:18 60.OON 28.50E** EQ Pn Lg 2.7
43 12-27-85 11:06 61.40N 31.60E EX-V4 Pn 2.2 (H)
44 12-27-85 12:16 59.40N 28.50E EX-E8 Pn Lg 3.3

45 12-27-85 12:42 61.1ON 30.20E EX-V2 Pn 2.4 (H)
46 12-28-85 11:47 57.69N 26.54E EQ Pn Lg 2.8
47 12-29-85 21:38 73.29N 6.86E EQ Pn 4.7 (P)

48 12-30-85 12:03 59.50N 26.50E EX-E9 Lg 2.7
49 12-30-85 12:19 59.31N 27.34E -- Lg 2.7 S
50 12-31-85 6:57 73.36N 6.77E EQ Pn 4.8 (P)
51 12-31-85 7:10 73.29N 6.70E EQ Pn 4.6 (P)
52 12-31-85 12:08 63.20N 27.80E EX-M7 Pn 2.3 (H)
53 12-31-85 13:37 58.34N 6.43E EX-TIT Pn Lg 2.1

54 1- 3-86 14:59 61.90N 30.60E EX-V7 Pn Lg 2.9
55 1- 7-86 11:20 60.92N 29.05E -- Pn Lg 2.8

56 1- 7-86 14:14 58.34N 6.43E EX-TIT Pn Lg 1.8
57 1- 9-86 1:59 66.80N 21.80E* EQ Lg 2.6
58 1- 9-86 12:08 59.30N 28.1OE EX-E7 Pn Lg 2.5
59 1-13-86 12:06 59.64N 24.07E -- Pn Lg 2.7

60 1-15-86 12:06 59.40N 28.50E EX-E8 Pn Lg 3.4
61 1-16-86 12:08 59.40N 28.50E EX-E8 Pn Lg 2.7
62 1-17-86 12:12 59.30N 28.10E EX-E7 Pn Lg 3.3
63 1-17-86 14:11 58.34N 6.43E EX-TIT Pn Lg 2.3
64 1-20-86 23:38 50.18N 12.31E EQ Pn Lg 3.3
65 1-21-86 8:56 55.30N 13.60E* EQ Pn Lg 2.5
66 1-25-86 22:58 57.10N 7.OOE** EQ Pn Lg 1.7
67 1-25-86 23:13 61.48N 16.94E EQ Pn Lg 2.9
68 1-31-86 6:00 65.39N 10.65E EQ Pn Lg 2.5
69 1-31-86 10:49 61.ION 29.90E EX-V8 Pn Lg 3.3
70 1-31-86 12:10 59.30N 28.10E EX-E7 Pn 3.3
71 1-31-86 14:18 58.34N 6.43E EX-TIT Pn Lg 1.9
72 2- 2-86 4:57 67.60N 34.OOE EX-K2 Lg 2.9
73 2- 3-86 1:30 59.60N 1.43E EQ Lg 1.9
74 2- 5-86 15:23 62.60N 6.80E* EQ Lg 1.6
75 2- 5-86 23:36 62.74N 4.50E EQ Pn Lg 2.3
76 2- 6-86 6:20 62.90N 4.86E EQ Pn Lg 1.9
77 2- 6-86 12:22 59.30N 28.10E EX-E7 Pn Lg 2.6

78 2- 6-86 16:30 67.1ON 20.60E EX-RI Lg 2.6
79 2 -7-86 11:00 64.70N 30.70E EX-VIO Pn Lg 3.1



Event Date Time Location Type Phases ML

80 2 -7-86 12:09 59.40N 28.40E EX-E12 Lg 2.5
81 2- 7-86 12:17 59.20N 31.OOE** EQ Lg 1.9 (R)
82 2- 7-86 14:05 67.60N 34.20E EX-K5 Pn 2.8 (H)
83 2 -7-86 21:03 66.45N 14.89E EQ Pn Lg 2.2 (H)
84 2-10-86 12:42 59.40N 28.50E EX-E8 Pn Lg 2.7
85 2-14-86 14:13 58.34N 6.43E EX-TIT Pn Lg 2.4
86 2-14-86 17:54 58.34N 6.43E EX-TIT Pn 2.3 (B)
87 2-16-86 18:20 61.69N 4.90E EQ Pn 1.7
88 2-17-86 12:37 59.30N 27.20E EX-E4 Lg 2.5 (H)
89 2-18-86 10:46 59.30N 27.20E EX-E4 Lg 3.1
90 2-18-86 12:46 64.70N 30.70E EX-VIO Pn Lg 2.6
91 2-23-86 6:14 67.60N 34.OOE EX-K2 Pn Lg 3.1
92 2-26-86 2:12 62.76N 5.29E EQ Pn Lg 1.9
93 3- 5-86 12:13 59.50N 26.50E EX-E9 Lg 3.2
94 3- 5-86 13:02 57.20N 7.OOE** EQ Pn Lg 1.8
95 3- 7-86 13:08 59.30N 28. 1OE EX-E7 Pn Lg 3.3
96 3- 8-86 16:21 61.67N 2.58E EQ Pn Lg 1.9
97 3-10-86 4:20 62.81N 4.91E EQ Pn Lg 2.1
98 3-10-86 12:02 59.30N 28.1OE EX-E7 Pn Lg 3.2
99 3-11-86 12:02 59.30N 28.1OE EX-E7 Pn Lg 3.2

100 3-13-86 10:27 61.1ON 29.90E EX-V8 Pn 2.8
101 3-13-86 11:39 60.70N 29.00E EX-V5 Pn Lg 2.9
102 3-21-86 13:02 59.50N 25.OOE EX-E3 Lg 2.6
103 3-24-86 11:18 59.30N 27.20E EX-E4 Pn Lg 2.5
104 3-25-86 9:05 62.76N 4.76E EQ Pn Lg 2.0
105 3-27-86 12:24 59.40N 28.50E EX-E8 Pn Lg 3.5
106 3-30-86 3:23 61.66N 4.53E EQ Pn Lg 1.6
107 4- 4-86 13:13 58.34N 6.43E EX-TIT Pn Lg 1.9
108 4- 4-86 22:43 70.86N 8.91E EQ Pn 4.4 (H)
109 4- 7-86 0:35 61.84N 4.88E EQ Pn Lg 2.0
110 4-14-86 14:55 59.49N 24.1lE -- Pn Lg 2.8
111 4-15-86 10:53 60.90N 29.30E EX-VIC Pn 3.0
112 4-16-86 11:51 60.39N 5.34E EX-NYG Lg 1.8 (B)
113 4-16-86 13:15 58.15N 5.97E -- Pn Lg 2.1

114 4-18-86 8:33 67.60N 34.OOE EX-K2 Lg 2.7
115 4-19-86 10:59 61.10N 30.20E EX-V2 Pn Lg 2.5
116 4-28-86 15:53 60.18N 4.88E -- Pn Lg 2.4

117 4-29-86 17:48 59.82N 24.06E EQ Lg 2.6
118 4-30-86 10:19 59.31N 6.95E EX-BLA Pn Lg 2.2
119 5-8-86 17:14 58.70N 17.99E EQ Lg 2.3
120 5-16-86 15:02 61.90N 30.60E EX-V7 Lg 3.1
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Event Date Time Location Type Phases ML

121 5-17-86 16:01 62.94N 4.94E EQ Pn Lg 2.4 S
122 5-21-86 8:57 61.65N 31.38E -- Lg 2.6
123 5-27-86 18:36 59.31N 6.95E EX-BLA Pn Lg 2.3
124 5-28-86 17:52 59.31N 6.95E EX-BLA Pn Lg 2.4
125 6- 3-86 11:04 59.17N 5.66E EQ Pn Lg 2.0
126 6- 3-86 14:30 61.46N 4.08E EQ Pn Lg 2.7
127 6- 4-86 9:07 61.50N 30.40E EX-V3 Pn Lg 3.9
128 6- 6-86 13:14 58.34N 6.43E EX-TIT Pn Lg 1.7
129 6- 7-86 12:13 59.20N 27.60E EX-E5 Lg 3.0 -%

130 6-12-86 9:31 61.50N 30.40E EX-V3 Pn 3.7
131 6-12-86 13:04 60.90N 29.30E EX-VIC Pn Lg 2.6
132 6-13-86 14:41 59.66N 24.28E -- Pn Lg 3.1
133 6-15-86 15:01 61.67N 3.85E EQ Pn Lg 3.2
134 6-16-86 15:59 60.04N 7.24E EQ Lg 1.1
135 6-19-86 3:55 59.31N 6.95E EX-BLA Pn Lg 2.5
136 6-20-86 22:08 61.47N 3.92E EQ Pn Lg 1.6
137 6-23-86 13:14 58.34N 6.43E EX-TIT Pn Lg 1.8
138 6-25-86 12:33 61.40N 31.60E EX-V4 Pn Lg 2.9
139 6-26-86 4:06 61.88N 5.10E EQ Pn Lg 2.1
140 6-27-86 3:50 59.28N 6.76E -- Pn Lg 2.4
141 6-27-86 9:00 64.70N 30.70E EX-VIO Lg 2.6
142 6-30-86 17:11 57.46N 27.22E EQ Pn Lg 2.8
143 7- 1-86 15:28 60.70N 28.70E EX-V12 Pn Lg 2.7
144 7- 8-86 12:06 60.04N 29.36E -- Pn Lg 3.2
145 7- 8-86 13:09 59.30N 27.20E EX-E4 Pn Lg 2.7
146 7-10-86 20:10 59.31N 6.95E EX-BLA Pn Lg 2.3
147 7-12-86 13:38 62.98N 6.47E EQ Pn Lg 2.0
148 7-14-86 13:51 58.33N 13.89E EQ Pn 4.3
149 7-14-86 14:30 61.1ON 29.90E EX-V8 Pn Lg 3.2
150 7-14-86 14:45 58.42N 13.90E EQ Pn Lg 3.4
151 7-14-86 15:02 69.30N 34.40E EX-K9 Pn Lg 3.1
152 7-15-86 18:46 66.97N 13.02E EQ Pn 3.5
153 7-16-86 11:27 59.30N 27.20E EX-E4 Pn Lg 3.0
154 7-16-86 17:49 59.31N 6.95E EX-BLA Pn Lg 2.3
155 7-18-86 11:03 59.40N 28.50E EX-E8 Pn Lg 3.1

156 7-18-86 13:42 59.30N 27.60E EX-E6 Pn Lg 3.0
157 7-23-86 13:10 60.80N 29.30E EX-VIB Pn Lg 2.8
158 7-23-86 20:47 59.31N 6.95E EX-BLA Pn Lg 2.2
159 7-24-86 10:56 68.10N 33.20E EX-K4 Pn 2.6 (H)
160 7-29-86 13:14 59.31N 6.95E EX-BLA Pn Lg 2.3
161 7-30-86 11:03 59.30N 28.10E EX-E7 Pn Lg 3.2
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Event Date Time Location Type Phases ML

162 7-30-86 13:39 59.30N 27.20E EX-E4 Lg 2.6
163 7-30-86 13:50 59.34N 27.55E -- Pn Lg 2.8

164 7-30-86 18:00 59.31N 6.95E EX-BLA Pn Lg 2.4
165 7-31-86 14:23 59.63N 24.48E -- Pn 3.1

166 7-31-86 15:06 59.40N 24.60E EX-E2 Pn Lg 3.0

167 8-13-86 15:32 67.1ON 20.60E EX-Rl Pn Lg 2.6
168 8-14-86 13:15 58.34N 6.43E EX-TIT Pn Lg 1.9
169 8-14-86 14:40 59.31N 6.95E EX-BLA Pn Lg 2.4
170 8-16-86 4:25 62.82N 4.98E EQ Pn Lg 2.3
171 9- 1-86 22:11 60.82N 2.93E EQ Pn Lg 3.9
172 9- 2-86 12:54 59.31N 6.95E EX-BLA Pn Lg 2.1
173 9- 4-86 11:23 60.96N 28.99E -- Lg 3.0

174 9- 9-86 17:56 59.31N 6.95E EX-BLA Pn Lg 2.4
175 9-18-86 15:54 60.77N 20.68E EQ Pn Lg 2.5
176 9-20-86 22:15 60.03N 16.29E EQ Pn Lg 3.3
177 9-30-86 20:03 60.79N 4.23E EQ Pn Lg 1.9
178 10- 1-86 14:15 58.34N 6.43E EX-TIT Pn Lg 1.9
179 10- 9-86 14:14 58.34N 6.43E EX-TIT Pn Lg 2.0
180 10-10-86 19:57 61.97N 2.33E EQ Pn Lg 2.1
181 10-26-86 11:45 61.46N 3.29E EQ Pn Lg 2.4
182 10-26-86 11:57 61.72N 3.27E EQ Pn Lg 2.6 (B)
183 10-29-86 21:05 60.81N 3.04E EQ Pn Lg 2.3
184 11- 1-86 14:55 62.47N 6.19E EQ Pn Lg 2.4
185 11- 2-86 7:48 58.58N 13.44E EQ Pn Lg 3.4 (B)
186 11-13-86 8:01 58.17N 8.10E EQ Pn Lg 1.8

* RONAPP Location

** SAIAP Location

(B) Bergen network magnitude
(H) Helsinki network magnitude
(P) PDE magnitude (Mb)
(R) RONAPP uncorrected magnitude
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The ML are based on the Lg amplitude computed by RONAPP. They differ slightly from
the RONAPP ML in the NORESS bulletin by being distance-corrected to the event location
computed by one of the independent networks. For some events RONAPP had no detected Lg
phase, or chose the wrong phase as Lg. For these events the ML is that reported by one of the
independent networks (if available) or the RONAPP uncorrected magnitude. These are listed in
Table 2.1 for information but were not included in any subsequent analysis. The relation
between seismic moment and magnitude (Section 2.7) was derived using only events with
distance-corrected NORESS magnitudes.

The 186 events used in the inversion include 107 explosions, 63 presumed earthquakes,
and 16 events of unknown source type. The Pn inversion included 152 of these events, with
83 explosions, 56 presumed earthquakes, and 13 events of unknown source type. The Lg
inversion used 160 events, including 92 explosions, 53 presumed earthquakes, and 15 unk-
nown. Of the 186 events, 126 were used for both the Pn and the Lg analyses. The NORESS
array location and event epicenters are plotted in Figure 2.1. The distance range 300-450 km
is dominated by events in west to southwest Norway, while events from 700 to 1200 km are
located primarily to the east of NORESS. If the attenuation along paths to the east is distinctly
different from that along paths to the west, then our inversion would give an average Q which
would not adequately represent spectra from either direction. However, separate inversions
were run for restricted azimuth windows, and significant path differences were not observed.

2.3 Signal processing

The calculation of the Pn spectra is incorporated into an automated seismic array process-
ing program (SAIAP) developed as an extension of the RONAPP program used at NORSAR
[Mykkeltveit and Bungum, 19841. The program computes spectra for each automatically
detected signal. The spectral estimation technique is that proposed by Bache et al. [1985]. A
10% cosine-squared taper is applied to a 5-s window starting 0.3 s before the onset time of the
arrival on the vertical component. The time series is padded with zeros to 512 samples and
fast Fourier transformed. The same procedure is applied to a noise sample taken prior to the
first P detection. The squared noise amplitude spectrum (power) is subtracted from the

squared signal spectrum (energy density). The resulting noise-corrected signal spectra are aver-
aged across the array and corrected for the instrument response. Bache et al. [1985) point out
that if the noise is random, stationary, and uncorrelated with the signal, the signal spectrum
estimate obtained with this method converges to the true signal spectrum as the number of ele-
ments increases. Array averaging has the desirable effect of suppressing uncorrelated local site
effects. We experimented with Pn window lengths of 5, 10, and 15 s and found that the spec-
tra are insensitive to that parameter (Figure 2.2).

The inversion results presented here were obtained using Lg spectra computed for a fixed
group velocity window of 3.6-3.0 km/s. The spectra were computed for each array element,
corrected for the ambient (pre-Pn) noise, and array-averaged using the method of Bache et al.
[1985]. Our low group velocity cutoff was chosen as 3.0 km/s because our events typically
produced Lg phases with low signal/noise for group velocities less than this. Section 2.9 corn-
pares the inversion results using Lg spectra computed with FGV and FTL windows.
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Figure 2.1. Map of the epicenters of events used in the inversion. Earthquakes, explosions,
and sources of unknown type are plotted with different symbols. The total number of events is
186. Of these, 152 were used in the Pn inversion and 160 were used in the Lg inversion.
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Figure 2.2. Examples of Pn spectra for a V8 mine blast (Event 69, Table 2.1) computed for 5, "
10, and 15 s windows. The noise spectrum was computed for a 5 s window prior to Pn.'",

,S.

"I.



~!P.~.~VNJWTV ~FUVVW VVU VTU d

Previously, we applied 2 Hz smoothing to the spectra [Sereno et al., 1987]. However,
after inverting both smoothed and raw spectra we find no significant difference in the results,
except that smoothing causes an artificially small data variance. Therefore we use the raw
spectral amplitudes throughout this analysis.

2.4 Pn spectra and Q

Regional Pn spectra of 152 events were inverted between 1 and 15 Hz, sampled every
0.25 Hz. However, we note that at ranges less than 300-400 km, Pn and Pg arrive within the
same 5-s window, so it is possible that some of our short-range spectra include a Pg contribu-
tion. The number of data in the Pn inversion is 8664, and the number of parameters is 155.
The Pn spectra were corrected for geometric spreading and inverted for seismic moment and

Qf).
The apparent attenuation from the Pn inversion is represented by Qp,(ff) = 325f °4 .

Selected examples of the fit of theoretical spectra to data spectra are shown in Figure 2.3. The
Pn amplitude is more variable than the Lg amplitude, probably due to greater sensitivity to
source radiation pattern, focusing/defocusing, and scattering. Nevertheless, acceptable fits to
the Pn spectra were achieved with our simple parameterization. However, we recognize that
our Qp,(f) is an empirical representation of observed data, and we do not interpret it in terms
of upper mantle rheology.

2.5 Lg spectra and Q

Regional Lg spectra of 160 events were inverted between 1 and 7 Hz, sampled every
0.25 Hz. The spectra were computed for the fixed group velocity range 3.6-3.0 km/s. The
possibility that these spectra are contaminated by Sn coda at high frequency [Chun et al.,
1987; Ringdal, 1986; Shin and Herrmann, 1987] is discussed in Section 3. The number of
data in the Lg inversion is 4000, and the number of parameters is 163.

The attenuation resulting from the inversion is QLg(f) = 560f 0.26. Selected examples of
the fit of theoretical spectra to data spectra are shown in Figure 2.4. All of these events have -"

comer frequencies greater than 6 Hz, so the source parameterization has only a minor effect on
the results. Numerical modeling of Lg suggests that its observed attenuation is an effective
measure of the average absorption of shear waves in the crust [Campillo et al., 1985]. Our
QLg(f) is therefore an approximation to the average Qp of the crust, although it also includes
the effects of apparent attenuation due to scattering.

Table 2.2 compares our Lg attenuation estimate to those for various regions. Entries 1-4
are attenuation estimates for paths in the western United States. With the exception of Chavez
and Priestley [19861, these studies are band limited to relatively low frequencies. Entries 5-10
are estimates for paths across eastern North America. An obvious conclusion is that the tec-
tonically active western United States is characterized by a lower Q and stronger frequency
dependence than the stable eastern North American shield. Our QLt(f) falls between the ENA
and WUS estimates.
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Figure 2.3. Selected comparisons of theoretical Pn spectra based on the inversion results to

observed spectra. Pn spectra of three earthquakes are on the left, and Pn spectra of three mine

blasts are on the right. All spectra are labeled by the event local magnitude and epicentral dis-

tance. The explosion spectra are labeled by the University of Helsinki mine identification

code. Local magnitude was not available for the VII mine blast. The spectral amplitudes are

in nanometer-seconds.
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Figure 2.4 Selected comparisons of theoretical Lg spectra based on the inversion results to ,1
observed spectra. Lg spectra of three earthquakes are on the left, and Lg spectra of three mine
blasts are on the right. All spectra are labeled by the event local magnitude and epicentral dis-
tance. The explosion spectra are labeled by the University of Helsinki mine identification
code. Local magnitude was not available for the V I I mine blast. The spectral amplitudes are Uin nanometer-seconds.18



Table 2.2. Reported QLg() estimates.
I

QLg(f)

Region Frequency, Hz Q0 TI Reference

I western United States 0.5-3.5 140-200 0.4-0.6 Singh and Herrmann [19831
2 western United States

(NTS explosions) 1.0-2.0 200-300 0.2-0.4 Peseckis and Pomeroy [19841
3 western United States

(NTS explosions) 1.0-2.0 139 0.6 Nuttli (19861
4 western United States

(Great Basin) 0.25-12.5 206 0.68 Chavez and Priestley [19861
5 eastern United States 0.5-3.5 1000 0.3-0.4 Singh and Herrmann [1983]
6 eastern North America 1.0-15.0 900 0.2 Hasegawa [19851
7 eastern United States 0.5-14.0 1000 0.35 Goncz et al. [1987]
8 eastern Canada 0.6-10.0 1100 0.19 Chun et al. [1987]
9 eastern United States 0.5-7.0 800 0.32 Gupta and McLaughlin [1987]
10 eastern North America 0.5-15.0 500-550 0.65 Shin and Herrmann [1987]
II central France 0.5-10.0 290 0.52 Campillo et al. [19851
12 southern Africa - 600 0.4 Mitchell et al. [1987]
13 Scandinavia 1.0-7.0 560 0.26 this study

I e
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The most relevant comparison of our result to those of other studies is that of spectral
shape. Figure 2.5 plots exp(-irft/Q(j)) for the Q models in Table 2.2. Note that the spectral
shape for our Q model is similar to that predicted for the low exponent ENA Q models (entries
6 and 8 of Table 2.2). However, models with large Q0 and strong frequency dependence (like
entry 10) give spectra that severely overestimate the ratio of high- to low-frequency energy *- ,

seen in the NORESS data. %

Our QL estimate is controlled by data from ranges between 300 and 1200 km. We are

not aware of comparable estimates of Q in Scandinavia. However, Kvamme and Havskov
(19851 estimated from spectral ratios of S waves from local events in southern Norway,
Q = 127f 1'. Although the frequency dependence differs significantly, our QL, is equal to
their Qs at about 6 Hz. All their data are from events at epicentral distances les' than 300 km,
and their analysis extended to 16 Hz. Since the ray paths of local S waves are restricted to
shallower depths in the crust, one plausible explanation for the difference is that the strongc.
frequency dependence is caused by a higher concentration of scatterers at shallow depth. %
However, it may be that the differences are methodological, and therefore without much physi-
cal significance.

2.6 PnILg consistency 7,.

An important constraint on the attenuation estimates is the consistency of the derived
source parameters from the independently inverted Pn and Lg spectra. In particular, the ratio
of the Lg to Pn long-period source levels should be range-,ndependent. Range dependence
would indicate that geometric spreading and/or Q have been improperly modeled for one or
both phases. Figure 2.6 is a plot of So(Lg)/So(Pn) for the 126 events common to both inver-
sions. Note that for explosions the ratio does not show evidence of range dependence (models
that do show a range dependence are discussed in the Section 2.8). There is a much larger
scatter in the earthquake ratios, as expected from source radiation pattern effects. Based on the
explosion data, the range-independent value of So(Lg)/So(Pn) is 0.74. Combining equations ,
(2.3), (2.4), and (2.5), this implies that for earthquakes and explosions of equal moment,

VS P(Lg) _Plot"

-= 0.74 (2.8)

Assuming near-surface values of p, = 2.5 g/cm 3 and cc, = 5.0 km/s and average crustal values 1
of pc = 2.7 g/cm 3 and I = 3.5 km/s, we have K = 0.27. From (2.5), this means that the aver-
age Lg earthquake excitation is approximately 4 times the average Lg explosion excitation for
sources of equal moment. Others have observed similar ratios. For example, Willis [19631
compared Lg amplitudes from an NTS explosion and a colocated earthquake at a range of 450 r
km and found a value of 5 for this ratio. Pomeroy [19771 found a ratio of 3-5 for relative Lg.%
excitation by comparing 12 earthquakes to the SALMON nuclear explosion detonated in Mis-
sissippi. Nuttli [19811 compared Lg/P amplitude ratios for explosions and earthquakes in the
western and central parts of the Soviet Union. He found that the average ratio was 3.5 times
greater for earthquakes than for explosions, although there was considerable overlap. Murphy
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and Bennett [1982] compared Nevada Test Site (NTS) explosions to nearby earthquakes and
found that observed Lg amplitudes were typically greater for earthquakes than for explosions
with comparable P wave amplitudes, though again there is much scatter and overlapping
between the two populations. We will address the sensitivity of ic to the spreading assump-
tions in the next section. Finally, we note in Figure 2.6 that the So(Lg)/S0(Pn) ratio separates
many of the earthquakes from the explosions. However, there is considerable overlap, and the
large ratios for some earthquakes are presumably due to the source radiation pattern for Pn.

The comer frequency parameter c derived from Lg spectra is 19.9, and from Pn spectra it
is 25.8. With the So(Lg)ISo(Pn) ratio of 0.74 typical for the explosions, the ratio of Lg and Pn
derived comer frequency is 0.85. This is surprisingly close agreement since corner frequency
is not well constrained in the Lg inversion (Section 2.8). Based on these attributes, we con-
clude that our Q(t) models result in consistent source parameters (moment and comer fre-
quency) for the events common to both inversions, and this substantially improves confidence
in the validity of the results.

2.7 Seismic moment and corner frequency

Regional Lg phases have also been used to estimate source parameters, including comer
frequency and seismic moment [Street et al., 1975; Dwyer et al., 1983; Hasegawa, 1983; Shin
and Herrmann, 1987]. The results are generally consistent with those from near-field source
studies, with the possible exception that comer frequencies obtained from Lg tend to be lower
than those estimated at short range [Mueller and Cranswick, 1985].

Seismic moment is estimated from the inversion parameter So using equations (2.3) and
(2.4) with p, = 2.5 g/cm 3, c, = 5.0 km/s, pc = 2.7 g/cm 3, and 1 = 3.5 km/s. In Figure 2.7 we
plot explosion moment versus NORESS local magnitude (including only events with consistent
distance-corrected ML based on RONAPP Lg amplitudes). The inset in Figure 2.7b compares
the range dependence of the RONAPP magnitude correction table at 1 Hz to our Lg attenuation
model and demonstrates their consistency. The least squares linear fits to log Me are given by

Pn log M0p = 1.08 ML + 17.6 (2.9)

Lg log M'XP = 1.04 ML + 17.7 (2.10)

where we assume K = 0.27 for Lg. The value of K affects the intercept, but not the slope in

(2.10). Comparing the two moment-magnitude relationships, the MeoP derived from Lg is equal
to that from Pn when ML = 2.5. This is near the center of the ML distribution for our data set
and provides further confirmation of the internal consistency of our analysis. The large scatter
in the explosion moments near ML = 3.0 results from systematic variations in the Lg amplitude
for explosions in two sets of western USSR mines [Henson and Bache, 1988; Sereno et al.,
19871. Mine blasts south of the Gulf of Finland produce larger Lg amplitudes at NORESS
than their counterparts to the north for fixed moment. However, the shapes of the Lg spectra
from these mine blasts are consistent with the same Q model. One possible explanation is that

Lg propagation is structurally inhibited north of the Gulf of Finland; another is that different
mining practices result in distinctly different Lg excitations.
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Figure 2.7. Inverted explosion moment versus NORESS local magnitude for (a) Pn and (b) Lg

with K - 0.27. The best fitting straight line to log M'XP is shown in both Figures 2.7a and

2.7b. The inset in Figure 2.7b compares the 1-Hz magnitude correction table used in

RONAPP (asterisks) to the distance dependence of 1-Hz Lg waves predicted by our inversion

results (dashed curve).
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The earthquake moments were estimated from Lg using (2.4), and the results are
displayed in Figure 2.8. The least squares linear fit to these data is

logMlto = 1.03 ML + 17.1 (2.11)

Comparing (2.11) to (2.9) and (2.10) for equivalent moments, the earthquake ML is larger than
the explosion ML by 0.6, which corresponds to a factor of 4 in Lg amplitude. '[able 2.3 com-
pares our earthquake moment-magnitude relation (2.11) to results from previous studies includ-
ing Bungum et al. [19821, who used near-field S wave spectra from the 1978 Meloy earthquake
sequence in northern Norway. Our results generally agree with those from these other studies.
Since magnitude does not enter the inversion, this result lends considerable support to our
derived Q model.

Table 2.3 Reported moment-magnitude relations.

ML p, g/cm' 13, km/s log Mo  Distance Reference

-0.4-2.2 2.7 3.5 0.90ML + 17.5 near-field Bungum et al. [1982]
1.0-3.5 2.7 3.5 1.01ML + 16.7* near-field Mueller and Cranswick [19851
2.1-4.3 2.8 3.8 1.18ML + 16.6* regional Shin and Herrmann [1987]
1.0-4.2 2.8 3.8 0.9 4ML + 17.32 regional Hasegawa [1983]
1.8-4.9 2.5 3.5 1.26ML + 16.44 < 200 km Dwyer et al. [1983]
1.1-3.8 2.7 3.5 1.03ML + 17.1 regional this study

* We estimated the regression coefficients from tabulated moments and magnitudes.

26

,%

.Sqg " ' ' ' ,' '-,'- '-'" '" %""" ' -" '", "'- 'r'"" -- " " ','" '". -* -%?'-''-- " " -'', ," -" -'--" " -', " ''-'' ''-'" '','" '" ",,' -%""-""-""-"". '-I



.5-

Lg Inverted Moment vs ML - Earthquakes

1021 A

E 1 0 2 0 6
I .5'

00

o 1019

1018 Log Mo = 1.03 ML + 17.1

I1.0 2.0 3.0 4.0 i

ML
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Comer frequency was assumed to scale inversely with the cube root of the long-period
source level (2.2), and we inverted for the scaling constant c. Our results indicate that an ML
= 3.0 earthquake has a corner frequency of approximately 10 Hz. Most of the events have ML
< 3.0 and thus have higher comer frequencies. Therefore the data are not adequate to resolve
source comer frequency accurately, but we note that our results are consistent with those from
similar studies. For example, Bungum et al. [19821 expressed the comer frequency-moment
relationship for the 1978 Meloy earthquake sequence in northern Norway as

f, = -205 + 30.8 log M0 - (log Mo) 2  (2.12)

Adopting their moment-magnitude relation (Table 2.3), this gives a comer frequency of 9 Hz
for an ML = 3.0 event. Similarly, a least squares fit to the Miramichi aftershock corner fre-
quencies derived by Mueller and Cranswick [1985] gives a comer frequency of 12 Hz for an
ML = 3.0 earthquake (assuming cube root scaling). In general, the comer frequencies derived
in this study are within a few hertz of those from near-field estimates for events with the same
local magnitude.
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2.8 Parameter uncertainty

The Pn and Lg inversions produce a range of models that cannot be ranked by their data LA
variance. In the previous sections we described our "preferred model," but in this section we
define the range of acceptable models and the basis upon which we selected the model we
prefer. The following summarizes the selection process.

1. For fixed source and spreading assumptions, identify the full range of parameter
trade-offs for each phase (models that produce essentially the same data variance). Estimate
the formal inversion errors.

2. For fixed source and spreading assumptions, select Pn and Lg Q models that give
consistent source parameters for the events common to both inversions. That is, constrain
So(Lg)/So(Pn) to be range-independent. This reduces the acceptable solutions to a set of model
pairs. That is, for a fixed QLs model, tight bounds are placed on acceptable Qp, models.

3. Analyze the trade-off between data variance and MO-ML variance. Models which
reduce the data variance increase the variance of the MO-ML relation. Exclude models that
increase either variance without significant decrease in the other. The "preferred model" (for
fixed source and spreading assumptions) is selected from the midrange of the acceptable model
pairs.

4. Analyze the effect of the source assumptions. The results are not strongly dependent
upon the details of our source assumptions because of the high apparent corner frequencies for
most of the events.

5. Analyze the effect of the geometric spreading assumptions. We fix Lg spreading and
change the Pn spreading rate. The new set of Qp. models are input to steps 2 and 3 to define
acceptable models for the Pn spreading rate. Require that the Lg earthquake-explosion ratio be
consistent with the results of previous studies to bound the acceptable Pn spreading.

Each of these steps will now be discussed in some detail. First, we discuss the formal
inversion errors, noting that the relatively small formal errors obtained do not reflect the true
uncertainty in our parameter estimates. Then we discuss the trade-offs among model parame-
ters for the fixed spreading and source assumptions used in the previous section and explore
the consequences of changing these assumptions.

Formal inversion errors. The variance of the inversion is defined as the sum of the
squared data residuals divided by the number of data (nd) minus the number of parameters
(np). That is,

= Z(d~- ) (2. 13)nd-np £1

In this case, the data are log amplitudes corrected for geometric spreading. The variance of the
Pn inversion is approximately 0.09 and the Lg variance is approximately 0.05. These errors
only include the estimated uncertainty in the spectral estimate for fixed moment and do not
include the scatter in the moment-magnitude relationship.
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Formal error estimates on the individual inversion parameters are obtained from the
parameter covariance matrix. Our "preferred model" had Lg Q0 = 560 with a standard devia-
tion of ± 11 and it=0.261 ±0.009. The Qp,, model had Qo = 325:±12 and
Ti = 0.484 ± 0.012. The corner frequency parameters are c(Pn) = 25.78 ± 0.05 and

c(Lg) = 19.88 ± 0.03. The artificially small formal errors on c are a consequence of the poor
resolution of this parameter. That is, damping has decreased the variance of the estimate with
an associated decrease in its resolution. On the average, the standard deviations of the indivi-
dual So estimates were about 10%. The standard errors of the explosion moment-magnitude
relations are log M o = 1.08( ± 0.07) ML + 17.6( ± 0.2) for Pn and log Mo = 1.04( ± 0.07) ML
+ 17.7( ± 0.2) for Lg. The Lg earthquake moment-magnitude relation is log Mo =

1.03( ± 0.05) ML + 17.1( ± 0.1).

Parameter trade-off. Here we discuss the trade-offs among M0, Q0, il, and c for fixed
source and spreading assumptions. The low-frequency spectral level depends on Mo and Qo.
When M o increases, Q0 decreases to preserve the fit to the long-period spectral level and slope.
When Qo decreases, 71 increases to preserve the fit to the high-frequency spectrum. The comer
frequency scaling parameter c is constrained by a few large events, and increases in the M0

estimates cause c to increase to retain approximately the same comer frequency for these
events. These trade-offs are illustrated in Table 2.4 with six models that fit the Lg data with
nearly equal fidelity (their data variances differ by less than 2%).

Table 2.4. Lg parameter trade-off.

Model Index Q0  11 c log MoP (ic = 0.27) log M: oi

1 569 0.26 19.2 1.03ML + 17.70 1.03ML + 17.08 0.0524
2* 560 0.26 19.9 I.O4ML + 17.69 1.03ML + 17.09 0.0523
3 502 0.30 23.8 1.09ML + 17.63 1.03ML + 17.13 0.0519
4 470 0.32 26.8 1.12ML + 17.60 1.04ML + 17.15 0.0517
5 435 0.35 31.0 1.16ML + 17.55  1.04ML + 17.18  0.0516
6 420 0.36 33.5 1.18ML + 17.53 1.05ML + 17.19 0.0515

* Our "preferred model."

The trade-offs in the Pn results are illustrated in Table 2.5 with seven models that have
data variances within 5%. All were done with the r-1.3 spreading assumption. If the QLg
model is fixed, then the requirement that So(Lg)ISo(Pn) be range-independent places tight
bounds on acceptable Qp, models. For example, in Figure 2.9 we plot long-period source
ratios for Lg Qo = 560 and three Pn models with Qo = 503, 325, and 205. Only explosion
ratios are plotted because the earthquake ratio is contaminated by unknown Pn radiation pattern r

effects. The ratios for the top and bottom models display a clear range dependence. The least
squares straight line is plotted in each. The Pn model that minimizes the range dependence of
the source ratio has Q0 = 325. Thus, if Lg Q0 is 560, the corresponding Pn Qo is 325, and
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these are the Q0 for our "preferred models." The range-independent value of the source ratio is
0.74, which was used to estimate Kc in (2.8).

p
Table 2.5 Pn parameter trade-off. - .

Model Index Q0 1 c log MeoXP oY

1 503 0.40 16.4 0.97ML + 17.65 0.0912
2 402 0.44 20.9 1.02ML + 17.63 0.0889
3 351 0.47 23.8 1.06ML + 17.61 0.0881
4* 325 0.48 25.8 1.08ML + 17.59 0.0877

5 292 0.51 28.3 1.1IML + 17.56 0.0874
6 251 0.54 33.4 1.17ML + 17.51 0.0870
7 205 0.59 42.5 1.2 6ML + 17.43 0.0867

* Our "preferred model."

For different Lg Q0 , other Pn Q models are consistent with a range-independent So ratio.
For example, Lg Qo = 502 suggests Pn Qo = 280 and Lg Qo = 420 suggests Pn Qo = 225.
There is no obvious basis for choosing among these model pairs. However, there is a trade-off
between data variance and variance in the moment-magnitude relation. Figure 2.10a plots this .
trade-off for the full suite of Pn and Lg models.

Our primary goal is to define the range of models that provide a good fit to the data (i.e.,
reduce the data variance). Because the fit to the moment-magnitude relation depends on the
similarity of our Q model to the RONAPP magnitude correction table, we place lower weight
on reducing (_.l. Nevertheless, we can exclude models that offer little or no improvement
in data variance at the cost of a large increase in moment-magnitude variance. The derivative

of the trade-off curve (Figure 2.10b) at each iteration defines the relative weight given to the
two variance measures for that model. All models with moment-magnitude variance greater
than 0.095 increase aM. by an amount greater than 30 times the reduction in ead. Based on

this, we consider only models with moment-magnitude variance less than 0.095 in the selection
of our "preferred model." The Lg inversion produced nine models that all have moment-
magnitude variance near 0.09. Of these, the model that produced the lowest data variance was
selected as our "preferred model." However, we emphasize that all of these Lg models have
Q0 within 3% of our preferred model. Therefore, although the choice is subjective, the Lg Qo
is insensitive to it. The "preferred" Pn model is chosen by requiring the So(Lg)/S0(Pn) ratio to
be range-independent. Based on this, our "preferred models" are Q0 = 560 and Ti = 0.26 for
Lg and Q0 = 325 and 1 = 0.48 for Pn.

Source atsumptions. All of the results of this study were obtained using a source func-
tion that decays as f -2 beyond a corner frequency that is inversely proportional to the cube
root o the long period level. However, most of the events considered have local magnitudes '
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less than 3.0, so the comer frequencies are near or beyond the upper end of the frequency band.0
inverted. The results are therefore not very sensitive to our source parameterization.

All of the results discussed previously were obtained using the simplified Mueller and
Murphy [19711 explosion source function (2). We also inverted the Lg data assuming a Brune
[1970] earthquake source model with cube root comer frequency scaling. For the same Q0, the
Brune source model leads to Q with slightly stronger frequency dependence. The reason for
this difference is that the Brune model has a less abrupt comer frequency, and the reduced
high-frequency source contribution is compensated for by a higher Q at high frequency. If we
assume a flat source (no comer frequency), the results for Lg are nearly the same as those from .

the Mueller and Murphy [1971] model, with a slight increase in the data variance. In other
words, the assumed character of the source above the comer frequency has little influence on
the results. This merely reflects the fact that the comer frequencies are greater than 7 Hz for
most of the events. We have not explored other alternative models for the source but are
confident that the Lg attenuation results are not sensitive to the details of the source parameteri-
zation.

The Pn inversion is more sensitive to the source parameterization due to radiation pattern
effects and the increased bandwidth of the data. We used the Mueller and Murphy [1971]
model fo± all Pn inversions and expect similar results for other source models with f high-
frequency decay. It is obvious that an assumed source model with faster decay above the
comer frequency would result in a model with a higher Q to preserve the fit at high frequency.
Our results for Pn must therefore be considered relative to our assumption that the source has
f-2 high-frequency falloff.

Geometric spreading asswnptions. Assuming Lg is an Airy phase, its geometric spread-
ing in the time domain is r- 6 [Nuttli, 1973]. For time windows long enough to include the
entire dispersed wave train, the frequency domain spreading rate is r-

1/ [Street et al., 1975; ..
Herrmann and Kijko, 1983]. We have approximated Lg geometric spreading using (8) with ro  ..-

= 100 km and m = 1/2. All of the data used in this study are at ranges greater than 100 km.
Therefore ro in (8) trades off directly with inverted moment and has no effect on the QL,(D"

estimate.

The geometric spreading rate of Pn is difficult to estimate with confidence. So far, we
ha,,e assumed r -1 3 Pn spreading. In this section, we examine the results for the alternative
assumptions, r-1 (spherical spreading) and r-1 . Table 2.6 describes the resulting Pn models. •
All are required to give a range-independent S0(Lg)/S 0(Pn) ratio for our "preferred" Lg Q
model (model 2 in Table 2.4). As the Pn spreading rate increases, Qo(Pn) increases, 71
decreases, and M o increases. The range-independent value of the long-period source level ratio
can be used to extract the relative Lg excitation of explosions and earthquakes (see equation
(2.8)). The K in Table 2.6 indicates the relative excitation of Lg for explosions and earth-
quakes. For r-1 Pn spreading K > 1, which means that Lg for explosions is greater than for
earthquakes of equal moment. This contradicts empirical observations and therefore indicates
that the Pn spreading rate is greater than r-1. On the other hand, a Pn spreading rate of r-1 5

gives K = 0.10, or 10 times greater Lg for earthquakes than explosions. This factor seems too ]
large to be consistent with observations (for a review, see Pomeroy et al., [1982]). However,
the factor of 4 resulting from the r- 3 Pn spreading assumption is consistent with the empirical

35



observations. Also, r-1 3 spreading is consistent with theoretical simulations of Pn propagation
in realistic Earth models (T. C. Wallace, personal communication, 1987).

Table 2.6 Pn parameter trade-off as a function of spreading rate. .

Spreading
Rate Q0 I c log M P KC (yd

r-I 243 0.55 17.3 1.08ML + 16.93 1.25 0.0868
r- l 3  325 0.48 25.8 1.08ML + 17.59 0.27 0.0874
r- l 5  409 0.44 32.4 1.08ML + 18.01 0.10 0.0890

..
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2.9 Q for FTL and FGV spectra

Spectra computed for a fixed group velocity window may be different from those coin-
puted for % fixed tiiiic length. If the time window is not long enough to include the entire
dispersed wave train, then the apparent attenuation will exceed that of combined anelastic
absorption and geometric spreading. That is, loss of energy from the low group velocity
modes as distance increases can introduce a bias in the Q estimated from spectra computed for

a fixed time length. For example, Figure 2.11 displays vertical component recordings of a
western USSR mine blast (event 44, Table 2.1). The length of the FGV window for this range

is 52 s. It is obvious that neither 5- nor 17-s windows include all of the Lg energy at this dis-
tance. More importantly, spectra computed for a fixed time window that is sufficient to
include the entire Lg wave train at long ranges will include much more noise at short ranges
than spectra computed for a fixed group velocity window. In this section we determine the

severity of the bias in QLg(f) introduced by using short time windows. We have chosen a 17-s
window for comparison because this is a common window length used in other studies of Lg

attenuation [Hasegawa, 1985; Shin and Herrmann, 1986; Chun et al., 1987].

Table 2.7 lists our "preferred" QLg(I) values for the three time windows. The correspond-
ing Pn models (those that produce a range-independent So ratio) are also listed. Because the

Pn models do not differ significantly, the Lg models can be compared directly. The difference
between the FGV and FTL spectra is range-dependent. Therefore, the inversion results differ
in the Q estimate rather than in the derived moments. Thus, all three Q models give approxi-
mately the same relationship between moment and local magnitude.

Table 2.7 Lg Inversion results for various time windows.

Lg Time QLg(t) QPnq)

Window Q0 11 Q0 log Mo•

FTL (5-s) 350 0.41 300 0.49 1.04ML + 17.10
FI'L (17-s) 470 0.32 335 0.48 1.02ML + 17.18

FGV (3.6-3.0 km/s) 560 0.26 325 0.48 1.03ML + 17.10

Figure 2.12 compares exp(--tft/Q(i)) at 300 and 1000 km for the Qt,(f) models listed in
Table 2.7. We interpret the large difference between the results for the 5-s and FGV windows
as an indication that the short time window Q is biased by the exclusion of low group velocity ",

modes. The 17-s window produces a result very similar to the FGV window at 300 km (the
FGV window length is about 17 s at that distance), however the spectra are significantly
different at longer ranges.

In a similar study, Chun et al. [1987] estimated vertical component Lg attenuation using

both fixed window lengths and fixed group velocity windows on the same data set. Using Lg
data from the Eastern Canada Telemetered Network (ECTN), they found Q(f) = 800f 0.26 for a
fixcd time window of 17.07 s. For a fixed group velocity window of 3.61-2.6 Km/s, they
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found Q(f) = l100f0'9. Their data spanned distances of 90-867 kin, so the time windows
varied from 9.7 s to 93 s. Their results are generally consistent with ours (Table 2.7) although
their fixed group velocity range was considerably larger.

2.10 Simulation of regional wave spectra

At the simplest level, we can view our results as an accurate parameterization of the
observed spectra of regional events recorded at NORESS in terms of familiar seismological
parameters characterizing the source and range dependence of these spectra. Using these
parameters, we can "predict" the spectra for a chosen source and range and be confident that it
is correct within the well-defined uncertainty of our parameters. Our confidence, of course,
degrades if we choose a source or range outside the bounds of our Cxperience, that is, if we
attempt to extrapolate our results to situations not yet encountered.

Figure 2.13 displays predicted range-dependent Pn spectra, based on the inversion results,
for a magnitude 3.0 explosion. The relevant parameters are Q(t) = 325f 0.41, M o = 6.8 x 1020

dyn-cm (So = 17.2), f, = 10.0 Hz, and a spreading rate of r - 1.3 . Note that these predicted spec-
tra do not depend on this particular resolution of the parameter trade-offs; all models that pro-
duce essentially the same data variance give similar predictions. The Pn spectra approximately
parallel the noise curve at a distance of 400-500 km, converging with it at longer ranges and
diverging from it at shorter ranges. This behavior is also seen in average spectral density
curves constructed by Ringdal et al. [1986] using the high-frequency element of the NORESS
array.

Since our results accurately represent the observed Pn attenuation in this part of northern
Europe, it is interesting to compare them to the attenuation results used by Evernden et al.
[1986] to estimate P detection capability in the Soviet Union. Their estimates of Pn attenua-
tion in tectonically stable areas in the Soviet Union are based primarily on 1-3 Hz amplitude
data from paths in the eastern United States. They find that these data are consistent with a Pn
spreading rate of r 2 and a constant Qa of 9000. The only high-frequency data they cite to
corroborate this estimate is a single Pn spectrum recorded at a range of 190 kIn. At such short
distances, a large suite of Q models can predict the shape of the Pn spectrum, as acknowledged
by Evernden et al. [1986), who note that the frequency-dependent model Q(t) = 300f 0 .4 fits
this spectrum as well as their Q = 9000 estimate. It happens that this frequency-dependent
model is very similar to our NORESS model. Evernden et al. [1986, p.1561 reject such a
frequency-dependent Q model because "... a Qo value of about 300 introduces a sixfold depar-
ture of 1-Hz Pn amplitudes from a r-2 power law of distance between 150 and 2000 km." But
this departure is a direct consequence of their assumption that Pn is a canonical head wave
with r 2 geometric spreading. Our Q model combined with r-1.3 geometric spreading gives Pn
amplitude decay that does not deviate significantly from the r-2 amplitude falloff at 1 Hz that
is commonly observed.

Figure 2.14 compares theoretical Pn spectra computed using the attenuation model of
Evernden et al. [1986] to those computed with our results for an ML = 3.0 explosion at ranges
of 200, 500, and 1000 km. Flat source spectra were assumed. Therefore these curves provide
upper bounds on the expected high-frequency content of Pn. While the two models yield
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Figure 2.13. Predicted NORESS Pn displacement spectra at three epicentral distances for a
magnitude 3.0 explosion, based on the inversion results. The average NORESS noise was
estimated from samples taken prior to Pn for many events [Henson and Bache, 1988).
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similar results for total attenuation (spreading and anelasticity) at 1 Hz, they suggest very
different conclusions about the Pn detection capability at high frequency. For example, our
model predicts the maximum signal/noise at slightly higher than 5 Hz for Pn at 1000 km,
while the maximum signal/noise frequency for the Evernden et al. [1986] model is only
bounded by source corner frequency. Since our model accurately represents the NORESS
data, Figure 2.14 demonstrates that the results of Evernden et al. [1986] vastly overestimate
observed NORESS Pn amplitudes for frequencies above a few hertz and distances greater than
a few hundred kilometers. At 1000 km the Evernden et al. [1986] Q model overestimates the
average observed 15 Hz Pn amplitude at NORESS by a factor of 25. Thus the major conclu-
sion of Evernden et al. [1986] that detection capability would be enhanced at high frequency
(> 20 Hz) is not supported by the NORESS observations. This conclusion is independent of
assumptions about the source comer frequency or high-frequency falloff rate. That is, if the
upper mantle structure of the Russian platform is at all similar to Scandinavia, regional net-
work capability simulations produced by Evernden et al. [1986] are far too optimistic.

The capability to detect Lg is not accurately represented by spectra computed with fixed
group velocity windows. Such spectra include energy distributed in time, while signal detec-
tion is based on amplitudes in the time domain on filtered beams. In Section 4 we show that
spectra computed with short time windows at the detection time are more appropriate for
estimating Lg detection capability. Such spectra are computed by the automated signal pro-
cessing program SAIAP for 5-s windows. The Q/. resulting from the inversion of these spec-
tra has Q0 = 350 and 1 = 0.41 [Sereno et al., 1987]. Figure 2.15 displays theoretical Lg spec-
tra for the 5-s windows for an ML = 3.0 explosion at ranges of 500, 800, and 1000 km. The
relevant parameters am Q(f) = 350f0 .41 , M. = 9.8 x 10; dyn cm (So = 20.7),f, = 10.4 Hz, and
cylindrical spreading with ro = 100 km. The pre-Pn noise spectrum is plotted only for com-
parison to Figure 2.13. These are the relevant Lg spectra for estimating detection capability
but must be referenced to pre-Lg noise spectra which are complicated to describe in a simple
way. Here we simply note that the Lg spectrum reaches the noise level at a much lower fre-
quency than the Pn spectrum, while at long periods the Lg amplitude exceeds the Pn amplitude
by as much as a factor of 10. This is consistent with the well-known observation that regional
seismograms are characterized by Lg being the largest-amplitude phase and Pn having a higher
dominant frequency.

The uncertainty in the "predicted" spectra in Figures 2.13 and 2.15 is a combination of -

the uncertainty in the moment-magnitude relation and the uncertainty in the spectral estimate '.

for fixed moment. Combining variances for these two contributions, we compute the standard
deviation for our spectral estimate. This is illustrated in Figure 2.16 with the predicted Pn
spectrum at 800 km from a magnitude 3.0 explosion. The uncertainty is larger for earthquakes
due to radiation pattern effects. While the Lg spectral estimate has lower variance for fixed
moment, the variance of the Lg explosion moment-magnitude relation is larger. The result is
that the standard error in our predicted Lg spectra is about the same as the error for Pn illus-
trated in Figure 2.16.
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Figure 2.15. Predicted NORESS Lg displacement spectra at three epicentral distances for a

magnitude 3.0 explosion, based on the inversion of Lg spectra computed for fixed 5-s win-

dows. The average NORESS noise was estimated from samples taken prior to Pn for many
events [Henson and Bache, 1988].
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Figure 2.16. Predicted NORESS Pn displacement spectrum at 800 km for a magnitude 3.0

explosion, based on the inversion results. The dashed curves indicate one standard deviation '

uncertainty in the estimate. The average NORESS noise was estimated from samples taken

prior to Pn for many events [Henson and Bache, 19881.
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3. NOISE LEVELS FOR SECONDARY PHASES

Section 2 discussed Lg attenuation results obtained from the inversion of spectra over a I
to 7 Hz band. Results for fixed group velocity and fixed time length spectra were compared.
However, the inversion bandwidth was based on signal to pre-Pn (or ambient) noise. In fact,
the appropriate noise spectrum to use is the pre-Lg or Sn coda spectrum. Sn is a higher fre-
quency phase than Lg and therefore it is possible that our QL, results are contaminated at high
frequency by the presence of Sn coda [Ringdal, 1986; Chun, et al., 1987; Shin and Herrmann,
1987]. For example, Shin and Herrmann [19871 found that for distances greater than about
600 km, Lg is dominated by coda arrivals above 7 Hz. In this section we compare Lg and
pre-Lg spectra to determine the frequency at which Sn coda can be expected to influence the
Lg attenuation estimate. The bias in QLt(f) is estimated by inverting a lower-frequency band
over which we assume Sn coda does not affect the Lg spectra.

3.1 Pre-Lg spectra and Sn coda contamination

Predicting the Lg detection capability of a small regional network depends not only on a
parameterization of Lg spectra, but also on a parameterization of Sn coda spectra. That is,
even in the event that our Q results are not significantly biased by Sn coda, the detection capa-
bility must be based on a comparison of Lg signal to pre-Lg noise. However, Sn coda ampli-
tude is a complicated function of magnitude, distance, azimuth, etc. In this section, we com-
pare Lg, pre-Lg, and ambient noise spectra. In Section 4, we determine an empirical time-
domain detection capability curve that accounts for Sn coda amplitudes.

We computed pre-Pn, pre-Lg, and Lg spectra for the 24 events listed in Table 3.1. The
event locations are plotted in Figure 3.1. These events are a subset of the explosion data set
used in the inversion. Only explosions were used because they have precise locations. Explo-
sions were selected that covered a broad distance range to NORESS. The Lg spectra were
computed for fixed 5-s windows starting 0.3 s before the automatic detection time (as
described in the previous section). The pre-Lg spectra were computed in the same way with
the onset taken 5.6 s prior to the Lg detection time. The pre-Pn spectra were computed for a
5-s window taken prior to the first P detection.

Figure 3.2 plots the frequency at which the Lg and pre-Lg spectra merge as a function of
epicentral distance. In general, Lg spectra are contaminated by Sn coda for frequencies beyond
about 10 Hz at distances between 300 and 400 km and beyond 3-6 Hz for distances greater
than 700 km. Superimposed on Figure 3.2 are representative short and long range spectra.
The top curve in each plot is the Lg spectrum, the dashed curve is pre-Lg and the bottom curve
is the pre-Pn (ambient noise) spectrum. Based on typical coda decay rates, one might expect

that Sn coda contamination would be more important at short ranges. However, the rate of
decay of the Lg spectrum increases more rapidly with distance than does the rate of decay of ,,
the Sn spectrum (i.e., the apparent Q1. < Qs). Thus, although the low frequency Lg to pre-Lg
ratio is greater at large distances, the two curves merge at a lower frequency at long ranges
than at short ranges. Since more than half of the events used in the 1-7 Hz inversion described
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Table 3.1. Events used for secondary phase noise level analysis.

Event Date Time Location Type ML

1 4-30-86 10:19 59.31N 6.95E EX-BLA 2.2
2 8-14-86 14:40 59.31N 6.95E EX-BLA 2.4
3 9- 9-86 17:56 59.31N 6.95E EX-BLA 2.4
4 1-31-86 14:18 58.34N 6.43E EX-TIT 1.9
5 7-31-86 15:06 59.40N 24.60E EX-E2 3.0
6 8-13-86 15:32 67.1ON 20.60E EX-RI 2.6

7 7-16-86 11:27 59.30N 27.20E EX-E4 3.0
8 3-24-86 11:18 59.30N 27.20E EX-E4 2.5
9 7-18-86 13:42 59.30N 27.60E EX-E6 3.0

10 7- 1-86 15:28 60.70N 28.70E EX-V12 2.7
11 3-10-86 12:02 59.30N 28.1OE EX-E7 3.2
12 3-13-86 11:39 60.70N 29.00E EX-V5 2.9
13 3-27-86 12:24 59.40N 28.50E EX-E8 3.5
14 12-10-85 12:18 60.60N 29.20E EX-VI1 2.0 1

15 7-23-86 13:10 60.80N 29.30E EX-VIB 2.8
16 7-14-86 14:30 61.1ON 29.90E EX-V8 3.2
17 4-19-86 10:59 61.ION 30.20E EX-V2 2.5
18 6- 4-86 9:07 61.50N 30.40E EX-V3 3.9
19 1- 3-86 14:59 61.90N 30.60E EX-V7 2.9
20 2 -7-86 11:00 64.70N 30.70E EX-VIO 3.1
21 2-18-86 12:46 64.70N 30.70E EX-VIO 2.6

22 6-25-86 12:33 61.40N 31.60E EX-V4 2.9
23 2-23-86 6:14 67.60N 34.OOE EX-K2 3.1
24 7-14-86 15:02 69.30N 34.40E EX-K9 3.1

4p
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Figure 3.1. Map of the mine locations for explosions used to compute pre-Lg spectra. The
events are listed in Table 3. 1.
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Figure 3.2. Frequency at which the Lg and pre-Lg spectra merge as a function of epicentral "
distance for the 24 events listed in Table 3.1. Representative short and long range spectra are
plotted as insets. The top curve is the Lg spectrum, the dashed curve is the pre-Lg spectrum,%

and the lower curve is the pre-Pn noise. Sn coda contaminates the Lg spectrum above about I
10 Hz at 400 km and above 3-6 Hz at 1000 km.
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in Section 2 were at distances greater than 400 km, it is likely that the Lg Q results are

affected by Sn.

3.2 Inversion results

From Figure 3.2, we expect our QL,(f) to be affected by Sn coda beyond about 3 Hz. To

estimate this effect we inverted the FGV Lg spectra over 1-3, 1-5, and 1-7 Hz bands. Assum-
ing that Sn coda does not significantly alter the Lg spectrum at frequencies less than 3 Hz, the
difference between Q estimated over 1-3 and 1-7 Hz provides an upper bound on the bias due
to Sn coda. Table 3.2 lists the inversion results for the different frequency bands.

Table 3.2 Lg inversion results over several frequency bands.

Frequency
Band Q0 T1 log M 'P (K = 0.27) (Y

1-3 Hz 582 0.18 1.05ML + 17.70 0.0555

1-5 Hz 561 0.24 1.05ML + 17.69 0.0569
1-7 Hz 560 0.26 1.04 ML + 17.69 0.0523

In each case, the Lg model listed is consistent with our preferred Pn model, as discussed

in Section 2. Figure 3.3 plots the predicted Lg spectra for a magnitude 3.0 explosion at a
range of 1000 km based on the Q models in Table 3.2. The 1-5 and 1-7 Hz inversions give
very similar results, while the 1-3 Hz inversion produced a lower Q at high frequency. This

supports the contention that Sn coda affects the Lg attenuation estimate at frequencies greater
than 3 Hz. Of course, the different Q models in Table 3.2 may reflect the contribution of

effects in addition to those from the Sn coda. In Section 4 we show that Lg is rarely detected
with maximum signal-to-noise above 2-3 Hz beyond atout 1000 kin. Therefore, the bias in

QLg due to Sn coda does not affect our estimates of Lg detectability at these ranges.

Il
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Theoretical Lg Spectra at 1000 km n
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4. NORESS DETECTION CAPABILITY

The detection and post-detection processing of events recorded at NORESS is incor-
porated into the automated array-processing package RONAPP [Mykkeltveit and Bungun,
19841. RONAPP applies a conventional STA/LTA detection algorithm to a set of filtered
beams. A detection occurs when the STA/LTA exceeds a predetermined threshold. Thus,
regional event detection is based on time domain amplitudes observed on filtered beams. An
important application of our inversion results is the simulation of range-dependent spectra of
regional phases for events of arbitrary magnitude (Figures 2.13, 2.15-2.16). However, to use
these to estimate detection capability, it is necessary to establish a connection between
predicted signal-to-noise ratios based on the spectral modeling and the observed STA/LTA on
filtered beams. In this section, we establish this connection based on the 186 regional events
used in our inversion. We also attempt to separate the single-channel detectability from detec-
tability specific to the NORESS array configuration and beamforming so we can extrapolate to
other areas where the attenuation has been estimated. The following outlines our approach:

0 Compare observed NORESS detection statistics to those predicted based on the
inversion results.

* Express the temporal SNR used in signal detection in terms of the single channel

spectral SNR and the beam gain. This factorization permits the extrapolation to
other areas or to other station configurations. We find that we are able the express
the Pn SNR in this way, but that the relationship for Lg is complicated by disper-
sion and the non-stationarity of pre-Lg noise.

0 Parameterize pre-Lg noise as a function of frequency, epicentral distance, magni-
tude, and beam type. Express the Lg STA in terms of the array-averaged spectral
amplitudes. Use these to predict the Lg detectability based on the results of the
inversion.

4 . Compare the observed regional wave detection capability to predictions based on
our parameterization of spectra rewrded at NORESS. Their general agreement
improves our confidence in extrapolating the results based on NORESS to other
regions.

We begin with a description of the database (Section 4.1). Section 4.2 is a brief sum-
mary of detection statistics compiled for regional Pn and Lg phases recorded at NORESS. In

Sections 4.3 and 4.4 we establish a relationship between the array-averaged spectral amplitudes
used in the inversion and the time domain amplitudes recorded on the beam with maximum
signal-to-noise. We compare the independent time and frequency domain measurements of

signal-to-noise in Section 4.5 to estimate the average beam gain. In Section 4.6 we present the
results of an empirical parameterization of the observed detectability. We compare the Pn and
Lg detection capability derived from this parameterization to predictions based on our inversion
results and to estimates obtained by Ringdal [1986] for the same region.

52

,,52



4.1 Data

Detection statistics for the 186 regional events used in the inversion (Table 2.1 and Fig-
ure 2.1) were compiled from the output of the array processing program SAJAP. Figure 4.1
plots the magnitude distribution of the events used in this study. The average ML in the 250-
700 km distance range is 2.3 and between 700-1450 km it is 2.9. Of these events, 152 were
used in the Pn inversion and 160 were used for Lg. Events were excluded from one of the
inversions if the phase was not detected or if it had low signal-to-noise over the bandwidth
inverted. The second criterion does not apply to the analysis of time-domain amplitudes.
Therefore, we were able to use all 186 of the events for Pn and 170 events for Lg in our
time-domain study.

The output of SAJAP includes the STA and LTA for each detection measured on the stan-
dard beam with greatest signal-to-noise. Table 4.1 lists the standard beams used by SAIAP.
The NORESS array includes 25 short period instruments in four concentric rings with a max-
imum diameter of 3.0 kn (Figure 4.2). The weights given to each sensor in beamforming are
given in Table 4.1. Beams 1-7 and 17-20 are infinite-velocity beams, 8-16 are steered beams,

and 21-24 are horizontal beams. No more than three steering azimuths are used for a given
frequency filter. Beams 1-17 are coherent beams and 18-24 are incoherent beams. Coherent
beams are formed by delaying each channel by the proper amount determined from the steering
azimuth and velocity, summing all channels, and band-pass filtering. Incoherent beams are
formed by band-passing each channel, delaying and rectifying, and summing all channels.
Incoherent beams are particularly well-suited for detection of signals with low coherency
across the array [Ringdal, 1985b].

4.2 Detection statistics

In this section, we discuss Pn and Lg detection statistics for the events listed in Table
2.1. Table 4.2 lists the number of Pn and Lg detections on each of the beams. Since SAIAP

only outputs information for the beam with the maximum signal-to-noise ratio (SNR), the

detection statistics refer only to those beams. That is, a phase may be detected on many beams
but it is only listed in Table 4.2 under the beam with the maximum SNR. All but one of the
Pn detections are on coherent beams, whereas 68% of the Lg detections are on incoherent
beams. Excluding the steered beams, the percentage of Lg detections on incoherent beams
increases to 92%. This is consistent with the results of Ringdal [1985b] who found that for

phase velocities less than 6.0 km/s (secondary phases), the maximum SNR is almost always on
an incoherent beam.

Figure 4.3 groups the percentage of detections for each frequency filter into four distance
ranges. That is, we combine detections on different beams with the same frequency filter. As
expected for both Pn and Lg, detections from close events generally occur on a higher-
frequency beam than those from events at larger distances. For example, the maximum SNR
for Pn typically occurs at a frequency greater than 8 Hz az distances less than 400 km and

between 3-5 Hz in the 700-1000 km distance range. This is consistent with the results of
Ringdal [1985a] who found that the best SNR for Pn increased from 3-5 Hz at about 1000 km
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186 Events Used in the Generalized Inversion
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Figure 4.1. Magnitude distribution of the 186 events used in the inversion. pe
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Beam Azi Slow Filter Type Weights Threshold
AAAAAABBBBBCCCCCCCCCCCCCDDDDDDDDD
000123123451222344456777123456789
ZENZZZZZZZZZZENZZENZZZENZZZZZZZZZ

1 0. 0.00 1.0-3.0 C 100000000001100110011100111111111 4.0
2 0. 0.00 1.5-3.5 C 100000000001100110011100111111111 4.0
3 0. 0.00 2.0-4.0 C 100000111111100110011100111111111 4.0
4 0. 0.00 2.5-4.5 C 100000111111100110011100000000000 4.0
5 0. 0.00 3.0-5.0 C 100000111111100110011100000000000 4.0
6 0. 0.00 4.0-8.0 C 100111111110000000000000000000000 5.0
7 0. 0.00 8.0-16.0 C 100111111110000000000000000000000 5.0
8 0. 0.07 2.0-4.0 C 100000111111100110011100111111111 4.0
9 90. 0.07 2.0-4.0 C 100000111111100110011100111111111 4.0

10 180. 0.07 2.0-4.0 C 1-00000111111100110011100111111111 4.0
11 15. 0.07 2.5-4.5 C 100000111111100110011100111111111 4.012 75. 0.07 2.5-4.5 C 100000111111100110011100111111111 4.0
13 135. 0.07 2.5-4.5 C 100000111111100110011100111111111 4.0
14 25. 0.07 3.0-5.0 C 100000111111100110011100111111111 4.0
15 75. 0.07 3.0-5.0 C 100000111111100110011100111111111 4.0
16 125. 0.07 3.0-5.0 C 100000111111100110011100111111111 4.0

17 0. 0.00 2.0-4.0 C 100000111111100110011100000000000 4.0
18 0. 0.00 1.0-2.0 I 100000000001100110011100000000000 2.5 0
19 0. 0.00 2.0-3.0 I 100000000001100110011100000000000 2.5
20 0. 0.00 2.0-4.0 I 100000000000000000000000111111111 2.1
21 0. 0.00 2.0-4.0 I 010000000000010001000010000000000 6.0
22 0. 0.00 2.0-4.0 I 001000000000001000100001000000000 6.0
23 0. 0.00 4.0-8.0 I 010000000000010001000010000000000 6.0
24 0. 0.00 4.0-8.0 I 001000000000001000100001000000000 6.0

0
AM.

Table 4.1. Standard Beams used by SAIAP. Listed are beam number, steering azimuth and

slowness, frequency filter, beam type (coherent or incoherent), sensor weights, and detection

thresholds. The individual sensors are identified by ring (A-D), sensor number (0-9), and com-

ponent (Z, N, or E). The thresholds were determined from false alarm statistics [Kvaerna et

al., 1988a]. 0
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Figure 4.2. NORESS array configuration. The array consists of 25 short-period instruments in
concentric rings with a maximum diameter of 3 km. The array was designed for the enhance-
ment of frequencies between 1.5 and 5.0 Hz [Mykkeltveit, 19831.
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Table 4.2. Beams with maximum SNR.

Beam Pn Detections Lg Detections

1 1 2

2 2 3
3 3
4 12 -

5 15 -

6 31 -

7 56 -

8 6 2
9 8 7
10 2 1
11 4 7

12 17 4
13 - 8

14 7 5

15 18 5
16 6 5

17 - 2
18 35
19 - 40

20 1 19
21 - 7

22 - 13

23 - 1

24 - I
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Figure 4.3. Percentage of detections with the maximum SNR for each frequency filter grouped
into four distance ranges for (a) Pn and (b) Lg. The distance intervals and the number of
events for each interval are indicated on the right.
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to more than 8 Hz at local distances. On the other hand, the maximum SNR for Lg is rarely
above 4 Hz. For distances less than 800 km, Lg is usually detected on beams with center fre-
quencies between 2.5-4 Hz. At longer ranges, the maximum SNR is between 1-3 Hz.

It is possible to compare these statistics to predictions based on the results of our inver-
sion. From our Q, model and an average NORESS ambient noise spectrum [Henson and
Bache, 1988], we can predict the frequency of the maximum SNR as a function of distance.
Of course, the prediction also depends on our estimate of source corner frequency. Figure 4.4a
plots the predicted frequency of the maximum SNR as a function of distance based on our Pn
inversion results. Between 250-700 km, we use a value for seismic moment consistent with
ML = 2.3 (the average magnitude in this distance range) which gives a source comer frequency
estimate of 17.7 Hz. For ranges between 700-1450 km we use ML = 2.9 and fc = 10.8 Hz.
Overall, there is good agreement between the predictions and observations (compare Figures
4.3a and 4.4a). For example, at ranges less than 400 km the model predicts Pn detection on
the highest-frequency beam, which is consistent with the observations. However, between
400-700 km more detections are observed between 3-5 Hz than would be suggested by the
model. Since most of these detections are on steered beams, a likely explanation is that the
SNR gain introduced by steering to the event azimuth exceeds the SNR advantage at higher
frequency. Beyond 700 km there is adequate agreement between the observed and predicted
frequency of the maximum SNR. Since at large distances the frequency of the maximum SNR
(4-5 Hz) is considerably lower than the source corner frequency, it follows that it is controlled
by path attenuation rather than characteristics of the source spectrum.

The corresponding analysis is not possible for Lg since we don't have a parameterization
of the pre-Lg noise spectrum. However, because the Lg spectrum decays much more rapidly
than the Pn spectrum, we expect the frequency of the maximum SNR to be lower for Lg than
for Pn. Figure 4.4b plots the predicted frequency of the maximum SNR using the Lg inversion
results for 5-s windows and the ambient noise spectrum. As long as the pre-Lg spectrum
decays at a rate less than or equal to the rate of decay of the ambient noise spectrum, we can
use the ambient noise to predict an upper bound on the frequency of the maximum SNR for
Lg. At large distances this is only true for frequencies less than about 4 Hz (for example, see
the lower inset in Figure 3.2), where the slope of the ambient noise spectrum is considerably
steeper than at higher frequencies. Since the predicted frequency of the maximum SNR
beyond about 800 km is less than 4 Hz, it is reasonable to consider it an upper bound. At
these longer ranges there is satisfactory agreement between the predictions and observations
(compare Figures 4.3b and 4.4b). However, at short ranges (< 300 kin) the model predicts the
maximum SNR at a higher frequency than is observed. This is not surprising since at these
ranges the pre-Lg spectrum generally decays less rapidly than the ambient noise spectrum over
the entire 0.5-20 Hz band (for example, see the upper inset in Figure 3.2) and Figure 4.4b is
simply an upper bound on the frequency of the maximum SNR. Note that the predicted shift
to lower frequencies between 600-800 kn in Figure 4.4b is largely controlled by the curvature
of the ambient noise spectrum and is therefore without much physical significance.

Steered beams. Table 4.3 lists the number of Pn and Lg detections as a function of beam
center frequency. The number of detections on steered beams is shown in parentheses. Pn
detections on steered beams constitute 70% of all Pn detections over the frequency band
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covered by the steered beams. This is consistent with the results of Kvaerna and Mykkeltveit
[1986] who found significant improvement in beam gain for steered beams for frequencies
greater than 2.5 Hz. Figure 4.5a plots beam number versus epicentral distance for Pn. There
are very few Pn detections on steered beams at distances less than about 600 kIn. This is not ow
surprising because there are no steered beams with center frequencies greater than 4 Hz, and at
shorter ranges the frequency of the maximum SNR is considerably higher than this (Figure
4.4a). Figure 4.5b displays beam number versus event-to-station azimuth. The steering
azimuths of Leams 8-16 are shown as horizontal tic marks. Most of the Pn detections on
steered beams were from events at azimuths close to thw steering azimuth.

Table 4.3. Number of detections as a function of beam center frequency.
(Detections on steered beams in parenthesis)

I

Center Frequency Pn Detections Lg Detections

1.5 35
2.0 1 2
2.5 2 43
3.0 17(16) 54(10)
3.5 33(21) 19(19)
4.0 46(31) 15(15)
6.0 31 2
12.0 56 -

p

Lg is detected on steered beams (or coherent beams in general) only at short epicentral
distances (Figure 4.6a). All of the Lg detections on coherent beams above a filter center fre-
quency of 3.0 Hz are on steered beams. SAIAP does not include a high-frequency incoherent
beam, so at distances where the maximum SNR is greater than 3 Hz, the Lg detection often
occurs on a coherent beam. Note that the higher frequency Lg detections are nearly
exclusively on steered beams even though the steering azimuth is not close to the event-to-
station azimuth (Figure 4.6b). This is simply because the steered beams use a larger array
aperture (AO, B, C, and D rings) than the infinite velocity coherent beams.

62



I

1400 10 E

~1200 -l~ 0

a 800 E l

E 600 ' 
[  H ";

4 00 1-2

Beam Number

350 ' lP

300 -E 0 gElC)P9 Steered Beams;
250 P'

-C0
(b) ~ 200 El

(b EEDDl
N 150

El _100 [] ,-

50 13 lEl El

0 EI

4 8 12 16 20

I.

Beam Number

Figure 4.5. Beam with the maximum SNR for Pn as a function of (a) distance and (b) event-
to-station azimuth. Beams 8-16 are steered beams, the other Pn detections are on infinite velo-

city beams (Table 4.1). The small tic marks in 4.5b are plotted at the bean. teering azimuths.

63

< , ,...

100 [] IV f P f-'-' Paao p'



1400 ,

,- 1200 :Steered Beams!

8 1000 E , oP

(a) n

6 000
-C

o 400 q 0J, 0

200 ~

I I

0 5 10 15 20 25
Beam Number

.4

350 -Steered Beams,

300 - "

0 :00 Do,

, C H ,

200 E

() E -0

N150 5 1
C

100 -0 0 C jC

50 C

0 do

0 5 10 15 20 25
Beam Number

Figure 4.6. Beam with the maximum SNR for Lg as a function of (a) distance and (b) event-

to-station azimuth. Beams 8-16 are steered beams. The small tic marks in 4.6b are plotted at

the beam steering azimuths.

64

4, - 4 Io-- - - - -, -Io
n ',o o [



4.3 Noise spectra and LTA

Qualitatively, the LTA (long term average) is a measure of the rms amplitude on a
filtered beam averaged over about 30 s prior to a detection. The LTA is updated every 0.5 s
and at the ith 0.5 s interval is expressed as

/-I

LTAi = (1 - 2-5)-' LTA, + , 2- (1 - 2-5)-' STAi_ _ (4.1)
k=l

where STA (short term average) is the absolute amplitude averaged over a I s window and
updated every sample. For large i, the first term goes to zero (e.g., after -30 s the LTA is not
sensitive to its starting value) and the LTA is simply expressed as a weighted sum of past . -

STAs. The weighting function is shown in Figure 4.7.

There is a simple relationship between the rms amplitude of random noise and its power
spectral density [e.g. Aki and Richards, 1980; p. 493]. From Parseval's theorem

Ar, = (2 PSD Af /2  (4.2) ,*

where Af is the bandwidth and PSD is the power spectral density. This equation assumes that
the PSD is flat over the bandwidth Af. The LTA is an approximate measure of the rms noise
amplitude on a filtered beam and should be approximately related to the PSD of the beam by
(4.2) where Af is the filter bandwidth.

4.3.1 Pn noise. To test the applicability of (4.2) to pre-Pn (or ambient) noise, we com-
puted spectra of i!,filtered beams over various sub-arrays. Figure 4.8 compares the average
noise spectra recorded on unfiltered beams over the four sub-arrays used in the standard beams
to the average single-channel noise spectrum (Henson and Bache, 19881. For frequencies less
than about 4 Hz the noise level is significantly reduced by including the two outer rings of the
array. In particular, the beam including sensors on only the C and D rings gives better noise i
suppression than can be achieved using the whole array [Kvaerna and Mykkeltveit, 1986]. .
However, beyond 5-6 Hz only marginal improvement in noise suppression can be achieved by I.,.

including the outer rings. Superimposed on the spectra are the squared LTAs divided by 2Af-
for the 186 Pn detections. For all but the highest-frequency beam, the LTAs are corrected for
the instrument response and plotted at the filter center frequency. For these beams, the Pn-
LTAs are approximately related to the beam noise spectra via (4.2) at the beam center fre-
quency. However, the LTAs measured on the 8-16 Hz beam are consistent with (4.2) at a fre-
quency of about 10 Hz. This is an important distinction for detection capability assessment.
This implies that the temporal SNR cannot be predicted based on a spectral parameterization of
the signal and the noise at the same frequency unless narrow band filters are used in beam-
forming. Otherwise the dominant signal frequency may exceed the the dominant noise fre-
quency within the filter bandwidth. This is discussed in more detail in Section 4.6.

Figure 4.9 plots the noise suppression spectrum defined as the ratio of the beam power V
spectrum to the array-averaged single-channel power spectrum [Fyen, 1986]. The dashed lines
indicate a power ratio of I/N where N is the number of elements used in beamforming. The
four plots are for the different sub-arrays. In general, we find that at least I/N noise
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Noise Spectra and LTA
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Figure 4.8. Average NORESS ambient noise power spectral density. The array-averaged
single-channel spectrum is from Henson and Bache [19881. The beam spectra are averages of

10 noise samples calculated for the various sub-arrays. All spectra are corrected for the instru-

ment response. The squares are Pn-LTAs divided by 2Af for 186 events.
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Figure 4.9. Noise suppression spectra for coherent beams formed over four sub-arrays. These
spectra were computed as the ratio of the average beam spectra and the single-channel spec-
trum displayed in Figure 4.8. The dashed line is plotted at a power ratio of I/N where N is the
number of elements used in beamforming. Note that for the BC and CD rings considerably
better than I/N noise suppression is achieved over a limited frequency band [Fyen, 1986].
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suppression (l'1N in noise amplitude) is achieved over the frequency band used for each of the
sub-arrays. However, the signals are also suppressed by beamforming, and this must also be

considered in establishing the frequency-dependent beam gain.

4.3.2 Lg noise. The inversion results provide an accurate parameterization of single-

channel Lg signal spectra as a function of magnitude, distance, and frequency. We also have a-.",

stable average for the single-channel ambient noise spectrum at NORESS. However, the pre-
Lg noise consists of ambient noise, Pn coda, and Sn coda. Therefore, we do not expect a sim-
ple relationship between Lg-LTA and the ambient noise spectrum. For example, Figure 4.10

plots the squared LTAs for Lg divided by 2Af and the average noise power spectral density of

beams calculated over the sub-arrays appropriate for Lg detection. Of course, the time-domain
noise levels for Lg are considerably higher than those predicted by (4.2) using the ambient
noise power spectral density. The large scatter in the LTAs for a given frequency is caused by
a magnitude dependence in the Sn coda amplitude, as will be discussed below.

Since we don't have a spectral parameterization of single-channel pre-Lg noise, it doesn't

make sense to try to relate temporal and spectral amplitudes as was done for Pn. Therefore, in
this section we simply parameterize the observed Lg-LTAs. The pre-Lg noise is dominated by

Sn coda and, therefore, we expect that it may depend on magnitude, distance, frequency, and

beamforming. Specifically,

* Magnitude. The Sn amplitude increases with increasing magnitude, therefore the
Lg-LTA should also increase with increasing ML. This is particularly true at short

ranges (< 200 kin) where the difference in travel time between the Lg and Sn
phases is small.

* Distance. The Lg-LTA is expected to decrease with increasing epicentral distance

as it emerges later in a decaying Sn coda.

" Frequency. The Lg-LTA decreases with increasing frequency because the Sn coda,
Pn coda, and ambient noise spectra all decay with frequency. I-X

* Beamforming. Lg is detected on both coherent and incoherent beams (Table 4.2).

The noise suppression on incoherent beams is less than that on coherent beams due

partly to the number of array elements used in beamforming, and partly to the :4-

correlation lengths of the Sn coda. Therefore, we expect the Lg-LTAs on coherent

beams to be lower than those on incoherent beams.

Considering these factors, we parameterize the Lg-LTA as
. . .t

I

log (LTA) = A0 + lr)ML + d(r) + F(f) + b (4.3)

,r
where the functions (r), d(r), F(f), and b are empirically determined using LTA measurements %
from 170 events. The function T(r) describes the magnitude dependence of the Lg-LTA. At

close ranges it is expected to have a value near one and it should decrease with increasing dis-
tance since the time separation between Lg and Sn increases. The function d(r) describes the

reduction in the Lg-LTA with distance due to the decay of the Sn coda amplitude. The fre-
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quency dependence of the LTA is represented by the term F(j), and b is a constant that
depends on beam type (coherent or incoherent).

Figure 4.11 plots Lg-LTA versus NORESS local magnitude in two separate distance
ranges. Since Lg is most frequently detected on incoherent vertical beams, we will reference
all quantities in (4.3) to measurements made on that beam type. For ranges less than 700 km,
the best-fitting straight line to log(LTA) as a function of magnitude has a slope near 0.8 for
both incoherent vertical beams (circles) and coherent beams (squares). For incoherent beams at
ranges less than 700 km the best-fitting straight line is

log (LTA) = 0.8ML - 2.27 (4.4)

The incoherent vertical beams used in (4.4) have frequency filters between 2-4 Hz. Comparing
to (4.3) we set Ao = -2.27, y = 0.8, d(<700 kin) = 0, F(2-4 Hz) = 0, and b(incoherent beams)
= 0. Since the slopes for coherent and incoherent beams are nearly the same and the center
frequencies are all greater than 2 Hz, the difference in their intercepts gives b(coherent beams)
= -.78.

At larger distances, y was found to be only slightly less than 0.8. Therefore, for this dis-
tance range we simply use 0.8 but note that at ranges greater than about 1200 km the magni-
tude dependence is expected to decrease. For ranges greater than 700 kIn, almost all of the Lg
detections are on incoherent beams. The triangles in the lower plot of Figure 4.11 are for Lg
detections on the lowest-frequency beam (1-2 Hz) and the circles are for detections on higher-
frequency beams (2-4 Hz). For fixed magnitude, distance, and beam type, the lower-frequency
log(LTA) is greater than than that at higher frequency by 0.62. Since we set F(2-4 Hz) = 0,
this implies F(1-2 Hz) = 0.62. Considering only the 2-4 Hz incoherent beam measurements at
fixed magnitude, there is a vertical offset of 0.65 in log(LTA) between measurements made at
ranges less than 700 km and those made at ranges greater than 700 km. Thus, using d(<700
kin) = 0 gives d(>700 kin) = -0.65.

In summary, we express log(LTA) as a function of magnitude, distance, frequency, and
beam type using (4.3) with:

Ao = -2.27

-(r) = 0.8

d(r) = 0 r<700km
= -0.65 r>700km

F(t) = 0 f> 2 Hz (4.5)

= 0.62 f<2Hz
b = 0 Incoherent Beams

= -0.78 Coherent Beams

where the LTA is measured in nanometers. We note that y is expected to decrease with dis-
tance beyond about 1200 km and that d(r) should vary smoothly with distance. However, the
data used in this analysis do not permit finer resolution of these parameters.
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Figure 4.11. Lg-LTA versus NORESS local magnitude for distances < 700 km (top) and >

700 km (bottom). The triangles are detections on the lowest-frequency incoherent beam (18).

The circles are detections on higher-frequency incoherent beams (19-20). Asterisks denote

detections on horizontal beams (21-24) and the squares are Lg detections on coherent beams.

The LTAs have been corrected for the instrument response at the filter center frequency.

72

,.,L'.vv::.',',',..'':.:,a :c _;'r,','.,?..,,'; "b ?....-"-...-".:'--'.'-,....-''-:' .'-C;



4.4 Signal spectra and STA

The spectra used in this study are those automatically computed by SA/AP for each
detected phase. They are computed for a 5-s window starting 0.3 s before the detection time
on the vertical component and are noise-corrected and averaged across the array. In this sec-
tion, we examine the relationship between these spectral amplitudes and the time-domain STA
(short term average) amplitude on a filtered beam. The STA is defined as the average absolute
amplitude in a 1-s window measured on the beam with the maximum SNR and is updated
every sample.

4.4.1 Pn signal. As a rough approximation, the amplitude of a wavelet is the product of
the amplitude spectral density and the bandwidth [Aki and Richards, 1980; p. 492). That is, if
the spectral density is purely real and equal to a constant F over Af, then the peak time-domain
amplitude is equal to 2 Af F. Since the STA is a measure of the average amplitude, we
express it in terms of the amplitude spectral density of the beam as

STA = Aa(fo) A (o) (4.6)

where fo is the filter center frequency, Af is the filter bandwidth, AB is the amplitude spectrum
of the beam, and 5 is a correction term to account for dispersion. If all of the energy in the
bandwidth Af arrives at the same time then 8 = 1, otherwise 5 < 1. Since Pn is not strongly
dispersed, we e:-pect 8 to be close to 1.

To estimate the function 8, we compare Pn beam spectra to the STAs for 10 events with
various magnitudes and epicentral distances (Table 4.4). The STA is corrected for the instru-
ment response at the filter center frequency of the detecting beam.

Table 4.4. Events used to calculate beam spectra.

Event Date Time Location Type ML

1 10-31-85 14:11 60.70N 29.OOE EX-V5 2.8
2 11-14-85 10:44 62.70N 17.76E EQ 2.5
3 11-14-85 12:52 60.70N 28.70E EX-V12 2.9
4 1-31-86 14:17 58.34N 6.43E EX-TIT 1.9
5 3- 5-86 13:02 57.20N 7.OE EQ 1.8
6 4- 4-86 22:42 70.86N 8.91E EQ 3.4
7 4-30-86 10:19 59.31N 6.95E EX-BLA 2.2
8 7- 1-86 15:28 60.70N 28.70E EX-V12 2.7
9 7- 8-86 13:09 59.30N 27.20E EX-E4 2.7

10 11-13-86 8:00 58.17N 8.10E EQ 1.8
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Comparing the STAs to the beam spectra at fo gives an average value for 8 of 0.7. For
example, Figure 4.12 shows the beam spectra for the events listed in Table 4.4. Each spectrum

is labeled by the sub-array used in beamforming. The small dot on each spectrum is the quan-
tity STA/(Af 8) for 8 = 0.7, plotted at the center frequency of the beam. Although this analysis
is restricted to a small data set, it indicates that for Pn there is a consistent value of 8 that
relates the time-domain amplitudes and the amplitude spectral density (equation 4.6).

Equation (4.6) relates the STA and the beam spectrum. However, the inversion was
applied to array-averaged single-channel spectra. Therefore, to use the derived attenuation
model we need a relationship between the beam spectra and single-channel spectra. While
beamforming produces close to ; noise suppression (Figure 4.9), it also suppresses uncorre-
lated high-frequency signal energy. In Section 4.5 we will estimate the beam gain (defined as
the ratio of the signal loss and noise suppression) to convert from single-channel to array
detection capability.

4.4.2 Lg signal. Since Lg is a dispersed signal with a rapidly decaying spectrum, the
assumptions involved in deriving (4.6) are invalid for this phase. Furthermore, Lg is detected
on both coherent and incoherent beams, and these have quite different relationships between
temporal and spectral amplitudes. Therefore, for Lg we will simply determine an empirical
relationship between the array-averaged spectral amplitudes and the STAs.

Figure 4.13 plots the ratio of the STA and the array-averaged spectral amplitude at the
filter center frequency. The mean value of the ratio is 0.32 for coherent beams, 1.02 for the
lowest-frequency incoherent beam (1-2 Hz), and 1.13 for the higher-frequency incoherent
beams (2-4 Hz). Since Lg is rarely detected with the maximum SNR on a horizontal beam, we
only consider vertical beams in this section. Note that we do not observe any magnitude or
range dependence in this ratio. This implies that the inversion results for the 5-s window Lg
spectra adequately account for the magnitude and range dependence of the STAs.

Figure 4.13 suggests that we can predict the STA for an event of arbitrary distance and
magnitude by simply dividing the predicted Lg spectrum for a 5-s window by a constant that
depends only on the detecting beam. To verify this, we define the function

B(r) = logALg(fr) - 1.16ML = 17.51 + log K G(r,rO)exp(-xft/Q(ff)] (4.7)

using (2.1) and (2.4)-(2.7). ALg(fr) is the array-averaged Lg spectrum computed for 5-s win-
dows. The moment-magnitude relationship (Log M, = 1.16ML + 17.51) is that derived from
the inversion of these spectra [Sereno et al., 1987]. B(r) is plotted in Figure 4.14 for frequen-
cies between I and 5 Hz. The individual points are the STAs corrected for beam type. The
STAs were divided by the ratios determined from Figure 4.13 (listed in the previous para-
graph). In general, there is good agreement between the array-averaged spectral amplitudes
and the beam-corrected STAs.
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Figure 4.12. Pn beam spectra for the 10 events listed in Table 4.4. Each spectrum is labeled
by event number and the sub-array used in beamforming, The small dot on each spectrum is
STA/(Af8) for 8 = 0.7. 75
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tions on beams 19-20 (2-4 Hz). The mean ratio bounded by one standard deviation is plotted

for each beam type.
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Lg-ST/..; corrected for the beam type. Note that there is good agreement between the

amplitude-distance curves derived from the inversion and the observed time-domain ampli-
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4.5 Beam Gain

Our primary objective here is to determine the relationship between the single-channel
spectral amplitudes and the time domain amplitudes measured on filtered beams. In particular,
we want to predict the STA/LTA as a function of distance, magnitude and frequency based on
a parameterization of array-averaged spectra. To do this, we must address two separate issues.
One is the relation between temporal and spectral amplitudes on filtered beams, and the other

is the relation between beam spectra and single-channel spectra. In Sections 4.3.1 and 4.4.1
we addressed the first issue by expressing the Pn LTAs and STAs in terms of the beam spec-
tral amplitudes. In this section we investigate the second issue which involves the determina-
tion of the frequency-dependent beam gain.

Using (4.2) and (4.6), the temporal SNR measured on a filtered beam can be expressed as

SNR = STA- AB( ) - 1(4.8)
LTA NB(I)

where the subscript B identifies beam spectra, A is the signal spectrum, N is the noise ampli-
tude spectrum, and T is the time length used in the noise spectrum estimate (in this case, 5 s).
We define the frequency-dependent beam gain as the ratio of the spectral SNR on the beam
and the single-channel SNR. Specifically,

G(f) =B)NU (4.9)A(f)/N(f)

where A(f) and N(j) are single-channel signal and noise spectra. Combining (4.8) and (4.9) we
can express the time-domain SNR measured on a filtered beam in terms of the SNR of array-
averaged single-channel spectra. Specifically,

_T A2I0- :%SNR=S - = A G()T (4.10)
LTA P1(f) [2

The only term in (4.10) that we have not estimated is the beam gain, G(j). From the observed
SNR, and our value for 8 of 0.7 we can determine the average beam gain by rearranging (4.10)

GO') = SNR,

The frequency used in (4.9) is the filter center frequency, except for the highest-frequency
beam where we use 10 Hz to calculate the noise spectra (Section 4.3.1) and the filter center
frequency to calculate the signal spectra. Figure 4.15 plots the G(f) for the four combinations

of sub-array and filter bandwidth typical for Pn detections. The mean gain for each beam type
is shown as the solid horizontal line. Table 4.5 summarizes the beam gain results.
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Table 4.5. Beam gain.

Sub-array Beam Numbers Frequency Af Detections ' NK <G> a

AO-BCD 8-16 2.0-5.0 2.0 68 4.7 4.45 7.18
A0-BC 4-5 2.5-5.0 2.0 27 3.6 3.68 3.82
AO-AB 6 4.0-8.0 4.0 31 3.0 1.31 0.46
AO-AB 7 8.0-16.0 8.0 56 3.0 0.98 0.48

For beams with center frequencies below 5 Hz, the beam gain is close to 'hN. However,
the gains at higher frequency are near unity. This is consistent with regional beam gain spectra
displayed by Mykkeltveit et al. [1985]. Note that the NORESS array was designed to enhance
signal frequencies in the range 1.5-5.0 Hz (Mykkeltveit, 19831. Thus, it is not surprising that
the array does not offer enhanced SNR at higher frequencies. This simply means that the sig-
nal and the noise are both uncorrelated over the sut-array used in beamforming.

The gains listed in Table 4.5 depend on the value of 8, which is constrained by a rela-
tively small dataset. To provide independent support for our gain estimates, we calculated 'p.

beam gain spectra using (4.9) for the 10 events listed in Table 4.4. These are plotted in Figure
4.16. The solid horizontal line indicates a gain of one and the dashed horizontal line is plotted
at irN. In general, the beam gain approaches I for frequencies less than 5 Hz, but for fre-
quencies greater than 8 Hz the array offers very little improvement in signal-to-noise. The P
consistency of the beam gains listed in Table 4.5 with those in shown Figure 4.16 and those
given by Mykkeltveit et al. [19851 provides independent support for our estimate of 8.
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Figure 4.16. Beam gain spectra for Pn defined by (4.9) for the 10 events listed in Table 4.4.

Solid horizontal lines indicate a gain of one and the dashed lines are plotted at %W. The signal

and noise spectra were smoothed over 2 Hz prior to taking their ratio. The event numbers N
refer to Table. 4.4 and each event is labeled by the sub-array used in beamforming.
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4.6 Detectability

In the previous section we derived an expression for the SNR measured on a filtered
beam in terms of the array-averaged spectral amplitudes used in our Pn inversion. In Section
4.4.2 we found a relationship between the STA and the array-averaged spectral amplitudes for
Lg, and in section 4.3.2 we developed an empirical parameterization of Lg-LTA. Therefore,
for a given magnitude and distance we can predict the frequency-dependent SNR for Pn and
Lg based on our inversion results. In this section we estimate the NORESS detection capabil-
ity directly from time-domain amplitudes and compare the results to the predictions based on
our Q model.

The automatic detection of a seismic signal occurs when the STA/LTA exceeds a
predetermined threshold. Since the beam thresholds are determined from false alarm statistics,
dividing by the threshold provides a common basis for comparing the SNR measured on
different beams [Kvaerna et al., 1988a]. We define the detectability, D(r), as

D(r) = log -j] _ ML (4.12)

where SNR, is the maximum STA/LTA for all detecting beams, th is the beam threshold, and a
is chosen such that D(r) does not depend on the source. The value of at is close to one for Pn
but much less than one for Lg because both the STA and the LTA depend on ML. Assuming
that both signal and noise are log normally distributed, the probability of detecting wave k
from source j is

aDk(rj) + a MLj
jk = J (4.13)Uk

where O(x) is the Gaussian cumulative distribution function [e.g., Abramwitz and Segun,
1964; p. 931] and Ck is the standard deviation of the detectability function. Of course, this is
only a valid interpretation of (4.13) if a ML adequately represents the source contribution to -

the SNR. That is, if a is frequency-independent then (4.13) represents the probability of detec-
tion below the source comer frequency.

4.6.1 Pn Detectability. Figure 4.17 plots the observed Pn detectability defined by (4.12)
with a = 1.0. Only explosions are used because the earthquake detectability can be biased by
the unknown radiation pattern. That is, it is not possible to determine an a for earthquakes
that effectively removes the source contribution to the SNR. We also excluded events with
ML >- 3.0 that were detected on one of the two highest-frequency beams (beams 6 and 7, Table
4.1) because their comer frequencies are expected to be within the filter bandwidth. The loga-
rithmic decay of the Pn detectability is approximated by 4

D(r) = 3.42 - 1.93 log r (4.14)

where the coefficients were obtained by least-squares. This is plotted in Figure 4.17 bounded
by one standard deviation (Y = 0.31). t'he observations are plotted with different symbols
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Figure 4.17. Pn detectability defined by (4.12) with a - 1.0 for 102 explosions. Seven events

were excluded with ML 3.0 because their corner frequencies are expected to be within the

filter bandwidth. Different symbols are used depending on event magnitude. The curve is the

logarithmic parameterization of D(r) bounded by one standard deviation. Since the event mag-

nitudes are well-distributed about the parameterized detectability, we conclude that o 1.0

adequately represents ti e source scaling for these events. I
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according the event magnitude. If the source contribution is effectively removed then the

detectability should not depend on magnitude, provided the measurements are taken below the
comer frequency. However, if cc is too large then the detectability will decrease with increas-
ing magnitude and a value that it is too small will produce the opposite magnitude-dependence.
Table 4.6 examines the magnitude-dependence of the detectability as a function of a. Listed

are the average magnitudes of events above and below the logarithmic parameterization of D(r)
in each of two distance ranges. The number of events in each category is given under the

column heading N. The explosion moment-magnitude relation derived from the inversion
gives a = 1.08. However, Table 4.6 shows that this a gives an average magnitude above D(r)

that is about 0.1 lower than that below D(r) for ranges greater than 700 km (suggesting that oa
= 1.08 is too large). Setting a = 1.0 reduces the magnitude-dependence of D(r) at long ranges
without increasing it at shorter ranges. Since this value of a is consistent with theoretical
explosion source scaling models and only slight improvement in reducing the magnitude-
dependence of D(r) at long ranges is offered by a = 0.9, we use a = 1.0 for the Pn detectabil-

ity.

Table 4.6. Pn detectability.

< 700 km > 700 km

above D(r) below D(r) above D(r) below D(r)
a D(r) o N <ML> N <ML> N <ML> N <ML>

1.08 3.55-2.05log(r) .32 19 2.20 12 2.09 32 2.83 39 2.94
1.00 3.42-1.93log(r) .31 19 2.20 12 2.09 34 2.88 37 2.91

0.90 3.26-1.78log(r) .31 19 2.21 12 2.08 34 2.90 37 2.89
0.80 3.09-1.62log(r) .31 18 2.26 13 2.02 35 2.93 36 2.86

The 50% magnitude detection threshold for Pn based on (4.14) with a = 1.0 is 1.6 at 400

km and 2.4 at 1000 km. Our results compare favorably to those of Ringdal [1986] who
estimated Pn detection capability by comparing the NORESS detections to bulletins produced

by local seismic networks in Fennoscandia. He obtained a 50% detection threshold of ML =
2.3 between 700 and 1400 km. Since the two methods differ markedly, their agreement pro-
vides support to our parameterization of Pn detectability.

The method described above provides simple and accurate estimates of the Pn detectabil-

ity of regional arrays equipped with automatic array-processing software. Another question is
how to extrapolate these results to other areas of estimated attenuation. For example, how
would the NORESS array performance change if it were placed in a region of lower Pn

attenuation? To answer this question it is necessary to relate the observed temporal SNRs to
the single-channel spectral SNR for which we have a parameterization in terms of Pn attenua-

tion. In section 4.5, we derived such a relation. That is, using our spectral parameterization of

the single-channel spectrum A(/) and the average noise spectrum N(f), we can predict the
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detection capability of specific beams using (4.10). In this section we compare these predicted
values with the observed detection capability.

The predicted SNR is computed using (4.10) with 5 = 0.7, the beam gains listed in Table
4.5, a noise window length T = 5 s, and the filter bandwidths listed in Table 4.1. The detecta-
bility is estimated by dividing the predicted SNR by the beam threshold and subtracting cc ML.
For frequencies less than the source comer frequency the logarithm of the array-averaged sig-
nal spectrum, A(J), can be expressed as

log A(fr) = a ML + B(r) (4.15)

where

logM o  Cc M L + I

B(r) = + log G(r,ro) exp(-tft/Q()) I  (4.16)

As discussed in Section 2, a suite of Pn models produce data variances that differ by only a
few percent. In this section we found that a = 1.0 effectively removed the magnitude-
dependence of the detectability function. Therefore, rather than using the "preferred model" of
Section 2, for comparative purposes we select the Pn attenuation model consistent with a =

1.0. Note, however, that nearly equivalent results for detection capability are obtained using
the "preferred model" and a = 1.08. The relevant Pn parameters for a = 1.0 are I = 17.64 and

Q(f) = 435f 0"42. The other terms in (4.16) are the same as those discussed in Section 2. Com-
bining (4.10), (4.12), and (4.15), the predicted detectability can be written as

D(r) = B(r) - logN() + log [G (T Af/2) 12 ] - logth (4.17)

where the amplitude-distance function B(r) is calculated at the filter center frequency and N(])
is obtained from the average NORESS ambient noise computed for a 5 s window [Henson and
Bache, 1988]. The noise is evaluated at the filter center frequency, except for the highest-
frequency beam (beam 7) for which we use 10 Hz (Section 4.3.1). Note that the predicted Pn
spectrum at ranges less than 700 km decays less rapidly than the noise spectrum beyond 8 Hz.
This suggests that the Pn detection capability of beam 7 could be improved by filtering at
higher frequency. This is confirmed by Kvaerna et al. [1988b] who compiled detection statis-
tics for events in western Norway. Most of their events were at ranges less than 450 km.
They found that 60% of their Pn detections occurred with the maximum SNR on a 10-16 Hz
beam while only 4% occurred on the 8-16 Hz beam.

Figure 4.18 compares the predicted and observed Pn detectability for events with the
maximum SNR on beams 4, 5, 6 and 7. Although the predicted frequency of the maximum
SNR is greater than 10 Hz for distances less than 800 km (Figure 4.4), the predicted frequency
of optimal detectability is much less than this. This is because the SNR advantage at high fre-
quency is erased by a lower beam gain. As a result, our model predicts greater detection capa-
bility on beams 4 and 5 (2.5-5 Hz) than on the higher-frequency beams for ranges greater than
about 400 km. Considering uncertainties in beam gain, 5 and the appropriate dominant
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Figure 4.18. Comparison of predicted and observed Pn detectability for beams 4-7. The
observations are plotted with different symbols depending on beam number. l3eams 4 and 5
are formed over the AO-BC sub-array and beams 6 and 7 are formed over AB (Figure 4.2). r.The frequency filters applied to beams 4-7 are 2.5-4.5 Hz, 3.0-5.0 Hz, 4.0-8.0 Hz, and 8.0-16.0Hz respectively. The predicted detectability curves are labeled by beam number.
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frequency for a given detection, the model does an adequate job of predicting the detectability
of specific beams. However, the model is inadequate for predicting which beam should pro-
vide the greatest SNR at a given distance. For example, the predicted detectability of beam 4
exceeds that of beams 6 and 7 by a factor of 3 between 800-1000 km. However, the observa- S

tions show that there are as many Pn detections on beams 6-7 as there are on beams 4-5 in this
distance range, even though the SNRs are consistent with the model. A likely explanation for : WK

the inconsistency is that spectral modulation caused by ripple-firing with delays between 150-
250 ms consistently suppresses amplitudes less than 4-5 Hz for mine blasts [Baumgardt and
Zeigler, 1987]. In many cases our Q model correctly predicts the high frequency (> 5 Hz) Pn
amplitude of these events, but overestimates the spectral level between 2-5 Hz (Appendix A).
Since the time lags that produce 4-5 Hz spectral modulations are consistent with the destructive
interference of multiple explosions, we interpret this as an unmodeled source complexity rather
than a path effect. This would argue that the Pn detection capability of mine blasts at long
ranges is overestimated by our model. If this interpretation is correct, it also implies that our
empirical D(r) underestimates the detection capability for sources with uncomplicated time his-
tories.

4.6.2 Lg detectability. Both the signal and noise levels for Lg depend on magnitude.
Therefore, the a that removes the ML dependence from the detectability is equal to the
difference in slopes of the log moment-magnitude and log LTA-magnitude relations. From the
results of Section 4.3.2, we expect that the appropriate value of a is close to 0.2. Figure 4.19
plots the observed Lg detectability for a = 0.2. We include both earthquakes and explosions
since Lg amplitude is relatively insensitive to source radiation pattern. The logarithmic decay
of the Lg detectability for a = 0.2 is approximated by

D(r) = 1.42 - 0.64 log r (4.18)

where the coefficients were obtained by least-squares. This is plotted in Figure 4.19 bounded
by one standard deviation curves (a = 0.12). The observations are plotted with different sym-
bols depending on the event magnitude. Note that for this value of a there is no obvious mag-
nitude dependence in D(r).

Figure 4.20 plots the Lg detectability assuming a = 1.0. The obvious magnitude-
dependence in D(r) confirms our assertion of a magnitude-dependence in the Lg-LTA. Table
4.7 identifies the magnitude-dependence of the Lg detectability as a function of a. The slope
of the explosion moment-magnitude relation derived from the inversion of the Lg spectra com-
puted for fixed 5-s windows is 1.16. Combined with the ML dependence of the LTA, this sug-
gests a = 0.36. However, this value of ( gives a bias in the average ML above and below the
parameterization of D(r) of 0.3-0.4. Smaller values of a reduce both the magnitude-
dependence and variance of D(r). We use a = 0.20 to describe Lg detectability because it is
consistent with the log moment-magnitude relation used for Pn and the observed magnitude
dependence of the LTA.
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Figure 4.19. Lg detectability defined by (4.12) with at 0.2 for 157 events. Events were
excluded only if a NORESS ML was not available. Both earthquakes and explosions are
included. Different symbols are used depending on event magnitude. The curve is the loga-

rithmnic parameterization of D(r) bounded by one standard deviation. Note that there is no

obvious magnitude dependence of D(r).

88.



D(r) = log [SNR/fhreshold] - .0 ML
LS

-1.0

ML

L 1.7-1.9

0 2.0-2.2
-1.5 , 2.3-2.4

A 2.5-2.7

0D + 2.8-2.9

Eli * 3.0-3.2
- .. o > 3.2

-2.0 - 0 "
0

C >

"-2.5 ", "- z# e.
+ + ,

.++S+

+ +5

**

-3.0 •

D(r)=2.83-1.881og(r) . "
a=0.365 -,

-3.5

-4.0 L
400 800 1200

Range (kin)

Figure 1.20. Lg detectability defined by (4.12) with a = 1.0 for 157 events. Different sym-
bols are used depending on event magnitude. The curve is the logarithmic parametenzation of

D(r) bounded by one standard deviation. The obvious magnitude dependence of D(r) indicates

that a = 1.0 is too large.

89

S,,

i % "',.,r_.--.% .'j t. '. ,L¢ ,- _,r -,, -,.-,,,..-..r .- , .- ,r-. .q ., .. [ , .. < .- ,-. : - ,- ,.- ..- ,,.,. .. -, -, ,. .- ." ,'_- " ,- .' -. -. -- - " ." -- ." .- ." .'



Table 4.7. Lg detectability. %

< 700 km > 700 km 0
above D(r) below D(r) above D(r) below D(r)

a D(r) o N <ML> N <ML> N <ML> N <ML>
% wkZ

1.00 2.83-1.88log(r) .37 48 1.99 30 2.62 43 2.71 36 3.13
0.36 1.70-0.89log(r) .15 45 2.05 33 2.48 38 2.75 41 3.04
0.20 1.42-0.64log(r) .12 36 2.17 42 2.29 38 2.82 41 2.97
0.10 1.25-0.49log(r) .12 32 2.31 46 2.18 36 2.84 43 2.95

"0_10

The 50% magnitude detection thresholds for Lg with a = 0.2 at 400 and 1000 km are 1.2
and 2.5 respectively. We are unaware of independent studies to use as a basis for comparison.
However, Ringdal [1986] estimated 50% and 90% magnitude detection thresholds in the dis-
tance range 700-1400 km for P waves only and for at least one of the phases P, Sn, or Lg.
We have not studied the detectability of Sn, so we cannot directly compare our secondary .'-
phase results to his. However, we can calc late the 50% and 90% thresholds for detection of

either P or Lg. Since the addition of Sn can only improve the detectability, this gives an upper
bound on the detection thresholds considered by Ringdal. Table 4.8 summarizes the results.
In general, the two methods produce consistent results for the regional wave detection capabil- S
ity of th,. NORESS array.

Table 4.8. Regional wave detection capability at NORESS.

50% Threshold 90% Threshold
Phase this study Ringdal [1986] this study Ringdal [1986]

P only 2.4 2.3 2.8 2.7
Lg only 2.5 --- 3.3 --- 0
P or Secondary

Phases 2.2t 1.9 2.6t 2.5 ,,-,-

f This study uses Lg as the only secondary phase, Ringdal [1986] used Sn or Lg.

The problem of extry"olating the NORESS results to other regions is more complicated %

for Lg than for Pn for several reasons. First, we don't have a single-channel parameterization
of the pre-Lg noise spectrum. As demonstrated earlier, the pre-Lg noise is a complicated func-
tion of distance, magnidide and frequency. Second, the relation between time and frequency
domain amplitudes is complicated by alspersion. If we were to parameterize the L g SNR as in O
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(4.10), the function 8 could be both range- and frequency-dependent Third, the inversion
results are sensitive to the window length used to compute the Lg spectra (Table 2.7). There-
fore, it is important to know how the QLg was obtained for other areas of interest and its rela-
tionship to the Lg spectra used in the inversion. For example, in Section 4.4.2 we showed that
the Lg-STA can be expressed in terms of the array-averaged spectrum computed for 5-s win-
dows as

log STA = log K8 + log A(fr) (4.19)

were KB is a constant that depends only on beam type. This implies that the relationship

between the STA and FGV spectra must be range-dependent, since the difference between the
5-s and FGV spectra is range-dependent. Of course, this is anticipated because the time and
frequency domain geometric spreading rates are not equal for dispersed phases. In this section
we demonstrate that the observed Lg detectability can be predicted from the inversion results
for Epectra computed for 5-s windows. However, we note that QL8 estimated in this way is not
available for other regions. Table 2.7 can be used as a guide to determine QL, for 5-s win-
dows from estimates based on longer time windows, but clearly it would more desirable to
parameterize the Lg SNR in a form similar to that used for Pn. This is a topic that will require
further study.

Combining (4.19) and (4.3), we can express the time domain SNR for Lg as

log SNR = (log KB - b) + (a - y)M^L + B(r) - (A0 + d(r) + F()) (4.20)

where

logM 0 = aML + I

B(r) = I + log [ 4--703 G(r,ro) exp(-nft/Q(t))] (4.21)

'I

To calculate B(r) we use the model within the Lg parameter trade-off that gives a = 1. The
relevant parameters are I = 17.78, Q(t) = 430f 0 -34, and a - y = 0.2. The other terms are the
same as those defined in Section 2. From (4.21) and (4.12), the predicted Lg detectability is

D(r) = log (Kp/th) - b + B(r) - (A0 + d(r) + F(f)) (4.22)

The first two terms depend only on beam type, the third term is the amplitude-distance curve
for the single-channel Lg spectrum, and the last term is the magnitude-independent part of the
Lg noise. The constants in (4.22) as a function of beam number are given in Table 4.9 for the
beams that most frequently detect Lg with the maximum SNR. Note that the first two terms in
(4.22) combine to nearly a constant value for all beams. This means that the relationships we
have derived between coherent and incoherent beam amplitudes are consistent with the detec-
tion thresholds determined from false alarm statistics [Kvaerna et al., 1988a].
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Table 4.9. Constants for the predicted Lg detectability.

Beam Ka  th b Frequency A0  F(])

18 1.02 2.5 0.0 1.0-2.0 -2.27 0.62
19 1.13 2.5 0.0 2.0-3.0 -2.27 0.0
20 1.13 2.1 0.0 2.0-4.0 -2.27 0.0

8-10 0.32 4.0 -0.78 2.0-4.0 -2.27 0.0
11-13 0.32 4.0 -0.78 2.5-4.5 -2.27 0.0
14-16 0.32 4.0 -0.78 3.0-5.0 -2.27 0.0

To calculate the predicted detectability at fixed frequency it is necessary to have a con-
tinuous function d(r) describing the Sn coda decay rate. We assume that the Sn coda decays
exponentially and associate the two estimates of d(r) given in Section 4.3.2 with ranges of 400

and 1000 kIn. The result is

d(r) = 0.43 - 0.0025 log(e) r (4.23) .,

which is approximately valid over the distance range of our data. Figure 4.21 plots the
predicted and observed Lg detectability for beams 18-20 and for coherent beams. For beam 18 __

we find that a frequency of 1.0 Hz is consistent with the observed detectability. For the other
incoherent beams we use the filter center frequency. Since the constants are the same for all of
the coherent beams, we simply plot the predicted D(r) for three frequencies spanning the band
covered by the steered beams. The overall agreement between the observed and predicted
detectability is quite good. However, to a large extent the "model" is based on an empirical
relationship for the LTA which cannot be extrapolated with confidence to other regions or to
distances greater than about 1400 kn.
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D(r) = log [SNR/threshold] -0.20 ML
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Figure 4.21. Comparison of predicted and observed Lg detectability for beams 18-20
(incoherent vertical beams) and 8-16 (coherent beams formed over the full array). Different
symbols are used depending on beam number. The predicted detectability for the coherent
beams at 3.0, 4.0, and 5.0 Hz are plotted as finely dashed curves. The other curves represent
the Lg detectability of beams 18 (1.0 Hz), 19 (2.5 Hz), and 20 (3.0 Hz).
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S. SUMMARY

The objectives of this research are to (1) determine an accurate parameterization of
single-channel regional wave spectra recorded at NORESS and, (2) determine the relationship
between these spectral amplitudes and the time domain amplitudes measured on filtered beams
used in signal detection. From this relationship, it is possible to extrapolate the NORESS
detection capability to other areas of estimated attenuation and/or to other array performance
enhancement capabilities.

The primary conclusions of our spectral analysis
are as follows:

1. Data from all 186 regional events are adequately represented by a single frequency-
dependent Q model However, we note that no events with travel paths crossing the Central
Graben of the North Sea are included. Severe Lg blockage has been noted for these paths by
other investigators [e.g., Kennett and Mykkeltveit, 19841. Theoretical spectra derived from our
simple parameterization were compared to 312 observed regional wave spectra, and good
agreement was seen. The ability of the model to reproduce the important spectral characteris- P.
tics of such a large number and variety of observed data provides the primary support for our
methodology and results.

2. We have found that regional Pn spectra of 152 events are consistent with r - 3 geometric
spreading and Qp,1(f) = 325f 4s. We do not attempt to distinguish intrinsic absorption from

scattering and explicitly acknowledge that our Q(f) is an empirical parameterization of the data.
The Pn spectra are not sensitive to window length.

3. Regional Lg spectra are adequately represented from I to 7 Hz by a power law frequency
dependence of apparent attenuation given by Q(J) = 560f 0.26. These spectra are computed over
a fixed group velocity range of 3.6-3.0 km/s. Our Qt() is an approximation to the average
Qp of the crust, although it includes the effects of apparent attenuation due to scattering.
These results were obtained assuming cylindrical spreading beyond a transition distance of 100
km.

4. The inversion results for QLt are sensitive to window length. The inversion of spectra
for fixed time windows of 5-s and 17-s gives QLg() = 350f°'41 and QLg(f) = 47 0 °32, respec-
tively. We interpret this higher apparent attenuation as a result of selectively excluding lower
group modes at long ranges from the fixed time windows.

5. Since Lg is a secondary phase, the pre-Lg noise includes the coda of all previously arriv-
ing phases. Based on a comparison of pre-Lg and Lg spectra, we find that the Lg spectra are
contaminated by Sn coda for frequencies greater than about 10 Hz for distances between
300-400 km and for frequencies greater than 3-6 Hz at ranges greater than 700 km. There-

fore, we inverted the Lg spectra over a 1-3 Hz band to estimate the upward bias in Qlg
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introduced by Sn coda. The result is QL,(t) = 582f 0 '18 compared to 560f°'26 for the 1-7 Hz
bandwidth. Assuming that Sn coda does not affect the Lg spectrum for frequencies less than 3
Hz, the difference between Q estimated over 1-3 Hz and 1-7 Hz is an upper bound on the Sn
coda bias.

6. We plot our estimated seismic moments versus local magnitude and obtain results that
are generally consistent with those from near-field studies. Since magnitude does not enter the
inversion, this lends considerable support to the derived Q model. Our corner frequency esti-
mates also agree with those from near-field studies, although they are not clearly resolved by
our data.

7. For a fixed set of source and spreading assumptions the inversion defines a broad
minimum in the data residuals corresponding to a suite of models that fit the data equally well
in a least squares sense. However, an important constraint on the attenuation estimates is the
consistency of the derived source parameters from the independently inverted Pn and Lg spec-
tra. This provides a good internal consistency chcck on our attenuation results and reduces the
trade-offs among model parameters to trade-offs among sets of model pairs. That is, for fixed
QL(tI) the source constraint places tight bounds on Qp,(f). A trade-off between MO-ML vari-
ance and data variance is used to define the range of acceptable model pairs. The "preferred
model" was selected from the midrange of these acceptable solutions. The range of acceptable

QL models consistent with the data has Qo between 420 and 570 and il between 0.36 and
0.26. Similarly, for Qp. (assuming r- 1 3 spreading), the range has Q0 between 200 and 500
with rl between 0.59 and 0.40.

8. The Q,() results are insensitive to the details of our source parameterization because
most inverted events have apparent comer frequencies outside the bandwidth considered. The
Qp(f) trades off with the source parameterization. For example, a spectral decay faster than
f 2 above the comer frequency must be accompanied by a higher Qp,, to preserve the fit at
high frequency. Therefore the derived Q,, function must be considered relative to our
assumed source model.

9. Pn geometric spreading rates of r- , r", and r-' were explicitly investigated, and for
each there is a Q model that can adequately reproduce the Pn spectra. However, geometric
spreading rates much different from r- 13 give earthquake to explosion Lg excitation ratios
which are inconsistent with well-supported empirical observations.

10. The Lg and Pn attenuation models are used to predict range-dependent spectral ampli-
tudes for events of arbitrary magnitude. The NORESS Pn observations are inconsistent with
the Q, = 9000 proposed by Evernden et al. [19861 for the Russian platform and do not support
their contention of enhanced detection capability at high frequency.
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The primary conclusions of our temporal analysis
are as follows:

1. The maximum SNR for Pn occurs at a frequency greater than 8 Hz for distances less

than 400 km and between 3-5 Hz in the 700-1000 km distance range. Lg is rarely detected
with the maximum SNR above 4 Hz. At ranges less than 800 km, the Lg maximum SNR is

between 2.5-4 Hz and at longer ranges it is between 1-3 Hz. These observations compare

favorably with predictions based on the Qp, and QL, models derived from the inversion.

2. The Pn SNR measured in the time domain on a filtered beam can be expressed in terms

of the array-averaged single-channel spectra used in the inversion as

SNRI = SA= :!1.a 8 G(t) (5.1) 0

LTA N(J)

where A(f) is the single-channel signal spectrum, N(f) is the single-channel noise spectrum

computed for window length T, 8 = 0.7, G(f) is the beam gain, and Af is the filter bandwidth.
This equation can be used to predict the Pn detection capability based on a parameterization of .

single-channel spectra and to extrapolate the NORESS results to other areas of estimated
attenuation.

3. Coherent beam gains are close to 4iN (N is the number of array elements used in beam-
forming) between 2-5 Hz but are close to one at higher frequency for the NORESS standard

beams. This simply means that at high frequency both signal and noise are uncorrelated over

the sub-array used in beamforming. Thus, although the frequency of the maximum SNR for
single channels is greater than 8 Hz at distances less than about 400 km, the frequency of

optimal detection is considerably less than this. I

4. In general, the SNR cannot be predicted with (5.1) and a spectral parameterization of the
signal and noise at the same frequency unless narrow band filters are used in beamforiing.
For example, we find that for the 8-16 Hz beam, the STA is consistent with the single-channel

spectrum at 12 Hz, but the LTA is consistent with the noise spectrum at 10 Hz. This implies
that the detectability of that beam could be improved at short ranges by filtering at higher fre-
quency. This is confirmed by the recent work of Kvaerna et al. [1988b].

5. Comparison of observed and predicted detectability verifies that (5.1) can be used to
predict the detection capability of specific beams. However, the model is inadequate in
predicting which beam should provide the best SNR for mine blasts recorded at long ranges.
We interpret this as an indication that our parameterization does not account for spectral modu-
lation due to ripple-firing. The destructive interference of multiple explosions with approxi-

mately 150 ms time lags reduces the 4-5 Hz amplitudes, causing an upward shift in the fre-
quency of the maximum SNR. If this interpretation is correct, our Pn inversion results overes- 0
timate the detection capability for ripple-fired mine blasts.
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6. The relationship between the single-channel Lg spectrum and the STA is obscured by
dispersion and Sn coda. For example, the relationship between time and frequency domain
amplitudes depends on the window length used in Fourier analysis. In addition, we don't have
a simple parameterization for single-channel pre-Lg noise. Therefore, we have not parameter-
ized the Lg SNR in the same form as that used for Pn (5.1). Rather, we determined empirical
relationships for the STA in terms of the array-averaged spectral amplitudes computed for 5-s
windows, and the LTA as a function of magnitude, distance, and frequency. Using these rela-
tions, we can predict the temporal SNR on a filtered beam given the spectral parameterization
of Lg. We note, however, that this is of limited practical use since QL, estimates from spectra
computed in this way are not available for other regions. This is an area that will require more
research.

7. The Lg-LTA is a complicated function of magnitude, distance, frequency, and beam type.
We have empirically parameterized the Lg-LTA in terms of these variables. The Lg-LTA
decreases with both frequency and epicentral distance. The logarithm of the Lg-LTA increases
with increasing ML at an approximate rate of 0.8ML. As a result, the Lg SNR is not as
strongly dependent on magnitude as the Pn SNR. We note, however, that this parameterization
is preliminary and cannot be extrapolated with confidence to other regions or to distances
beyond about 1400 kn.

8. We define the regional wave detectability as the temporal SNR normalized by the beam
threshold and corrected for the source amplitude. We parameterize the observed detectability
by a simple logarithmic decay. Our results indicate that the 50% and 90% magnitude detection
thresholds for Pn are 1.6 and 2.0 at 400 km and 2.4 and 2.8 at 1000 kn. For Lg the 50% and
90% detection thresholds are 1.2 and 2.0 at 400 km and 2.5 and 3.3 at 1000 km. To the extent
comparisons are possible, our results agree with those of Ringdal [1986] who used a consider-
ably different method to estimate the regional wave detection capability of NORESS.

'V€
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APPENDIX A. INVERSION RESULTS

Regional Pn and Lg spectra of 186 events (Table 2.1) were inverted for Q(f), seismic

moment, and the parameter, c, relating comer frequency to long period source level. The

source was parameterized by the Mueller-Murphy explosion model and geometric spreading
was modeled by (2.6) with m = 1/2 and ro = 100 km for Lg and m = 1.3 with ro = 1 km for

Pn. The Pn spectra were computed for 5-s windows and the Lg spectra were computed for the

group velocity range 3.6-3.0 km/s. In terms of a power-law frequency dependence, the path

result for Pn is Q(t) = 325f 0.48 and for Lg is Q(f) = 560f 0.26. The parameter, c, derived from

Pn spectra is 25.8 and from Lg spectra is 19.9.

Table A.I lists the results of the inversion for source parameters. The event numbers

correspond to those of Table 2.1. Corner frequencies were not parameters of the inversion for
each event, but were calculated from (2.2) using the inversion results for c and So. For the

explosions, seismic moment was estimated from So(Pn) using (2.3) assuming a surface

compressional velocity of 5 km/s and a density of 2.5 gm/cm3 . The earthquake moments were
estimated from So(Lg) using (2.4) with an average crustal shear wave velocity of 3.5 km/s and

a crustal density of 2.7 gm/cm 3. Because the radiation patterns are unknown, moments were
not estimated for earthquakes for which only Pn spectra were included in the inversion or for

events of unknown source type. Similarly, moments were not estimated for explosions without
Pn spectra because of the uncertainty in the relative Lg to Pn source excitation (2.5).

Figure A.1 displays theoretical and data spectra for all of the events used in the inversion.

The theoretical spectra were computed using (2.1) with the results of the inversion for Q(t and

S(f). Each spectrum is identified by the event number in Table 2.1. The spectra have tien
vertically offset for display purposes.
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Table A. 1. Inverted source parameters

M"
Event Magnitude Type So(Pn) f,(Pn) So(Lg) f,(Lg) (108 dyne-cm)

1 3.0 EX-E7 21.42 9.3 11.18 8.9 841.0
2 2.8 (B) EQ 2.86 18.2 4.36 12.2 63.4
3 2.3 EQ 1.45 22.8 2.93 13.9 42.6
4 2.2 EQ 0.79 27.9 1.98 15.8 28.7
5 1.9 (R) EX-BLA 1.53 22.4 0.85 20.9 60.1
6 2.8 EQ 1.06 25.3 3.77 12.8 54.9
7 2.8 EX-V5 20.73 9.4 13.71 8.3 814.0
8 2.4 EX-BLA 1.84 21.0 1.26 18.4 72.2
9 2.1 EX-TIT 060 30.6 1.36 18.0 23.5

10 2.0 (R) -- 1.13 24.8 0.65 22.9 ---

11 2.6 EX-E3 ---- --- 3.39 13.2 ---

12 2.7 EX-E7 12.73 11.0 9.98 9.2 499.9
13 1.9 EX-TIT 0.86 27.1 0.87 20.8 33.9
14 2.9 EX-V12 27.71 8.5 8.36 9.8 1088.0
15 2.9 EX-V8 25.96 8.7 ---- --- 1019.5
16 2.4 (H) EX-E4 ---- --- 9.55 9.4 ---

17 1.9 -- 1.03 25.6 0.52 24.7 ---

18 2.5 EX-E3 ---- --- 3.22 13.5 ---

19 3.0 EX-E8 ---- --- 7.18 10.3 ---

20 3.0 EQ 0.76 28.3 7.10 10.3 103.3
21 2.8 EX-V4 34.50 7.9 ---- --- 1354.7
22 2.1 (R) EQ 0.55 31.5 0.53 24.6 7.6
23 3.0 EQ 2.06 20.3 10.38 9.1 150.9
24 2.8 EX-KI ---- --- 21.72 7.1 ---

25 <2.0 (H) EX-V2 13.70 10.8 ---- --- 537.9
26 3.1 EX-E4 ---- --- 8.15 9.9 ---

27 2.2 -- 0.40 34.9 1.53 17.3 ---

28 1.9 EQ 0.38 35.4 0.68 22.6 9.9
29 3.2 EX-E8 .... ... 7.52 10.1 PIP
30 2.0 (R) EX-VI1 12.61 11.1 7.56 10.1 495.1
31 2.0 EQ 2.40 19.2 ---- ....-
32 3.3 EX-E8 32.10 8.1 16.86 7.8 1260.7
33 2.8 EX-E6 ---- --- 4.56 12.0 ---

34 2.8 EX-E8 24.40 8.9 12.96 8.5 958.3
35 2.4 (H) EX-V2 28.25 8.5 ---- --- 1109.5 0
36 2.5 (H) EX-V2 35.04 7.9 ---- --- 1375.9
37 3.2 (R) EQ 13.88 10.7 ---- ---
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Event Magnitude Type So(Pn) f,(Pn) So(Lg) f(Lg) (1018 dyne-cm)

38 2.6 (R) EQ 15.27 10.4 ---- --

39 2.6 EX-E3 ---- -- 2.46 14.7

40 2.9 EX-VIC 15.09 10.4 9.24 9.5 592.5
41 2.6 EX-E6 ---- --- 3.63 12.9

42 2.7 EQ 7.37 13.2 5.46 11.3 79.4

43 2.2 (H) EX-V4 16.01 10.2 ---- --- 628.6

44 3.3 EX-E8 27.54 8.5 14.52 8.1 1081.5
45 2.4 (H) EX-V2 33.78 8.0 ---- --- 1326.6
46 2.8 EQ 4.74 15.4 3.75 12.8 54.5

47 4.7 (P) EQ 99.09 5.6 ---- ......--

48 2.7 EX-E9 ---- --- 2.71 14.3 ---

49 2.7 .---- --- 3.31 13.3

50 4.8 (P) EQ 184.16 4.5 ---- --- ---

51 4.6 (P) EQ 91.32 5.7 ---- ---

52 2.3 (H) EX-M7 3.05 17.8 ---- --- 119.8
53 2.1 EX-TIT 1.47 22.7 0.96 20.1 57.9

54 2.9 EX-V7 13.45 10.8 14.97 8.1 528.2
55 2.8 -- 13.91 10.7 16.70 7.8 ---

56 1.8 EX-TIT 0.82 27.5 0.52 24.7 32.3
57 2.6 EQ ---- --- 1.80 16.3 26.2
58 2.5 EX-E7 17.01 10.0 10.68 9.0 667.9
59 2.7 -- 1.87 20.9 4.96 11.7 ---

60 3.4 EX-E8 25.73 8.7 17.15 7.7 1010.4
61 2.7 EX-E8 15.02 10.5 7.64 10.1 589.9
62 3.3 EX-E7 30.88 8.2 15.12 8.0 1212.8
63 2.3 EX-Trr 2.59 18.8 2.33 15.0 101.8
64 3.3 EQ 24.52 8.9 71.28 4.8 1036.9
65 2.5 EQ 2.60 18.8 3.75 12.8 54.6
66 1.7 EQ 0.56 31.2 0.35 28.1 5.1 S
67 2.9 EQ 1.94 20.7 6.48 10.7 94.2
68 2.5 EQ 1.25 23.9 5.31 11.4 77.2
69 3.3 EX-V8 32.06 8.1 12.22 8.6 1259.1

70 3.3 EX-E7 20.06 9.5 ---- --- 787.9
71 1.9 EX-TIT 0.84 27.3 0.67 22.7 33.0
72 2.9 EX-K2 ---- --- 24.06 6.9 ---

73 1.9 EQ ---- --- 0.72 22.1 10.5 ,

74 1.6 EQ ---- --- 0.32 29.0 4.7
75 2.3 EQ 1.21 24.2 2.53 14.6 36.8 O
76 1.9 EQ 0.69 29.2 1.32 18.1 19.2
77 2.6 EX-E7 21.58 9.3 11.85 8.7 847.4
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Event Magnitude Type So(Pn) f,(Pn) So(Lg) f,(Lg) (10's dyne-cm)

78 2.6 EX-RI --- --- 3.47 13.1

79 3.1 EX-VIO 104.89 5.5 33.38 6.2 4118.9
80 2.5 EX-E12 ---- 7.73 10.1
81 1.9 (R) EQ --- --- 20.52 7.3 298.5

82 2.8 (H) EX-K5 58.58 6.6 ---- --- 2300.5
83 2.2 (H) EQ 3.76 16.6 6.01 10.9 87.5
84 2.7 EX-E8 13.93 10.7 10.24 9.2 546.9
85 2.4 EX-TIT 2.17 19.9 3.21 13.5 85.4
86 2.3 (B) EX-TIT 0.58 30.9 ---- 22.9
87 1.7 EQ 0.33 37.2 ..........

88 2.5 (H) EX-E4 ---- --- 8.86 9.6 ---

89 3.1 EX-E4 ---- -- 15.94 7.9 ---

90 2.6 EX-V1O 19.70 9.5 20.01 7.3 773.5
91 3.1 EX-K2 42.77 7.4 48.36 5.5 1679.7
92 1.9 EQ 0.53 31.9 1.06 19.5 15.4
93 3.2 EX-E9 --- --- 10.38 9.1 ---

94 1.8 EQ 1.11 24.9 0.72 22.2 10.5
95 3.3 EX-E7 19.59 9.6 13.10 8.4 769.4
96 1.9 EQ 0.51 32.3 0.94 20.3 13.7
97 2.1 EQ 0.63 30.0 1.17 18.8 17.1
98 3.2 EX-E7 26.65 8.6 14.07 8.2 1046.6
99 3.2 EX-E7 13.49 10.8 12.46 8.6 529.9

100 2.8 EX-V8 11.44 11.4 ---- --- 449.3
101 2.9 EX-V5 14.54 10.6 19.27 7.4 570.9
102 2.6 EX-E3 --- --- 3.62 12.9 ---

103 2.5 EX-E4 4.93 15.2 7.05 10.4 193.6
104 2.0 EQ 0.72 288 1.18 18.8 17.1
105 3.5 EX-E8 24.26 8.9 23.36 7.0 952.7
106 1.6 EQ 0.18 45.9 0.37 27.6 5.4
107 1.9 EX-TIT 0.88 26.9 0.56 24.1 34.5
108 4.4 (H) EQ 1321.80 2.3 .... ......
109 2.0 EQ 0.64 30.0 0.85 21.0 12.3
110 2.8 -- 10.86 11.6 10.99 8.9 ---

111 3.0 EX-VIC 16.64 10.1 --- --- 653.5
112 1.8 (B) EX-NYG ---- -- 0.26 31.1 ---

113 2.1 -- 1.41 23.0 1.14 19.0 ---

114 2.7 EX-K2 ---- --- 65.35 4.9 ---

115 2.5 EX-V2 27.76 8.5 17.31 7.7 1090.3
116 2.4 -- 0.74 28.5 0.90 20.6 ---

117 2.6 EQ ---- --- 2.54 14.6 37.0
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Event Magnitude Type So(Pn) f,(Pn) So(Lg) f,(Lg) (1018 dyne-cm)

118 2.2 EX-BLA 1.35 23.3 1.18 18.8 53.1
119 2.3 EQ ---- --- 1.05 19.6 15.2
120 3.1 EX-V7 --- .--- 20.22 7.3 ---

121 2.4 EQ 0.67 29.5 3.32 13.3 48.3
122 2.6 .---- --- 17.93 7.6 ---

123 2.3 EX-BLA 1.30 23.6 0.65 23.0 51.0
124 2.4 EX-BLA 2.84 18.2 2.01 15.8 111.4
125 2.0 EQ 1.05 25.3 1.12 19.1 16.3
126 2.7 EQ 1.28 23.7 4.37 12.2 63.6
127 3.9 EX-V3 121.90 5.2 102.18 4.3 4786.9
128 1.7 EX-TIT 1.05 25.3 0.80 21.5 41.3
129 3.0 EX-E5 ---- --- 5.29 11.4 ---

130 3.7 EX-V3 50.95 7.0 ---- --- 2000.7
131 2.6 EX-VIC 25.44 8.8 24.84 6.8 999.0
132 3.1 -- 5.46 14.6 10.44 9.1 ---

133 3.2 EQ 3.46 17.1 18.10 7.6 263.3
134 1.1 EQ ---- --- 0.12 40.6 1.7
135 2.5 EX-BLA 3.19 17.5 1.78 16.4 125.1
136 1.6 EQ 0.74 28.5 0.31 29.3 4.5
137 1.8 EX-TIT 0.99 25.9 0.66 22.9 38.7
138 2.9 EX-V4 18.78 9.7 26.10 6.7 737.6
139 2.1 EQ 0.49 32.6 1.80 16.4 26.1
140 2.4 -- 3.15 17.6 2.05 15.6 ---
141 2.6 EX-V1O ---- --- 10.89 9.0 ---

142 2.8 EQ 8.63 12.6 7.03 10.4 102.3
143 2.7 EX-V12 20.34 9.4 16.21 7.9 798.8
144 3.2 -- 31.01 8.2 19.34 7.4 ---

145 2.7 EX-E4 7.97 12.9 9.46 9.4 313.1
146 2.3 EX-BLA 1.85 21.0 1.40 17.8 72.6
147 2.0 EQ 1.45 22.8 1.00 19.9 14.6
148 4.3 EQ 67.41 6.3 ---- ---
149 3.2 EX-V8 29.09 8.4 21.99 7.1 1142.5
150 3.4 EQ 5.63 14.5 13.67 8.3 198.9
151 3.1 EX-K9 76.54 6.1 58.44 5.1 3005.8
152 3.5 EQ 6.27 14.0 ----....

153 3.0 EX-E4 9.87 12.0 10.24 9.2 387.6
154 2.3 EX-BLA 2.49 19.0 1.49 17.4 97.6
155 3.1 EX-E8 9.80 12.0 11.91 8.7 384.9
156 3.0 EX-E6 6.29 14.0 6.87 10.5 247.1
157 2.8 EX-VIB 12.67 11.1 7.07 10.4 497.6
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Event Magnitude Type So(Pn) f,(Pn) So(Lg) f,(Lg) (10 "s dyne-cm)

158 2.2 EX-BLA 2.16 20.0 1.17 18.9 84.8
159 2.6 (H) EX-K4 64.95 6.4 ---- --- 2550.8
160 2.3 EX-BLA 1.75 21.4 1.04 19.6 68.8
161 3.2 EX-E7 21.46 9.3 9.93 9.2 842.6
162 2.6 EX-E4 ---- --- 6.07 10.9 ---

163 2.8 -- 7.06 13.4 8.68 9.7 ---

164 2.4 EX-BLA 2.20 19.8 1.39 17.8 86.5
165 3.1 -- 5.16 14.9 ..........

166 3.0 EX-E2 2.96 18.0 7.53 10.1 116.4
167 2.6 EX-RI 8.64 12.6 4.26 12.3 339.2

168 1.9 EX-TIT 0.67 29.5 0.87 20.8 26.2
169 2.4 EX-BLA 2.13 20.1 1.61 17.0 83.5
170 2.3 EQ 1.04 25.4 1.01 19.8 14.7
171 3.9 EQ 61.10 6.5 171.43 3.6 2493.9
172 2.1 EX-BLA 2.01 20.4 0.77 21.7 78.7
173 3.0 .---- --- 10.73 9.0

174 2.4 EX-BLA 2.19 19.9 1.27 18.3 85.9
175 2.5 EQ 1.16 24.5 2.23 15.2 32.5
176 3.3 EQ 2.82 18.2 17.03 7.7 247.8
177 1.9 EQ 0.91 26.6 0.80 21.4 11.7
178 1.9 EX-TIT 0.83 27.4 0.65 22.9 32.7
179 2.0 EX-IT 1.19 24.4 0.95 20.3 46.6

180 2.1 EQ 1.59 22.1 1.43 17.6 20.8
181 2.4 EQ 2.02 20.4 4.30 12.2 62.6
182 2.6 (B) EQ 3.92 16.4 7.63 10.1 111.0
183 2.3 EQ 3.57 16.9 3.65 12.9 53.1
184 2.4 EQ 0.95 26.2 1.52 17.3 22.1
185 3.4 (B) EQ 11.23 11.5 31.07 6.3 452.0
186 1.8 EQ 0.85 27.3 0.49 25.3 7.1

(B) Bergen network magnitude
(H) Helsinki network magnitude

(P) PDE magnitude (Mb)

(R) RONAPP uncorrected magnitude
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Dept. of Geological Sciences
Brown University

Providence, RI 02912

Dr. Anthony Gangi

Texas A&M University
Department of Geophysics

College Station, TX 77843

Dr. Freeman Gilbert
Institute 6f Geophysics &
Planetary Physics

Univ. of California, San Diego
P.O. Box 109

La Jolla, CA 92037

Mr. Edward Giller
Pacific Seirra Research Corp.

1401 Wilson Boulevard

Arlington, VA 22209
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Dr. Jeffrey W. Given
Sierra Geophysics
11255 Kirkland Way
Kirkland, WA 98033

Dr. Henry L. Gray
Associate Dean of Dedman College
Department of Statistical Sciences
Southern Methodist University
Dallas, TX 75275

Rong Song Jih
Teledyne Geotech
314 Montgomery Street
Alexandria, Virginia 22314

Professor F.K. Lamb
University of Illinois at

Urbana-Champaign
Department of Physics
1110 West Green Street
Urbana, IL 61801

Dr. Arthur Lerner-Lam

Lamont-Doherty Geological Observatory
of Columbia University

Palisades, NY 10964

Dr. L. Timothy Long
School of Geophysical Sciences
Georgia Institute of Technology
Atlanta, GA 30332

Dr. Peter Malin
University of California at Santa Barbara
Institute for Central Studies
Santa Barbara, CA 93106

Dr. George R. Mellman
Sierra Geophysics
11255 Kirkland Way
Kirkland, WA 98033

Dr. Bernard Minster
Institute of Geophysics and Planetary

Physics, A-205
Scripps Institute of Oceanography
Univ. of California, San Diego
La Jolla, CA 92093

Dr. Geza Nagy
SRI International
333 Ravenswood Avenue
Menlo Park, CA 94025-3493

Dr. Jack Oliver
Department of Geology
Cornell University
Ithaca, NY 14850
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Dr. Robert Phinney/Dr. F.A. Dahlen
Dept of Geological
Geophysical Sci. University

Princeton University
Princeton, NJ 08540 (2 copies)

RADIX Systems, Inc.
Attn: Dr. Jay Pulli

2 Taft Court, Suito 203
Rockville, Maryland 20850

Professor Paul G. Richards 0
Lamont-Doherty Geological
Observatory of Columbia Univ.
Palisades, NY 10964

Dr. Norton Rimer

S-CUBED
A Division of Maxwell Laboratory
P.O. 1620
La Jolla, CA 92038-1620

Professor Larry J. Ruff
Department of Geological Sciences
1006 C.C. Little Building
University of Michigan
Ann Arbor, MI 48109-1063

Dr. Alan S. Ryall, Jr.
Center of Seismic Studies
1300 North 17th Street
Suite 1450

Arlington, VA 22209-2308 (4 copies)

Dr. Richard Sailor
TASC Inc. %
55 Walkers Brook Drive
Reading, MA 01867

Dr. David G. Simpson
Lamont-Doherty Geological Observ.

of Columbia University

Palisades, NY 10964

Dr. Bob Smith
Department of Geophysics
University of Utah
1400 East -2nd South
Salt Lake City, UT 84112

Dr.'S. W. Smith

Geophysics Program
University of Washington
Seattle, WA 98195

Rondout Associates
ATTN: Dr. George Sutton,
Dr. Jerry Carter, Dr. Paul Pomeroy
P.O. Box 224
Stone Ridge, NY 12484 (4 copies)
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Dr. L. Sykes
Lamont Doherty Geological Observ.
Columbia University
Palisades, NY 10964

Dr. Pradeep Talwani
Department of Geological Sciences

University of South Carolina
Columbia, SC 29208

Dr. R. B. Tittmann
Rockwell International Science Center
1049 Camino Dos Rios
P.O. Box 1085
Thousand Oaks, CA 91360

Professor John H. Woodhouse

Hoffman Laboratory
Harvard University

20 Oxford St.

Cambridge, MA 02138

Dr. Gregory B. Young
ENSCO, Inc.

5400 Port Royal Road
Springfield, VA 22151-2388
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OTHRS (FOREIGN)

Dr. Peter Basham
Earth Physics Branch
Geological Survey of Canada
I Observatory Crescent
Ottawa, Ontario
CANADA KIA OY3

Dr. Eduard Berg
Institute of Geophysics

University of Hawaii
Honolulu, HI 96822

Dr. Michel Bouchon - Universite
Scientifique et Medicale de Grenob

Lab de Geophysique - Interne et
Tectonophysique - I.R.I.G.M-B.P.

38402 St. Martin D'Heres
Cedex FRANCE

Dr. Hilmar Bungum/NTNF/NORSAR

P.O. Box 51
Norwegian Council of Science,
Industry and Research, NORSAR 0
N-2007 Kjeller, NORWAY

.5

Dr. Michel Campillo
I.R.I.G.M.-B.P. 68
38402 St. Martin D'Heres
Cedex, FRANCE

Dr. Kin-Yip Chun
Geophysics Division
Physics Department
University of Toronto
Ontario, CANADA M5S IA7

Dr. Alan Douglas V
Ministry of Defense
Blacknest, Brimpton,
Reading RG7-4RS

UNITED KINGDOM

Dr. Manfred Henger
Fed. Inst. For Geosciences & Nat'l Res.

Postfach 510153 -
D-3000 Hannover 51
FEDERAL REPUBLIC OF GERMANY

Dr. K. Husebye

NTNF/NORSAR
P.O. Box 51
N--2007 Kjeller, NORWAY
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Tormod Kvaerna
NTNF/NORSAR
P.O. Box 51
N-2007 Kjeller, NORWAY

Hr. Peter Marshall, Procurement
Executive, Ministry of Defense
Blacknest, Brimpton,
Reading FG7-4RS
UNITED KINGDOM (3 copies)

Dr. Ben Menaheim
Weizman Inctitute of Science
Rehovdt, ISRAEL 951729

Dr. Svein Mykkeltveit
NTNF/NORSAR

P.O. Box 51
N-2007 Kjeller, NORWAY (3 copies)

Dr. Robert North
Geophysics Division

Geological Survey of Canada
I ObservdtGry crescent
Ottawa, Ontario
CANADA, KIA OY3

Dr. Frode Ringdal
NTNF/NORSAR
P.O. Box 51
N-2007 Kjeller, NORWAY

Dr. Jorg Schlittenhardt
Federal Inst. for Geosciences & Nat'l Res.
Postfach 510153
D-3000 Hannover 51
FEDERAL REPUBLIC OF GERMANY

University of Hawaii
Institute of Geophysics
ATTN: Dr. Daniel Walker

Honolulu, HI 96822
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FOREIGN CONTRACTORS

Dr. Ramon Cabre, S.J.
c/o Mr. Ralph Buck
Economic Consular
American Embassy
A1O Miami, Florida 34032

Professor Peter Harjes
Institute for Geophysik
Rhur University/Bochum
P.O. Box 102148 4630 Bochum I
FEDERAL REPUBLIC OF GERMANY

Professor Brian L.N. Kennett
Research School of Earth Sciences
Institute of Advanced Studies
G.P.O. Box 4

Canberra 2601
AUSTRALIA

Dr. B. Massinon
Societe Radiomana
27, Rue Claude Bernard
7,005, Paris, FRANCE (2 copies)

Dr. :i'Lrre Mechler
Societe Radiouani
27, Rue Claude Bernard
75005. Paris, FRANCE
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GOVERNMENT

Dr. Ralph Alewine III
DARPA/NMRO
1400 Wilson Boulevard
Arlington, VA 22209-2308 .

Dr. Peter Basham

Geological Survey of Canada
I Observatory Creseut
Ottowa, Ontario

CANADA KIA OY3

Dr. Robert Blandford
DARPA/NMRO
1400 Wilson Boulevard
Arlington, VA 22209-2308

Sandia National Laboratory
ATTN: Dr. H. B. Durham
Albuquerque, NM 87185

Dr. Jack Evernden
USGS-Earthquake Studies
345 Middlefield Road
Menlo Park, CA 94025 S

U.S. Geological Survey
ATTN; Dr. T. Hanks
Nat'l Earthquake Resch Center
345 Middlefield Road
Menlo Park, CA 94025

Dr. lames Hannon V
Lawrence Livermore Nat'l Lab.
P.O. Box 808
Livermore, CA 94550

U.S. Arms Control & Disarm. Agency

ATTN: Dick Morrow
Washington, D.C. 20451

Paul Johnson
ESS-4, Mail Stop J979
Los Alamos National Laboratory
Los Alamos, N1 87545

Ms. Ann Kerr
DARPA/NMRO
1400 Wilson Boulevard
Arlington,*VA 22209-2308

Dr. Max Koontz
US Dept of Energy/DP 331
Forrestal Building-
1000 Independence Ave.
Washington, D.C. 20585
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Dr. W. H. K. Lee
USGS
Office of Earthquakes, Volcanoes,

& Engineering
Branch of Seismology
345 Middlefield Rd ,V

Menlo Park, CA 94025

Dr. William Leith

USGS
Mail Stop 928

Reston, VA 22092

Dr. Robert Masse'

Box 25046, Mail Stop 967
Denver Federal Center
Denver, Colorado 80225

R. Morrow
ACDA/VI
Room 5741
320 21st Street N.W
Washington, D.C. 20451

Dr. Keith K. Nakanishi

Lawrence Livermore National Laboratory
P.O. Box 808, L-205

Livermore, CA 94550 (2 copies)

Dr. Carl Newton
Los Alamos National Lab.
P.O. Box 1663
Mail Stop C335, Group E553 P
Los Alamos, NM 87545

Dr. Kenneth H. Olsen
Los Alamos Scientific Lab.

Post Office Box 1663 4

Los Alamos, NM 87545 0,

Howard J. Patton
Lawrence Livermore National Laboratory .N
P.O. Box 808, L-205

Livermore, CA 94550

AFOSR/NP
ATTN: Colonel Jerry J. Perrizo
Bldg 410
Bolling AFB, Wash D.C. 20332-6448 4..

HQ AFTAC/TT
Attn: Dr. Frank F. Pilotte
Patrick AFB, Florida 32925-6001

Mr. Jack Rachlin *4

USGS - Geology, Rm 3 C136
Mail Stop 928 National Center
Reston, VA 22092
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Robert Reinke r
AFWL/NTESC
Kirtland AFB, NM 87117-6008

HQ AFTAC/TGR A.

Attn Dr. George H. Rothe
Patrick AFB, Florida 32925-6001 S

Donald L. Springer
Lawrence Livermore National Laboratory
P.O. Box 808, L-205

Livermore, CA 94550

Dr. Lawrence Turnbull
OSWR/NED
Central Intelligence Agency
CIA, Room 5G48 %
Washington, D.C. 20505

Dr. Thomas Weaver
Los Alamos Scientific Laboratory
Los Almos, NM 97544

AFGL/SULL
Research Library
Hanscom AFB, MA 01731-5000 (2 copies)

Secretary of the Air Force (SAFRD) i

Washington, DC 20330
Office of the Secretary Defense

DDR & E ii

Washington, DC 20330

HQ DNA

ATTN: Technical Library
Washington, DC 20305

Director, Technical Information

DARPA
1400 Wilson Blvd.

Arlington, VA 22209

AFGL/XO

Hanscom AFB, MA 01731-5000

AFGL/LW
Hanscom AFB, MA 01731-5000

DARPA/PM
1400 Wilson Boulevard

Arlington, VA 22209

Defense Technical

Information Center
Cameron Station
Alexandria, VA 22314

(12 copies)
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.Defense Intelligence Agency

Directorate for Scientific &
Technical Intelligence

Washington, D.C. 20301

Defense Nuclear Agency/SPSS
ATTN: Dr. Michael Shore
6801 Telegraph Road "

Alexandria, VA 223L0

AFTAC/CA (STINFO)

Patrick AFB, FL 32925-6001
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