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and Lg spectra. “However; since signal detection is based on time domain amplitudes measured ‘J’
on filtered beams, a parameterization of single-channel spectra is not sufficient to determine ,"
detection capability, Fherefore; we determine a relationship between the spectral amplitudes ' v :
used in the inversion and the time domain amplitudes used in signal detection. There are two =~ e

separate issues that are central in developing this relationship. One is the relation between
temporal and spectral amplitudes on filtered beams and the other is the relation between beam
spectra and single-channel spectra. The first of these depends on the dispersion while the $
second is essentially the beam gain. We find that the temporal signal-to-noise ratio (SNR) for

Pn measured on a filtered beam can be expressed as a product of the single-channel spectral ‘

SNR and terms specific to the NORESS array configuration and beamforming. This factoriza- :}:
tion allows us to predict the Pn detection capability for other regions of estimated attenuation .
or for other staticn configurations. However, the relationship is more complicated for Lg Ky
because it is a dispersed phase and because the pre-Lg noise is a complicated function of mag- :::
nitude, distance, and frequency. Therefore for Lg we simply determine an empirical relation- :::
ship for the time domain amplitudes in terms of the spectral amplitudes used in the inversion ;::

and acknowledge that our Lg detection capability cannot be extrapolated with confidence to
other areas or to ranges greater about 1400 km. To demonstrate the validity of our parameteri- -
zation, we compare the predicted detection capability based on our inversion results to the

observed temporal SNRs and find that they are generally consistent. We estimate the 90% -
NORESS M, detection thresholds for Pn to be 2.0 at 400 km and 2.8 at 1000 km. For Lg the E
90% thresholds are 2.0 at 400 km and 3.3 at 1000 km. The 90% thresholds for detection of

either Pn or Lg are 1.7 at 400 km and 2.6 at 1000 km. These results are also consistent with N
NORESS magnitude detection thresholds determined by Ringdal (1986), and this provides w7
independent support for our parameterization. F:
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’ 1. INTRODUCTION v

We estimate the attenuation and detectability of regional Pn and Lg phases recorded by .
the NORESS array in Norway. This is a continuation of the work described in our previous
semi-annual report [Sereno et al., 1987]. There we presented attenuation estimates based on
the inversion of spectra from 190 regional events. In this study we extend these results by (1)
examining the sensitivity of the attenuation estimates to our signal processing procedures, (2) o
bounding the bias in the Lg attenuation estimates caused by contamination by Sr coda, (3) '
investigating the relationship between the spectral amplitudes used in the inversion and the
time-domain amplitudes used in signal detection. )

1.1 Objectives 3

The primary objective of this research is to accurately determine frequency-dependent )
attenuation curves for regional phases recorded at NORESS. A successful parameterization of a3
regional wave spectra in terms of event magnitude and epicentral distance has important impli- W,
cations for many practical issues in nucleai explosion seismology such as event detection and
and identification capabilitiecs. However, ‘because signal detection is based on time-domain \
amplitudes measured on filtered beams, a spectral parameterization is insufficient to determine 2
detection capability. Therefore, in this report we focus on the connection between the temporal
amplitudes used in signal detection and the array-averaged spectral amplitudes used in our
inversion. In particular, we examine the following:

E Vo e b I I

L]
¥4

e  Spectral amplitudes and signal processing. Spectral amplitudes are a function of
the time window selected for Fourier analysis, particularly for dispersed phases.
Therefore, it is necessary to determine the sensitivity of our attenuation estimates to
our signal processing procedures. The selection of an "appropriate” time window
depends upon the specific application of the attenuation results. For example, a
time window long enough to include the contribution of dispersed modes is required
to estimate the average anelasticity of the crust from Lg spectra. However, signal
detection is not based on the energy distribution over a long time window, but is
more accurately represented by a parameterization of spectra computed over a short
window length. We previously presented results that accurately describe the impor-
tant characteristics of Pn and Lg spectra computed for fixed 5-s windows [Sereno et
al., 1987]. In this report we compare attenuation estimates obtained from Lg spec-
tra computed in three ways, for fixed time lengths of 5 s and 17 s and for a fixed
group velocity window from 3.0 to 3.6 kmy/s.
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e Bias from interfering phases. Secondary phase detection capability depends not
only on signal amplitudes, but also on the amplitude and spectral content of the
coda of previously arriving phases. Because Sn is a higher-frequency phase than
Lg, its coda could introduce an upward bias in the Lg Q estimate. To check this,
we invert the Lg spectra over several frequency bands and compare the Sn coda
spectra to the Lg spectra over a broad distance range to bound the bias in Q.

e  Spectral and temporal amplitudes. The STA/LTA detector is used for processing
NORESS data. That is, signal detection is achieved when the short term average
(STA) divided by the long term average (LTA) exceeds a prescribed threshold.
These amplitudes are measured on filtered beams. The spectra used in the inversion
are array-averages of single-channel spectra. Therefore, the relationship between
temporal amplitudes used in detection and the spectral amplitudes used in our inver-
sion depends on the beam gain, filter bandwidth, and the relation between the
single-channel time and frequency domain amplitudes. Each of these must be con-
sidered if detection capability is to be estimated from attenuation models obtained
through spectral analysis.

1.2 Outline of the report

This report in divided into five sections, including this introduction. Section 2 describes
the results of the inversion of Pn and Lg spectra and their dependence on the time window
selected for Fourier analysis. In particular we compare Lg attenuation estimates based on fixed
time length (FTL) and fixed group velocity (FGV) windowing. The main results are in Section
2.9 where we compare results for fixed 5-s and 17-s windows and for a fixed group velocity
window of 3.6-3.0 km/s. The results for FGV windowing were summarized by Sereno et al.
{1988]. We present the complete results of that study in Section 2 and Appendix A. Section
2.10 compares predicted spectra based on the results of our inversion to those based on the
attenuation curves used by Evernden et al. [1986] to estimate detection capability in the Soviet
Union. We find that the Evernden at al. curves vastly overestimate the detectability of high-
frequency waves seen in NORESS recordings of events in northern Europe.

Section 3 examines the influence of Sn coda on the Lg Q estimate. We superimposc
pre-Lg and Lg spectra to determine the approximate frequency band for which Lg can be con-
sidered free of Sn coda contamination. We find that Sn coda contaminatcs the Lg spectra at
frequencies greater than about 12 Hz at distances near 300 km and at frequencies greater than
about 4 Hz at distances near 1000 km. Sereno et al. [1988] inverted Lg spectra over a 1-7 Hz
band for data spanning a distance range of 200-1400 km. Therefore, it is quite possible that
their results (described in Section 2) are affected by Sa coda. In Section 3 we invert the Lg
spectra over 1-3 and 1-5 Hz bands and compare to our 1-7 Hz results to bound the Sn coda
bias in Q.

The relationship between time and frequency domain amplitudes is explored in Section 4.
Detection statistics are compiled from the output of an automated detection and post-processing
program, SAIAP, which is an extension of the RONAPP program used at NORSAR
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[Mykkeltveit and Bunguin, 1984]. In general, predictions based on the spectral inversion results
are consistent with the observed detection statistics. Array-averaged spectral levels are com-
pared to the LTAs and STAs measured on the detecting beams. In Section 4.6 we parameter-
ize the detectability of Pn and Lg phases using only time domain measurements and compare
the results to our spectral analysis. Section 5 presents our main conclusions and summarizes
the results of this study.
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2. REGIONAL WAVE SPECTRA, Q AND WINDOW LENGTH

In this section we estimate the frequency-dependent attenuation of Pn and Lg phases from
186 regional events recorded by the NORESS array in Norway. The important differences
between the results presented in this section and our previous results [Sereno et al., 1987;
Sereno et al., 1988] are summarized below:

° Sereno et al. [1987] estimate attenuation and seismic moment from Pn and Lg spec-
tra computed for fixed 5-s windows. Data from 190 regional events were used in
the analysis. Here we determine the sensitivity of those estimates to the time win-
dow used in the calculation of the spectra. Four of the events used by Sereno et al.
(1987] were excluded from this analysis because the FGV window included spuri-
ous detections. We find that the Lg inversion results are strongly dependent upon
the window length, while the results for Pn are not. Because Lg is dispersed,
attenuation and moment estimated from spectra computed for fixed time windows
can be biased by the exclusion of the lower group velocity modes at long ranges.
Therefore, Q estimated from spectra computed in this way cannot be interpreted in
terms of crustal rheology unless the fixed time length is sufficient to include the
entire dispersed wave train at all ranges. Thus, we estimate the Q for Lg using
spectra computed with a fixed group velocity window, 3.6-3.0 km/s. The resulting
Q;, can be interpreted as a measure of the average anelastic absorption of shear
waves in the crust [Campillo et al., 1985]. Although the Pn windowing procedure
remains unchanged, the results presented here for Pn differ slightly from those
presented in our previous report [Sereno et al., 1987]. This is because our method
uses the consistency of the derived source parameters from the separate Pn and Lg
inversioir~ to resolve parameter trade-offs. Since the Lg model is different for the
FGV specira, a different Pn model produces an intemally consistent set of source
parameters.

e  Sereno et al. [1988] summarize attenuation and seismic moment results for Pn com-
puted for fixed 5-s windows and Lg spectra computed for the fixed group velocity
range 3.0 to 3.6 km/s. This section and Appendix A present the complete results of
that study. We also compare these Q;, estimates with estimates for fixed time
lengths of 5 s and 17 s. The 17-s window was chosen since it has been used in
other studies of Lg attenuation.

For a given set of source and spreading assumptions, the inversion clearly defines a broad
minimum in the data residuals corresponding to a suite of models that fit the data equally well
in a least squares sense. In Sections 2.4-2.7 the results for our "preferred model" are
presented. In Section 2.8 we discuss the trade-offs among model parameters, the dependence
of the results on our source and spreading assumptions, and the basis for selecting our "pre-
ferred model.” Throughout this section we present only representati* . comparisons of theoreti-
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cal and observed spectra. A complete catalog of the estimated source parameters and plots -~
comparing theoretical and observed spectra is given in Appendix A. :

o
2.1 Method hek
o)

This section is a brief summary of the method we used to estimate attenuation and source \"'
parameters. A detailed description of our method is given by Seremo et al. [1987]. The t‘_,’, -

analysis assumes a simple source scaling model and that all observed spectra can be fit by a
single frequency-dependent Q model. We parameterize the instrument-corrected amplitude ")
spectrum of a seismic signal as A

!
AG.r) = S() G(rrg) exp [3’%} @.1) o

where A(f,r) is the observed displacement spectrum at range r and frequency f, S(f) is the
source spectrum, G(r,ry) is geometric spreading, and the last term is the effective attenuation

"r': ‘: "-

A
]
»

| for travel time ¢. Note that the effective attenuation includes contributions from both anelastici- i
ty and scattering. %
Source spectra. We adopt a simplified Mueller and Murphy [1971] explosion source :: ]
function characterized by f % decay beyond a comer frequency that scales inversely with the f._
cube root of the long-period level. That is, j’,«.
il
fe=cSo -3 22 g\
N
where S is the long-period source level, f. is the comer frequency, and ¢ is a scaling constant. : o
The source parameters estimated by the inversion are § for each event and a single value ?‘
of ¢ relating comer frequency to long-period source level. The explosion moments are ®
estimated from the long-period levels derived from Pn [Stevens and Day, 1985]. Since our j'
observations are from a single station and the focal mechanisms for the small earthquakes in :f: :
our data set are unknown, we do not know the radiation pattern and are therefore unable to ;:-_
estimate seismic moment from S§i(Pn). However, since Lg samples a large fraction of the o

focal sphere, the earthquake moments can be estimated from the long-period source levels
derived from Lg [Street et al., 1975]. The relationships we use to estimate seismic moment are

MG® = 4rp,05S5™ (Pn) .3
M3 = amp BIST (Lg) .4)

where p, and a, are near-surface density and compressional velocity, and p. and B, are the
average crustal density and shear wave velocity.

The amount of Lg energy excited by an explosion is depth-dependent and complicated by
near-source wave conversions [Bennett et al., 1987). Explosions generate Lg energy primarily
through P-SV mode conversions and scattering, while earthquakes produce much more direct :S
shear wave encrgy. Therefore, for a given source moment and focal depth, earthquakes arc NN
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expected to generate larger Lg amplitudes than explosions. We will express the long-period Lg o
source level for an explosion as an unknown fraction of the long-period level for an earthquake ,’:
1
of equal moment and depth. That is, :
SoP(Lg) = x S5U(Le) 2.5) e
"
‘ e
] where X is an unknown constant, p-csumably less than one. We will estimate this corstant :‘;
| using (2.3), (2.4), and (2.5), together with the observed ratio of S§P(Lg) to S§P(Pn). A
Geometric spreading. The inversion also requires that we assume the geometric spread- N
ing function. Following Herrmann and Kijko [1983], we express the spreading function in the o
o
frequency domain as NG
)
ny
G(rre) = (U/n for r<rg
G(rrg) = rg! (ryr)™ for r2ry (2.6) !
'
i
. where r, is a transition distance from spherical spreading to spreading rate m. The Lg phase ‘
consists of higher-mode surface waves which are accurately described at long ranges by %]
cylindrical spreading (m = 1/2), provided the window length is sufficient to encompass the
entire dispersed wave train. By comparing the long-period amplitude spectrum of Lg to ‘.:; A
moments calculated from long-period surface waves, Street et al. [1975] empirically deter- ey
mined rp = 100 km, or roughly twice the crustal thickness. Measuring the decay rate of syn- }:'. y
thetic Lg phases computed for an elastic medium, Herrmann and Kijko [1983] verified that Lg =
frequency domain spreading was accurately described as cylindrical and substantiated the : ,
empirical result of Street et al. (1975] for ry. Therefore we adopt (2.6) with ro = 100 km and <N
m = 1/2 to approximate Lg geometric spreading. O
ﬂ'L :
Less work has been done on the spreading rate of Pn. Because its energy density is "‘ y
more localized about a single ray path, Pn geometric spreading is more sensitive to velocity ‘.‘.
gradients in the upper mantle. Numerical studies of Pn indicate that for typical upper mantle 00
structures the spreading rate lies between r' and r~2 [Langston, 1982; T. C. Wallace, personal '{‘
communication, 1987). That is, the spreading rate lies between that for the ‘‘simple tumning .r‘_'

ray’’ and the ‘‘canonical head wave’’ interpretations of the Pn ray path. We find that an
important constraint on Pn spreading is the consistency of the derived source parameters from
the separate Lg and Pn inversions. As discussed in Section 2.8, this criterion supports a choice
of r!3 for the Pn spreading rate. Therefore we use (2.6) with r, = 1 km and m = 1.3 1o
describe Pn spreading. In Se-tion 2.8 we discuss how the results change when different
spreading is assumed.

Effective attenuation. We characterize the range-dependent decay of the seismic spectrum
in terms of a power law frequency dependence of Q. That is,

| ® ‘_J.'),./"f".".f"-‘.,v P.5%

,.,{7{

.,
%

Q) = Qo f" 2.7

o
o4

where Qp and n are parameters of the inversion. No attempt is made to distinguish intrinsic
absorption from scattering. In this form, our results are easily compared to those for other
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geographic regions. We have not accounted for any azimuthal variations in Q, but have com-
; bined data from all azimuths into an inversion for a single, average Q@ model. Examination of
: the fit of the model to the data demonstrates the validity of this procedure.

e Inversion. The input data for the inversion are the logarithms of the observed displace-

! ment spectra corrected for the assumed geometric spreading. These data are inverted for N
apparent attenuation, source moment, and the constant relating comer frequency and moment.

Adopting standard methods for solving non-linear inverse problems, we linearize the system of \
equations governing the relationship beiween the data and model parameters. We assume a

starting model, compute theoretical data, subtract it from the observed data, and solve itera- 3
tively for the model perturbations that minimize the data residual in the least squares sense. In b
practice, we have found it necessary to include damping to stablize the solution. That is, we

minimize a weighted sum of the data residuals and the model perturbation norm. The explicit

problem formulation, matrices, and partial derivatives are given by Sereno et al [1987].

2

.=

2.2 Data

PR il el

b

The data used in this study consist of stable, array-averaged spectra for 186 regional
events recorded by the small aperture NORESS seismic array in Norway. Event magnitudes
range between 1.1 and 4.8 and epicentral distances are between 200 and 1400 km. The

' NORESS array configuration and sampling rate were designed to enhance the detection of sig-
nals from small regional events [Mykkeltveit et al., 1983]. The array includes 25 short-period
instruments in concentric rings with a maximum diameter of 3 km. The data are digitally
recorded at 40 samples per second.

X _“i‘r X X!

- Table 2.1 is a list of all events and phases (Pn and/or Lg) used in the inversion. In some
cases only one phase was included because the other was not detected or because it had a low
signal/noise ratio over the frequency band used in the inversion. Reported mining explosions
are identified by an "EX" under the column heading, "Type." The label following "EX"

K identifies the mine. Three are in southwest Norway; BLA (Blasjo), TIT (Titania), and NYG
(Nygardstaugen). Other mine codes are those used in the bulletin published by the University

. of Helsinki based on the Finish Seismic Array. An "EQ" designator identifies presumed earth-

1 quakes, although some may be unreported explosions. Events that are not reported explosions,
but have locations within 50 km of known mines are considered of unknown source type.

SO X T

S Eow R e, v ey

o The location and origin times are from a local bulletin published by the University of j-
Bergen or the University of Helsinki, when available, or from the Preliminary Determination of
Epicenters (PDE) bulletin. Events for which an independent network solution is not available
are assigned either RONAPP (single asterisk) or SA/AP (double asterisk) locations. The
v RONAPP locations are published in the NORESS bulletin, along with the detection times of
the P and Lg phases used in the location solutions. In some cases RONAPP did not associate
) phases correctly, and we were ab'e to use the SAIAP solution with the appropriate phase asso- v
. ciation. SAJIAP also uses a broad band, frequency-wavenumber calculation (Kvaerna and Ring- 1;
dal, 1986) that gives more accurate azimuth cstimates than those used in the RONAPP loca- .
tions.
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Tabie 2.1. Evenis used in the generalized inversion.

Event Date Time Location Type Phases M,
1 10-25-85 12:04  59.30N 28.10E EX-E7 Pn Lg 3.0
2 10-27-85 4:36 61.30N 4.30E EQ Pn Lg 28 (B)
3 10-27-85 441 66.40N 11.60E* EQ Pn Lg 2.3
4 10-27-85 4:52 66.00N 14.10E** EQ Pn Lg 2.2
5 10-29-85 10:23  59.31N 6.95E EX-BLA Pn Lg 19 ®R)
6 10-31-85 2:56  62.78N 18.03E EQ Pn Lg 2.8
7 10-31-85 14:11  60.70N 29.00E EX-V5 Pn Lg 2.8
8 11- 6-85 14:51 59.3IN 6.95E EX-BLA Pn Lg 24
9 11-9-85 1443  58.34N 6.43E EX-TIT Pn Lg 2.1
10 11-9-85 1821 62.60N 6.70E**  -- Pn Lg 20 (R)
11 11-12-85  12:22  59.50N 25.00E EX-E3 Lg 2.6
12 11-13-85 12:08  59.30N 28.10E EX-E7 Pn Lg 2.7
13 11-13-85 14:11  58.34N 6.43E EX-TIT Pn Lg 1.9
14 11-14-85 12:52  60.70N 28.70E EX-V12 Pn Lg 29
15 11-15-85 13:54 61.10N 29.90E EX-V8 Pn 29
16 11-21-85 11:50  59.30N 27.20E EX-E4 Lg 24 (H)
17 11-21-85  13:17 5929N 7.4E -- Pn Lg 1.9
18 11-23-85 13:06 59.50N 25.00E EX-E3 Lg 2.5
19 11-25-85 13:06 59.40N 28.50E EX-E8 Lg 30
20 11-27-85 4:54 59.73N S.71E EQ Pn Lg 3.0
21 11-27-85 12:18  61.40N 31.60E EX-V4 Pn 2.8
22 11-28-85 9:30 57.90N 11.50E** EQ Pn Lg 2.1 (R)
23 11-30-85 19:05 61.55N 4.65E EQ Pn Lg 3.0
24 12- 1-85 721  67.70N 33.70E EX-K1 Lg 2.8
25 12- 5-85 i2:25 61.10N 30.20E EX-V2 Pn 20 M)
26 12- 7-85 13:18  59.30N 27.20E EX-E4 Lg 3.1
27 12-7-85 14:16  60.19N 5.25E - Pn Lg 22
28 12- 7-85 14:39  5890N 5.98E EQ Pn Lg 19
29 12-10-85 12:06  59.40N 28.50E EX-E8 Lg 3.2
30 12-10-85 12:18  60.60N 29.20E EX-V11 Pn Lg 20 (R)
31 12-10-85 13:43  59.72N 22.56E EQ Pn 20
32 12-11-85 12:14  59.40N 28.50E EX-ES8 Pn Lg 33
33 12-11-85 12:51  59.30N 27.60E EX-E6 Lg 2.8
34 12-13-85 12:09  59.40N 28.50E EX-E8 Pn Lg 2.8
35 12-14-85 14:35  61.10N 30.20E EX-V2 Pn 24 (H)
36 12-17-85 13:08  61.10N 30.20E EX-V2 Pn 25 (H)
37 12-23-85 4:27 50.18N 12.35E EQ Pn 32 (R)
38 12-24-85 0:04 50.17N 12.44E EQ Pn 26 (R)
8
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Event Date Time Location Type Phases M,
39 12-24-85 13:13  59.50N 25.00E EX-E3 Lg 2.6
40 12-25-85 12:04  60.90N 29.30E EX-VIC Pn Lg 29
41 12-25-85 13:19  59.30N 27.60E EX-E6 Lg 2.6
42 12-25-85 14:18 60.00N 28.50E** EQ Pn Lg 2.7
43 12-27-85 11:06  61.40N 31.60E EX-v4 Pn 22
44 12-27-85 12:16  59.40N 28.50E EX-E8 Pn Lg 33
45 12-27-85 12:42  61.10N 30.20E EX-V2 Pn 24
46 12-28-85 11:47  57.69N 26.54E EQ Pn Lg 28
47 12-29-85 21:38  73.29N 6.86E EQ Pn 4.7
48 12-30-85 12:03  59.50N 26.50E EX-E9 Lg 2.7
49 12-30-85 12:19  59.3IN 27.34E - Lg 2.7
S0 12-31-85 6:57 73.36N 6.77E EQ Pn 4.8
51 12-31-85 7:10  73.29N 6.70E EQ Pn 4.6
52 12-31-85 12:08  63.20N 27.80E EX-M7 Pn 23
53 12-31-85 13:37  58.34N 6.43E EX-TIT Pn Lg 2.1
54 1-3-86 14:59  61.90N 30.60E EX-V7 Pn Lg 29
55 1-7-86  11:220 60.92N 29.05E = Pn Lg 2.8
56 1-7-86 14:14  58.34N 6.43E EX-TIT Pn Lg 1.8
57 1- 9-86 1:59 66.80N 21.80E*  EQ Lg 2.6
58 1-9-86  12:08  59.30N 28.10E EX-E7 Pn Lg 25
59 1-13-86 12:06  59.64N 24.07E = Pn Lg 2.7
60 1-15-86 12:06  59.40N 28.50E EX-E8 Pn Lg 34
61 1-16-86  12:08  59.40N 28.50E EX-E8 Pn Lg 27
62 1-17-86  12:12  59.30N 28.10E EX-E7 Pn Lg 33
63 1-17-86  14:11  58.34N 6.43E EX-TIT Pn Lg 23
64 1.20-8¢  23:38  S50.18N 12.31E EQ Pn Lg 33
65 1-21-86 8:56  55.30N 13.60E* EQ Pn Lg 2.5
66 1-25-86  22:58 57.10N 7.00E** EQ Pn Lg 1.7
67 1-25-86  23:13  61.48N 16.94E EQ Pn Lg 29
68 1-31-86 6:00 65.39N 10.65E EQ Pn Lg 25
69 1-31-86 1049  61.10N 29.90E EX-V8 Pn Lg 33
70 1-31-86  12:10  59.30N 28.10E EX-E7 Pn 33
71 1-31-86  14:18  58.34N 6.43E EX-TIT Pn Lg 1.9
72 2-2-86 4:57  67.60N 34.00E EX-K2 Lg 29
73 2- 3-86 1:30 59.60N 143E EQ Lg 1.9
74 2-5-86 1523  62.60N 6.80E* EQ Lg 1.6
75 2-5-86 23:36  62.74N 4.50E EQ Pn Lg 23
76 2- 6-86 6:20 62.90N 4.86E EQ Pn Lg 1.9
77 2-6-86 12:22  59.30N 28.10E EX-E7 Pn Lg 2.6
78 2-6-86 16:30 67.10N 20.60E EX-R1 Lg 2.6
79 2-7-86 11:.00  64.70N 30.70E EX-V10 Pn Lg 3.1
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Event Date Time Location Type Phases M,

80 2-7-86 12:09  59.40N 28.40E EX-E12 Lg 2.5
| 81 2-7-86  12:17  59.20N 31.00E** EQ Lg 19 @®)
| 82 2-7-86  14:05 67.60N 34.20E EX-K5S Pn 28 (H)
! 83 2-7-86 2103 66.45N 14.89E EQ Pn Lg 22 (H)

84 2-10-86  12:42  59.40N 28.50E EX-ES8 Pn Lg 2.7

85 2-14-86  14:13  58.34N 6.43E EX-TIT Pn Lg 2.4
86 2-14-86 17:54  58.3d4N 6.43E EX-TIT  Pn 23 (B)

87 2-16-86 1820  61.69N 4.90E EQ Pn 1.7
88 2-17-86  12:37  59.30N 27.20E EX-E4 Lg 25 (H)

89 2-18-86 1046  59.30N 27.20E EX-E4 Lg 3.1

90 2-18-86  12:46  64.70N 30.70E EX-VI0O Pn Lg 2.6

91 2-23-86  6:14  67.60N 34.00E EX-K2 Pn Lg 3.1

92 2-26-86  2:12  62.76N 5.29E EQ Pn Lg 1.9

93 3-5-86 12:13  59.50N 26.50E  EX-E9 Lg 32

94 3-5-86 13:02 5720N 7.00E** EQ Pn Lg 1.8

9s 3-7-86 13:08  59.30N 28.10E EX-E7 Pn Lg 3.3

96 3-8-86 1621 61.67N 2.58E EQ Pn Lg 1.9

97 3-10-86 420 62.8IN 4.91E EQ Pn Lg 2.1

98 3-10-86 12:02  59.30N 28.10E EX-E7 Pn Lg 32

99 3-11-86  12:02 59.30N 28.10E  EX-E7 Pn Lg 32

100 3-13-86 1027  61.10N 29.90E EX-V8 Pn 2.8

101 3-13-86 11:39  60.70N 29.00E  EX-V5 Pn Lg 2.9

102 3-21-86 13:02  59.50N 25.00E EX-E3 Lg 2.6

103 3-24-86 11:18  59.30N 27.20E EX-E4 Pn Lg 2.5

104 3-25-86  9:05 62.76N 4.76E EQ Pn g 2.0

105 3-27-86 1224  59.40N 28.50E EX-ES8 Pn Lg 3.5

106 3-30-86 323 61.66N 4.53E EQ Pn Lg 1.6

i 107 4-4-86 13:13  58.3d4N 6.43E EX-TIT Pn Lg 1.9
108 4-4-86 22:43  70.86N 8.91E EQ Pn 44 (H)

109 4-7-86  0:35 61.84N 4.88E EQ Pn Lg 2.0

110 4-14-86 14:55 59.49N 24.1iE - Pn  Lg 2.8

111 4-15-86  10:53  60.90N 29.30E EX-VIC  Pn 3.0
112 4-16-86  11:51  60.39N 5.34E EX-NYG Lg 18 (B)

E 113 4-16-86 13:15  58.15N 5.97E - Pn Lg 2.1

114 4-18-86  8:33  67.60N 34.00E EX-K2 Lg 2.7

115 4-19-86  10:59  61.10N 30.20E EX-V2 Pn Lg 2.5

i 116 4-28-86 15:53  60.18N 4.88E - Pn Lg 2.4

! 117 4-29-86  17:48  59.82N 24.06E EQ Lg 2.6

118 4-30-86  10:19  59.3IN 6.95E EX-BLA Pn Lg 2.2

119 5-8-86 17:14  58.70N 17.99E EQ Lg 2.3

120 5-16-86  15:02  61.90N 30.60E EX-V7 Lg 3.1




Event Date Time Location Type Phases M,
121 5-17-86  16:01  62.94N 4.94E EQ Pn Lg 2.4
122 5-21-86 8:57 61.65N 31.38E -- Lg 2.6
123 5-27-86 18:36  59.3IN 6.95E EX-BLA Pn Lg 23
124 5-28-86 17:52  59.3IN 6.95E EX-BLA Pn Lg 24
125 6-3-86 11:04 59.17N 5.66E EQ Pn Lg 20
126 6-3-86 14:30 61.46N 4.08E EQ Pn Lg 2.7
127 6- 4-86 9:07 61.50N 30.40E EX-V3 Pn Lg 39
128 6-6-86 13:14  58.34N 6.43E EX-TIT Pn Lg 1.7
129 6-7-86  12:13  59.20N 27.60E EX-ES Lg 3.0
130 6-12-86 9:31  61.50N 30.40E EX-V3 Pn 3.7
131 6-12-86  13:04  60.90N 29.30E EX-VIC Pn Lg 2.6
132 6-13-86  14:41  59.66N 24.28E - Pn Lg 3.1
133 6-15-86 1501 61.67N 3.85E EQ Pn Lg 3.2
134 6-16-86  15:59  60.04N 7.24E EQ Lg 1.1
135 6-19-86 3:55  59.3IN 6.95E EX-BLA Pn Lg 25
136 6-20-86 22:08 6147N 3.92E EQ Pn Lg 1.6
137 6-23-86  13:14  58.34N 6.43E EX-TIT Pn Lg 1.8
138 6-25-86  12:33  61.40N 31.60E EX-V4 Pn Lg 29
139 6-26-86 4:.06 61.88N 5.10E EQ Pn Lg 2.1
140 6-27-86 3:50 59.28N 6.76E - Pn Lg 24
141 6-27-86 9:00 64.70N 30.70E EX-V10 Lg 2.6
142 6-30-86 17:11  57.46N 27.22E EQ Pn Lg 2.8
143 7-1-86 1528  60.70N 28.70E EX-V12 Pn Lg 2.7
144 7-8-86 12:.06 60.04N 29.36E - Pn Lg 32
145 7-8-86 13:09  59.30N 27.20E EX-E4 Pn Lg 2.7
146 7-10-86  20:10 59.3IN 6.95E EX-BLA Pn Lg 23
147 7-12-86  13:38  62.98N 6.47E EQ Pn Lg 2.0
148 7-14-86  13:51  58.33N 13.89E EQ Pn 43
149 7-14-86 14:30  61.10N 29.90E EX-V8 Pn Lg 32
150 7-14-86 14145  58.42N 13.90E EQ Pn Lg 34
151 7-14-86  15:02  69.30N 34.40E EX-K9 Pn Lg 3.1
152 7-15-86  18:46  66.97N 13.02E EQ Pn 35
153 7-16-86  11:27  59.30N 27.20E EX-E4 Pn Lg 3.0
154 7-16-86  17:49  59.3IN 6.95E EX-BLA Pn Lg 23
155 7-18-86  11:03  59.40N 28.50E EX-E8 Pn Lg 3.1
156 7-18-86  13:42  59.30N 27.60E EX-E6 Pn Lg 3.0
157 7-23-86  13:10  60.80N 29.30E EX-VIB Pn Lg 28
158 7-23-86  20:47  59.3IN 6.95E EX-BLA Pn Lg 2.2
159 7-24-86  10:56  68.10N 33.20E EX-K4 Pn 26 (H)
160 7-29-86  13:14  59.3IN 6.95E EX-BLA Pn Lg 23
161 7-30-86  11:03  59.30N 28.10E EX-E7 Pn Lg 3.2
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Date Location

7-30-86 59.30N 27.20E
7-30-86 59.34N 27.55E
7-30-86 59.3IN 6.95E
7-31-86 59.63N 24.48E
7-31-86 59.40N 24.60E
8-13-86 67.10N 20.60E
8-14-86 58.34N 6.43E
8-14-86 59.3IN 6.95E
8-16-86 62.82N 4.98E
9- 1-86 60.82N 2.93E
9- 2-86 59.3IN 6.95E
9- 4-86 60.96N 28.99E
9- 9-86 59.3IN 6.95E
9-18-86 60.77N 20.68E
9-20-86 60.03N 16.29E
9-30-86 60.79N 4.23E
10- 1-86 58.34N 6.43E
10- 9-86 58.34N 6.43E
10-10-86 61.97N 2.33E
10-26-86 61.46N 3.29E
10-26-86 61.72N 3.27E
10-29-86 60.8IN 3.04E
11- 1-86 62.47N 6.19E
11- 2-86 58.58N 13.44E
11-13-86 58.17N 8.10E
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* RONAPP Location

** SAIAP Location

(B) Bergen network magnitude

(H) Helsinki network magnitude

(P) PDE magnitude (M,)

(R) RONAPP uncorrected magnitude
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The M, are based on the Lg amplitude computed by RONAPP. They differ slightly from
the RONAPP M, in the NORESS bulletin by being distance-corrected to the event location
computed by one of the independent networks. For some events RONAPP had no detected Lg
phase, or chose the wrong phase as Lg. For these events the M; is that reported by one of the
independent networks (if available) or the RONAPP uncorrected magnitude. These are listed in
Table 2.1 for information but were not included in any subsequent analysis. The relation
between seismic moment and magnitude (Section 2.7) was derived using only events with
distance-corrected NORESS magnitudes.

The 186 events used in the inversion include 107 explosions, 63 presumed earthquakes,
and 16 events of unknown source type. The Pn inversion included 152 of these events, with
83 explosions, 56 presumed earthquakes, and 13 events of unknown source type. The Lg
inversion used 160 events, including 92 explosions, 53 presumed earthquakes, and 15 unk-
nown. Of the 186 events, 126 were used for both the Pn and the Lg analyses. The NORESS
array location and event epicenters are plotted in Figure 2.1. The distance range 300-450 km
is dominated by events in west to southwest Norway, while events from 700 to 1200 km are
located primarily to the east of NORESS. If the attenuation along paths to the east is distinctly
different from that along paths to the west, then our inversion would give an average Q which
would not adequately represent spectra from either direction. However, separate inversions
were run for restricted azimuth windows, and significant path differences were not observed.

2.3 Signal processing

The calculation of the Pn spectra is incorporated into an automated seismic array process-
ing program (SAIAP) developed as an extension of the RONAPP program used at NORSAR
[Mykkeltveit and Bungum, 1984]. The program computes spectra for each automatically
detected signal. The spectral estimation technique is that proposed by Bache et al. [1985]. A
10% cosine-squared taper is applied to a 5-s window starting 0.3 s before the onset time of the
arrival on the vertical component. The time series is padded with zeros to 512 samples and
fast Fourier transformed. The same procedure is applied to a noise sample taken prior to the
first P detection. The squared noise amplitude spectrum (power) is subtracted from the
squared signal spectrum (energy density). The resulting noise-corrected signal spectra are aver-
aged across the array and corrected for the instrument response. Bache et al. [1985] point out
that if the noise is random, stationary, and uncorrelated with the signal, the signal spectrum
estimate obtained with this method converges to the true signal spectrum as the number of ele-
ments increases. Array averaging has the desirable effect of suppressing uncorrelated local site
effects. We experimented with Pn window lengths of 5, 10, and 15 s and found that the spe¢-
tra are insensitive to that parameter (Figure 2.2).

The inversion results presented here were obtained using Lg spectra computed for a fixed
group velocity window of 3.6-3.0 km/s. The spectra were computed for each array element,
corrected for the ambicnt (pre-Pn) noise, and array-averaged using the method of Bache et al.
(1985]. Our low group velocity cutoff was chosen as 3.0 km/s because our events typically
produced Lg phases with low signal/noisc for group velocities less than this. Section 2.9 com-
pares the inversion results using Lg spectra computed with FGV and FTL windows.
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Figure 2.1. Map of the epicenters of events used in the inversion. Earthquakes, explosions, ] I
and sources of unknown type are plotted with different symbols. The total number of events is !
186. Of these, 152 were used in the Pn inversion and 160 were used in the Lg inversion. e
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Figure 2.2. Examples of Pn spectra for a V8 mine blast (Event 69, Table 2.1) computed for 5,
10, and 15 s windows. The noise spectrum was computed for a S s window prior to Pn.
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Previously, we applied 2 Hz smoothing to the spectra [Sereno et al., 1987]. However,
after inverting both smoothed and raw spectra we find no significant difference in the results,
except that smoothing causes an artificially small data variance. Therefore we use the raw
spectral amplitudes throughout this analysis.

2.4 Pn spectra and Q

Regional Pn spectra of 152 events were inverted between 1 and 15 Hz, sampled every
0.25 Hz. However, we note that at ranges less than 300400 km, Pn and Pg arrive within the
same 5-s window, so it is possible that some of our shornt-range spectra include a Pg contribu-
tion. The number of data in the Pn inversion is 8664, and the number of parameters is 155.
The Pn spectra were corrected for geometric spreading and inverted for seismic moment and
ow.

The apparent attenuation from the Pn inversion is represented by QOp,(f) = 325f %4,
Selected examples of the fit of theoretical spectra to data spectra are shown in Figure 2.3. The
Pn amplitude is more variable than the Lg amplitude, probably due to greater sensitivity to
source radiation pattern, focusing/defocusing, and scattering. Nevertheless, acceptable fits to
the Pn spectra were achieved with our simple parameterization. However, we recognize that
our Qp,(f) is an empirical representation of observed data, and we do not interpret it in terms
of upper mantle rheology.

2.5 Lg spectra and Q

Regional Lg spectra of 160 events were inverted between 1 and 7 Hz, sampled every
0.25 Hz. The spectra were computed for the fixed group velocity range 3.6-3.0 km/s. The
possibility that these spectra are contaminated by Sn coda at high frequency [Chun et al.,
1987; Ringdal, 1986; Shin and Herrmann, 1987) is discussed in Section 3. The number of
data in the Lg inversion is 4000, and the number of parameters is 163.

The attenuation resulting from the inversion is 0y ,(f) = 560f 026 Selected examples of
the fit of theoretical spectra to data spectra are shown in Figure 2.4. All of these events have
comer frequencies greater than 6 Hz, so the source parameterization has only a minor effect on
the results. Numerical modeling of Lg suggests that its observed attenuation is an effective
measure of the average absorption of shear waves in the crust [Campillo et al., 1985). Our
Qy,() is therefore an approximation to the average Qg of the crust, although it also includes
the effects of apparent attenuation due to scattering.

Table 2.2 compares our Lg attenuation estimate to those for various regions. Entries 1-4
are attenuation estimates for paths in the western United States. With the exception of Chave:
and Priestley [1986], these studies are band limited to relatively low frequencies. Entries 5-10
are estimates for paths across eastern North America. An obvious conclusion is that the tec-
tonically active western United States is characterized by a lower Q and stronger frequency
dependence than the stable eastern North American shield. Our Q) falls between the ENA
and WUS estimates.
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Figure 2.3. Selected comparisons of theoretical Pn spectra based on the inversion results to
observed spectra. Pn spectra of three earthquakes are on the left, and Pn spectra of three mine
blasts are on the right. All spectra are labeled by the event local magnitude and epicentral dis-
tance. The explosion spectra are labeled by the University of Helsinki mine identification
code. Local magnitude was not available for the V11 mine blast. The spectral amplitudes are

in nanometer-seconds.
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Figure 2.4 Selected comparisons of theoretical Lg spectra based on the inversion results to
observed spectra. Lg spectra of three earthquakes are on the left, and Lg spectra of three mine
blasts are on the right. All spectra are labeled by the event local magnitude and epicentral dis-
tance. The explosion spectra are labeled by the University of Helsinki mine identification
code. Local magnitude was not available for the V11 mine blast. The spectral amplitudes are

in nanometer-seconds.
18

O, y Eﬁ ’ b’*‘h E\ a“g t: & *z'ﬂ'h'h‘- E\-“(-"f[‘:: }m%‘fft\' o ! '\'*'i




400" 1% B 1000 Bal Bat b 0a% €Y ¥ Y o Ra® Ga” 0BT 08 VA 4 TR ath a¥t AT i 6 0 ol 8800 ol Vad ¢t S o0 Sg) Vab S48 0 WL SN N LW LW W LW LY LW W W LW W e

Table 2.2. Reported Q,(f) estimates.

QLg(f)
Region Frequency, Hz Qo n Reference
1 western United States 0.5-35 140-200 04-0.6 Singh and Herrmann [1983]
2 western United States
(NTS explosions) 1.0-2.0 200-300  0.2-0.4  Peseckis and Pomeroy [1984]
3 westemn United States
(NTS explosions) 1.0-2.0 139 0.6 Nuntli [1986]
4 western United States
(Great Basin) 0.25-12.5 206 0.68 Chavez and Priestley [1986]
5 eastern United States 0.5-3.5 1000 0.3-04  Singh and Herrmann [1983]
6 eastern North America 1.0-15.0 900 0.2 Hasegawa [1985]
7 eastern United States 0.5-14.0 1000 0.35 Goncz et al. [1987]
8 eastern Canada 0.6-10.0 1100 0.19 Chun et al. [1987]
9 eastern United States 0.5-7.0 800 0.32 Gupta and McLaughlin {1987) _-,"
10  eastern North America 0.5-15.0 500-550 0.65 Shin and Herrmann [{1987] :ﬁ
11  central France 0.5-10.0 290 0.52 Campillo et al. [1985] N
12 southern Africa - 600 04 Mitchell et al. [1987] *
13 Scandinavia 1.0-7.0 560 026 this study ’
~
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The most relevant comparison of our result 1o those of other studies is that of spectral _‘:F"
shape. Figure 2.5 plots exp(-nft/Q(f)) for the Q models in Table 2.2. Notc that the spectral ::'
shape for our Q model is similar to that predicted for the low cxponent ENA Q models (entries Lt
6 and 8 of Table 2.2). However, models with large Q, and strong frequency dependence (like ) . -
entry 10) give spectra that severely overestimate the ratio of high- to low-frequency cnergy -4::
seen in the NORESS data. -y
Our Q,, estimate is controlled by data from ranges between 300 and 1200 km. We are i : "
not aware of comparable estimates of Q in Scandinavia. Howecver, Kvamme and Havskov
[1985] estimated from spectral ratios of § waves from local everts in southem Norway, ._-;
Q =127f'% Although the frequency dependence differs significantly, our Q;, is equal to o
their Qg at about 6 Hz. All their data are from events at cpicentral distances les: than 200 km, ;:.:
and their analysis extended to 16 Hz. Since the ray paths of local S waves are restricted to s
shallower depths in the crust, one plausible explanation for the difference is that the stronge. ‘., )
frequency dependence is caused by a higher conccntration of scatterers at shallow depth. .:-:_",‘.
However, it may be that the differences are methodological, and therefore without much physi- o
cal significance. ,’.::_";
N
2.6 Pn/Lg consistency '! .

A

An important constraint on the attenuation estimates is the consistency of the derived
source parameters from the independently inverted Pn and Lg spectra. In particular, the ratio
of the Lg to Pn long-period source levels should be range-.ndependent. Range dependence
would indicate that geometric spreading and/or Q have been improperly modeied for one or
both phases. Figure 2.6 is a plot of So(Lg)/So(Pn) for the 126 events common to both inver-

L % PRI —‘7? ‘v-.o.
‘(‘/~I§1. RN

sions. Note that for explosions the ratio does not show evidence of range dependence (models ::

. that do show a range dependence are discussed in the Section 2.8). There is a much larger ;.:'
scatter in the earthquake ratios, as expected from source radiation pattemn effects. Based on the 6.
explosion data, the range-independent value of Sy(Lg)/So(Pn) is 0.74. Combining equations -,:
(2.3), (2.4), and (2.5), this implies that for earthquakes and explosions of equal moment, ;:

) . X
SR _ PS5 g 2.8) b
S5P(Pr)  pp: °

A
P st
[

Assuming near-surface values of p, = 2.5 g/cm® and o, = 5.0 km/s and average crustal values
of p. = 2.7 g/cm® and B. = 3.5 km/s, we have x = 0.27. From (2.5), this means that the aver-
age Lg carthquake excitation is approximately 4 times the average Lg explosion excitation for
sources of equal moment. Others have observed similar ratios. For example, Willis [1963]
compared Lg amplitudes from an NTS explosion and a colocated earthquake at a range of 450
km and found a value of S for this ratio. Pomeroy [1977] found a ratio of 3-5 for relative Lg
excitation by comparing 12 earthquakes to the SALMON nuclear explosion detonated in Mis-
sissippi. Nuntli [1981] compared Lg/P amplitude ratios for explosions and carthquakes in the
western and central parts of the Soviet Union. He found that the average ratio was 3.5 times
greater for earthquakes than for explosions, although there was considerable overlap. Murphy
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and Bennett [1982] compared Nevada Test Site (NTS) explosions to nearby earthquakes and
found that observed Lg amplitudes were typically greater for earthquakes than for explosions Y
with comparable P wave amplitudes, though again there is much scatter and overlapping
between the two populations. We will address the sensitivity of x to the spreading assump-
tions in the next section. Finally, we note in Figure 2.6 that the So(Lg)/So(Pn) ratio separates
many of the earthquakes from the explosions. However, there is considerable overlap, and the
large ratios for some earthquakes are presumably due to the source radiation pattern for Pn.
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The comer frequency parameter ¢ derived from Lg spectra is 19.9, and from Pn spectra it
! is 25.8. With the So(Lg)/Sy(Pn) ratio of 0.74 typical for the explosions, the ratio of Lg and Pn “
: derived comer frequency is 0.85. This is surprisingly close agreement since comer frequency
, is not well constrained in the Lg inversion (Section 2.8). Based on these attributes, we con-
b clude that our Q(f) models result in consistent source parameters (moment and comer fre-
quency) for the events common to both inversions, and this substantially improves confidence
; in the validity of the results.

RN

.-
P e,

§ 2.7 Seismic moment and corner frequency

Regional Lg phases have also been used to estimate source parameters, including comer
: frequency and seismic moment [Street et al., 1975; Dwyer et al., 1983; Hasegawa, 1983; Shin

and Herrmann, 1987]. The results are generally consistent with those from near-field source
4 studies, with the possible exception that comer frequencies obtained from Lg tend to be lower
than those estimated at short range [Mueller and Cranswick, 1985].

ol

(P

N Seismic moment is estimated from the inversion parameter S, using equations (2.3) and
! (2.4) with p, = 2.5 g/cm3. a, = 5.0 kmy/s, p,. = 2.7 g/cm?, and B: = 3.5 km/s. In Figure 2.7 we )
£ plot explosion moment versus NORESS local magnitude (including only events with consistent )
\ distance-corrected M, based on RONAPP Lg amplitudes). The inset in Figure 2.7 compares
A the range dependence of the RONAPP magnitude correction table at 1 Hz to our Lg attenuation
model and demonstrates their consistency. The least squares linear fits to log M, are given by

| Pn :log Mg® =108 M, + 17.6 2.9
Lg :log MZP = 1.04 M, + 17.7 (2.10)

o LIL

| where we assume x = 0.27 for Lg. The value of k affects the intercept, but not the slope in
0 (2.10). Comparing the two moment-magnitude relationships, the Mg? derived from Lg is equal
to that from Pn when M, = 2.5. This is near the center of the M, distribution for our data set
and provides further confirmation of the internal consistency of our analysis. The large scatter
in the explosion moments near M; = 3.0 results from systematic variations in the Lg amplitude
g for explosions in two sets of western USSR mines [Henson and Bache, 1988; Sereno et al.,
. 1987]. Mine blasts south of the Gulf of Finland produce larger Lg amplitudes at NORESS
) than their counterparts to the north for fixed moment. However, the shapes of the Lg spectra
from these mine blasts are consistent with the same Q model. One possible explanation is that
‘:: Lg propagation is structurally inhibited north of the Gulf of Finland; another is that different
mining practices result in distinctly different Lg excitations. .
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Figure 2.7. Inverted explosion moment versus NORESS local magnitude for (a) Pn and (b) Lg
with x = 0.27. The best fitting straight line to log MgP is shown in both Figures 2.7a and
2.7b. The inset in Figure 2.7b compares the 1-Hz magnitude correction table used in
RONAPP (asterisks) to the distance dependence of 1-Hz Lg waves predicted by our inversion
results (dashed curve).
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The earthquake moments were estimated from Lg using (2.4), and the results are f
displayed in Figure 2.8. The least squares linear fit to these data is ¢ )
A
logMy? = 1.03 M, + 17.1 2.11) ’
)
Comparing (2.11) to (2.9) and (2.10) for equivalent moments, the carthquake M, is larger than ":
the explosion M; by 0.6, which corresponds 0 a factor of 4 in Lg amplitude. Tabie 2.3 com- .o
pares our earthquake moment-magnitude relation (2.11) to results from previous studies includ- o
ing Bungum et al. [1982], who used near-field S wave spectra from the 1978 Meloy earthquake -
sequence in northern Norway. Our results generally agree with those from these other studies. p_
Since magnitude does not enter the inversion, this result lends considerable support to our o
derived Q model. ",
)
Table 2.3 Reported moment-magnitude relations. Wy
I::
M; p, gem® B, km/s log M, Distance Reference :‘:
d
A
-04-22 27 35 0.90M, + 175 near-field  Bungum et al. [1982) '
1.0-3.5 2.7 3.5 1.01M, + 16.7* near-field  Mueller and Cranswick [1985] ".n
U
2.1-43 2.8 3.8 1.18M; + 16.6*  regional Shin and Herrmann (1987) :::c
1042 28 38  094M, + 1732 regional  Hasegawa [1983] W
1.8-4.9 25 35 1.26M; + 1644 <200km  Dwyer et al. [1983] )
1.1-3.8 27 35 1.03M, + 17.1 regional this study s
3
* We estimated the regression coefficients from tabulated moments and magnitudes. ,*
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Comer frequency was assumed to scale inversely with the cube root of the long-period
source level (2.2), and we inverted for the scaling constant ¢. Our results indicate that an M,
= 3.0 earthquake has a comner frequency of approximately 10 Hz. Most of the events have M,
< 3.0 and thus have higher comer frequencies. Therefore the data are not adequate to resolve
source comer frequency accurately, but we note that our results are consistent with those from
similar studies. For example, Bungum et al. [1982] expressed the comer frequency-moment
relationship for the 1978 Meloy earthquake sequence in northemn Norway as

f. = =205 + 30.8 log M, — (log M)* (2.12)

Adopting their moment-magnitude relation (Table 2.3), this gives a corner frequency of 9 Hz
for an M; = 3.0 event. Similarly, a least squares fit to the Miramichi aftershock corner fre-
quencies derived by Mueller and Cranswick [1985] gives a comer frequency of 12 Hz for an
M; = 3.0 earthquake (assuming cube root scaling). In general, the corner frequencies derived
in this study are within a few herntz of those from near-ficld estimates for events with the same
local magnitude.
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2.8 Parameter uncertainty

i
The Pn and Lg inversions produce a range of models that cannot be ranked by their data 5 :
i variance. In the previous sections we described our "preferred model,” but in this section we .;
define the range of acceptable models and the basis upon which we selected the model we '&’
prefer. The following summarizes the selection process. ‘.:
- 1. For fixed source and spreading assumptions, identify the full range of parameter '::
trade-offs for each phase (models that produce essentially the same data variance). Estimate -
the formal inversion errors. ‘:g
2. For fixed source and spreading assumptions, select Pn and Lg O models that give y ,
consistent source parameters for the events common to both inversions. That is, constrain el
So(Lg)/So(Pn) to be range-independent. This reduces the acceptable solutions to a set of model )
pairs. That is, for a fixed Q;, model, tight bounds are placed on acceptable Qp, models. ? 1
3. Analyze the trade-off between data variance and My-M; variance. Models which oyt
reduce the data variance increase the variance of the My-M; relation. Exclude models that Wy
increase either variance without significant decrease in the other. The "preferred model” (for ‘?
fixed source and spreading assumptions) is selected from the midrange of the acceptable model s
pairs. ,,z
4. Analyze the effect of the source assumptions. The results are not strongly dependent '
upon the details of our source assumptions because of the high apparent comer frequencies for O
most of the events, :
5. Analyze the effect of the geometric spreading assumptions. We fix Lg spreading and g,
change the Pn spreading rate. The new set of Qp, models are input to steps 2 and 3 to define ~
acceptable models for the Pn spreading rate. Require that the Lg earthquake-explosion ratio be A
consistent with the results of previous studies to bound the acceptable Pn spreading. ::

Each of these steps will now be discussed in some detail. First, we discuss the formal
inversion errors, noting that the relatively small formal errors obtained do not reflect the true A
uncertainty in our parameter estimates. Then we discuss the trade-offs among model parame- N
ters for the fixed spreading and source assumptions used in the previous section and explore :w
the consequences of changing these assumptions. )

Formal inversion errors. The variance of the inversion is defined as the sum of the !_(
squared data residuals divided by the number of data (nd) minus the number of parameters .‘ ;
(np). That is, ]

] '::;{”
o= d; - dh? 2.13 -
i= i 2 ") 2.13) 3
-~
-
In this case, the data are log amplitudes corrected for geometric spreading. The variance of the ::
) Pn inversion is approximately 0.09 and the Lg variance is approximately 0.05. These errors :-:
only include the estimated uncertainty in the spectral estimate for fixed moment and do not ;"'
include the scatter in the moment-magnitude relationship. ~x3
,
4
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Formal error estimates on the individual inversion parameters are obtained from the
parameter covariance matrix. Our "preferred model” had Lg Q, = 560 with a standard devia-
tion of +11 and N =0.261+0.009. The Qp, model had @y = 325+ 12 and
N =0484 £ 0.012. The comer frequency parameters are c¢(Pn)=25.78 £0.05 and
c(Lg) = 19.88 £+ 0.03. The artificially small formal errors on ¢ are a consequence of the poor
resolution of this parameter. That is, damping has decreased the variance of the estimate with
an associated decrease in its resolution. On the average, the standard deviations of the indivi-
dual S, estimates were about 10%. The standard errors of the explosion moment-magnitude
relations are log M, = 1.08( £ 0.07) M + 17.6( £ 0.2) for Pn and log My = 1.04( £ 0.07) M,
+ 17.7(+£02) for Lg. The Lg earthquake moment-magnitude relation is log My =
1.03( £ 0.05) M, + 17.1( £ 0.1).

Parameter trade-off. Here we discuss the trade-offs among M, Oy, N, and ¢ for fixed

v

3

Rl O

P
-

-'.’.

-

SR

source and spreading assumptions. The low-frequency spectral level depends on My and Q. ‘ ‘
When M, increases, g, decreases to preserve the fit to the long-period spectral level and slope. k
When Q, decreases, 1| increases to preserve the fit to the high-frequency spectrum. The comer o
frequency scaling parameter ¢ is constrained by a few large events, and increases in the M, 9,
estimates cause ¢ to increase to retain approximately the same comer frequency for these A
events. These trade-offs are illustrated in Table 2.4 with six models that fit the Lg data with %‘
nearly equal fidelity (their data variances differ by less than 2%). b X
by
Table 2.4. Lg parameter trade-off, Os:
4
Model Index @, n c log MZ® (x = 0.27) log M3 o3 v
A
1 569 0.26 19.2 1.03M, + 17.70 1.03M; + 17.08 0.0524 ‘:a
2+ 560 026 199  1.04M; + 17.69 1.03M, +17.09 00523 o
3 502 0.30 2338 1.09M; + 17.63 1.03M, + 17.13 0.0519
4 470 0.32 26.8 1.12M; + 17.60 1.04M; + 17.15 0.0517
5 435 0.35 310 1.16M; + 17.55 1.04M; + 17.18 0.0516 6
6 420 0.36 335 1.18M; + 17.53 1.05SM; + 17.19 0.0515 ! '}
$
* Our "preferred model.” : 1
"
i
The trade-offs in the Pn results are illustrated in Table 2.5 with seven models that have '::"-
data variances within 5%. All were done with the r~' spreading assumption. If the Q;, bl
model is fixed, then the requirement that SiLg)/So(Pn) be range-independent places tight :
bounds on acceptable Qp, models. For example, in Figure 2.9 we plot long-period source .
ratios for Lg Qo = 560 and three Pn models with Qp = 503, 325, and 205. Only explosion ;
ratios are plotted because the earthquake ratio is contaminated by unknown Pn radiation pattemn o~
effects. The ratios for the top and bottom models display a clear range dependence. The least o
squares straight line is plotted in each. The Pn model that minimizes the range dependence of
the source ratio has Qp = 325. Thus, if Lg Q, is 560, the corresponding Pn Q, is 325, and )
§
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Figure 2.9. Ratio of Lg to Pn long-period explosion source levels from the inversion as a
function of epicentral distance. Lg Qy is fixed for all three plots at 560 (model 2 of Table 2.4).
Pn Q, is varied from 503 to 205 (models 1, 4, and 7 of Table 2.5). The slope and intercept of
the log ratio are shown at the top of each plot.
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these are the Qg for our "preferred models.” The range-independent value of the source ratio is
0.74, which was used to estimate x in (2.8).

Table 2.5 Pn parameter trade-off.

Model Index Qo n c log M*P o
1 503 0.40 16.4 097M, + 17.65 0.0912
2 402 0.44 209 1.02M,, + 17.63 0.0889
3 351 0.47 23.8 1.06M, + 17.61 0.0881
4+ 325 0.48 25.8 1.08M; + 17.59 0.0877
5 292 0.51 283 1.11M, + 17.56 0.0874
6 251 0.54 334 1.17M; + 17.51 0.0870
7 205 0.59 425 1.26M; + 17.43 0.0867

* Our "preferred model."

For different Lg Q,, other Pn Q models are consistent with a range-independent S, ratio.
For example, Lg Qp = 502 suggests Pn Qo = 280 and Lg Q, = 420 suggests Pn Q, = 225.
There is no obvious basis for choosing among these model pairs. However, there is a trade-off
between data variance and variance in the moment-magnitude relation. Figure 2.10a plots this
trade-off for the full suite of Pn and Lg models.

Our primary goal is to define the range of models that provide a good fit to the data (i.e.,
reduce the data variance). Because the fit 1o the moment-magnitude relation depends on the
similarity of our Q model to the RONAPP magnitude correction table, we place lower weight
on reducing oﬁ,._Ml_. Nevertheless, we can exclude models that offer little or no improvement
in data variance at the cost of a large increase in moment-magnitude variance. The derivative
of the trade-off curve (Figure 2.10b) at each iteration defines the relative weight given to the
two variance measures for that model. All models with moment-magnitude variance greater
than 0.095 increase °12W,—ML by an amount greater than 30 times the reduction in 3. Based on
this, we consider only models with moment-magnitude variance less than 0.095 in the selection
of our "preferred model." The Lg inversion produced nine models that all have moment-
magnitude variance near 0.09. Of these, the model that produced the lowest data variance was
selected as our "preferred model.” However, we emphasize that all of these Lg models have
Qo within 3% of our preferred model. Therefore, although the choice is subjective, the Lg Q,
is insensitive to it. The "preferred” Pn model is chosen by requiring the Sq(Lg)/So(Pn) ratio to
be range-independent. Based on this, our "preferred models" are Qy = 560 and i} = 0.26 for
Lg and Qg = 325 and n = 0.48 for Pn.

Source assumptions. All of the results of this study were obtained using a source func-
tion that decays as f 2 beyond a comer frequency that is inversely proportional to the cube
root o« the long period level. However, most of the events considered have local magnitudes
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Figure 2.10. (a) Trade-off between data variance (03) and variance of the moment-magnitude
relation for Pn (squares) and Lg (asterisks). Symbols define models for different iterations of
the inversion. Three of the Pn and Lg models are labeled by their Qg values. The Lg data
variance scale is shown on the right, and the Pn scale is on the left. The "preferred” Pn and
Lg models are identified. (b) The derivatives of the trade-off curves in Figure 2.10a.
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less than 3.0, so the comer frequencies are near or beyond the upper end of the frequency band
inverted. The results are therefore not very sensitive to our source parameterization.

All of the results discussed previously were obtained using the simplified Mueller and
Murphy [1971] explosion source function (2). We also inverted the Lg data assuming a Brune
[1970] earthquake source model with cube root comer frequency scaling. For the same Q,, the
Brune source model leads to Q with slightly stronger frequency dependence. The reason for
this difference is that the Brune model has a less abrupt comer frequency, and the reduced
high-frequency source contribution is compensated for by a higher Q at high frequency. If we
assume a flat source (no comer frequency), the results for Lg are nearly the same as those from
the Mueller and Murphy (1971] model, with a slight increase in the data variance. In other
words, the assumed character of the source above the comer frequency has little influence on
the results. This merely reflects the fact that the comner frequencies are greater than 7 Hz for
most of the events. We have not explored other altemative models for the source but are
confident that the Lg attenuation results are not sensitive to the details of the source parameteri-
zaton.

The Pn inversion is more sensitive to the source parameterization due to radiation pattern
effects and the increased bandwidth of the data. We used the Mueller and Murphy [1971]
model fo: all Pn inversions and expect similar results for other source models with f =2 high-
frequency decay. It is obvious that an assumed source model with faster decay above the
comer frequency would result in a model with a higher Q to preserve the fit at high frequency.
Our results for Pn must therefore be considered relative to our assumption that the source has
f 2 high-frequency falloff.

Geometric spreading assumptions. Assuming Lg is an Airy phase, its geometric spread-
ing in the time domain is > [Nusli, 1973]. For time windows long enough to include the
entire dispersed wave train, the frequency domain spreading rate is r'2 [Street et al., 1975;
Herrmann and Kijko, 1983). We have approximated Lg geometric spreading using (8) with g
= 100 km and m = 1/2. All of the data used in this study are at ranges greater than 100 km.
Therefore rg in (8) trades off directly with inverted moment and has no effect on the Q, ()
estimate.

The geometric spreading rate of Pn is difficult to estimate with confidence. So far, we
have assumed r'3 Pn spreading. In this section, we examine the results for the alternative
assumptions, r~! (spherical spreading) and r~!>. Table 2.6 describes the resulting Prn models.
All are required to give a range-independent Sy(Lg)/So(Pn) ratio for our "preferred” Lg Q
model (model 2 in Table 2.4). As the Pn spreading rate increases, Qu(Pn) increases, n
decreases, and M, increases. The range-independent value of the long-period source level ratio
can be used to extract the relative Lg excitation of explosions and earthquakes (see equation
(2.8)). The x in Table 2.6 indicates the relative excitation of Lg for explosions and earth-
quakes. For r’! Pn spreading x > 1, which means that Lg for explosions is greater than for
earthquakes of equal moment. This contradicts empirical observations and therefore indicates
that the Pn spreading rate is greater than r~'. On the other hand, a Pn spreading rate of r~'"
gives x = 0.10, or 10 times greater Lg for earthquakes than explosions. This factor seems t0o
large to be consistent with observations (for a review, see Pomeroy et al., [1982]). However,
the factor of 4 resulting from the '3 Pn spreading assumption is consistent with the empirical
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observations. Also, r! spreading is consistent with theoretical simulations of Pn propagation
in realistic Earth models (T. C. Wallace, personal communication, 1987).

Table 2.6 Pn parameter trade-off as a function of spreading rate.

Spreading
Rate Qo n c log M=P x o ”
r! 243 0.55 17.3 1.08M, + 16.93 1.25 0.0868
r13 325 0.48 25.8 1.08M, + 17.59 0.27 0.0874
r1s 409 0.44 324 1.08M; + 18.01 0.10 0.0890

A L A R R AN <,




2.9 Q for FTL and FGV spectra

Spectra computed for a fixed group velocity window may be different from those com-
puted for a fixed tiinc length. If the ume window is not long enough to include the entire
dispersed wave train, then the apparent attenuation will exceed that of combined anelastic
absorption and geometric spreading. That is, loss of energy from the low group velocity
modes as distance increases can introduce a bias in the Q estimated from spectra computed for
a fixed time length. For example, Figure 2.11 displays vertical component recordings of a
western USSR mine blast (event 44, Table 2.1). The length of the FGV window for this range
is 52 s. It is obvious that neither 5- nor 17-s windows include all of the Lg energy at this dis-
tance. More importantly, spectra computed for a fixed time window that is sufficient to
include the entire Lg wave train at long ranges will include much more noise at short ranges
than spectra computed for a fixed group velocity window. In this section we determine the
severity of the bias in Qy ,(f) introduced by using short time windows. We have chosen a 17-s
window for comparison because this is a common window length used in other studies of Lg
attenuation [Hasegawa, 1985; Shin and Herrmann, 1986; Chun et al., 1987].

Table 2.7 lists our "preferred” Q,,(f) values for the three time windows. The correspond-
ing Pn models (those that produce a range-independent Sy ratio) are also listed. Because the
Pn models do not differ significantly, the Lg models can be compared directly. The difference
between the FGV and FTL spectra is range-dependent. Therefore, the inversion results differ
in the Q estimate rather than in the derived moments. Thus, all three Q models give approxi-
mately the same relationship between moment and local magnitude.

Table 2.7 Lg Inversion results for various time windows.

Lg Time O, Qrn
Window Qo n Qo n log M3
FTL (5-5) 350 041 300 0.49 1.04M; + 17.10
FTL (17-s) 470 0.32 335 0.48 1.02M; + 17.18
FGV (3.6-3.0 km/s) 560 0.26 325 0.48 1.03M, + 17.10

Figure 2.12 compares exp (—rft/Q() at 300 and 1000 km for the Q, (f) models listed in
Table 2.7. We interpret the large difference between the results for the 5-s and FGV windows
as an indication that the short time window Q is biased by the exclusion of low group velocity
modes. The 17-s window produces a result very similar to the FGV window at 300 km (the
FGV window length is about 17 s at that distance), however the spectra are significantly
different at longer ranges.

In a similar study, Chun et al. [1987] estimated vertical component Lg attenuation using
both fixed window lengths and fixed group velocity windows on the same data set. Using Lg
data from the Eastern Canada Telemetered Network (ECTN), they found Q(f) = 800f 026 for a
fixcd time window of 17.07 s. For a fixed group velocity window of 3.61-2.6 xm/s, they
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Figure 2.11. Ventical component recordings of an E8 mine blast recorded at six stations within
the NORESS array. The Pn, Sn, and Lg phases are labeled on the top trace. The event mag-

nitude is 3.3 and the range is 950 km. Window lengths of 17 s and 52 s (FGV window) are
indicated for Lg.
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Figure 2.12. Comparison of exp [-rf/Q(f)] at 300 and 1000 km for the @ models obtained
from the inversion of Lg spectra computed for 5-s, 17-s, and FGV windows.

39

- SY R NN N AR R S (Y PSRNy LG LT PN, O T A T mS n
B RS A B o S NN IR o2 L VT e o T L P AN o R o et s 1S NN AN

5

Lxx

Y

ST s

-

-
-

AT

_‘?", {
L T

>

il N
2

o



B ad

N y e
by ot g

w

B et S

Y221

-f' 'u"*.f'l-f
s e {)

found Q() = 1100f ®!°. Their data spanned distances of 90-867 km, so the time windows
varied from 9.7 s to 93 5. Their results are generally consistent with ours (Table 2.7) although
their fixed group velocity range was considerably larger.

2.10 Simulation of regional wave spectra

At the simplest level, we can view our results as an accurate parameterization of the
observed spectra of regional events recorded at NORESS in terms of familiar seismological
parameters characterizing the source and range dependence of these spectra. Using these
parameters, we can "predict" the spectra for a chosen source and range and be confident that it
is correct within the well-defined uncertainty of our parameters. Our confidence, of course,
degrades if we choose a source or range outside the bounds of our cxperience, that is, if we
attempt to extrapolate our results to situations not yet encountered.

Figure 2.13 displays predicted range-dependent Pn spectra, based on the inversion results,
for a magnitude 3.0 explosion. The relevant parameters are Q(f) = 3257 %8, M, = 6.8 x 10%°
dyn-cm (S = 17.2), f. = 10.0 Hz, and a spreading rate of r13. Note that these predicted spec-
tra do not depend on this particular resolution of the parameter trade-offs; all models that pro-
duce essentially the same data variance give similar predictions. The Pn spectra approximately
parallel the noise curve at a distance of 400-500 km, converging with it at longer ranges and
diverging from it at shorter ranges. This behavior is also seen in average spectral density
curves constructed by Ringdal et al. [1986] using the high-frequency element of the NORESS
array.

Since our results accurately represent the observed Pa attenuation in this part of northern
Europe, it is interesting to compare them to the attenuation results used by Evernden et al.
[1986) to estimate P detection capability in the Soviet Union. Their estimates of Pn attenua-
tion in tectonically stable areas in the Soviet Union are based primarily on 1-3 Hz amplitude
data from paths in the easten United States. They find that these data are consistent with a Pn
spreading rate of r2 and a constant Qq, of 9000. The only high-frequency data they cite to
corroborate this estimate is a single Pn spectrum recorded at a range of 190 km. At such short
distances, a large suite of Q models can predict the shape of the Pn spectrum, as acknowledged
by Evernden et al. [1986), who note that the frequency-dependent model Q(f) = 300f %4 fits
this spectrum as well as their Q = 9000 estimate. It happens that this frequency-dependent
model is very similar to our NORESS model. Evernden et al. [1986, p.156] reject such a
frequency-dependent Q model because "... a Qp value of about 300 introduces a sixfold depar-
ture of 1-Hz Pn amplitudes from a r2 power law of distance between 150 and 2000 km." But
this departure is a direct consequence of their assumption that Pn is a canonical head wave
with 2 geometric spreading. Our Q model combined with '3 geometric spreading gives Pn
amplitude decay that does not deviate significantly from the r~2 amplitude falloff at 1 Hz that
is commonly observed.

Figure 2.14 compares theoretical Pn spectra computed using the attenuation model of
Evernden et al. [1986] to those computed with our results for an M; = 3.0 explosion at ranges
of 200, 500, and 1000 km. Flat source spectra were assumed. Therefore these curves provide
upper bounds on the expected high-frequency content of Pn. While the two models yield
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Figure 2.14. Predicted range-dependent Pn spectra, based on the Evernden et al. [1986)
attenuation model (EAC) and the one presented in this study for a magnitude 3.0 explosion at
200, 500, and 1000 km. The EAC curve is scaled such that it equals ours at 1 Hz and 1000
km (equal m, at 1000 km). The bottom curve in each diagram represents average NORESS

noise. The noise curve is extrapolated beyond 20 Hz assuming f ~2 falloff. All plots are for
flat source spectra.
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similar results for total attenuation (spreading and anelasticity) at 1 Hz, they suggest very
different conclusions about the Pn detection capability at high frequency. For example, our
model predicts the maximum signal/noise at slightly higher than 5 Hz for Pn at 1000 km,
while the maximum signal/noise frequency for the Evernden et al. [1986] model is only
bounded by source comer frequency. Since our model accurately represents the NORESS
data, Figure 2.14 demonstrates that the results of Evernden et al. [1986] vastly overestimate
observed NORESS Pn amplitudes for frequencies above a few hertz and distances greater than
a few hundred kilometers. At 1000 km the Evernden et al. [1986] Q model overestimates the
average observed 15 Hz Pn amplitude at NORESS by a factor of 25. Thus the major conclu-
sion of Evernden et al. [1986] that detection capability would be enhanced at high frequency
(> 20 Hz) is not supported by the NORESS observations. This conclusion is independent of
assumptions about the source comer frequency or high-frequency falloff rate. That is, if the
upper mantle structure of the Russian platform is at all similar to Scandinavia, regional net-
work capability simulations produced by Evernden et al. [1986] are far too optimistic.

The capability to detect Lg is not accurately represented by spectra computed with fixed
group velocity windows. Such spectra include energy distributed in time, while signal detec-
tion is based on amplitudes in the time domain on filtered beams. In Section 4 we show that

spectra computed with short time windows at the detection time are more appropriate for

estimating Lg detection capability. Such spectra are computed by the automated signal pro-
cessing program SAIAP for 5-s windows. The Q;, resulting from the inversion of these spec-
tra has Qg = 350 and n = 0.41 [Sereno et al., 1987]. Figure 2.15 displays theoretical Lg spec-
tra for the S-s windows for an M; = 3.0 explosion at ranges of 500, 800, and 1000 km. The
relevant parameters are Q(f) = 3501 %!, M, = 9.8 x 10%° dyn cm (Sp = 20.7), f, = 10.4 Hz, and
cylindrical spreading with ry = 100 km. The pre-Pn noise spectrum is plotted only for com-
parison to Figure 2.13. These are the relevant Lg spectra for estimating detection capability
but must be referenced to pre-Lg noise spectra which are complicated to describe in a simple
way. Here we simply note that the Lg spectrum reaches the noise level at a much lower fre-
quency than the Pn spectrum, while at long periods the Lg amplitude exceeds the Pn amplitude
by as much as a factor of 10. This is consistent with the well-known observation that regional
seismograms are characterized by Lg being the largest-amplitude phase and Pn having a higher
dominant frequency.

The uncertainty in the "predicted” spectra in Figures 2.13 and 2.15 is a combination of
the uncertainty in the moment-magnitude relation and the uncertainty in the spectral estimate
for fixed moment. Combining variances for these two contributions, we compute the standard
deviation for our spectral estimate. This is illustrated in Figure 2.16 with the predicted Pn
spectrum at 800 km from a magnitude 3.0 explosion. The uncertainty is larger for earthquakes
due to radiation pattern effects. While the Lg spectral estimate has lower variance for fixed
moment, the variance of the Lg explosion moment-magnitude relation is larger. The result is
that the standard error in our predicted Lg spectra is about the same as the error for Pn illus-
trated in Figure 2.16.
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Figure 2.15. Predicted NORESS Lg displacement spectra at three epicentral distances for a
magnitude 3.0 explosion, based on the inversion of Lg spectra computed for fixed 5-s win-
dows. The average NORESS noise was estimated from samples taken prior to Pn for many
: events [Henson and Bache, 1988).
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Figure 2.16. Predicted NORESS Pn displacement spectrum at 800 km for a magnitude 3.0
explosion, based on the inversion results. The dashed curves indicate one standard deviation

uncertainty in the estimate. The average NORESS noise was estimated from samples taken ,:s
prior to Pn for many events [Henson and Bache, 1988]. ..‘:
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3. NOISE LEVELS FOR SECONDARY PHASES

-
e W W W

- -

Section 2 discussed Lg attenuation results obtained from the inversion of spectra over a 1
to 7 Hz band. Results for fixed group velocity and fixed time length spectra were compared. .
However, the inversion bandwidth was based on signal to pre-Pn (or ambient) noise. In fact, "y
the appropriate noise spectrum to use is the pre-Lg or Sn coda spectrum. Sn is a higher frc- ,
quency phase than Lg and therefore it is possible that our Q,, results are contaminated at high
frequency by the presence of Sn coda [Ringdal, 1986; Chun, et al., 1987; Shin and Herrmann,
1987]). For example, Shin and Herrmann (1987] found that for distances greater than about .
600 km, Lg is dominated by coda arrivals above 7 Hz. In this section we compare Lg and "
pre-Lg spectra to determine the frequency at which Sa coda can be expected to influence the A
Lg attenuation estimate. The bias in Q;.(f) is estimated by inverting a lower-frequency band
over which we assume Sn coda does not affect the Lg spectra.

T

3.1 Pre-Lg spectra and Sn coda contamination

L% =

Predicting the Lg detection capability of a small regional network depends not only on a
parameterization of Lg spectra, but also on a parameterization of Sn coda spectra. That is,
even in the event that our Q results are not significantly biased by Sn coda, the detection capa- :
bility must be based on a comparison of Lg signal to pre-Lg noise. However, Sn coda ampli- d
tude is a complicated function of magnitude, distance, azimuth, etc. In this section, we com- !
pare Lg, pre-Lg, and ambient noise spectra. In Section 4, we determine an empirical time- A
domain detection capability curve that accounts for Sn coda amplitudes.

We computed pre-Pn, pre-Lg, and Lg spectra for the 24 events listed in Table 3.1. The N
event locations are plotted in Figure 3.1. These events are a subset of the explosion data set "4
used in the inversion. Only explosions were used because they have precise locations. Explo-
sions were selected that covered a broad distance range to NORESS. The Lg spectra were
computed for fixed 5-s windows starting 0.3 s before the automatic detection time (as R
described in the previous section). The pre-Lg spectra were computed in the same way with
the onset taken 5.6 s prior to the Lg detection time. The pre-Pn spectra were computed for a
5-s window taken prior to the first P detection.

Figure 3.2 plots the frequency at which the Lg and pre-Lg spectra merge as a function of
epicentral distance. In general, Lg spectra are contaminated by Sn coda for frequencies beyond
about 10 Hz at distances between 300 and 400 km and beyond 3-6 Hz for distances greater
than 700 km. Superimposed on Figure 3.2 are representative short and long range spectra.
The top curve in each plot is the Lg spectrum, the dashed curve is pre-Lg and the bottom curve
is the pre-Pn (ambient noise) spectrum. Based on typical coda decay rates, one might expect
that Sn coda contamination would be more important at short ranges. However, the rate of
decay of the Lg spectrum increases more rapidly with distance than does the rate of decay of
the Sn spectrum (i.e., the apparent Q;, < Og,). Thus, although the low frequency Lg to pre-Lg
ratio is greater at large distances, the two curves merge at a lower frequency at long ranges
than at short ranges. Since more than half of the events used in the 1-7 Hz inversion described

[ A P
B

L A A




N - [Sa %

Table 3.1. Events used for secondary phase noise level analysis.
Event Date Time Location Type M,
1 4-30-86 10:19 59.3IN 6.95E EX-BLA 22
2 8-14-86 14:40 59.31IN 6.95E EX-BLA 24
3 9-9-86 17:56 59.3IN 6.95E EX-BLA 24
4 1-31-86  14:18 S8.3d4N 6.43E EX-TIT 1.9
5 7-31-86  15:06 59.40N 24.60E EX-E2 3.0
6 8-13-86 15:32  67.10N 20.60E EX-R1 2.6
7 7-16-86  11:27  59.30N 27.20E EX-E4 3.0
8 3-24-86 11:18  59.30N 27.20E EX-E4 2.5
9 7-18-86  13:42  59.30N 27.60E EX-E6 30
10 7-1-86  15:28  60.70N 28.70E EX-V12 2.7
11 3-10-86  12:02 59.30N 28.10E EX-E7 32
12 3-13-86 11:39  60.70N 29.00E EX-V5 2.9
13 3-27-86  12:24  59.40N 28.50E EX-E8 35
14 12-10-85  12:18  60.60N 29.20E EX-V11 2.0
15 7-23-86  13:10 60.80N 29.30E EX-VIB 238
16 7-14-86  14:30  61.10N 29.90E EX-V8 32
17 4-19-86  10:59  61.10N 30.20E EX-V2 25
18 6- 4-86 9:07 61.50N 30.40E EX-V3 39
19 1-3-86 14:59 61.90N 30.60E EX-V7 29
20 2-7-86 11:00 64.70N 30.70E EX-V10 3.1
21 2-18-86 12:46 64.70N 30.70E EX-VI0 26
22 6-25-86  12:33  61.40N 31.60E EX-V4 2.9
23 2-23-86 6:14  67.60N 34.00E EX-K2 3.1
24 7-14-86  15:02  69.30N 34.40E EX-K9 3.1
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Figure 3.1. Map of the mine locations for explosions used to compute pre-Lg spectra
events are listed in Table 3.1.
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; Figure 3.2. Frequency at which the Lg and pre-Lg spectra merge as a function of epicentral
. distance for the 24 events listed in Table 3.1. Representative short and long range spectra are Y
: plotted as insets. The top curve is the Lg spectrum, the dashed curve is the pre-Lg spectrum, :
and the lower curve is the pre-Pn noise. Sn coda contaminates the Lg spectrum above about N
10 Hz at 400 km and above 3-6 Hz at 1000 km. N
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in Section 2 were at distances greater than 400 km, it is likely that the Lg Q results arc
affected by Sa.

3.2 Inversion results

From Figure 3.2, we expect our Q;,(f) to be affected by Sn coda beyond about 3 Hz. To
estimate this effect we inverted the FGV Lg spectra over 1-3, 1-5, and 1-7 Hz bands. Assum-
ing that Sn coda does not significantly alter the Lg spectrum at frequencies less than 3 Hz, the
difference between Q estimated over 1-3 and 1-7 Hz provides an upper bound on the bias due
to Sn coda. Table 3.2 lists the inversion results for the diffcrent frequency bands.

Table 3.2 Lg inversion results over several frequency bands.

Frequency
Band Q n log MZ® (x = 0.27) o
1-3 Hz 582 0.18 1.05M;, + 17.70 0.0555
1-5 Hz 561 0.24 1.05M, + 17.69 0.0569
1-7 Hz 560 0.26 1.04M, + 17.69 0.0523

In each case, the Lg model listed is consistent with our preferred Pn model, as discussed
in Section 2. Figure 3.3 plots the predicted Lg spectra for a magnitude 3.0 explosion at a
range of 1000 km based on the Q models in Table 3.2. The 1-5 and 1-7 Hz inversions give
very similar results, while the 1-3 Hz inversion produced a lower Q at high frequency. This
supports the contention that Sn coda affects the Lg attenuation estimate at frequencies greater
than 3 Hz. Of course, the different O models in Table 3.2 may reflect the contribution of
effects in addition to those from the Sn coda. In Section 4 we show that Lg is rarely detected
with maximum signai-to-noise above 2-3 Hz beyond about 1000 km. Therefore, the bias in
0, due to Sn coda does not affect our estimates of Lg detectability at these ranges.
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Figure 3.3. Comparison of theoretical Lg spectra for a magnitude 3.0 explosion at 1000 km
based on the inversion results for 1-7, 1-5, and 1-3 Hz bandwidths. The lower curve is the
pre-Pn noise. We interpret the difference between the 1-3 Hz and 1-7 Hz curves as the affect
of Sn coda contamination.
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4. NORESS DETECTION CAPABILITY '

,,“_
»
-

The detection and post-detection processing of cvents recorded at NORESS is incor-
porated into the automated array-processing package RONAPP [Mykkeltveit and Bungum,

:v: 1984]. RONAPP applies a conventional STA/LTA detection algorithm to a set of filtered .f
£ beams. A detection occurs when the STA/LTA exceeds a predetermined threshold. Thus, v
::' regional event detection is based on time domain amplitudes observed on filtered beams. An T
* important application of our inversion results is the simulation of range-dependent spectra of
0 regional phases for events of arbitrary magnitude (Figures 2.13, 2.15-2.16). However, to use
’:: these to estimate detection capability, it is necessary to establish a connection between 4
' predicted signal-to-noise ratios based on the spectral modeling and the observed STA/LTA on
% filtered beams. In this section, we establish this connection based on the 186 regional events

used in our inversion. We also attempt to separate the single-channel detectability from detec-
tability specific to the NORESS array configuration and beamforming so we can extrapolate to
other areas where the attenuation has been estimated. The following outlines our approach:

e - - - -

b e  Compare observed NORESS detection statistics to those predicted based on the
i inversion results. 1
e  Express the temporal SNR used in signal detection in terms of the single channel '
: spectral SNR and the beam gain. This factorization permits the extrapolation to
:. other areas or to other station configurations. We find that we are able the express
) the Pn SNR in this way, but that the relationship for Lg is complicated by disper-
.: sion and the non-stationarity of pre-Lg noise. )
’ P e  Parameterize pre-Lg noise as a function of frequency, epicentral distance, magni- .I
v tude, and beam type. Express the Lg STA in terms of the array-averaged spectral )
amplitudes. Use these to predict the Lg detectability based on the results of the :
inversion.
. ° Compare the observed regional wave detection capability to predictions based on h
4 our parameterization of spectra recorded at NORESS. Their general agreement
- improves our confidence in extrapolating the results based on NORESS to other J
i regions.
2
N We begin with a description of the database (Section 4.1). Section 4.2 is a brief sum-
mary of detection statistics compiled for regional Pn and Lg phases recorded at NORESS. In
,? Sections 4.3 and 4.4 we establish a relationship between the array-averaged spectral amplitudes
used in the inversion and the time domain amplitudes recorded on the beam with maximum
signal-to-noise. We compare the independent time and frequency domain measurements of
O signal-to-noise in Section 4.5 to estimate the average beam gain. In Section 4.6 we present the X
:‘ results of an empirical parameterization of the observed detectability. We compare the Pn and
. L.g detection capability derived from this parameterization to predictions based on our inversion
- results and to estimates obtained by Ringdal [1986) for the same region.
ll
.
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4.1 Data

Detection statistics for the 186 regional events used in the inversion (Table 2.1 and Fig-
ure 2.1) were compiled from the output of the array processing program SAIAP. Figure 4.1
plots the magnitude distribution of the events used in this study. The average M, in the 250-
700 km distance range is 2.3 and between 700-1450 km it is 2.9. Of these events, 152 were
used in the Pn inversion and 160 were used for Lg. Events were excluded from one of the
inversions if the phase was not detected or if it had low signal-to-noise over the bandwidth
inverted. The second criterion does not apply to the analysis of time-domain amplitudes.
Therefore, we were able to use all 186 of the events for Pn and 170 events for Lg in our
time-domain study.

The output of SA/AP includes the STA and LTA for each detection measured on the stan-
dard beam with greatest signal-to-noise. Table 4.1 lists the standard beams used by SA/AP.
The NORESS array includes 25 short period instruments in four concentric rings with a max-
imum diameter of 3.0 km (Figure 4.2). The weights given to each sensor in beamforming are
given in Table 4.1. Beams 1-7 and 17-20 are infinite-velocity beams, 8-16 are steered beams,
and 21-24 are horizontal beams. No more than three steering azimuths are used for a given
frequency filter. Beams 1-17 are coherent beams and 18-24 are incoherent beams. Coherent
beams are formed by delaying each channel by the proper amount determined from the steering
azimuth and velocity, summing all channels, and band-pass filtering. Incoherent beams are
formed by band-passing each channel, delaying and rectifying, and summing all channels.
Incoherent beams are particularly well-suited for detection of signals with low coherency
across the array [Ringdal, 1985b)].

4.2 Detection statistics

In this section, we discuss Pn and Lg detection statistics for the events listed in Table
2.1. Table 4.2 lists the number of Pn and Lg detections on each of the beams. Since SA/AP
only outputs information for the beam with the maximum signal-to-noise ratio (SNR), the
detection statistics refer only to those beams. That is, a phase may be detected on many beams
but it is only listed in Table 4.2 under the beam with the maximum SNR. All but one of the
Pn detections are on coherent beams, whereas 68% of the Lg detections are on incoherent
beams. Excluding the stecred beams, the percentage of Lg detections on incoherent beams
increases to 92%. This is consistent with the results of Ringdal [1985b] who found that for
phase velocities less than 6.0 km/s (secondary phases), the maximum SNR is almost always on
an incoherent beam.

Figure 4.3 groups the percentage of detections for each frequency filter into four distance
ranges. That is, we combine detections on different beams with the same frequency filter. As
expected for both Pn and Lg, detections from close events generally occur on a higher-
frequency beam than those from events at larger distances. For example, the maximum SNR
for Pn typically occurs at a frequency greater than & Hz ai distances less than 400 km and
between 3-5 Hz in the 700-1000 km distance range. This is consistent with the results of
Ringdal [1985a] who found that the best SNR for Pn increased from 3-5 Hz at about 1000 km
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Figure 4.1. Magnitude distribution of the 186 events used in the inversion.
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Beam Az Slow Filter  Type Weights Threshold .::‘:
3t
AAAAAABBBBBCCCCCCCCCCCCCDDDDDDDDD 5&&
000123123451222344456777123456789 p
2ENZ2Z22Z2Z22ZENZZENZZZ2ENZ22222222 ,;ﬁ
1 0. 0.00 1.0-3.0 C 100000000001100110011100111111111 4.0 o
2 0. 0.00 1.5-3.5 C 100000000001100110011100111111111 4.0 it
3 0. 0.00 2.0-4.0 C 100000111111100110011100111111111 4.0 Wt
4 0. 0.00 2.5-4.5 C 100000111111100110011100000000000 4.0 SO0
5 0. 0.00 3.0-5.0 C 100000111111100110011100000000000 4.0 .
6 0. 0.00 4.0-8.0 C 100111111110000000000000000000000 5.0 o
7 0. 0.00 8.0-16.0 C 100111111110000000000000000000000 5.0 30
8 0. 0.07 2.0-4.0 C 100000111111100110011100111111111 4.0 z@
9 90. 0.07 2.0-4.0 C 100000111111100110011100111111111 4.0 ﬂ
10 180. 0.07 2.0-4.0 C 100000111111100110011100111111111 4.0 ,%
11 15. 0.07 2.5-4.5 C 1000001111111001100111001111131111 4.0 A
12 75. 0.07 2.5-4.5 C 100000111111100110011100111111111 4.0 !;A
13 135. 0.07 2.5-4.5 C 100000111111100110011100111111111 4.0 bty
14 25, 0.07 3.0-5.0 ¢ 100000111111100110011100111111111 4.0 y&
15 75. 0.07 3.0-5.0 C 100000111111100110011100111111111 4.0 *ha
16 125. 0.07 3.0-5.0 C 100000111111100110011100111111111 4.0 Al
17 0. 0.00 2.0-4.0 C 100000111111100110011100000000000 4.0
18 0. 0.00 1.0-2.0 I 100000000001100110011100000000000 2.5 !
19 0. 0.00 2.0-3.0 I 100000000001100110011100000000000 2.5 o
20 0. 0.00 2.0-4.0 I 100000000000000000000000111111111 2.1 SH
21 0. 0.00 2.0-4.0 I 010000000000010001000010000000000 6.0 N
22 0. 0.00 2.0-4.0 I 001000000000001000100001000000000 6.0 Pt
23 0. 0.00 4.0-8.0 I 010000000000010001000010000000000 6.0 '§
24 0. 0.00 4.0-8.0 I 001000000000001000100001000000000 6.0 ®
f?‘
O
s
&
N
.
o
o
I
o
®
Table 4.1. Standard Beams used by SA/AP. Listed are beam number, steering azimuth and 2
slowness, frequency filter, beam type (coherent or incoherent), sensor weights, and detection ?t}
thresholds. The individual sensors are identified by ring (A-D), sensor number (0-9), and com- ‘;}
ponent (Z, N, or E). The thresholds were determined from false alarm statistics [Kvaerna et iw
al., 1988aj. o
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CENTER: 60.7350N, 115414E

X- SINGLE VERTICAL INSTRUMENT
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Figure 4.2. NORESS array configuration. The array consists of 25 short-period instruments in
concentric rings with a maximum diameter of 3 km. The array was designed for the enhance-
ment of frequencies between 1.5 and 5.0 Hz [Mykkeltveit, 1983).
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Table 4.2. Beams with maximum SNR. By
b
Beam Pn Detections Lg Detections h'eh
1'"::
1 1 2 33
2 2 3 )
3 - 3 y ‘;
4 12 - {
5 15 - :-4'
6 31 - b
7 56 - ."
8 6 2 bt
&
9 8 7 i
¥ .g
11 4 7 ~
12 17 4 .
13 8 @,
14 7 5 2
15 18 5 “¢
16 6 5 s
17 - 2 R
18 - 35 G
19 - 40 :'*
20 1 19 -':;-
21 - 7 .
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to more than 8 Hz at local distances. On the other hand, the maximum SNR for Lg is rarely
above 4 Hz. For distances less than 800 km, Lg is usually detected on beams with center fre-
quencies between 2.54 Hz. At longer ranges, the maximum SNR is between 1-3 Hz.

It is possible to compare these statistics 10 predictions based on the results of our inver-
sion. From our Qp, model and an average NORESS ambient noise spectrum [Henson and
Bache, 1988], we can predict the frequency of the maximum SNR as a function of distance.
Of course, the prediction also depends on our estimate of source comner frequency. Figure 4.4a
plots the predicted frequency of the maximum SNR as a function of distance based on our Pn
inversion results. Between 250-700 km, we use a value for seismic moment consistent with
M = 2.3 (the average magnitude in this distance range) which gives a source comer frequency
estimate of 17.7 Hz. For ranges between 700-1450 km we use M; = 2.9 and f, = 10.8 Hz.
Overall, there is good agreement between the predictions and observations (compare Figures
4.3a and 4.4a). For example, at ranges less than 400 km the model predicts Pn detection on
the highest-frequency beam, which is consistent with the observations. However, between
400-700 km more detections are observed between 3-5 Hz than would be suggested by the
model. Since most of these detections are on steered beams, a likely explanation is that the
SNR gain introduced by steering to the event azimuth exceeds the SNR advantage at higher
frequency. Beyond 700 km there is adequate agreement between the observed and predicted
frequency of the maximum SNR. Since at large distances the frequency of the maximum SNR
(4-5 Hz) is considerably lower than the source comer frequency, it follows that it is controlled
by path attenuation rather than characteristics of the source spectrum.

The corresponding analysis is not possible for Lg since we don’t have a parameterization
of the pre-Lg noise spectrum. However, because the Lg spectrum decays much more rapidly
than the Pn spectrum, we expect the frequency of the maximum SNR to be lower for Lg than
for Pn. Figure 4.4b plots the predicted frequency of the maximum SNR using the Lg inversion
results for 5-s windows and the ambient noise spectrum. As long as the pre-Lg spectrum
decays at a rate less than or equal to the rate of decay of the ambient noise spectrum, we can
use the ambient noise to predict an upper bound on the frequency of the maximum SNR for
Lg. At large distances this is only true for frequencies less than about 4 Hz (for example, see
the lower inset in Figure 3.2), where the slope of the ambient noise spectrum is considerably
steeper than at higher frequencies. Since the predicted frequency of the maximum SNR
beyond about 800 km is less than 4 Hz, it is reasonable to consider it an upper bound. At
these longer ranges there is satisfactory agreement between the predictions and observations
(compare Figures 4.3b and 4.4b). However, at short ranges (< 300 km) the model predicts the
maximum SNR at a higher frequency than is observed. This is not surprising since at these
ranges the pre-Lg spectrum generally decays less rapidly than the ambient noise spectrum over
the entire 0.5-20 Hz band (for example, see the upper inset in Figure 3.2) and Figure 4.4b is
simply an upper bound on the frequency of the maximum SNR. Note that the predicted shift
to lower frequencies between 600-800 km in Figure 4.4b is largely controlled by the curvature
of the ambient noise spectrum and is therefore without much physical significance.

Steered beams. Table 4.3 lists the number of Pn and Lg detections as a function of bcam
center frequency. The number of detections on steered beams is shown in parentheses. Pn
detections on steered beams constitute 70% of all Pn detections over the frequency band
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covered by the steered beams. This is consistent with the results of Kvaerna and Mykkeltveit
[1986] who found significant improvement in beam gain for steered beams for frequencies
greater than 2.5 Hz. Figure 4.5a plots beam number versus epicentral distance for Pn. There
are very few Pn detections on steered beams at distances less than about 600 km. This is not
surprising because there are no steered beams with center frequencies greater than 4 Hz, and at
shorter ranges the frequency of the maximum SNR is considerably higher than this (Figure
4.4a3). Figure 4.5b displays beam number versus event-to-station azimuth. The steering
azimuths of tcams 8-16 are shown as horizontal tic marks. Most of the Pn detections on
steered beams were from events at azimuths close to the steering azimuth.

Table 4.3. Number of detections as a function of beam center frequency.
(Detections on steered beams in parenthesis)

Center Frequency Pn Detections Lg Detections

1.5 - 35

20 1 2

2.5 2 43

30 17(16) 54(10)

35 3321 19(19)
4.0 46(31) 15(15)
6.0 31 2

12.0 56 -

Lg is detected on steered beams (or coherent beams in general) only at short epicentral
distances (Figure 4.6a). All of the Lg detections on coherent beams above a filter center fre-
quency of 3.0 Hz are on steered beams. SAJAP does not include a high-frequency incoherent
beam, so at distances where the maximum SNR is greater than 3 Hz, the Lg detection often
occurs on a coherent beam. Note that the higher frequency Lg detections are nearly
exclusively on steered beams even though the steering azimuth is not close to the event-to-
station azimuth (Figure 4.6b). This is simply because the steered beams use a larger array
aperture (A0, B, C, and D rings) than the infinite velocity coherent beams.
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4.3 Noise spectra and LTA

Qualitatively, the LTA (long term average) is a measure of the rms amplitude on a
filtered beam averaged over about 30 s prior to a detection. The LTA is updated every 0.5 s
and at the i* 0.5 s interval is expressed as

) 1
LTA;= (1 - 257 LTA + F 278 (1 - 279! sTA @n
k=1

where STA (short term average) is the absolute amplitude averaged over a 1 s window and
updated every sample. For large i, the first term goes to zero (e.g., after “30 s the LTA is not
sensitive to its starting value) and the LTA is simply expressed as a weighted sum of past
STAs. The weighting function is shown in Figure 4.7.

There is a simple relationship between the rms amplitude of random noise and its power
spectral density [e.g. Aki and Richards, 1980; p. 493]. From Parseval’s theorem

A,ms = (2 PSD APH'? 4.2)

where Af is the bandwidth and PSD is the power spectral density. This equation assumes that
the PSD is flat over the bandwidth Af. The LTA is an approximate measure of the rms noise
amplitude on a filtered beam and should be approximately related to the PSD of the beam by
(4.2) where Af is the filter bandwidth.

4.3.1 Pn noise. To test the applicability of (4.2) to pre-Pn (or ambient) noise, we com-
puted spectra of nniiltered beams over various sub-arrays. Figure 4.8 compares the average
noise spectra recorded on unfiltered beams over the four sub-arrays used in the standard beams
to the average single-channel noise spectrum [Henson and Bache, 1988]. For frequencies less
than about 4 Hz the noise level is significantly reduced by including the two outer rings of the
array. In particular, the beam including sensors on only the C and D rings gives better noise
suppression than can be achieved using the whole array [Kvaerna and Mykkeltveit, 1986).
However, beyond 5-6 Hz only marginal improvement in noise suppression can be achieved by
including the outer rings. Superimposed on the spectra are the squared LTAs divided by 2Af
for the 186 Pn detections. For all but the highest-frequency beam, the LTAs are corrected for
the instrument response and plotted at the filter center frequency. For these beams, the Pn-
LTAs are approximately related to the beam noise spectra via (4.2) at the beam center fre-
quency. However, the LTAs measured on the 8-16 Hz beam are consistent with (4.2) at a fre-
quency of about 10 Hz. This is an important distinction for detection capability assessment.
This implies that the temporal SNR cannot be predicted based on a spectral parameterization of
the signal and the noise at the same frequency unless narrow band filters are used in beam-
forming. Otherwise the dominant signal frequency may exceed the the dominant noise fre-
quency within the filter bandwidth. This is discussed in more detail in Section 4.6.

Figure 4.9 plots the noise suppression spectrum defined as the ratio of the beam power
spectrum to the array-averaged single-channel power spectrum (Fyen, 1986]. The dashed lines
indicatc a power ratio of 1/N where N is the number of elements used in beamforming. The
four plots ure for the different sub-arrays. In general, we find that at least 1/N noise
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suppression (1NN in noise amplitude) is achieved over the frequency band used for each of the ;::
sub-arrays. However, the signals are also suppressed by beamforming, and this must also be " ey
considered in establishing the frequency-dependent beam gain. : a
4.32 Lg noise. The inversion results provide an accurate parameterization of single- I
channel Lg signal spectra as a function of magnitude, distance, and frequency. We also have a f-:
stable average for the single-channel ambient noise spectrum at NORESS. However, the pre- .:.o}
Lg noise consists of ambient noise, Pn coda, and Sn coda. Therefore, we do not expect a sim- .':::5
ple relationship between Lg-LTA and the ambient noise spectrum. For example, Figure 4.10 = N
plots the squared LTAs for Lg divided by 2Af and the average noise power spectral density of ‘__..
beams calculated over the sub-arrays appropriate for Lg detection. Of course, the time-domain ﬁ o
noise levels for Lg are considerably higher than those predicted by (4.2) using the ambient ',’2:‘
noise power spectral density. The large scatter in the LTAs for a given frequency is caused by Ta
a magnitude dependence in the Sn coda amplitude, as will be discussed below. a ,
On X
Since we don’t have a spectral parameterization of single-channel pre-Lg noise, it doesn’t ::3‘:}:
make sense to try to relate temporal and spectral amplitudes as was done for Pn. Therefore, in »::j:
this section we simply parameterize the observed Lg-LTAs. The pre-Lg noise is dominated by ‘:{f\
Sn coda and, therefore, we expect that it may depend on magnitude, distance, frequency, and ' =
beamforming. Specifically, ;.‘;‘

A

e  Magnitude. The Sn amplitude increases with increasing magnitude, therefore the ":

.

Lg-LTA should also increase with increasing M;. This is particularly true at short
ranges (< 200 km) where the difference in travel time between the Lg and Sn
phases is small.

e  Distance. The Lg-LTA is expected to decrease with increasing epicentral distance
as it emerges later in a decaying Sn coda.

i,

e  Frequency. The Lg-LTA decreases with increasing frequency because the Sn coda,
Pn coda, and ambient noise spectra all decay with frequency.

-

i v‘
b ™)
e  Beamforming. Lg is detected on both coherent and incoherent beams (Table 4.2). .'_-.
The noise suppression on incoherent beams is less than that on coherent beams due e
partly to the number of array elements used in beamforming, and partly to the :E:: L
correlation lengths of the Sn coda. Therefore, we expect the Lg-LTAs on coherent ".' "
beams to be lower than those on incoherent beams. e
P
Considering these factors, we parameterize the Lg-LTA as :‘}
i,
.f_\-' 3
log (LTA) = Ag + XMy +d(r) + F) + b 4.3) . -
< h
v
where the functions ¥r), d(r), F(f), and b are empirically determined using LTA measurements :f
o0

from 170 events. The function y(r) describes the magnitude dependence of the Lg-LTA. At
close ranges it is expected to have a value near one and it should decrease with increasing dis-
tance since the time separation between Lg and Sn increases. The function d(r) describes the
reduction in the Lg-LTA with distance due to the decay of the Sn coda amplitude. The fre-
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Figure 4.10. Average NORESS ambient noise power spectral density for incohercnt beams.
The array-averaged single-channel spectrum is from Henson and Bache [1988). The beam
spectra are averages of 10 noise samples calculated for the sub-arrays used for incoherent
beamforming. The AO-C spectrum is for beams 18-19, A0-D is for beam 20, and A0-C (H1)
and (H2) are for horizontal beams 21-24. All spectra are corrected for the instrument response.
The squares are Lg-LTAs divided by 2Af and plotted at the filter center frequency.
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! quency dependence of the LTA is represented by the term F(f), and b is a constant that p
i depends on beam type (coherent or incoherent).

Figure 4.11 plots Lg-LTA versus NORESS local magnitude in two separate distance
h - ranges. Since Lg is most frequently detected on incoherent vertical beams, we will reference
all quantities in (4.3) to measurements made on that beam type. For ranges less than 700 km, /
) the best-fitting straight line to log(LTA) as a function of magnitude has a slope near 0.8 for
’ both incoherent vertical beams (circles) and coherent beams (squares). For incoherent beams at
ranges less than 700 km the best-fitting straight line is

L) St
A o
| log (LTA) = 0.8M; — 2.27 4.4 .
.

The incoherent vertical beams used in (4.4) have frequency filters between 2-4 Hz. Comparing 3

to (4.3) we set Ag = —2.27, v = 0.8, d(<700 km) = 0, F(2—4 Hz) = 0, and b(incoherent beams)
= 0. Since the slopes for coherent and incoherent beams are nearly the same and the center
frequencies are all greater than 2 Hz, the difference in their intercepts gives b(coherent beams)
=-78.

At larger distances, y was found to be only slightly less than 0.8. Therefore, for this dis-
3 tance range we simply use 0.8 but note that at ranges greater than about 1200 km the magni-
tude dependence is expected to decrease. For ranges greater than 700 km, almost all of the Lg
3 detections are on incoherent beams. The triangles in the lower plot of Figure 4.11 are for Lg
! detections on the lowest-frequency beam (1-2 Hz) and the circles are for detections on higher-
frequency beams (2-4 Hz). For fixed magnitude, distance, and beam type, the lower-frequency
log(LTA) is greater than than that at higher frequency by 0.62. Since we set F(2—4 Hz) = 0,
this implies F(1-2 Hz) = 0.62. Considering only the 2-4 Hz incoherent beam measurements at
fixed magnitude, there is a vertical offset of 0.65 in log(LTA) between measurements made at
ranges less than 700 km and those made at ranges greater than 700 km. Thus, using d(<700
km) = 0 gives d(>700 km) = -0.65.

In summary, we express 1og(LTA) as a function of magnitude, distance, frequency, and
beam type using (4.3) with:

I I

PP

LR R A et

1! AO = =227
) = 08 ~

} d(r) 0 r < 700 km 4
A = —0.65 r> 700 km X
y Ff) = 0 f>2Hz .5) R
0.62 f<2Hz

b =0 Incoherent Beams 5

= -0.78 Coherent Beams !

where the LTA is measured in nanometers. We note that v is expected to decrease with dis-
tance beyond about 1200 km and that d(r) should vary smoothly with distance. However, the
' data used in this analysis do not permit finer resolution of these parameters.
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Figure 4.11. Lg-LTA versus NORESS local magnitude for distances < 700 km (top) and >

700 km (bottom). The triangles are detections on the lowest-frequency incoherent beam (18). i
The circles are detections on higher-frequency incoherent beams (19-20). Asterisks denote

detections on horizontal beams (21-24) and the squares are Lg detections on coherent beams.

The LTAs have been corrected for the instrument response at the filter center frequency.
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Y 4.4 Signal spectra and STA

The spectra used in this study are those automatically computed by SA/AP for each
detected phase. They are computed for a 5-s window starting 0.3 s before the detection time )
on the vertical component and are noise-corrected and averaged across the array. In this sec- ;
tion, we examine the relationship between these spectral amplitudes and the time-domain STA *
(short term average) amplitude on a filtered beam. The STA is defined as the average absolute
amplitude in a 1-s window measured on the beam with the maximum SNR and is updated v
every sample. <

Iy

4.4.1 Pn signal. As a rough approximation, the amplitude of a wavelet is the product of ,’.’
the amplitude spectral density and the bandwidth [Aki and Richards, 1980; p. 492]). That is, if f.
the spectral density is purely real and equal to a constant F over Af, then the peak time-domain ‘.
amplitude is equal to 2 Af F. Since the STA is a measure of the average amplitude, we

express it in terms of the amplitude spectral density of the beam as t.:
¥

N

STA = Ap(fy) A 8(f) 4.6) N

where f; is the filter center frequency, Af is the filter bandwidth, Ag is the amplitude spectrum '
of the beam, and & is a correction term to account for dispersion. If all of the energy in the f.:
bandwidth Af arrives at the same time then 8 = 1, otherwise 8 < 1. Since Pn is not strongly .

dispersed, we expect d to be close to 1. E,\

To estimate the function 8, we compare Pn beam spectra to the STAs for 10 events with
various magnitudes and epicentral distances (Table 4.4). The STA is corrected for the instru-

-

ment resporse at the filter center frequency of the detecting beam. .
Table 4.4. Events used to calculate beam spectra. O

y
Event Date Time Location Type M, r; 4
ha
1 10-31-85 14:11 60.70N 29.00E EX-V5 28 N
2 11-14-85 10:44 62.70N 17.76E EQ 2.5 .'* \
3 11-14-85 12:52 60.70N 28.70E EX-V12 29 N
4 1-31-86 14:17 58.34N 6.43E EX-TIT 1.9 ;"
5 3- 5-86 13:02 57.20N 7.00E EQ 18 )
6 4- 4-86 22:42 70.86N 8.91E EQ 34 ’:
7 4-30-86 10:19 59.31N 6.95E EX-BLA 22 ;'
8 7- 1-86 15:28 60.70N 28.70E EX-V12 2.7 o
9 7- 8-86 13:09 59.30N 27.20E EX-E4 27 -
10 11-13-86 8:00 58.17N 8.10E EQ 1.8 Lt
<
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Comparing the STAs to the beam spectra at f, gives an average value for 8 of 0.7. For
example, Figure 4.12 shows the beam spectra for the events listed in Table 4.4. Each spectrum
is labeled by the sub-array used in beamforming. The small dot on each spectrum is the quan-
tity STA/(Af §) for 3 = 0.7, plotted at the center frequency of the beam. Although this analysis
is restricted to a small data set, it indicates that for Pn there is a consistent value of J that
relates the time-domain amplitudes and the amplitude spectral density (equation 4.6).

Equation (4.6) relates the STA and the beam spectrum. However, the inversion was
applied to array-averaged single-channel spectra. Therefore, to use the derived attenuation
model we need a relationship between the beam spectra and single-channel spectra. While
beamforming produces close to VN noise suppression (Figure 4.9), it also suppresses uncorre-
lated high-frequency signal energy. In Section 4.5 we will estimate the beam gain (defined as
the ratio of the signal loss and noise suppression) to convert from single-channel to array
detection capability.

442 Lg signal. Since Lg is a dispersed signal with a rapidly decaying spectrum, the
assumptions involved in deriving (4.6) are invalid for this phase. Furthermore, Lg is detected
on both coherent and incoherent beams, and these have quite different relationships between
temporal and spectral amplitudes. Therefore, for Lg we will simply determine an empirical
relationship between the array-averaged spectral amplitudes and the STAs.

Figure 4.13 plots the ratio of the STA and the array-averaged spectral amplitude at the
filter center frequency. The mean value of the ratio is 0.32 for coherent beams, 1.02 for the
lowest-frequency incoherent beam (1-2 Hz), and 1.13 for the higher-frequency incoherent
beams (24 Hz). Since Lg is rarely detected with the maximum SNR on a horizontal beam, we
only consider vertical beams in this section. Note that we do not observe any magnitude or
range dependence in this ratio. This implies that the inversion results for the 5-s window Lg
spectra adequately account for the magnitude and range dependence of the STAs.

Figure 4.13 suggests that we can predict the STA for an event of arbitrary distance and

magnitude by simply dividing the predicted Lg spectrum for a 5-s window by a constant that
depends only on the detecting beam. To verify this, we define the function

B(r) = log AL (f;r) - 1.16M, = 17.51 + log | —— 5 G(r.ro)exp(-mft/O(p) @.7)

(A o »

using (2.1) and (2.4)-(2.7). A, (fir) is the array-averaged Lg spectrum computed for 5-s win-
dows. The moment-magnitude relationship (Log M, = 1.16M; + 17.51) is that derived from
the inversion of these spectra (Sereno et al., 1987]. B(r) is plotted in Figure 4.14 for frequen-
cies between 1 and 5 Hz. The individual points are the STAs corrected for beam type. The
STAs were divided by the ratios determined from Figure 4.13 (listed in the previous para-
graph). In general, there is good agreement between the array-averaged spectral amplitudes
and the beam-corrected STAs.
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Figure 4.12. Pn beam spectra for the 10 events listed in Table 4.4. Each spectrum is labeled
by event number and the sub-array used in beamforming. The small dot on each spectrum is
STA/(Af d) for & = 0.7.
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4.5 Beam Gain

Our primary objective here is to determine the relationship between the single-channel
spectral amplitudes and the time domain amplitudes measured on filtered beams. In particular,
we want to predict the STA/LTA as a function of distance, magnitude and frequency based on
a parameterization of array-averaged spectra. To do this, we must address two separate issucs.
One is the relation between temporal and spectral amplitudes on filtered beams, and the other
is the relation between beam spectra and single-channel spectra. In Sections 4.3.1 and 4.4.1
we addressed the first issue by expressing the Pn LTAs and STAs in terms of the beam spec-
tral amplitudes. In this section we investigate the second issue which involves the determina-
tion of the frequency-dependent beam gain.

Using (4.2) and (4.6), the temporal SNR measured on a filtered beam can be expressed as

SNR, =

12
STA _ As() 5 [TAf] @38)

LTA  Ng(H 2

where the subscript B identifies beam spectra, A is the signal spectrum, N is the noise ampli-
tude spectrum, and T is the time length used in the noise spectrum estimate (in this case, 5 s).
We define the frequency-dependent beam gain as the ratio of the spectral SNR on the beam
and the single-channel SNR. Specifically,

_ Ag(DINg(f)

G(h = AQING 4.9

where A(f) and N(f) are single-channel signal and noise spectra. Combining (4.8) and (4.9) we
can express the time-domain SNR measured on a filtered beam in terms of the SNR of array-
averaged single-channel spectra. Specifically,

12
STA _ A(f) TAf
SNRj= —— = S G .
‘" LTA ~ N() m[z] (“.10)
The only term in (4.10) that we have not estimated is the beam gain, G(f). From the observed
SNR; and our value for & of 0.7 we can determine the average beam gain by rearranging (4.10)

'll/2

—2—J 4.11)

= sng, YO
G(f) = SNR, 8 | a7

Al

The frequency used in (4.9) is the filter center frequency, except for the highest-frequency
beam where we use 10 Hz to calculate the noise spectra (Section 4.3.1) and the filter center
frequency to calculate the signal spectra. Figure 4.15 plots the G(f) for the four combinations
of sub-array and filter bandwidth typical for Pn detections. The mean gain for each bcam type
is shown as the solid horizontal line. Table 4.5 summarizes the beam gain results.
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Table 4.5. Beam gain. 3
~
Sub-array  Beam Numbers  Frequency =~ Af  Detections VN <G> o® >
:::i
AO0-BCD 8-16 20-5.0 20 68 4.7 4.45 7.18 :::
A0-BC 4-5 25-5.0 20 27 3.6 3.68 3.82 . B
AQO-AB 6 4.0-8.0 40 31 3.0 1.31 0.46 f"‘a'
AOC-AB 7 8.0-16.0 8.0 56 3.0 0.98 048 o
3
]
For beams with center frequencies below 5 Hz, the beam gain is close to VN. However, '.
the gains at higher frequency are near unity. This is consistent with regional beam gain spectra
displayed by Mykkeltveit et al. {1985]. Note that the NORESS array was designed to enhance .,
signal frequencies in the range 1.5-5.0 Hz [Mykkeitveit, 1983]. Thus, it is not surprising that -"'
the array does not offer enhanced SNR at higher frequencies. This simply means that the sig- : :
nal and the noise are both uncorrelated over the sub-array used in beamforming. (&j.
The gains listed in Table 4.5 depend on the value of §, which is constrained by a rela- iA
tively small dataset. To provide independent support for our gain estimates, we calculated "‘_;
beam gain spectra using (4.9) for the 10 events listed in Table 4.4. These are plotted in Figure '
4.16. The solid horizontal line indicates a gain of one and the dashed horizontal line is plotted
at VN. In general, the beam gain approaches VN for frequencies less than 5 Hz, but for fre- »"
quencies greater than 8 Hz the array offers very little improvement in signal-to-noise. The L
consistency of the beam gains listed in Table 4.5 with those in shown Figure 4.16 and those ::\
given by Mykkeltveit et al. [1985] provides indepcndent support for our estimate of §. ;; '
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4.6 Detectability

In the previous section we derived an expression for the SNR measured on a filtered
beam in terms of the array-averaged spectral amplitudes used in our Pn inversion. In Section
N 4.4.2 we found a relationship between the STA and the array-averaged spectral amplitudes for
Lg, and in section 4.3.2 we developed an empirical parameterization of Lg-LTA. Therefore,
K for a given magnitude and distance we can predict the frequency-dependent SNR for Pn and
! Lg based on our inversion results. In this section we estimate the NORESS detection capabil-
ity directly from time-domain amplitudes and compare the results to the predictions based on

%‘ our Q model.
h The automatic detection of a seismic signal occurs when the STA/LTA exceeds a
K predetermined threshold. Since the beam thresholds are determined from false alarm statistics,
! dividing by the threshold provides a common basis for comparing the SNR measured on
. different beams [Kvaerna et al., 1988a). We define the detectability, D(r), as
»
/ SNR

D(r) = log { “[-aM (4.12)
¢ th
K where SNR, is the maximum STA/LTA for all detecting beams, th is the beam threshold, and o

is chosen such that D(r) does not depend on the source. The value of a is close to one for Pn
but much less than one for Lg because both the STA and the LTA depend on M;. Assuming
that both signal and noise are log normally distributed, the probability of detecting wave k
from source j is

Dyr) + o ML!] @13

i Py=¢ o

i where ¢(x) is the Gaussian cumulative distribution function [e.g., Abramowitz and Segun,
! 1964; p. 931] and o, is the standard deviation of the detectability function. Of course, this is
N only a valid interpretation of (4.13) if a M, adequately represents the source contribution to
h the SNR. That is, if o is frequency-independent then (4.13) represents the probability of detec-
tion below the source comer frequency.

4.6.1 Pn Detectability. Figure 4.17 plots the observed Pn detectability defined by (4.12)
D with & = 1.0. Only explosions are used because the earthquake detectability can be biased by
i the unknown radiation pattem. That is, it is not possible to determine an o for earthquakes
$ that effectively removes the source contribution to the SNR. We also excluded events with
M, 2 3.0 that were detected on one of the two highest-frequency beams (beams 6 and 7, Table
4.1) because their comer frequencies are expected to be within the filter bandwidth. The loga-
rithmic decay of the Pn detectability is approximated by

D(r)=342-193log r 4.14)

where the coefficients were obtained by least-squares. This is plotted in Figure 4.17 bounded
by one standard deviation (6 = 0.31). 'Whe observations are plotted with different symbols
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D(r) = log [SNR/threshold] - 1.0 M_

M

o=0.31

Figure 4.17. Pn detectability defined by (4.12) with o = 1.0 for 102 explosions. Seven events
were excluded with M; 2 3.0 because their corner frequencies are expected to be within the
filter bandwidth. Different symbols are used depending on event magnitude. The curve is the
logarithmic parameterization of D(r) bounded by one standard deviation. Since the event mag-
nitudes are well-distributed about the parameterized detectability, we conclude that o = 1.0
adequately represents t e source scaling for these events.
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according the event magnitude. If the source contribution is effectively removed then the
detectability should not depend on magnitude, provided the measurements are taken below the
comer frequency. However, if a is too large then the detectability will decrease with increas-
ing magnitude and a value that it is too small will produce the opposite magnitude-dependence.
Table 4.6 examines the magnitude-dependence of the detectability as a function of o. Listed
are the average magnitudes of events above and below the logarithmic parameterization of D(r)
in each of two distance ranges. The number of events in each category is given under the
column heading N. The explosion moment-magnitude relation derived from the inversion
gives o = 1.08. However, Table 4.6 shows that this o gives an average magnitude above D(r)
! that is about 0.1 lower than that below D(r) for ranges greater than 700 km (suggesting that o
= 1.08 is too large). Setting o = 1.0 reduces the magnitude-dependence of D(r) at long ranges
without increasing it at shorter ranges. Since this value of a is consistent with theoretical
explosion source scaling models and only slight improvement in reducing the magnitude-
dependence of D(r) at long ranges is offered by o = 0.9, we use a = 1.0 for the Pn detectabil-

e e O

. ity.
Table 4.6. Pn detectability.
. < 700 km > 700 km
above D(r) below D(r) above D(r) below D(r)
a D(r) o |N <«M> N M>| N <M> N <M>

) 1.08 3.55-20Slog(r) 32|19 220 12 209 |32 283 39 294
4 1.00 342-193log(r) .31 | 19 220 12 209 |34 288 37 291
~ 090 3.26-1.78log(r) .31 | 19 221 12 208 | 34 29 37 289
0.80 3.09-162log(ry .31 {18 226 13 202 |35 293 36 236

The 50% magnitude detection threshold for Pn based on (4.14) with oo = 1.0 is 1.6 at 400
km and 2.4 at 1000 km. Our results compare favorably to those of Ringdal [1936] who
estimated Pn detection capability by comparing the NORESS detections to bulletins produced
by local seismic networks in Fennoscandia. He obtained a 50% detection threshold of M; =

' 2.3 between 700 and 1400 km. Since the two methods differ markedly, their agreement pro-
vides support to our parameterization of Pn detectability.

The method described above provides simple and accurate estimates of the Pn detectabil-
ity of regional arrays equipped with automatic array-processing software. Another question is
how to extrapolate these results to other areas of estimated attenuation. For example, how
would the NORESS array performance change if it were placed in a region of lower Pn
attenuation? To answer this question it is necessary to relate the observed temporal SNRs to
the single-channel spectral SNR for which we have a parameterization in terms of Pn attenua-
' tion. In section 4.5, we derived such a relation. That is, using our spectral parameterization of
the single-channel spectrum A(f) and the average noise spectrum N(f), we can predict the
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detection capability of specific beams using (4.10). In this section we compare these predicted
values with the observed detection capability.

The predicted SNR is computed using (4.10) with 8 = 0.7, the beam gains listed in Table
4.5, a noise window length T = 5 s, and the filter bandwidths listed in Table 4.1. The detecta-
bility is estimated by dividing the predicted SNR by the beam threshold and subtracting o M.
For frequencies less than the source comer frequency the logarithm of the array-averaged sig-
nal spectrum, A(f), can be expressed as

log A(f;r) = a My + B(r) (4.15)
where
logMo = ML +17

B() =1+ log 41:1 = G(r.ro) exp (-nfIO() @.16)

s

As discussed in Section 2, a suite of Pn models produce data variances that differ by only a
few percent. In this section we found that o = 1.0 effectively removed the magnitude-
dependence of the detectability function. Therefore, rather than using the "preferred model” of
Section 2, for comparative purposes we select the Pn attenuation model consistent with o =
1.0. Note, however, that nearly equivalent results for detection capability are obtained using
the "preferred model" and o = 1.08. The relevant Pn parameters for oo = 1.0 are / = 17.64 and
Q@) = 435f %*2. The other terms in (4.16) are the same as those discussed in Section 2. Com-
bining (4.10), (4.12), and (4.15), the predicted detectability can be written as

D(r) = B(r) - log N(f) + log [G (TAf 12)'? 8] - logth @.17)

where the amplitude-distance function B(r) is calculated at the filter center frequency and N(f)
is obtained from the average NORESS ambient noise computed for a 5 s window [Henson and
Bache, 1988]. The noise is evaluated at the filter center frequency, except for the highest-
frequency beam (beam 7) for which we use 10 Hz (Section 4.3.1). Note that the predicted Pn
spectrum at ranges less than 700 km decays less rapidly than the noise spectrum beyond 8 Hz.
This suggests that the Pn detection capability of beam 7 could be improved by filtering at
higher frequency. This is confirmed by Kvaerna et al. [1988b] who compiled detection statis-
tics for events in western Norway. Most of their events were at ranges less than 450 km.
They found that 60% of their Pn detections occurred with the maximum SNR on a 10-16 Hz
beam while only 4% occurred on the 8-16 Hz beam.

Figure 4.18 compares the predicted and observed Pn detectability for events with the
maximum SNR on beams 4, 5, 6 and 7. Although the predicted frequency of the maximum
SNR is greater than 10 Hz for distances less than 800 km (Figure 4.4), the predicted frequency
of optimal detectability is much less than this. This is because the SNR advantage at high fre-
quency is erased by a lower beam gain. As a result, our model predicts greater detection capa-
bility on beams 4 and 5 (2.5-5 Hz) than on the higher-frequency beams for ranges greater than
about 400 km. Considering uncertainties in beam gain, 8, and the appropriate dominant

85

1% Y '\. 'o'\--m \* '\-’ﬁ.‘.\ W 0w ' *1' i" . » .)‘- '-'}‘J' ‘.-:_h .'_-.’.)..-‘.n“...'-"._

haulie LD WA

AV

o5

S S S

s

..

T2

(@

ot L
> >

>
i

P2 O

Y R e Ot @ -7,
&yt < f P>d) 2

y by B

'
]

A e
Pagr ‘,’- O
STt [

P

o
o

-
-

NN S

5 v



AN - 3 ™ . RS KW * S %y
et At A 843 ATLCIE Y 20 50 402000 vb s gp Ve & 42 1 Te R %S h V. Uarfa e Ag M MNE R R L RV WS R ) (W]

-
A

n =l 1Ny
-

-

s

A J
-

-

D(r) = log [SNR/threshold] - 1.0 M_

-
‘\"l

*
12,

\I
-1.0F O Beam A

& C Beam
\& Beam 5 & Beam
_15k ¥\ oi * Beam

~N o s

D(r)

-2.5}
-3.0}

-3.5} Beom 7 . o

) 1 i L | h
400 800 1200 N
Range (km)

T

MRS

LI

DDA L

)

Figure 4.18. Comparison of predicted and observed Pn detectability for bcams 4-7. The
observations are plotted with different symbols depending on bcam number. Beams 4 and 5
are formed over the AO-BC sub-array and beams 6 and 7 arc formed over AB (Figure 4.2).
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i The frequency filters applied to beams 4-7 arc 2.5-4.5 Hz, 3.0-5.0 Hz, 4.0-8.0 Hz, and 8.0-16.0 ®
Hz respectively. The predicted detectability curves are labeled by beam number. W
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frequency for a given detection, the model does an adequate job of predicting the detcctability
of specific beams. However, the model is inadequate for predicting which beam should pro-
vide the greatest SNR at a given distance. For example, the predicted detectability of beam 4
exceeds that of beams 6 and 7 by a factor of 3 between 800-1000 km. However, the observa-
tions show that there are as many Pn detections on beams 6-7 as there are on beams 4-5 in this
distance range, even though the SNRs are consistent with the model. A likely explanation for
the inconsistency is that spectral modulation caused by ripple-firing with delays between 150-
250 ms consistently suppresses amplitudes less than 4-5 Hz for mine blasts [Baumgardt and
Zeigler, 1987]. In many cases our Q model correctly predicts the high frequency (> 5 Hz) Pn
amplitude of these events, but overestimates ihe spectral level between 2-5 Hz (Appendix A).
Since the time lags that produce 4-5 Hz spectral modulations are consistent with the destructive
interference of multiple explosions, we interpret this as an unmodeled source complexity rather
than a path effect. This would argue that the Pn detection capability of mine blasts at long
ranges is overestimated by our model. If this interpretation is correct, it also implies that our
empirical D(r) underestimates the detection capability for sources with uncomplicated time his-
tories.

4.6.2 Lg detectability. Both the signal and noise levels for Lg depend on magnitude.
Therefore, the o that removes the M; dependence from the detectability is equal to the
difference in slopes of the log moment-magnitude and log LTA-magnitude relations. From the
results of Section 4.3.2, we expect that the appropriate value of a is close to 0.2. Figure 4.19
plots the observed Lg detectability for a = 0.2, We include both earthquakes and explosions
since Lg amplitude is relatively insensitive to source radiation pattemn. The logarithmic decay
of the Lg detectability for a = 0.2 is approximated by

D(r)=142-064 log r (4.18)

where the coefficients were obtained by least-squares. This is plotted in Figure 4.19 bounded
by one standard deviation curves (6 = 0.12). The observations are plotted with different sym-
bols depending on the event magnitude. Note that for this value of a there is no obvious mag-
nitude dependence in D(r).

Figure 4.20 plots the Lg detectability assuming o = 1.0. The obvious magnitude-
dependence in D(r) confirms our assertion of a magnitude-dependence in the Lg-LTA. Table
4.7 identifies the magnitude-dependence of the Lg detectability as a function of a. The slope
of the explosion moment-magnitude relation derived from the inversion of the Lg spectra com-
puted for fixed 5-s windows is 1.16. Combined with the M; dependence of the LTA, this sug-
gests a = 0.36. However, this value of & gives a bias in the average M, above and below the
parameterization of D(r) of 0.3-0.4. Smaller values of o reduce both the magnitude-
dependence and variance of D(r). We use & = 0.20 to describe Lg detectability because it is
consistent with the log moment-magnitude relation used for Pn and the observed magnitude
dependence of the LTA.
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Figure 4.19. Lg detectability defined by (4.12) with o = 0.2 for 157 events. Events were
excluded only if a NORESS M; was not available.
included. Different symbols are used depending on event magnitude. The curve is the loga-
rithmic parameterization of D(r) bounded by one standard deviation. Note that there is no
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Figure 4.20. Lg detectability defined by (4.12) with a = 1.0 for 157 events. Different sym-
bols are used depending on event magnitude. The curve is the logarithmic parameterization of
D(r) bounded by one standard deviation. The obvious magnitude dependence of D(r) indicates
that o« = 1.0 is too large.
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Table 4.7. Lg detectability.

< 700 km > 700 km
above D(r)  below D(r) above D(r)  below D(r)
a D(r) (o] N «M> N M>| N <M> N Mp>
1.00 2.83-1.88log(r) .37 § 48 199 30 262 |43 271 36 313
036 1.70-0.89log(r) .15 [ 45 205 33 248 38 275 41 3.4
020 142-064logr)y .12 |36 217 42 229 |38 282 41 297
0.10 1.25-049log(n .12 | 32 231 46  2.18 36 284 43 295

The 50% magnitude detection thresholds for Lg with o = 0.2 at 400 and 1000 km are 1.2
and 2.5 respectively. We are unaware of independent studies to use as a basis for comparison.
However, Ringdal [1986] estimated 50% and 90% magnitude detection thresholds in the dis-
tance range 700-1400 km for P waves only and for at least one of the phases P, Sn, or Lg.
We have not studied the detectability of Sn, so we cannot directly compare our secondary
phase results to his. However, we can calc late the 50% and 90% thresholds for detection of
either P or Lg. Since the addition of Sn can only improve the detectability, this gives an upper
bound on the detection thresholds considered by Ringdal. Table 4.8 summarizes the results.
In general, the two methods produce consistent results for the regional wave detection capabil-
ity of thc NORESS array.

Table 4.8. Regional wave detection capability at NORESS.

50% Threshold 90% Threshold
Phase this study Ringdal [1986] this study Ringdal [1986]
P only 2.4 2.3 2.8 2.7
Lg only 25 --- 33 ---
P or Secondary
Phases 2.2% 1.9 2.6% 2.5

T This study uses Lg as the only secondary phase, Ringdal [1986] used Sn or Lg.

The problem of extrennlating the NORESS results to other regions is more complicated
for Lg than for Pn for several reasons. First, we don’t have a single-channel parameterization
of the pre-Lg noise spectrum. As demonstrated earlier, the pre-Lg noise is a complicated func-
tion of distance, magniwde and frequency. Sccond, the relation between time and frequency
domain amplitudes is complicated by dispersion. If we were to parameterize the Lg SNR as in
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(4.10), the function & could be both range- and frequency-dependent. Third, the inversion "
results are sensitive to the window length used to compute the Lg spectra (Table 2.7). There- !
fore, it is important to know how the Q;, was obtained for other areas of interest and its rela- '
tionship to the Lg spectra used in the inversion. For example, in Section 4.4.2 we showed that

- e e e

. +
¥ the Lg-STA can be expressed in terms of the array-averaged spectrum computed for 5-s win- '.:
‘ dows as 2
- |
* log STA = log K + log A(f.r) 4.19) .

were Kp is a constant that depends only on beam type. This implies that the relationship
‘ between the STA and FGV spectra must be range-dependent, since the difference between the
Y 5-s and FGV spectra is range-dependent. Of course, this is anticipated because the time and
‘ frequency domain geometric spreading rates are not equal for dispersed phases. In this section
i we demonstrate that the observed Lg detectability can be predicted from the inversion results
K for spectra computed for 5-s windows. However, we note that O, , estimated in this way is not
)

- an

Y
G available for other regions. Table 2.7 can be used as a guide to determine Q,, for 5-s win- N
3 dows from estimates based on longer time windows, but clearly it would more desirable to bt
’ parameterize the Lg SNR in a form similar to that used for Pa. This is a topic that will require
:' further study.
: Combining (4.19) and (4.3), we can express the time domain SNR for Lg as
.l
) J
' 10gSNR = (logKp — b) + (a — M, + B(r) — (Ap + d(r) + F()) (4.20) Az
Y, where
” "
'I .
B =1+ log |-~ L 5 G(r.ro) exp(—mfIQ(f)) @.21) ’

e

S
[~ To calculate B(r) we use the model within the Lg parameter trade-off that gives a = 1. The '
: relevant parameters are / = 17.78, O(f) = 430f %3, and a - y = 0.2. The other terms are the _
Y same as those defined in Section 2. From (4.21) and (4.12), the predicted Lg detectability is :
A D(r) = log(Kp/th) — b + B(r) — (Ag + d(r) + F(f)) 4.22) \
) 4
.. t
"‘ The first two terms depend only on beam type, the third temm is the amplitude-distance curve ;
4 for the single-channel Lg spectrum, and the last term is the magnitude-independent part of the
: Lg noise. The constants in (4.22) as a function of beam number are given in Table 4.9 for the

beams that most frequently detect Lg with the maximum SNR. Note that the first two terms in "

j (4.22) combine to nearly a constant value for all beams. This means that the relationships we
¥

have derived between coherent and incoherent beam amplitudes are consistent with the detec-
tion thresholds determined from false alarm statistics [Kvaerna et al., 1988al.

- . -
- .
-

91

Sl

A ' '7 '&' o l‘- '.‘ - " .l‘- v N! &"4 - '.N- - \-'I‘&'.. v .- F\ > .. ‘ W . O, ."‘\"\" ."-.'-\.\-r\



Table 4.9. Constants for the predicted Lg detectability.

Beam Kp th b Frequency Ag F(h
18 1.02 25 0.0 1.0-2.0 -2.27 0.62
19 1.13 25 0.0 2.0-3.0 -2.27 0.0
20 1.13 21 0.0 2.0-4.0 -2.27 0.0

8-10 0.32 4.0 -0.78 2.0-4.0 -2.27 0.0

11-13 0.32 40 -0.78 2.5-45 -2.27 00

14-16 032 40 0.78 3.0-5.0 -2.27 0.0

To calculate the predicted detectability at fixed frequency it is necessary to have a con-
tinuous function d(r) describing the Sn coda decay rate. We assume that the Sn coda decays
exponentially and associate the two estimates of d(r) given in Section 4.3.2 with ranges of 400
and 1000 km. The result is

d(r) =043 —- 0.0025 log(e) r (4.23)

which is approximately valid over the distance range of our data. Figure 4.21 plots the
predicted and observed Lg detectability for beams 18-20 and for coherent beams. For beam 18
we find that a frequency of 1.0 Hz is consistent with the observed detectability. For the other
incoherent beams we use the filter center frequency. Since the constants are the same for all of
the coherent beams, we simply plot the predicted D(r) for three frequencies spanning the band
covered by the steered beams. The overall agreement between the observed and predicted
detectability is quite good. However, to a large extent the "model” is based on an empirical
relationship for the LTA which cannot be extrapolated with confidence to other regions or to
distances greater than about 1400 km.
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D(r) = log [SNR/threshold] — 0.20 M,

Beam

18
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Figure 4.21. Comparison of predicted and observed Lg detectability for beams 18-20
(incoherent vertical beams) and 8-16 (coherent beams formed over the full array). Different
symbols are used depending on beam number. The predicted detectability for the coherent
beams at 3.0, 4.0, and 5.0 Hz are plotted as finely dashed curves. The other curves represent
the Lg detectability of beams 18 (1.0 Hz), 19 (2.5 Hz), and 20 (3.0 Hz).
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! 5. SUMMARY

| ]
The objectives of this research are to (1) determine an accurate parameterization of ..

single-channel regional wave spectra recorded at NCRESS and, (2) determine the relationship i y
between these spectral amplitudes and the time domain amplitudes measured on filtered beams b
used in signal detection. From this relationship, it is possible to extrapolate the NORESS :.l,:
detection capability to other areas of estimated attenuation and/or to other array performance . :::«
enhancement capabilities. -
W,

The primary conclusions of our spectral analysis et

are as follows: i

'

1. Data from all 186 regional events are adequately represented by a single frequency- ]
dependent Q model. However, we note that no events with travel paths crossing the Central N
Graben of the North Sea are included. Severe Lg blockage has been noted for these paths by ",:
other investigators {c¢.g., Kennett and Mykkeltveit, 1984]. Theoretical spectra derived from our }s
simple parameterization were compared 0 312 observed regional wave spectra, and good '_C“
agreement was seen. The ability of the model to reproduce the important spectral characteris- !“
tics of such a large number and variety of observed data provides the primary supportt for our &.\
methodology and results. N
o

2. We have found that regional Pn spectra of 152 events are consistent with r13 geometric .;‘
spreading and Qp,(f) = 325f %45, We do not attempt to distinguish intrinsic absorption from b,
scattering and explicitly acknowledge that our Q(f) is an empirical parameterization of the data. :.\
The Pn spectra are not sensitive to window length. W :
&

3. Regional Lg spectra are adequately represented from 1 to 7 Hz by a power law frequency

dependence of apparent attenuation given by Q(f) = 560f %26, These spectra are computed over N
a fixed group velocity range of 3.6-3.0 km/s. Our Q, (/) is an approximation to thc average ;
Qp of the crust, although it includes the effects of apparent attenuation due to scattering. ¢
These results were obtained assuming cylindrical spreading beyond a transition distance of 100 M
km, 1
.:\
4. The inversion results for Q;, are sensitive to window length. The inversion of spectra =
for fixed time windows of 5-s and 17-s gives Q;(f) = 350f ®*! and Q, () = 470f ®*2, respec- ‘
tively. We interpret this higher apparent attenuation as a result of selectively excluding lower -
group modes at long ranges from the fixed time windows. ]
5. Since Lg is a secondary phase, the pre-Lg noise includes the coda of all previously arriv- ::'
ing phases. Based on a comparison of pre-Lg and Lg spectra, we find that the Lg spectra are ;3:
contaminated by Sn coda for frequencies greater than about 10 Hz for distances between VA
300400 km and for frequencies greater than 3-6 Hz at ranges greater than 700 km. There- " ;
fore, we inverted the Lg spectra over a 1-3 Hz band to estimate the upward bias in Q, ” %
"
st

N

]
!
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introduced by Sn coda. The result is Oy, () = 582f*!® compared to 560f ®% for the 1-7 Hz
bandwidth. Assuming that Sn coda does not affect the Lg spectrum for frequencies less than 3 M
Hz, the difference between Q estimated over 1-3 Hz and 1-7 Hz is an upper bound on the Sn .
coda bias. ’

6. We plot our estimated seismic moments versus local magnitude and obtain results that
' are generally consistent with those from near-field studies. Since magnitude does not enter the W,
inversion, this lends considerable support to the derived Q model. Our comer frequency esti-

mates also agree with those from near-field studies, although they are not clearly resolved by g
our data. -

7. For a fixed set of source and spreading assumptions the inversion defines a broad
minimum in the data residuals corresponding to a suite of models that fit the data equally well '
in a Jeast squares sense. However, an important constraint on the attenuation estimates is the
consistency of the derived source parameters from the independently inverted Pn and Lg spec-

! tra. This provides a good internal consistency check on our attenuation results and reduces the b

¥ trade-offs among model parameters to trade-offs among sets of model pairs. That is, for fixed A

Q,(f) the source constraint places tight bounds on Qp,(f). A trade-off between My-M; vari-

ance and data variance is used to define the range of acceptable model pairs. The "preferred

§ model" was selected from the midrange of these acceptable solutions. The range of acceptable o

; Qr, models consistent with the data has @y between 420 and 570 and n between 0.36 and
0.26. Similarly, for Qp, (assuming r~!* spreading), the range has Q, between 200 and 500

with n between 0.59 and 0.40.

8. The Q;,() results are insensitive to the details of our source parameterization because
most inverted events have apparent comer frequencies outside the bandwidth considered. The !
Op,(f trades off with the source parameterization. For example, a spectral decay faster than \
f 2 above the comer frequency must be accompanied by a higher Qp, to preserve the fit at
high frequency. Therefore the derived Qp, function must be considered relative to our
assumed source model.

-

9. Pn geometric spreading rates of r™!, 13, and 1> were explicitly investigated, and for

3 each there is a Q model that can adequately reproduce the Pn spectra. However, geometric :}
spreading rates much different from r! give earthquake to explosion Lg excitation ratios ':‘

which are inconsistent with well-supported empirical observations.

10. The Lg and Pn attenuation models are used to predict range-dependent spectral ampli-
tudes for events of arbitrary magnitude. The NORESS Pn observations are inconsistent with
the @, = 9000 proposed by Evernden et al. [1986] for the Russian platform and do not support . Nt
their contention of enhanced detection capability at high frequency.
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The primary conclusions of our temporal analysis
are as follows:

1. The maximum SNR for Pn occurs at a frequency greater than 8 Hz for distances less
than 400 km and between 3-5 Hz in the 700-1000 km distance range. Lg is rarely dctected
with the maximum SNR above 4 Hz. At ranges less than 800 km, the Lg maximum SNR is
between 2.5-4 Hz and at longer ranges it is between 1-2 Hz. These observations compare
favorably with predictions based on the Qp, and Q;, models derived from the inversion.

2. The Pn SNR measured in the time domain on a filtered beam can be expressed in terms
of the array-averaged single-channel spectra used in the inversion as

T LTA T NY 2

12

snR, = STA _ A 5 G [Iet] 6
where A(f) is the single-channel signal spectrum, N(f) is the single-channel noise spectrum
computed for window length 7, 8 = 0.7, G(f) is the beam gain, and Af is the filter bandwidth.
This equation can e used to predict the Pn detection capability based on a parameterization of
single-channel spectra and to extrapolate thc NORESS results to other areas of estimated
attenuation.

3. Coherent beam gains are close to YN (N is the number of array elements used in beam-
forming) between 2-5 Hz but are close to one at higher frequency for the NORESS standard
beams. This simply means that at high frequency both signal and noise are uncorrelated over
the sub-array uscd in beamforming. Thus, although the frequency of the maximum SNR for
single channels is greater than 8 Hz at distances less than about 400 km, the frequency of
optimai detection is considerably less than this.

4. In general, the SNR cannot be predicted with (5.1) and a spectral parameterization of the
signal and noise at the same frequency unless narrow band filters are used in beamforming.
For example, we find that for the 8-16 Hz beam, the STA is consistent with the single-channel
spectrum at 12 Hz, but the LTA is consistent with the noise spectrum at 10 Hz. This implies
that the detectability of that beam could be improved at short ranges by filtering at higher fre-
quency. This is confirmed by the recent work of Kvaerna et al. [1988b).

5. Comparison of observed and predicted detectability verifies that (5.1) can be used to
predict the detection capability of specific beams. However, the model is inadequate in
predicting which beam should provide the best SNR for mine blasts recorded at long ranges.
We interpret this as an indication that our parameterization does not account for spectral modu-
lation due to ripple-firing. The destructive interference of multiple explosions with approxi-
mately 150 ms time lags reduces the 4-5 Hz amplitudes, causing an upward shift in the fre-
quency of the maximum SNR. If this interpretation is correct, our Pn inversion results overes-
timate the detection capability for ripple-fired mine blasts.
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6. The relationship between the single-channel Lg spectrum and the STA is obscured by
dispersion and Sn coda. For example, the relationship between time and frequency domair
amplitudes depends on the window length used in Fourier analysis. In addition, we don't have
a simple parameterization for single-channel pre-Lg noise. Therefore, we have not parameter-
ized the Lg SNR in the same form as that used for Pn (5.1). Rather, we determined empirical
relationships for the STA in terms of the array-averaged spectral amplitudes computed for 5-s
windows, and the LTA as a function of magnitude, distance, and frequency. Using these rela-
tions, we can predict the temporal SNR on a filtered beam given the spectral parameterization
of Lg. We note, however, that this is of limited practical use since Q;, estimates from spectra
computed in this way are not available for other regions. This is an area that will require more
research.

7. The Lg-LTA is a complicated function of magnitude, distance, frequency, and beam type.
We have empirically parameterized the Lg-LTA in terms of these variables. The Lg-LTA
decreases with both frequency and epicentral distance. The loganthm of the Lg-LTA increases
with increasing M, at an approximate rate of 0.8M;. As a result, the Lg SNR is not as
strongly dependent on magnitude as the Pn SNR. We note, however, that this parameterization
is preliminary and cannot be extrapolated with confidence to other regions or to distances
beyond about 1400 km.

8. We define the regional wave detectability as the temporal SNR nommnalized by the beam
threshold and corrected for the source amplitude. We parameterize the observed detectability
by a simple logarithmic decay. Our results indicate that the 50% and 90% magnitude detection
thresholds for Pn are 1.6 and 2.0 at 400 km and 2.4 and 2.8 at 1000 km. For Lg the 50% and
90% detection thresholds are 1.2 and 2.0 at 400 km and 2.5 and 3.3 at 1000 km. To the extent
comparisons are possible, our results agree with those of Ringdal [1986] who used a consider-
ably different method to estimate the regional wave detection capability of NORESS.
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APPENDIX A. INVERSION RESULTS

Regional Pn and Lg spectra of 186 events (Table 2.1) were inverted for Q(f), seismic

moment, and the parameter, ¢, relating comer frequency to long period source level. The 3

source was parameterized by the Mueller-Murphy explosion model and geometric spreading v}

> was modeled by (2.6) with m = 1/2 and ry = 100 km for Lg and m = 1.3 with r5 = | km for :

Pn. The Pn spectra were computed for 5-s windows and the Lg spectra were computed for the

group velocity range 3.6-3.0 km/s. In terms of a power-law frequency dependence, the path

result for Pn is Q() = 325 %% and for Lg is Q(f) = 560f ®%. The parameter, ¢, derived from hy.

Pn spectra is 25.8 and from Lg spectra is 19.9. Ef
(]

Table A.1 lists the results of the inversion for source parameters. The event numbers e
correspond to those of Table 2.1. Comer frequencies were not parameters of the inversion for h
each event, but were calculated from (2.2) using the inversion results for ¢ and Sy For the
explosions, seismic moment was estimated from So(Pn) using (2.3) assuming a surface
compressional velocity of 5 km/s and a density of 2.5 gm/cm’. The earthquake moments were
estimated from So(Lg) using (2.4) with an average crustal shear wave velocity of 3.5 km/s and \
. a crustal density of 2.7 gm/cm®. Because the radiation patterns are unknown, moments were
not estimated for earthquakes for which only Pn spectra were included in the inversion or for

e

&y

v - o

X

P

» events of unknown source type. Similarly, moments were not estimated for explosions without '
b Pn spectra because of the uncertainty in the relative Lg to Pn source excitation (2.5). ':5
? Figure A.1 displays theoretical and data spectra for all of the events used in the inversion. .'
The theoretical spectra were computed using (2.1) with the results of the inversion for Q(f and ’

S(H. Each spectrum is identified by the event number in Table 2.1. The spectra have 1.2en .

vertically offset for display purposes.
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Table A.1. Inverted source parameters

S et Ga® 2P % WAt 62 hat bat 1y et dat Buvosav et B2 et Bud W2t dat Wa" 8

M,
Event  Magnimde  Type SoPn)  f.(Pn) Silg) fALg) (10'® dyne-cm)
1 3.0 EX-E7 21.42 93 1118 8.9 841.0
2 28 (B) EQ 286 182 436 122 63.4
3 2.3 EQ 145 228 293 139 426
4 22 EQ 079 279 198 158 28.7
5 19 @®) EXBLA 153 224 085 209 60.1
6 2.8 EQ 106 253 377 128 54.9
7 2.8 EX-V5 20.73 94 13.71 8.3 814.0
8 2.4 EX-BLA 184 210 126 184 722
9 2.1 EX-TIT 060 306 136 180 23.5
10 20 ®R) - 113 248 065 229
11 2.6 EX-E3 339 132
12 2.7 EX-E7 1273 110 9.98 9.2 4999
13 1.9 EX-TIT 086  27.1 087 208 339
14 29 EX-V12 27.71 8.5 8.36 9.8 1088.0
15 2.9 EX-V8 25.96 8.7 1019.5
16 24 (H) EX-E4 9.55 9.4
17 1.9 - 1.03 256 052 247
18 2.5 EX-E3 322 135
19 3.0 EX-E8 718 103
20 3.0 EQ 076  28.3 710 103 103.3
21 2.8 EX-V4 34.50 79 1354.7
22 21 ([®) EQ 055 315 053 246 7.6
23 3.0 EQ 206 203 1038 9.1 1509
24 2.8 EX-K1 — 2172 7.1
25 <0 (H EX-V2 1370 108 5379
26 3.1 EX-E4 8.15 9.9
27 22 - 040 349 153 173
28 1.9 EQ 038 354 068 22,6 99
29 3.2 EX-E8 752 10.1
30 20 (@®) EX-V1l 1261 111 756  10.1 495.1
31 2.0 EQ 240 192
2 3.3 EX-E8 32.10 8.1 16.86 7.8 1260.7
33 2.8 EX-E6 456 120
34 2.8 EX-E8 24.40 89 1296 8.5 958.3
35 24 (H) EX-V2 2825 8.5 1109.5
36 25 (H) EX-V2 35.04 79 1375.9
37 32 ([®R) EQ 1388 107
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Event  Magnitude  Type SoPn)  fAPn)  SoLg) flg) (10" dyne-cm)
38 26 (@®) EQ 1527 104
39 2.6 EX-E3 246 147
40 2.9 EX-VIC 1509 104 9.24 9.5 592.5
41 2.6 EX-E6 363 129
42 2.7 EQ 737 132 546 113 79.4
43 22 (H) EX-v4 16.01 10.2 628.6
44 3.3 EX-E8 27.54 8.5 14.52 8.1 1081.5
45 24 (H) EX-V2 33.78 8.0 1326.6
46 2.8 EQ 474 154 375 128 545
47 47 () EQ 99.09 5.6
48 2.7 EX-E9 271 143
49 2.7 - 331 133
50 48 (P) EQ 184.16 45
51 46 (P EQ 91.32 5.7
52 23 (H) EX-M7 305 178 119.8
53 2.1 EX-TIT 147 227 096  20.1 57.9
54 2.9 EX-V7 1345 108 14.97 8.1 5282
55 2.8 - 1391 107 16.70 7.8
56 1.8 EX-TIT 082 275 052 247 323
57 2.6 EQ 1.80 163 26.2
58 25 EX-E7 1701 100 10.68 9.0 667.9
59 2.7 - 187 209 496 117
60 34 EX-ES8 25.73 8.7 17.15 7.7 10104
61 2.7 EX-E8 1502 105 764 101 589.9
62 3.3 EX-E7 30.88 8.2 15.12 8.0 1212.8
63 2.3 EX-TIT 259 1838 233 150 101.8
64 3.3 EQ 24.52 8.9 71.28 4.8 10369
65 25 EQ 260 188 375 128 54.6
66 1.7 EQ 056 312 035  28.1 5.1
67 2.9 EQ 194 207 648 107 94.2
68 2.5 EQ 125 239 531 114 772
69 3.3 EX-V8 32.06 8.1 12.22 8.6 1259.1
70 3.3 EX-E7 20.06 9.5 787.9
7 1.9 EX-TIT 084 273 067 227 33.0
7 2.9 EX-K2 24.06 6.9
73 19 EQ 072 221 105
74 1.6 EQ 032 290 4.7
75 23 EQ 121 242 253 146 36.8
76 1.9 EQ 069 292 132 181 192
7 2.6 EX-E7 21.58 9.3 11.85 8.7 847.4
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5 Event  Magniude  Type SoPr)  f(Pm) S«lg) f.Lg) (10'® dyne-cm)

i 78 26 EX-RI 347 131 d

" 79 3.1 EX-VI0O  104.89 55 3338 6.2 4118.9 '

- 80 2.5 EX-E12 773 101 1

! 81 19 @®) EQ 20.52 7.3 298.5 !

. 82 28 (H) EXKS 58.58 6.6 2300.5 ‘

¢ 83 22 (H) EQ 376 166 601 109 87.5 §

X 84 2.7 EX-E8 1393 107 10.24 9.2 546.9 «

s 85 2.4 EX-TIT 217 199 321 135 85.4

’ 86 23 ®B) EX-TIT 058 309 229

> 87 1.7 EQ 033 372

% 8 25 (H EX-E4 886 9.6 ]

‘4 89 3.1 EX-E4 — 1594 19 ¢

4 0 26 EX-V10 1970 95 2001 73 7735 ;

: 91 3.1 EX-K2 42.77 74 4836 55 1679.7

¥ 7] 1.9 EQ 053 319 106 195 154 ;

) 93 32 EX-E9 — 1038 9.1 ;

o 94 1.8 EQ 111 249 072 222 10.5 g

N 95 33 EX-E7 19.59 96  13.10 8.4 769.4

| 96 1.9 EQ 051 323 094 203 13.7

) 97 21 EQ 063 300 117 188 17.1

kX 98 32 EX-E7 26.65 86  14.07 8.2 1046.6 ]

K 99 32 EX-E7 1349 108 1246 8.6 5299 ‘

K 100 2.8 EX-V8 1144 114 4493

i 101 2.9 EX-V5 1454 106 1927 74 570.9

';;. 102 2.6 EX-E3 3.62 129 '

m 103 2.5 EX-E4 493 152 705 104 193.6

0 104 2.0 EQ 072 288 118 188 17.1 \

% 105 35 EX-E8 24.26 89 2336 7.0 952.7 v

% 106 1.6 EQ 018 459 037 276 54 .

N 107 1.9 EX-TIT 088 269 056  24.1 345

N 108 44 (H) EQ 1321.80 23 0

S 109 2.0 EQ 064 300 085 210 12.3 {

- 110 2.8 - 1086 116 1099 8.9

n 111 3.0 EX-VIC 1664  10.1 653.5 3

.: 12 1.8 (B) EX-NYG 026 311 3

o 113 2.1 . 141 230 114 190 !

9 114 2.7 EX-K2 — 6535 49 .
115 2.5 EX-V2 27.76 85  17.31 7.7 1090.3

! 116 2.4 - 074 285 090 206

0 117 2.6 EQ 254  14.6 37.0
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_‘; Event  Magnitude  Type SoPm)  f.(Pn)  Solg) flg) (10" dyne-cm)
3 ns 22 EX-BLA 135 233 118 188 53.1
; 119 2.3 EQ 105 196 15.2 d
; 120 31 EX-V7 e - 2022 13 R,
: 121 2.4 EQ 067 295 332 133 483 :

12 26 - — 17193 76 _
1 123 23 EX-BLA 130 236 065  23.0 51.0 ¥
" 124 24 EX-BLA 284 182 201 158 1114 3
B 125 2.0 EQ 105 253 112 191 16.3 ¢
" 126 27 EQ 128 237 437 122 63.6 ¢
. 127 39 EX-V3 12190 52 10218 43 4786.9 :
h 128 1.7 EX-TIT 105 253 080 215 413 4
; 129 30 EX-ES 529 114 d
v 130 37 EX-V3 5095 170 2000.7 )
: 131 26 EX-VIC 2544 88 2484 68 999.0 :
i 132 3.1 - 546 146 1044 9.1 i
) 133 32 EQ 346 171 1810 7.6 263.3 (
y 134 1.1 EQ 0.12 406 17 3
h 135 25 EX-BLA 319 175 178 164 125.1 "

136 1.6 EQ 074 285 031 293 45 '
. 137 1.8 EX-TIT 099 259 066 229 38.7 ;
: 138 29 EX-V4 1878 97 2610 6.7 7137.6 y
\ 139 21 EQ 049 326 180  16.4 26.1 v
j: 140 24 - 315 176 205 156 N

141 26 EX-V10 — 1089 90 ‘
{ 142 28 EQ 863 126 703 104 102.3 |
;: 143 2.7 EX-V12 20.34 94 16.21 79 798.8 A
\ 144 32 - 31.01 82 1934 74 )
N 145 27 EX-E4 797 129 946 9.4 313.1 4
' 146 23 EX-BLA 185 210 140  17.8 726 ‘
e 147 20 EQ 145 228 100 199 14.6 N

! 148 4.3 EQ 67.41 6.3 |

L4 149 3.2 EX-V8 29.09 8.4 21.99 7.1 1142.5 .
150 34 EQ 5.63 14.5 13.67 8.3 198.9 h
3 151 3.1 EX-K9 7654 61 5844 5.1 3005.8 -
! 152 35 EQ 627 140 "
‘ 153 30 EX-E4 987 120 1024 92 387.6 ]
’ 154 23 EX-BLA 249 190 149 174 97.6 \
: 155 3.1 EX-E8 980 120 1191 8.7 384.9 '
I 156 30 EX-E6 629 140 687 105 247.1 "
:' 157 2.8 EX-VIB 12.67 11.1 7.07 10.4 497.6
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Event  Magnitude  Type SoPr)  f(Pm) S{lg) fLg) (10" dyne-cm)
158 22 EX-BLA 2.16 200 1.17 189
159 2.6 EX-K4 64.95 6.4 ---
160 23 EX-BLA 1.75 214 1.04 19.6
161 3.2 EX-E7 2146 9.3 9.93 9.2
162 2.6 EX-E4 6.07 10.9
163 2.8 - 7.06 134 8.68 9.7
164 24 EX-BLA 220 19.8 1.39 17.8
165 3.1 - 5.16 149 ---
166 3.0 EX-E2 2.96 18.0 7.53 10.1
167 2.6 EX-R1 8.64 12.6 426 12.3
168 1.9 EX-TIT 0.67 295 0.87 20.8
169 24 EX-BLA 2.13 20.1 1.61 17.0
170 23 EQ 1.04 254 1.01 198
17 39 EQ 61.10 6.5 171.43 3.6
172 21 EX-BLA 2.01 204 0.77 217
173 3.0 -- 10.73 9.0
174 24 EX-BLA 2.19 199 1.27 18.3
175 25 EQ 1.16 245 223 15.2
176 33 EQ 2.82 18.2 17.03 7.7
177 1.9 EQ 091 26.6 0.80 214
178 1.9 EX-TIT 0.83 274 0.65 229
179 20 EX-TIT 1.19 244 0.95 203
180 21 EQ 1.59 221 143 17.6
181 24 EQ 2.02 204 430 12.2
182 2.6 EQ 3.92 16.4 7.63 10.1
183 23 EQ 3.57 169 3.65 129
184 24 EQ 0.95 26.2 1.52 17.3
185 34 EQ 11.23 11.5 31.07 6.3
186 1.8 EQ 0.8s 273 0.49 253

(B) Bergen network magnitude

(H) Helsinki network magnitude

(P) PDE magnitude (M,)

(R) RONAPP uncorrected magnitude
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Figure A.1. Theoretical Pn and Lg spectra compared to observed spectra for the 186 regional ot
events used in the inversion. The theoretical spectra were computed using the inversion ‘
" parameters described in this appendix and in Table A.1. Y,
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Figure A.1. (Continued).
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Figure A.1. (Continued).
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Figure A.1. (Continued).
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Figure A.1. (Continued).
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Figure A.1. (Continued).
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119

1y PN A i e Vo Y ~ e g W o v [ ) 2 o 5""‘""\ \'5‘\.‘b_‘\‘s":'.‘-.‘-.'-."\,'-' e Sl
‘..0“. 1,8 < A A A ..- .., " A .‘.‘l-‘-.hﬂ { A U L .u o A att e o . & ) S y o' 0 B8 ol l, s



i
{

o1, I..t.v'v f ¥ ‘

~ vat

Amplitude Spectrum

(I~~r~rr'v . g e w p'r 'ﬁ' "

[P TCR TN TS TR ]

O T TN TO0R P PO TORU IO T ey

T T 1o

A W R

Pn Spectra Lg Spectra
= 101
101 |
r_
o 102
= 103
i 103 FMIOQ
104
10 | 105
I.OL- o *—M106
011
| 106
107
i 107
-
_M"Alog
F o M
i 109 110
[ 110
} 1 { ] . 1 | . A { 1. | Il L
4 8 12 16 t 2 3 4 5 6 7 8

Frequency (Hz)

Figure A.1. (Continued).
120

L A AN wA g ()

PN AN A

A"

Frequency (Hz)

o ..{‘x-"-.’-éy*- -. L) N -{‘I--ff'.-".\‘.*

'-.f. «

n

ST,

<7 »l" ""— ‘_ ‘?}

-
LY

EA)™ T {‘_’

T '

-
I



“a A e aadotpla’ N, oYY
. o read vl tataiz) . v xn AV PR Wi W u TR R IR R -
Y PN 3 R ~,'-'-,-v o gt Bad >a Rt y-p 3 avatat IV .

pn Spectra Lg Spectra

112

e e A 113

£
2
o M 115
2
wn 1 ~ //\/\
po. 116
3 \/ N\
§e)
2
°
€ Wﬁ&& 117
- < W‘
PN
AN v ~ AT 118

120

4 8 12
Frequency (Hz) Frequency (Hz)

Figure A.l. (Continued).
121

-

AN
. O O . D )
.,l‘;,l‘\‘ .‘.l‘| ,@.,\‘. _\‘- §'.. o ‘n by (X St

" I P T AN PR T
,‘I ‘! .‘. ‘i“‘l ;I‘v i'l‘ .Q‘D'Q .l no'. ‘\ h M ) |.v )

[0 9]
[ ] 2o E

NPA
X ) £

P e

R

" e
1

-
i -

«
-

2@

*
g
oL



I DA

Pn Spectra Lg Spectra

121

£
+ - - 125
:’;’_ 10 | 125 |
Q
©
2 0.1 -W‘%A%A&_& 126
—Q — p—
E \ 127
B »
127 W 128
B 128
i - 129
130
r —
—l | 1 | R It | | 1 | 1 | 1 |
4 8 12 16 1 2 3 4 5 6 7
Frequency (Hz) Frequency (Hz)

Figure A.1. (Continued).
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