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1.0 INTRODUCTION ;g&%
Conventional antenna receiving systems are susceptible to :.ﬁﬁ’
performance degradation due to the presence of undesired noise ‘!!&
signals (deliberate or natural) that enter the system. Exten- ﬁféﬁ
sive research has been conducted 1in the area of adaptive i$§§
antenna arrays as a means of compensating for the inevitable fftv
presence of these interference signals. éj;g
Adaptive arrays can provide a vital element of flexibility 'éﬁg
to a communication system. They can respond to changes in the "tf
interference environment by steering nulls and reducing aﬁé&
sidelobes 1in the directions of the interferences, while main- ﬁﬁﬁl
taining an acceptabie level of response in the direction of the : jg'
j desired signal. These features make adaptive arrays systems i;:g
very attractive for applications in which the environment is ﬁ\;ﬁ
changing or unknown. o
. The heart of the adaptive array system is the controlling :%$§
algorithm. It determines not only the method that is used to aigs
adapt, but also the speed of adaptation. The focus of this :;;
study 1is to evaluate the various hardware archi?ectures that ;ﬁg
can be used for implementation of the adaptive control algo- ;%ﬁ&
rithms. | .%
’ . . . ' R,
Three adaptive control algorithms have been considered for 3 J§5
hardware evaluation. These algorithms comprise a fairly repre- Uﬁ'&

sentative set of adaptive algorithms in general. These algo-

rithms are:
1. Least Mean Square Algorithm

2. Constrained LMS Algorithm
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3. Update Covariance Algorithm

The hardware structures considered are the general purpose
microprocessor architecture, the digital signal processor
architecture and the VLSI architecture. These hardware struc-
ture comparisons are based on complexity. The complexity of the
hardware structure 1is determined by considering the computat-
ional bounds, input requirements and characteristics of the
architecture. The computational bounds of the algorithms
studied here is shown in table 1.1.

This study 1is concerned with the evaluation of a
communication system operating in the HF frequency band. The HF
band, which spans the 3-30 MHz range, is commonly used in
military communication systems, and has been modeled as a
slowly varying channel. It has been determined that the HF
channel can be considered stationary for times in the order of
100ms. Thus, an adaptive algorithm must complete a convergence
(obtain a set of optimum weights) during this period. The
average number of iterations required by the adaptive algorithm
for a convergence has been determined by previous simulation
studies [1]. These previous simulation results guided the input
requirement for each algorithm. Since the computational time
per iteration is small, fixed-point impliementation is
considered. The architectural analysis in this study is
focussed on 36 antenna elements.

The first section of this report is devoted to the hardware
architectures used in the evaluation of the adaptive algo-

rithms. The characteristics of the architectures are
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Table 1.1 Complexity of the adaptive algorithms considered for study $?0Q

Complex Multiply

Algorithm

LMS

Complex Adds

————

Memory

2N 2N + 1 2N + 1

a
c~-LMS N‘# 2N Nz+ 3N N + 3N

update 3.5N"+ 4.5 N 2N+ 2N N+ 2N

covariance

h z.; . F )
22

R R B A AGTCSOOGOOOO OO

L ey

SR LN A S Weral 9% Wy 47y %9070, (Y
s A B LE RSP NN OO0
"A“":t?::‘@:f‘““t ‘3!"':““:'3":*'{~.‘:’ii‘:’l?:’ WA

(ol .l#oh LN
'.u’.-.ﬁ':ﬂ‘&‘g: :‘!‘:’:’:"?:‘- e, ";:!o':!o':?u':'.l’:’t'o.



highlighted. The Mc68020 (general purpose microprocessor) and
LM32900 (digital signal ©processor) were chosen for the
architectural analysis.

In the following sections the feasibility of the hardware
structures for each of the algorithms 1s examined in detail. o
Presented 1Iis a 1loading analysis procedure which aids 1in
determining an initial estimate on the computational loading,
hence, the complexity of the algorithm. Possible system design
architectures are provided for feasible hardware structures.

The time/iteration achieved and the memory requirements for the

data storage for these system design architectures is deter-

mined.

The LMS algorithm was considered first. As the LMS
algorithm did not possess any compute bound operations, the :—
VLSI computing structure was not suitable. The DSP

architecture was the best suited, for the complexity of the
algorithm using DSP architecture was found to be much 1lower

than the complexity using the microprocessor architecture. The

c~-LMS algorithm was considered next. The complexity in imple-
mentation of the algorithm using the microprocessor was too
high and therefore not feasible. The Systolic architecture was
determined to be better suited than the Wavefront architecture Aht
for the compute bound operations involved. Again, in this case
the DSP architecture was the architecture of choice. Finally,
the update covariance algorithm was considered. The complexity a0
of the Wavefront architecture was high and therefore not

feasible. The DSP architecture is once again the recommended
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architecture.

The final section presents recommendations on the hardware

structures best suited for the adaptive control algorithms,
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2.0 HARDWARE ARCHITECTURES

This chapter introduces the various hardware architectures
used for implementation of HF adaptive antenna signal proces-
sing algorithms. The hardware architectures considered for this
study are the general purpose microprocessor architecture,
digital signal processor (DSP) architecture and VLSI architec-
ture. The characteristics of these architectures are discussed

in this chapter.

2.1 General purpose microprocessor architecture

One of the computations often encountered in signal proces-
sing algorithms is the multiply~-add. This computation is
denoted as AB + C -> C, which implies that the new value of ¢
is obtained by the addition of the old value of C and the
product of the two quantities A and B. The general purpose
microprocessor architecture’s arithmetic 1logic unit (ALU) is
not optimized to this computation. As we are dealing with
complex quantities, we are interested in complex muitiply and
add.

The Mc 68020 microprocessor [2] was chosen for the anal-
ysis. The characteristics of this microprocessor are:
1) cycle time of 60ns
2) multiply to add time ratio of 6:1
3) performs a compiex multiply-add at the rate of 0.5 MOPS

(figure 2.1)
From figure 2.1 it can be seen that the mulitiply to add time

ratio is 7:1. This analysis uses an averaged ratio of 6:1. The
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Figure 2.1 Assembly code to perform complex multiply-add
computation on the Mc 68020 microprocessor

The computation involves the product of complex operand A
{moved in from memory location pointed by address register Al
to data registers DO and Dl1) and complex operand B (present in

memory location pointed to by address register AQ). The result nnt s

operand AB is present in data registers D2 and D3. The final n¢$$

addition is performed to get the new value of C by peforming QQN&%

AB + C -> C, where the old value of operand C is stored in hﬁﬂ&%

data registers D6 and DT. 'fﬂh

code cycles (worst case)
move <Al+ > DO 1
move <Al > D1 7
move DO, D2 3
move D1, D3 3
mul <AQ0+ > D2 48
mul <A0 > D3 48
sub D3, D2 7
move. DO, D3 3
move D1, D4 3
mul <AO0 > D3 48
mul <-A0 > D4 49
add D4, D3 7
add D2, D6 7
add D3, D7 7
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add operation indicated in figure 2.1 has the destination of
the result as the register, but on few occasions we used the
add operation in which the destination of the result was a
memory location which consumes 10 cycles, providing a multiply
to add ratio of 5:1. Thus we averaged the two to obtain the
multiply to add time ratio of 6:1.

The number of cycles the microprocessor takes to perform an
instruction is 1indicated for the worst and the best case [2].
For this analysis, the worst case was determined when the
microprocessor required 247 cycles to perform the 8 operations

to provide a computational rate of 0.5 MOPS (see figure 2.1).

2.2 Digital signal processor (DSP) architecture

The digital signal processor’s arithmetic 1logic unit is
optimized to perform the multiply add operation. Every instruc-
tion in the digital signal processor takes a fixed number of
cycles and does not vary as 1in microprocessor architecture.
Another characteristic of the DSP architecture is that the time
taken to perform an addition is on the same order as the time
taken to perform a multiplication.

The DSP chosen for the analysis was the LM 32900 [3]. The
processor’s three-level pipelined architecture allows the
overlapping of instruction fetching, decoding and execution,
such that all three operations occur 1in a 100ns cycle. In
addition the execution of most instructions is only one cycle
long. The pipeline extends to four levels, the fourth level

being the accumulation operation for the multiply and add or
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multiply and subtract instructions. Consequently, (from [3]) a

multiplication-accumulation will likewise take, in effect, only

one machine cycle when followed by another. Two operands are

fetched, multiplied, and scaled 1in one machine cycle; the

accumulation occurs in the next cycle, but when followed by

another multiplication-accumulation it occurs at the same time

as the next multiplication. Thus if a sum of products is to be

calculated and there are 32 products, the sum of 32 products

would be available in 33 cycles (n+1,

where n is the number of

products). Program 1is written to perform the compliex multiply

add computation (see figure 2.2). The result of our analysis

show the DSP chip chosen has a computational capacity of 5.7

MOPS and requires 14 cycles to perform the 8 operations for a

complex multiply add.

2.3 VLSI architecture

There are three primary reasons why general purpose unip-

rocessor computers, especially microcomputers, met with

have
limited
[(4].

major

success for high-speed signal processing applications

First it has previously been shown [26], [27] that the

computational requirements for many important reat-time

signal processing tasks can be reduced to a common set of basic
matrix operations. These matrix operations involve a variety of

elementary operations such as multiplication, vector rotation,

and trigonometric functions which general purpose uniprocessors

are not efficient 1in calculating. Secondly, general purpose

computer architectures provide only cumbersome address
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Figure 2.2 Assembly code to compute a complex multiply-

- add on the DSP chip LM 32900

move rd >> acch 1 move the contents of register
r4 to accumulator high

move r5 >> aeccl 1 move the contents of register
r5 to accumulator low

mula (rO+1)(rl+l) multiply the contents of the address

3 pointed by rQ and rl and post inc

them and add to the contents of the
accumulator

muls (r0-1) rl multiply and sub

move acch >> r4 1 move the contents of the accumulator
high to register r4 (real part )

move acel > 5 1 move the contents of the accumulator

low to register r5 (real part )

move r6 >> acch 1 move the contents of the register
ré to the accumulator high
move r7 >> accl 1 move the contents of the register
r7 to the accumulator low
mula (r0+1)(rl-1) multiply and add
3
mula (rO0+1)(rl+2) multiply and add
move acch >> r6 1 move the contents of the accumulator
high to register r6 (imaginary part)
move acel > r7 1 move the contents of the accumulator

low to register r7 (imaginary part)
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arithmetic for data structures, such as circular buffers " that .‘:'::I
occur frequently in high-speed signal processing applications. %
And lastly signal processing algorithms exhibit a substantial \v'::
amount of parallelism that is not effectively exploited in a ’::
, . . , a':':':':
uniprocessor system. These signal processing algorithms are .,:..E:::::::
extremely computation intensive requiring on the order of Naor "“.
quultiplications for each set of date. Clearly, orders of :?;::
magnitude 1increases 1in computation rate are required for real *::j‘rzz_,
time implementation of these advanced algorithms. :"i"-::"
Despite the tremendous growth in digital integrated cir- ::‘?{:
cuits over the last decade, one cannot simply look to further ::::':'
advances in device fabrication to satisfy high computation "'!':
need. It has been concluded [5] that barring any unseen :::.;::E!;Ef
breakthroughs in signal processor implementation technologies, :.?.::'E
the orders of magnitude throughput gains necessary for real ..'.'
time computation of signal processing algorithms must come from | "':'s:;
architectural advances, i.e., the efficient utilization of
parallelism in computation. "'
The most straightforward approach to parallel signal :FF
processing architectures is to connect a number of CPUs to a
common bus. However, performance 1improves linearly with the ;%
number of processors only up to the point that bus contention R::;
problems become the limitations. Minsky’s famous conjecture is, A ﬁ;
that for a broad range of algorithms, the conflict between N TN
processors for access to shared resources along the common bus E:;::"
1imits the performance improvement to TogyN. Modern "supercom- E;{E?:
puter” designers have utilized a number of parallel-processing 'l".':
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stratagems to 1improve on this state of affairs and are vty
e
[ st
achieving performance improvements commensurate with Amdahl’'s Q-,.::.:
Oy
law: namely, N/log,N. »-’
This traditional design of parallel computer languages “jn
A
suffers from heavy supervisory overhead incurred by pindt .o"n}f
) 9,59
A
synchronization, communication, and scheduliing tasks. These vl
R
severely hamper the throughput rate which is critical to real :.-:;.:;:-
N:‘;q'*."
time signal processing. These problems led to the development ?,-:_.::;"_
Ve
of special purpose systems, Systolic and Wavefront, which yield :"'-";*-’
a perfectly efficient performance improvement factor of N. This ".:':::.‘e
iy l""‘i!
is shown in figure 2.3 "*:"5“',3
BN
Of all the parallel architectures, Systolic and Wavefront -5-15"
architectures are the most promising. They provide a ::'.‘,'
b
combination of characteristics for utilizing VLSI/VHSIC tech- “'%:
SONGAN
nology for real time signal processing. The modular parallelism R he
with throughput directly proportional to the number of cells, C-}.* :{
l.ﬁ
simple control, synchronous data flow, and local interconnects, :,-‘. ‘::
N R,
provides the sufficient versatility for implementing the matrix \W:
MV
operations needed for signal processing applications. ™ ;.ﬁ:
o} '.‘
In the next section Systolic and Wavefront VLSI computing N ’é.":
B
structures are introduced. The timing analysis for the above s "
architectures are also briefly considered. In the final sec- 'TjI'_'::"‘
tion, the nature of interface required by the Systolic or :*::ﬁ“l
RN
."‘-“
wavefront array to be integrated into a 1larger system is A
», 4
presented. _ ::‘:'.C‘;i:‘\- !
RS
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2.3.1 Systolic array architecture
VLSI processing structures are suitable for implementing
'compute - bound’ algorithms rather than ’input/output - bound’
computation. In a compute bound algorithm, the number of
computing operations is targer than the total number of input
and output elements. Otherwise, the algorithm is input/output
bound. Any attempt to speed up an input/bound computation must
rely on an increase in memory bandwidth. Memory bandwidth can
be increased by the use of either fast components (which could
be expensive) or interleaved memories (which could create
complicated memory management problems). Also the input/output
bound problems are not suitable for VLSI because VLSI packaging
fi must be constrained within a 1limited number of input/output
i pins. A VLSI device must balance its computation burden with

the 1input/output bandwidth. Speeding up a compute bound

-

computation, however may be accomplished in a relatively simple

e

i and inexpensive manner, that 1is, by the Systolic/Wavefront
i approach.
This subsection overviews the basic principle of Systolic
architectures [6]. A Systolic system consists of a set of
; interconnected cells, each capable of performing some simple
operation. Information in a Systolic system flows between cells
in a pipelined fashion, and communication with the outside
world occurs only at the "boundary cells"”
The basic principle of a Systolic array is illustrated 1in
figure 2.4. By replacing a single processing element with an

array of Processing elements (PE's), higher computation
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throughput can be achieved without increasing memory bandwidth.

Suppose that input/output bandwidth between a host and a
special purpose system is 10 million bytes/sec. Assuming that
at least 2 bytes are read from or written to the host for each
operation, the max imum rate will be only 5 million
operations/sec. (figure 2.4(a)), no matter how fast the special
purpose system can operate. The Systolic processor array in
figure 2.4(b) will result in 30 MOPS performance with the same
input/output bandwidth and assumptions. This approach ensures
that once a data item is transferred out of the memory it will
be used effectively at each cell.

The basic processing cell used in construction of
Systolic arithmetic arrays, is the so-called "inner product
step processor” (figure 2.5), the processor performs the
operation C <- C + AB (the new value of C is the sum of the
old value of C and the product of A and B) and has three
registers Ra, Rb, and Rc. Each register has two connections,
one for input and one for output. A basic time unit is
defined in terms of the operation of this processor. During
every time unit interval, the processor shifts in data on its
input lines denoted by A,B, and C into registers Ra, Rb, and
Rc, respectively. The processor computes Rc<-Rc + RaRb; and
makes the input values for Ra and Rb together with the new
value of Rc available as output on the output 1ines denoted by
A, B, and C, respectively. All outputs are latched and the
logic is clocked so that when one processor is connected to

another, the changing output of one during a unit time
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interval will not interfere with the input to another during

this time interval.
Illustrated below [7] is the construction of a Systolic
array for the multiplication of a matrix A= (a'} ) with a

vector X = (x, y ereeaXp {T. The elements in the product Y =

(y, R 7 )Tcan be computed by the following recurrence.

y’ = o
.‘t"l) - .LK) + a:. X
yb ylv LK K
(nri)
Matrix A is a n * n band matrix with bandwidth w = p + q - 1.

(figure 2.6, where p = 2 and q = 3). The above recurrence can
be evaluated by pipelining the x and y through w 1linearly
connected processors. As illustrated in figure 2.7 , the Sys-
tolic array is made up of 4 processors as w = 4,

The general scheme of a pipelining algorithm can be viewed
as follows: the Yo which are initially zero, move to the
left, while the X, , move to the right. The aj} move downf
A1l the moves are synchronized. It turns out that each y is

a .

able to accumulate all its terms, namely, Xg-z r AL

L2
Xt » QL0 X Qoo vt Xig , before it leaves the
network. Figure 2.8 illustrates the first seven steps of the
algorithm.

The algorithm is now explained in detail. Assume that the
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Figure 2.6 Multiplication of a vector by band matrix
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Figure 2.8 First seven steps of the matrix-vector
multiplication algorithm [7]
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processors are numbered by integers 1,2, .. , w from the 1left-
end processor to the right-end processor. Each processor has
three registers Ra, Rx and Ry, which will hold entries in A, x
and y, respectively. 1Initially, all registers contain zeros.

Each step of the algorithm consists of the following operations

( for odd-numbered time steps, only odd-numbered processors are O]
activated, and for even-numbered time steps, only even-numbered ;?ﬁ&
ity
processors are activated): g’g}i:
et
1 .Shift- L) ".'
Ra gets a new element in the band of matrix A. gﬁ&ﬁ
.Q‘ l.q'l
Rx gets the contents of register Rx from the left ﬁjﬁ
: NI
- neighboring node. (The Rx in processor 1 gets ’“rf
a new component of x) Ry gets the contents of }%ﬁ@
gt !
register Ry from the right neighboring node. éﬁﬁ}
‘;";".
2. Multiply and Add. h.‘..
Ry <- Ry + Ra Rx G
O
R
oty
QRN

Using the type inner product step processor, we notice in

the above example the three shift operations can be done simul-
taneously. Suppose the bandwidth of A is w. It is readily seen
that after w units of time the components of the product y = Ax
start shifting out from the left-end processor at the rate of
one output every two units of time. Therefore, using this
network all the n components of y can be computed in 2n+w time
units. This can be compared to the O(wn) time needed for the
sequential algorithm on a uniprocessor.

A1l the moves in the Systolic array are synchronized and
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data is clocked into each cell with reference to a global

clock. As with all synchronized systems, the Systolic array b

suffers from the problem of clock skew. °
VLSI Systolic arrays can assume many different structures ‘

for different compute-bound algorithms. Figure 2.9 ([8] shows

various Systolic array configurations. Their potential

application in performing those computations is listed in Table

a5
n

SR

2.1 [8].

Py

2.3.2 Wavefront array architecture

Since data movements are controlled by global timing
reference beats 1in the Systolic array, speed variations in PY
computations will cause the array to be clocked at the rate of
the slowest computation thereby introducing extra delays.

A simple solution [9],[10] to the above mentioned problem
is to have data movements 1in an asynchronous fashion. This
permits a self-timed or asynchronous distributed control
approach to the design of VLSI structures. This concept is the
basis for Wavefront VLSI computing structures. Most of the X
algorithms to be 1mplemented 1in VLSI structures involve
repeated application of relatively simple operations with e
regular localized data flow in a homogenous computing network. |
The recursive nature of the algorithm, in conjunction with the .
localized data dependency, points to a continuously advancing
wave of data and computational activity. The computational }3;:.:'&
sequence starts with one element and propagates through the %\“_“

prccesccr array, closely resembling a physical wave phenomenon,
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Figure 2.9 Various systolic array configuratiohs (8]
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Table 2.1 Computation functions and desired VLSI structures [8] ‘r@“"."

Processor array structure Computation functions

1-D lincar arrays : Fir-filter. convolution. discrete Fourier transform (DFT), soiution of
triangular lincar systems. carry pipclining. cartesian product, odd-
even (ransponation sort, real-lime prionty queue, pipeline arithmetic
units.

2-D squarc arrays Dynamic programming for opumal parenthsxzauon. grzph algomhms
_involving adjacency matrices.

2-D hexagonal ar'mys Matrix arithmetic (matrix multiplication. L-U dcconiposiz'xon by Gaus-
sian elimination without pivoting. QR-factorzation). transitive
closure, pattern match, DFT, relaiional database operations.

Trees . Searching algorithms (queries on nearest neighbor. rank. eic.. systolic
‘ search tree), parallel function evaluation, recurrence evaluation.
Trianguiar arrays ' Inversion of trianguiar matrix, formal language recognilion.'
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(see Figure 2.10). A Wavefront process consists of three steps: q%'
(1) the algorithms are expressed in terms of a sequence of Jﬁpﬁmf
recursions; (2) each recursion is mapped to a corresponding t ';ﬂ
Wavefront; and (3) the Wavefronts are successively pipelined hY fﬂm
through a Wavefront configuration. '

A1l algorithms that have locality (local data-dependent and
local control flow) and recursivity (in a recursive algorithm,
all processors do nearly identical tasks, and each processor
repeats a fixed set of tasks on sequentially available data)

will exhibit this wave phenomenon. The main advantages of

Wavefront concept are:

1. The Wavefront notion drastically reduces the complexity in
the description of parallel algorithms. The mechanism provided
for this description is a special-purpose Wavefront-oriented
language. Rather than requiring a program for each processor
in the array, this language allows the programmer to address

an entire front of processors.

2. The Wavefront notion leads to a Wavefront based
architecture which preserves Hygens’s principle and ensures
that the Wavefronts never intersect. Therefore a Wavefront
architecture can provide asynchronous waiting capability and
consequently can cope with timing uncertainties, such as
local clocking, random delay in communications, and

fluctuations of computing times.
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Here an example of the concept of computational Wavefront

is given using matrix multiplication. The topology of the
matrix multiplication algorithm can be mapped onto the square N
* N matrix array of the Wavefront Array Processor (WAP), as 1in
Figure 2.10. Successive pipelining of the Wavefronts through
the computational array will accomplish the computation of all
recursions.

Let A and B be NxN matrices, define C as the product of
A and B, i.e., C = AxB. Clearly, C is a NxN matrix also. The
matrix A can be decomposed into columns A and matrix B into
rows B , and the matrix C can be formed as,

C=A * By +Ap * By + ...... cei.t Ay X By

where the product A, X B: is termed "outer product”. The

r

matrix multiplication can then be carried out in N recursions

(each executing one outer product).

+

). (k) *

c AF~ By

There will be N sets of computational "Wavefronts"”

involved, one for each recursion. More explicitly,

) (k) 9 (k)
CL& = CL} + ai b&

for k = 1,2,....,N. For simplicity, let
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The computational Wavefront for the first recursion in
matrix multiplication is now examined further. Suppose that
the registers of all the processing elements (PE’s) are
initially set to zero:

e) .
c.. = O , for all (i,j)
V1
The entries of A are stored in the memory modules to the left
(in columns), and those of B in the memory modules on the top

(in rows). The process starts with PE(1,1) and

is computed. The computational activity then propagates to the

neighboring PE’s (1,2) and (2,1), which will execute:

) (v?

and

w) (o)
C = C + a b

t Zi 21
The next front of activity will be at PE’s (3,1),(2,2) and
(1,3), thus creating a computation Wavefront traveling down
the processor array. Once the Wavefront sweeps through all the
cells, the first recursion is complete. As the first wave

propagates, an identical second recursion can be executed in

o 4’ - - \ - . - - " -, hh" K‘. ‘. — .
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parallel by pipelining a second Wavefront immediately after
the first one. For example the (1,1) processor will execute
(2) )
C = C“ + a‘z- b?—'
R
Rl
b
) *x b + * b + x b o
c.- "= a. - a. S o+ ... a- . TTRITR
¢} | '(} [y l‘)_ K K:) :l':?\:g%’
e":‘
and so on. N
The pipelining of the Wavefronts are implemented in a QF i:
i "'l.
highly asynchronous .ashion [11]. The processors in the array “kﬁ
ST
7 must wait for a primary Wavefront (of data), then perform the kl_%ﬁ
®
computation it calls for and, finally, act as a secondary ;Jﬂﬁm
) “:'-':EM
source of new Wavefronts. For example operations (cn_ ) and .,::?,‘::
\ o
(czt) ) will not be executed until PE’s (1,2) and (2,1) DU
®
confirm receipt of (a\‘ , b ) and (az' » by ) 3;?3
MLV
raspectiveiy. For the same reason, in the next front of the ﬁ%};ﬂ
\-'._J'“\
wave, cells (1,3), (2,2) and (1,3) will be involved. PE (2,2) RO
' )
for example, has to wait until PE’'s (1,2) and (2,1) flow their qxjﬁ
::TJ'V&',N
data, by, and a,, , respectively. Only after the arrival of ?Eﬁ@i,
MCICNES
that data will the (2,2) cell execute its own operation (czg)) LY
(e )
= °22) + a, b‘l and activate its own successors, PEs (2,3) \.\*a‘
IR
and (3,2). Q:&Q:
N 0
One of the main advantages of the Wavefront array processor \im

l ‘ A l ' ' '.b
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is the flexibility in programming. afggﬁ
A
2.3.2.1 Matrix Data Flow language "fﬁ:‘
This section explains a Wavefront-oriented language for E?:h$§
programming the WAP. This Wavefront language is tailored toward iﬁkﬁgg
the description of computational Waverronts and corresponding %ﬂﬂﬁ‘
data flow for a large class of algorithms. Since matrix algo- ;#qu
rithms are typical of this class the lTanguage is named Matrix Q‘:@%
Data Flow Language (MDFL)[10]. oL
There are two approaches to programming the WAP: (1) a ‘““Nws

local approach describing the actions of each processing
element, and (2) a global approach describing the actions of
each Wavefront. To allow the user to program the WAP in both
these fashions, two versions of MDFL are present: global and
Tocal MDFL.

Here a brief introduction to the programming methodology of
Wavefront array processors 1is given using MDFL. The most
straightforward method of programming the WAP is to specify the
actions of each Wavefront at each of its (2n -1) positions
(fronts), (see Figure 2.10). Nevertheless, because of the
regularity and recursivity in almost all matrix algorithms one
can assume the following.

1) Space Invariance:

In a particular kind of processor the tasks performed by

a Wavefront must be identical at all (2n-1) Wavefronts.
2) Time Invariance:

Recursions are identical.
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Accordingly, global MDFL provides two repetitive i’::t’.

Yo i

constructs, the space repetitive constructs, ::':,'::

Nl

WHILE WAVEFRONT IN ARRAY DO -'

BEGIN (TASK T> END b

QUM

\} .’ "

so that task T is repeated at all fronts, and the time ':',:::::j

Qg‘i.o.l:;

repetitive construct oot
TARRR

REPEAT <ONE RECURSION> UNTIL TERMINATED i, ..M

I3 ‘b"f‘

so that the same recursion is repeated. }:‘,A‘}::.g'

NG

The REPEAT construct 1is inherently concurrent in that b

Wit 4'

successive Wavefronts are pipelined through the array. As soon t‘“,:,‘:g

".‘.'e‘*{‘;

as the kth Wavefront 1is propagated, the (1,1) processor ::::::;3:}

Nl

initiates the (k+1)st Wavefront. ' .

S8 A

To allow for more than one Wavefront per recursion, the ‘q ‘é’

complete global MDFL program will have the syntax %’%

Sind

BEGIN eI

SET COUNT < »>; v

REPEAT e

< TASKS A >; “.',.'?‘:'._

WHILE WAVEFRONT IN ARRAY DO ol

BEGIN R

< TASKS B>; e

END; R

WHILE WAVEFRONT IN ARRAY DO e

BEGIN D)

< TASKS C »>; ":.q:?:

END; XIRRN

< TASKS D >; b

N DECREMENT COUNT; , R

UNTIL TERMINATED; e

ENDPROGRAM. Rty

."0..'0‘

Each recursion will execute the instructions within the .:’::t":‘

REPEAT .. UNTIL construct. The number of recursions is set by 'J

SO

SET COUNT. In this example, a recursion consists of two Wavef- ES :\::

WX

ronts. At the start, tasks A are performed only at the (1,1) &&

e

iy

*x*"
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gty
o
processor. The first Wavefront of each recursion will perform ﬁﬁ%&
tasks B at each of its (2n-1) fronts. The second wave will 3§§§
execute tasks C in each of these fronts immediately after tasks ma:é
B have been concluded. When the count becomes zero, TERMINATED a&%&
is set and a ’'phase’ of identical recursions is over. gﬁ%g
The corresponding 1ocal MDFL program for interior proces- S
sors will be ggﬁf:
REPEAT : n':.’o".
< TASKS B » DR
UNT;LT'?:gaISA;ED; g 2 v,
| | e
where B and C are the compiled versions of B and C. The conver- ;:ﬂfﬂ-
sion of global program to local version is fairly easy. ﬂh é
MDFL notion makes it possible to program an array of ijﬁag
asynchronous processors in a simplistic fashion using the MDFL dﬁé%
language which are modular and easy to follow. ) %$&
B
) 2.3.3 Timing analysis of Systolic and Wavefront array architec- é%ﬁﬁ
ture R
The timing framework [11] is a very critical issue in %¢.
designing the system especially when one considers large scale .ﬁi%ﬁ
computational tasks. Two opposite timing schemes come to mind, 0 5$¥
namely the synchronous and the asynchronous timing approaches. 'T':
The Systolic array is an example of a totally synchronous ,)"é
system, and Wavefront array is an example of an asynchronous ?Eb'ﬁ

timing system.
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2.3.3.1 Timing analysis of Systolic arrays

As the Systolic array is wholly synchronous, it requires
global clock distribution. Therefore, different processing
elements receive clock signals by different paths. The elements
may not receive clocking events at the same time.
Synchronization failure can result from these clock skews.
These synchronization failures can be avoided by lowering clock
rates and by adding delay to «circuits, thereby slowing the
computation. Unless operating at possibly unacceptable reduced
speeds, very large systems controlled by global clocks can be
difficult to implement because of the inevitable problem of
clock skews and delays.

Also, because of the strict synchronized timing, all of the
PEs except some special peripheral elements must be performing
the same task 1in unison. There is no room for multitasking,
even if the tasks are serial and not interwoven one 1into the
other.

The "clock skew"” phenomenon arises due to three factors:

1) The resistance/capacitance (RC) of the global clock
distribution line;

The 1line capacitance plays a dominant role in the line
delay. In fact, when the signal of interest 1is the <clocking
signal, it will, in many cases create disastrous
synchronization problems, particularly if the clock traversed a
large distance on the chip. This could commonly occur in a
large VLSI chip. The resistance too, is dependent on the length

of the 1line. Due to constraints involved in thé layout of the
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VLSI chip, a major factor 1in 1line resistance is the
distribution of the material of which the 1ine is made. As the
resistance of diffusion is on the order of 100 times that of
metal, the length of diffusion paths in the clock line is the

predominant factor in that l1ine’s time constant.

2) The unequal clock paths to various PEs in the array;

The clock skew due to unequal clock path lengths to the PEs
may become potentially hazardous. To eliminate this skew
contributor for a square array for example, a H-tree clocking
network is often used. A H-tree is implemented by placing the
global clock generator at the root of a binary distribution
tree. A1l the processing elements are at the various levels of
the tree as children of preceding nodes. Every node represents
a processor; this ensures that all clock paths are of equal
length to each processor. This clock distribution scheme

appears to be optimal for square arrays.

3) The variance of values of the gate thresholid voltage;

The PE gate receives and generates the global clock signal
to the interior of the PE, thus serving as a buffer between the
global clock distribution network and the local clock
distribution paths. The uncertainty of the threshold voltage of
this gate which arises due to fabrication phenomenon

contributes to the clock skew.
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2.3.3.2 Timing analysis of Wavefront arrays

The self-timed asynchronous [11] scheme of the Wavefront

array can be costly in terms of extra hardware and delay in

each cell. It has the advantage however, that the time required ety
for a communication event between two cells is independent of é@%g
the size of the entire processor array. An advantage that self- &ﬁﬁ&
timed systems often enjoy, in addition to the absence of clock- _Ey'f
skew problems, is a performance advantage that results from ?%éﬁ
each cell being able to start computing as soon as its inputs Bﬂfﬁ
are ready and to make its outputs available as soon as it is ‘;ﬁg
finished computing. This allows the array to take advantage of gﬁ?&
variations 1in component speed or data dependent conditions ifﬁf&
allowing faster computation. As data transfer is asynchronous, ngf
multi-tasking, where cells in array perform different kinds of E jﬂ
operation is possible in Wavefront arrays. gsﬁg
The Wavefront arrays employ a handshaking protocol to g;,‘
transfer data between the adjacent PEs. The protocol ensures 'égﬁ
the regularity and continuity of the flow of information kf&w
through the processor array. This calls for additional number ﬂiég
of input and output signal lines for each PE element, thereby ﬁiﬁ
increasing complexity and hardware cost. $%Tb
The global clock of the synchronous scheme is now replaced i?ﬁﬁ

by the data-sent and data-used l1ines which establish an exc- E& \
hange of information between the adjacent processors with g:SF
regards to data transmission timing. This handshaking operation Qﬂh‘
is shown in Figure 2.11. The transfer of data in the basic ggff
model from PE(i) to PE(j) calls for PE(i) to apply the 3%:‘
’y

»;zs
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Figure 2.11 Interprocessor handshaking scheme (11}
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appropriate data to the interprocessor data bus and a pulse
generated on the data-sent control 1line. The width of that
pulse, t(1) must be agareater than the data setup time of the
data input buffer of PE(j). After the pulse has been generated,
PE(i) can turn to the next task of the recursion. The negative
edge of the data-sent pulse enters the data into the data input
buffer of PE(j) and also toggles the data transfer control flip
flop, thereby notifying PE(j) of the availability of data. In
general, PE(J) will be waiting for that data and will
immediately execute a Fetch instruction. In the worst case, the
time lost in this transaction is, T(pe(j)) + d(ff), where d(ff)
is the input to output delay involved in toggling the data
control transfer flip flop (see Figure 2.11). Upon completion
of the data fetch, PE(j) 1issues a data processed pulse of
duration t(2). t(2) must be larger than the clock pulse width
required by the flip flop transition. This involves a time
delay of d(ff) + d(p), where d(p) is the propagation delay of
the interprocessor flagging signal.

It is to be noted that not much time is lost in handshaking
process, as after a FLOW has been executed, PE(i) is implemen-
ting its next task concurrently with the FETCH executed by
PE(j). By the time PE(i) has to carry out the next FLOW to
PE(j), the Data-Used signal will have already been set, and
there is no waiting 1involved. The timing penalty for this
situation is, at worst, t(2) + d(ff). This penalty is paid only
once, and does not multiply by the number of recursions, nor by

the number of FLOW(FETCH) tasks, provided they are not
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2.3.4 Implementation considerations of Array processor systems "»'-'
Figure 2.12 [12] depicts a possible overall array processor '?::é:h:;
\) Wty
system configuration. The design considerations for the major .::':.'::?::ﬁ
‘.ﬂ. U
components are described in detail below. Lty
B
e
2.3.4.1 Host computer Ak
sl
The host computer should: provide batch data storage, eLe
A
management and formatting, determine and schedule program that .@égr
|'M’|.t'.
controls the interface system and connection network, and : '::'::.’:'
P
generate and 1load object codes to the PE’s. The host selected m
should be capable of interfacing with the high speed array :.'::;?:'l:é
(3% 0 g".
. R 1 Ay,
processor units which have a high input/output bandwidth. :':::::,::?.:
'.I
ANty
-2
2.3.4.2 Interface system ;‘:{:{
The interface system consists of buffer memory and the ; ""f
f )
control unit. The interface system, connected to the host, via h"
X5
the host bus, has the functions of downloading data and up . ‘:}'.
L]
loading data. Based on the schedule program, the control wunit ‘
o
G
monitors the interface system and array processor. The ""'B')C:"
’ TR P ERA]
interface system should also furnish an adequate hardware '%, .if
e
. RS
support for many common data management operations. In addition ‘-?ﬁ:%,
IS a1
2 O01s
to handling bus protocols, the interface system generates A
\(]
addresses for buffer memory accesses, controls the 1loading of 3;_':-
Ay g N
the buffer memory, and schedules and monitors the computations j"'c“ 2
o« g
carried out by the PE array. e "‘ ‘
|~ ‘I“:
) X ‘::I
' q'.‘
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Figure 2.12 Array processor system configuration [9]
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These memory units are used as buffers between the low
bandwidth host bus and the special high bandwidth buses in the
interface system. By holding data that are to be used
repeatedly by the Systolic arrays in this memory, the arrays
can proceed with high speed, without consuming much host-bus

bandwidth.

2.3.4.3 Connection network

Connection networks provide a set of mappings between
processors and memory modules which accommodate certain common
global communication needs. Incorporating certain structured
interconnections may significantly enhance the speed perfor-

mance of the processor arrays.

2.3.4.4 Processor arrays

Processor arrays consist of the PEs in a particular arran-
gement to solve the specific algorithm. When the problem is
decomposed into many subproblems, each of these subproblems can
be run in parallel 1in different processor arrays. In this
manner the connection network can be used to facilitate the
data pipelining between the arrays, and thereby increasing the

overall processing speed by one more order of magnitude.

2.4 Chapter summary
In this chapter we presented three different hardware
architectures 1) the general purpose microprocessor architec-

ture, 2) the digital signal processor (DSP) architecture and 3)
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the VLSI architecture.

The microprocessor architecture does not have 1its arith-
metic logic unit optimized to the multipiy-add computation
which is often encountered in signal processing algorithms. The
microprocessor chosen for analysis was a Mc 68020 which has a
cycle time of 60ns and performs a complex multiply-add
operation at the rate of 0.5 MOPS. The digital signal processor
architecture has its arithmetic logic unit (ALU) optimized to
compute multiply-add operation. The DSP chosen for analysis was
a LM 32900 which has a <cycle time of 100ns and performs a
complex multiply-add operation at the rate of 5.7 MOPS. An
important difference between these two architectures is the
ratio of the multiply to add time. In the microprocessor
chosen, the multiply to add time ratio is on an average 6:1,
but in the digital signal processor, a muitiply takes the same
time as an add. Thus, if the algorithm considered has many
isolated additions to be performed, then the microprocessor
architecture will be more suited than the DSP architecture.

Next the characteristics of the VLSI architectures,
specifically Systolic and Wavefront architectures were
discussed. It was observed that VLSI architectures are suited
for compute bound operations rather than input-output bound
operations. Also presented was a timing analysis for the two
VLSI architectures. Systolic architectures operate in a
synchronized manner and thus suffer from clock skew problems.
The Wavefront architecture is free from clock skew problems as

it is self-timed but requires extra hardware.
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For implementation of HF adaptive antenna signal processing

chapters evaluate the architectures

algorithms the following

considered in this chapter.
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3.0 HARDWARE ARCHITECTURES FOR LMS ALGORITHM ﬁﬁg%;
The purpose of this chapter 1is to discuss the various E%?ﬁ”
A
hardware 1implementations of the (MS algorithm, to study the 2 ;'
feasibility of these architectures, and to recommend suitable §£?q:
configurations. We present a brief introduction to the LMS %E%é;
‘ algorithm in section 3.1 and indicate the equations that are to bf“:ﬂ
be solved by the hardware implementation. An initial 1loading 5{%%;
analysis procedure 1is provided for the LMS algorithm. Section :;&ﬁi
: 3.2 provides a method for the analysis to determine an 1initial ;d;?ﬁ
estimate on the computational 1loading required by different 3%%&%
functions constituting the algorithm. The loading analysis s gz%%&
then performed for various hardware architectures. The hardware ¢&%.!
2 architectures considered are the general purpose microproces- gg;fg
E sor, the digital signal processor and the VLSI architecture and gg%&:
; are discussed in sections 3.3, 3.4 and 3.5 respectively. A "*ﬁ;‘
i summary discussing the feasibility of these architectures and a %g%gg
4: recommended architecture is discussed in section 3.6. 'E:-_g":
: OO
' o
z 3.1 LMS algorithm r_:
? The discussion of the LMS algorithm [13] begins with an ?¢2%&
explanation of the Mean Square Error (MSE) performance 'i.%w
} criterion. The LMS controlled adaptive array system is shown in
Z Figure 3.1 and will be used to present the concept behind the
: MSE performance criterion. In the adaptation process the weight
5 vector of the linear combiner is adjusted so as to cause the
| output y(k) to agree as closely as possible with the desired
response signal, d(k). For the present, the desired signal is
2
- 42 -
l( ,"‘3;::\,*.‘,::::: h ':.‘ :':'lu',“: ".s ‘.‘. ; '..‘ “" :& E..- “;:i n,,-.-\.iﬁ;- A \E\: if-_.}""" ;E”:‘ﬁ.;.;
B A '::"::Z" e R K .,..ﬁ.::,..,,..g..“ T



. I L U U NN U NU N UM U AR WU A 52" et a8 000 a3 a0 a0 a0 A M 400 2% a A 2% a1 at a0 At 2T ot N cY) "“'..'ﬂ‘ '}
B L T M. - 4 . Rk -
. A $;
| '\'- W
) ".'
| o‘l

- A\ 1)
Figure 3.1 LMS-controlled Adaptive Array System :""":""'

."_"l\.x P ‘
Seasor Array Beam-forming Network VAN AN

x;06)

() n6

i
!
|
: X4 (k)
1

NG

) \ |'| ‘5
4 R
Reference -
Generator WhLTREY,

b
- 43 - ‘V\

T CNr e ‘ -.» " ,' TN
: s .}:! ‘) “. !g'k‘ "0 ’. ‘i" “ ." .Q '. Q‘ ) ‘H\( (\( ‘)\ { u‘ .r "A,'u'x (l, - ‘- ﬁ(ﬂ '(z::gf * { f y IJIN,--,""*
¥ l

\-,.'.\si\':"'h O
Ky 1‘._(‘ P AP .F.b.-.r-r
r' “ Q.‘ l.‘! \ (“ ,“-\ P’~

l.. "

/\f- f
"(&f .-f ‘f

30N, '\"‘l'. o

PN J'”-""
us\e.‘a‘ .r .-N

\
"‘ MUAZCR M) 'u' l‘ |‘ t'sl‘-l’ s \u'.' AtA a.n'.' " v‘l e e u' L,

,ﬁ,\



available. An error signal is expressed as
e(k) = d(k) - y(k) (3.1)
where y(k) is the linear combination of the input samples ¥X(k)
and the weights W(k).
T
e(k) = d(k) - W X(k) (3.2)
The subscript 'k’ from the weight vector is removed because, in
this discuséion, the weights are not adjusted. The instan-
taneous squared error is obtained by squaring equation (3.2)
2 2 T T T
e (k) =d (k) - 2d(k) X (k) W+ W X(k) X (k) W (3.3)

Assuming statistical stationarity for e(k), d(k) and X(k), the
expected value of equation (3.3 ) provides the MSE as

2 2 T T T
Ele (k)]= E[d (kK)]J+ W E[X(k)X (k)] W= 2 E[d(k) X (k)] W (3.4)
This equation represents the mean square error as a function of
the weights.

Equation 3.4 can be expressed in a more convenient form as
follows. Let matrix R be defined as the ’input correlation
matrix.

;
R = E[X(K) X (K)] (3.5)

The main diagonal terms of R are the mean square of the input
components. The cross terms are the cross correlation among the
input components. Let column vector P be defined as the cross
correlation between the desired response and the sensor element

output, i.e.,
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(k) X (k)-1 j\ ,0"\
1 i ‘sgz
P = E . (3.6) L*“:ﬁ» W
i"; :: 4
' EAM
d(k) X (k) "
' I
N 4 ,E:':::': .:u
)
Letting the mean square error be designated as '’ a ' equation "-".‘-'::"'
R
(3.4) can be expressed as """"'
R 43Ty
MSE = £ = WRW-2PW+E (K)] (3.7) ."0':;:;:'::':
Nt
The mean square error ’& ' is precisely a positive quadratic ,,ﬁ,.;:gi;:;
h :'I.‘l
function of the weights. The vertical axis represents """'.‘.
, , '.5';'..""
the mean square error and the horizontal axis the values of the ) .'.;" .
) 1
weights. The error function results in a bowl shaped surface. .:;':::““
4
This paraboloid is called the ’performance surface’. It
contains no local minima and for two weights is shown in ;;'.,:',:,::;
SN A M
Figure 3.2. '.',:E:'.:?'::‘::‘,
"‘ l‘|‘§‘|'i
UAOK)
The point at the bottom of the bowl, when projected onto """
3 I » . * -‘P"‘ A
the weight-vector plane, gives the optimal weight vector, W. The N "“
L0 ,
LMS algorithm attempts to estimate this optimum weight vector. P",
X
The LMS algorithm is an implementation of the method of the ""
T,
steepest descent. Using this method, the updated weight vector y ':.Sg:?::
* ]
. ) I' (XN
is equal to the past weight vector plus a change that is N '::::2‘:
it
prjoportional to the negative gradient. This is expressed as: v
W(k+1) = W(k) -4V (3.8) "v.,.,‘,
where_M is the gain constant which regulates the stability and .;:q"..,
speed of adaptation and ¥ is the estimated gradient of the
i
mean square error performance surface. Assume that A4 has %':::‘":::
Ny o‘h
been chosen such that proper performance specifications are ' ::":::
‘ W ...‘.ix
met. Updating the weights can be thought of as descending » .
L
ey
¢ 9
- 45 - .3;.'::..':5.
'l‘\‘l‘|.'0‘|‘t
la -(' """"" L2 ol I N Y * 1‘:‘
n "“ ‘q ‘\ 'n ‘- " 'i ‘i T .'
: \'( gt‘g G".ltt’ ‘h:' -" ﬁ"(' i‘:ﬂ: '(' o \:?»} J“'.;' .\,“:\::'f\ ﬁ;
R e S R R R S
! ~' % t'?"’wmiws’l_rl" KR u."’- ORISR0 .o".ﬂ.t.!. AL SRR




Figure 3.2 MSE Performance Surface
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along the aforementioned performance surface in an attempt to J*a;ﬁ
I \
reach the ’'bottom of the bowl’. By using the square of a N ;vg
'N"' \
single error sample instead of the MSE the LMS algorithm ';
mU)
estimates the gradient as, Ay,
A
q& 3
,~ % *V£§§
Vv = - 2 e(k) X (k) (3.9)
- '.' 4 .'
v,
Replacing for ¥ in equation (3.8 ), yields the LMS algorithm &Ma&%
{ *ﬂx‘v .‘
equation as O
@
)
x *ig&
W(k+1) = W(k) + 2 X e(k) X (k) (3.10) »::;;,‘:3.:;
!
- é é
. . i‘g'n'u
As the weight changes in each iteration are based on imper- Py
‘o
fect gradient estimates, the adaptive process does not follow .ﬂﬁ
h
),
the true 1line of steepest descent on the performance surface. R&?‘
. . O 'l .'|
Realization of the above algorithm wusing various hardware e
" ’l'.'iq
architectures is the main purpose of this chapter. *ﬁ%ﬁ@f
(XL
i'z::’:::.::;
.l."l .‘l
’\ﬁp'

3.2 Loading analysis
The l1oading analysis involves determining four basic system
parameters [14],
1. Input requirements
2. Function execution time budgets
3. Computational loading estimate

4. Memory requirements

'3.2.1 Input requirements

The LMS algorithm implementation involves solving equation
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Lo
(3.10) to update the weights. The equation is broken down into :;/',{‘5::'
manageable functions as indicated in Figure 3.3. ‘%/V‘%’
As can be seen from the Figure 3.3, the algorithm functions h"f
have been partitioned into a forward loop and a feedback loop. .,. :'::::t
The computations required in the feedback loop must be _"' 'a’,:‘c::':‘.
completed before the next input sample is applied to the loop. """"
In other words, the processing performed for the current input ﬁ?"’l":?
must be completed before the next input sample is processed. .‘s:‘

In general if the adaptive algorithm constituted of “’:::‘-'l‘
computations [15], O1 through oM in the forward loop and OM+1 "‘:.:qé:;:
to O in the feedback loop, then the structure of the adaptive '4:’:::":"'::'
algom-:hm would be as shown in Figure 3.4. As each computation ‘:"‘"
introduces a latency of ¢j for the j-th  computation, it is :%'3"‘“‘:..,‘
necessary for the sum of these latencies to be less than the ::EE::'EE,E:,E‘
sample period Ts. This sampling period, Ts, is dictated by ‘:::’:"':’
constraints imposed by the HF channel characteristics and the 3&»”
nature of the system in which the LMS algorithm is ’é;”‘.
incorporated. These constraints establish a minimum S
computation time for the hardware. The sample period Ts for '::";:'3"5:‘
the LMS algorithm is obtained as follows. A '
S

: [
3.2.1.1 HF channel requirements ::,."‘E.:".ﬁ?
The adaptation process consists of the computation and :?‘:,:.:'.::é:'g
update of the weights until the optimal weights are obtained. R
This gives the minimum mean square error. The objective has to %:’:l:';i{
been to move on the bowl shaped performance surface towards the ;‘mﬁ
'bottom of the bowl'. There is an important property of this "':M!.‘
X ‘;!igig
\
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Figure 3.4 Feedback loop and lower limit on arithmetic speed [15]
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performance surface in adaptive signal processing that is to be v*;éﬂﬁ
i )
noted. If the 1incoming signals are stationary and have gﬁ;& 3
. \.'f\f. \
invariant statistical properties, then the performance surface '
remains fixed and rigid in the cordinate system. The adaptation °;;; $
Yt Y
) '. ¢
process starts at some point on the performance surface and J ﬁﬁ,
W
moves towards the ’bottom of the bowl’ i.e., the neighborhood SN
K n
of the minimum mean square error and stays there. Once these k{j' {
B ﬁ’.ﬂ.
A..F L .-
optimal weights are determined they need not be changed as the Sﬂ_cwﬂ
. . h#-&:‘.::
performance surface is fixed. Py
If the signals are not stationary, then the situation &jmﬁﬁ
digtiat
changes [16]. If the statistical properties of the signals hﬁ%&&
W\ 'Otﬂ.g't
| U
change slowly, then the performance surface is slowly moving in L h:f
. . : . TEIE
its co-ordinate system. Now the adaptation process consists of gﬁ-;ﬁﬁ
BapR
not only moving downhill along the performance surface towards R:
L
. L . ) ) &
the minimum, but also tracking the minimum as it moves about in KA

the co-ordinate system.

We are concerned with the signals whose statistical
properties slowly vary. In fact, it has been determined that
the HF channel can be considered stationary for times in the
order of 100 ms. This implies that the incoming signals can be
considered stationary i.e., they have invariant statistical
properties for 100ms. During the next 100ms the signals are
again considered stationary, but the statistical properties
have changed with respect to the previous 100 ms. This means
that the performance surface has shifted, and thus the adap-
tation process is to converge to a new set of optimum weights

as the minimum has changed.

R
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The process of obtaining a set of optimum weights is
considered as one convergence. The number of iterations of the
LMS algorithm needed for one convergence is a function of the
channel considerations and has been determined by simulation

studies [1], (see Table 3.1).

3.2.1.2 System considerations

The adaptive antenna array studied here is incorporated in
a direct sequence spread spectrum (DSSS) system. The LMS algo-
rithm can be easily implemented in a DSSS system as discussed
by Compton [17]. The probiem here is the derivation of the
reference signal d(k). The reference signal wused 1in the LMS
algorithm must satisfy the following criteria

1. The reference signal must be highly correlated with the

desired signal at the array output.

The reference signal must be uncorrelated with any
interference signal components appearing at the array
output.

The reference signal generation 1loop is shown in Figure
3.5. A locally generated PN sequence is mixed with the array
oqtput signal. It is assumed that this is the same PN sequence
used to spread the information signal, and that 1its phase is
coherent with the phase of the received PN sequence. The mixing
operation strips the PN code from the desired information
signal. Next the signal is 1low-pass filtered over the data
bandwidth. The limiter then removes any amplitude modulation

present. Now the local PN sequence is applied to the limiter
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Table 3.1 Convergence properties of LMS algorithm [1] ;:"'S- '

Number of itsrations required o ,
£ / ¥
for one convergencs o,

2R
Mean l . ""

c::.v
LMS Algorithm 547 171 m'ov.‘w
. "‘iﬂ'

Figure 3.5 Reference loop
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output to respread the data.
For this discussion the system design parame'>rs are as

follows.

Modulation scheme BPSK

Data rate 300 bits/sec

Processing gain 31
The processing gain of 31 implies that the chip rate is 9300
chips/sec. The reference 1loop unit 1integrates the received
array output Y(k), over a period duration of one bit (= 3.3
ms). As there are 31 chips/bit, this reference 1loop unit is
provided with 31 values of Y(k) every 3.3 ms. This leads to 31
iterations of the LMS algorithm per 3.3ms as every iteration
produces a hew value of Y(k). Thus 9300 iterations of the LMS
algorithm are to be carried out in 1sec or 930 iterations 1in
100ms.

As previously shown the HF channel characteristic imposes
the need for one convergence to be obtained in 100ms. Table 3.1
shows that the LMS algorithm needs 550 +/- 175 iterations per
convergence which gives a maximum of 725 iterations per conver-
gence. A design of 930 iterations of the LMS algorithm in 100
ms meets both the HF channel constraint of 725 iterations/100
ms and the system considerations constraint cf 930
iterations/100 ms. An upper bound is now set on the sample
period (or time per iteration) for the LMS algorithm
= 100ms/930 = 107.5 _Ms

This implies that the hardware implementing the LMS algorithm

must perform one iteration in 107.5 M s,
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3.2.2 Execution time budgets

A
._,.'s,,%.
RS
Once the input requirements are determined, we know that ;31.
el
the functions constituting the algorithm have to be calculated -hKFf
®
once every 107.5 A s. Thus a portion of this iteration time is :R?%$
.1-.4'
to be allocated to each function of the algorithm. To allocate ﬁl#ﬁg
I ".'
the time budget to each function, we have to determine the -.ﬁmﬁ
[ )
number of real operations required by each function. Note i&’gﬂ
AN
that an add operation is equivalent to a subtract cperation in ?ﬁ&i
s
this discussion, sc all subtract operations are referred as NN
@
add operations. One complex addition requires 2 real adds, so %ﬁﬁﬁ
1Y ‘O‘g‘
in total requires 2 real operations. One complex gﬁg&’
ity
. : . . AR
multiplication reguires 4 real multiplies and 2 real adds, ﬁﬂéﬁ
giving a total of 6 real operations. The following summarizes .f?fg
I|'I"'
the requirement for each function (see figure 3.3). \ ﬁ&%,
iy
'...'!.:E
T ®
1) Y=W X(k) (0 ) .
1 Y 0
. , . QO]
This function constitutes 36 complex multiplications and Mﬁm
N
35 complex additions and thus requires (36%6) + (35%2 RN
= 286 real operations. \é? A
t‘*\“w
. ¥ Ao !
2) e =Y - d(k) (0 ) ,::&.v,l
. . . 2 \:s ]
This function involves a complex subtraction and thus LA
L)
requires 2 real operations. TN
«"ﬁ.{'\::‘
3) e’ = e M (o ) ,«5\}?
:“:&f\"\i
This function requ1res 2 real multiplications aS/“ T
)
a real quantity. EQE?i
* i
4)yB=e7 X (k) (0O ) LR
4 :.al"?'.:i',
This function consists of 36 complex multipiications. dﬁﬁf
®
4%§§
et}
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x
To obtain X involves 36 real subtractions. Thus this

function requires (36%6) + 36 = 252 real operations.
5) W =W(k) + 8B (0 )
5
This function consists of 36 complex subtractions and

thus requires (36%2) = 72 real adds.

These observations are tabulated in Table 3.2. The Table
also indicates that the LMS algorithm requires 2N complex
mulitiplications and 2N +1 complex additions. Once the number of
computations required by each function 1is determined, then
execution time can be budgeted to each function. This procedure
is illustrated later for the various hardware architecture

considered.

3.2.3 Computational loading

Once the time budget 1is determined, the computational
loading offered by each function is easily obtained by dividing
the number of real operations required by the function by the

time budget allocated to that function.

3.2.4 Memory requirements

An initial estimate on the memory requirement of the LMS
algorithm can be determined as follows. The algorithm requires
2N+1 complex words of storage. X and W each require N words of
storage and d(k) requires one word of storage. Because storage

of intermediate results is necessary, the memory requirement
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The general structure for the LMS algorithm is as shown ;h..
SIS

in Figure 3.6. The input signals from the N antenna elements ﬁ%ﬂﬁsg
Q!

are directed to N parallel sections. Note the update of weight ﬂ%ﬁ
UM

oy

of one antenna element is independent of the update of weight HEREN
X RN

of another antenna element. Each of these sections initially :ébikf
, , _ RO

performs the multiplication of the weight with the input hﬂ%ﬁﬁ
AXe 'l,i‘t

signal. Then later perform the weight update when the e”(k) ﬁﬂi.t
. . RO

is obtained as shown in Figure 3.6. Each section can be .:ﬁ$¥$
|.. ."I‘

allocated to a separate ’'processor’ or depending on the #%ggﬂ
'l

U K

computational capacity of the processor a few of the sections e
L] I}F 'I
can be coupled and placed on a single processor (see Figure ;ﬁﬁ?xx
:: '~|

3.7). oo,
B

®
ity
3.3 Microprocessor Architecture impliementation 5&, f
e

. Dt

The general purpose microprocessor architecture will now be “?g%

boSt

ARG

evaluated for the LMS algorithm. The microprocessor chosen is
Mc 68020 [2], state of the art 32-bit microprocessor, which has
a cycle time of 60ns.

The execution time budgets of each function of the algo-
rithm, and computational 1loading offered by each function is
now determined. This also determines the complexity of the
algorithm with respect to the microprocessor architecture. The
complexity is given as the number of chips needed to implement

the algorithm.
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3.3.1 Initial assessment on the Complexity L?ﬁ&ﬁ
..'.:""."',
The complexity of the hardware implementing the algorithm lﬁﬁﬁaﬂ
. e
is a function of °
IARANE
1) the number of operations the algorithm needs for an [ ﬁw,
A
iteration - computational bounds gd?ﬁi
PR
2) the time allocated for the iteration - input
\J \ A N

‘;-.
-

"’(i s ‘-5
S
“'%
-y .

requirements

3) the hardware architecture implementing the algorithm - fO)
o
. X IR
architecture considerations Py
| | | . Sadudey
wWhen these issues are taken into consideration, then one ¢ﬁﬂﬁ
Bttty
can obtain an estimate on the number of chips (microprocessors) ) \é?ﬁt
P aNA S
needed by the system implementing the algorithm. The complexity "5L:
of the system implementing the algorithm is indicated here as ?ﬁﬁ%@
Lty
the number of chips needed to construct the system. Loading ‘2§ﬁ$
Wiy
analysis of the algorithm in the microprocessor architecture ' ®
=R
environment is now performed. Iyt -
ey
‘0:)'"'0""‘
R
U D
3.3.1.1 Execution time budgets "
~ 1‘ "" W
The time budget allocated to each function is determined <¢mf'$
DR
next. Certain factors play a role in determining the complexity ﬁ '"&
g y
of the system for the microprocessor architecture. These fac- e
G
tors are: Tty
phatonid
I' .\ d & d
1. the ratio of time needed to do a multiply operation and *f\ﬂ¢t

the time needed to do an add operation.
2. the speed of the microprocessor with regard to LMS
algorithm (millions of operations per second, MOPS).

The summary of the discussion which follows is shown in
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Table 3.3. The first column of Table 3.3 contains partitioning .::.EE::.E':':::

of the algorithm. It can be noticed that few functions are ‘::E‘:s::.':ﬁ':

coupled as a single task. Functions O and O are coupled :;:":::E:
together for convenience tg form tassk2T2 . Thegreason for :: ‘:
combining functions B= e X and W= W(k)+B to form task T is gg‘ss
that these functions need not be done in sucession but cag be 35;::::'
interleaved. Once B =e/ X* (k) is done for antenna element %':':‘:EE':::?
'i', then the weight can be updated at once by performing W = :§§'§:§:

W (k) + B . Processor cycles can be saved as the 9’::':3::
intermediate result is still in the register. 'E.::}l{::;':é

The second column of Table 3.3 indicates the number of real ::EEEEE.:‘:':‘::

operations each of the tasks needs. Column 3 and column 4 of "':
Table 3.3 indicate the number of real multiplies and number of f:'*:
real adds each of the tasks requires. The Mc 68020 microproces- E'?:

sor chosen has a multiplication to addition ratio of 6 : 1. ":3

Thus the effective number of operations column is obtained by :,;ﬁ:':
(number of multiplications ) * 6 + (number of additions) x 1. ::’:;:E:::

The effective number of operations for each task represents the - ':':f
task in terms of adds. These then provide the true complexity .::.E':':'.é‘::

of the task when implemented in the microprocessor. ‘::::::

A portion of the sampling time 107.5M4s is allocated to ".‘

- perform each task T through T and is given under the S:'B\'
? 'execution time bud;et’ co]umn.3The time distributed to each SES":E:
q task is proportional to the effective number of operations of r‘.::"’:
that particular task. For example, for task T1 the time .'iz.;':,:gi

budget is obtained as '.:':'.l:‘::::g':
Y Ul
®
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(1006) x 107.5 Ms .-.:,.;:;
______ = 52,39 M s '.:5'5.':
(2064) Ariirle
.'l':‘l'
(X ‘.|
.:w";
3.3.1.2 Computational loading g M::
Ao
Once the execution time budget for each task is obtained hﬁfﬂ
)
N
then one can determine the computational loading each task i
IR
demands. Loading demands are indicated in the computational ﬁ'gﬁr
', Q‘.’
loading column of Table 3.3. The entries in this column are ':ﬁﬁ
Tl
obtained by dividing the unweighted number of operations i 6
. T
(entries in column 2 of Table 3.3) by the execution time Jé%%
AN
‘ budget. This gives the number of operations/ sec needed to ﬁﬂb
NN
! perform that particular task. For example for task T , the ":“
"y 1 - . v
B N . . . N fr‘ )
4 estimated computational loading is obtained as ‘ '-;.,
) A
okt :a?
) Y

286/52.39 M.s = 5.46 MOPS.

é‘sg
F c'f;
Once the computational loading offered by a task is ﬁg$§
s )
determined, then the number of chips needed to perform this :
TP
task is determined. The number of chips needed for each task Hpig
T . ~N '
o is determined by obtaining the speed of one chip with regard ol
. h, Ao
to the LMS algorithm. It can be observed from Table 3.3 that tasks Q“;é
ol RCINA
5 T and T put together consume the major portion of the R

:

o iteration time. The operations needed to perform task T  and A
o 1 "::’i v
} task T thus constitute the 'operation mix’ for the LMS e
3 RIYRYH
algorithm. A complex multiply and add is the basic operation ﬂﬁm
¥ .‘l'
that is being repeated to perform task T and T . The ég ﬁ
1 3 s
'operation mix’' for the LMS algorithm constitutes a complex ;
S
_5# \
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®
multiply and add which involves 8 operations (4 multiplies and 3ﬁﬁﬁﬂ
L
g :
4 adds). The Mc 68020 microprocessor performs these 8 {ﬁsi,%
: ;"::\ A
operations at the rate of 0.5 MOPS,. 'g&
Using this information the number of microprocessors &h$¢§'
(A "‘.".‘
needed for a task can be determined. The number of hﬁ‘ ﬁﬁ
. e
microprocessors for task T is obtained as R
| T
5.46 / 0.5 = 11 microprocessors. !JQ&&%
8 850 8t :
Q.‘ W
Similarly task T requires 11 microprocessors and task T Qﬂ'?&

2 3 19,918,
requires 12 microprocessors. As tasks T  through T  are 1‘3,%_
1 8 iy
performed in sequence, the same 12 microprocessors can be used ?%k%w
) .I’ ‘6‘.(
for the tasks leading to an initial estimate of the 'Q@&k
4 X M

complexity of the LMS algorithm to be 12. L d

As the complexity is low, a system can be designed and its
performance studied. Through further analysis it can be deter-
mined if the time involved in the communication of data between
chips introduces additional computational capacity for the LMS
algorithm, and thereby require more chips to implement the
algorithm. As storage of intermediate results occur the memory

requirement for data storage depends on the implementation.

3.3.2 Implementation considerations

It has been determined that the LMS algorithm needs 12
microprocessors, One possible arran-
gement of the microprocessors for implementation of the algo-
rithm is shown in Figure 3.8. We have used 13 instead of 12

microprocessors for the ease of distribution of tasks. With the
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algorithm partitioned into various functions, the job now is to 'ﬂ%&
'“".l‘
allocate the various functions among the 13 microprocessors. #~' 4&
il
Microprocessors numbered #1 through #12 perform similar 'L“.
o . . AT
operations. The additions and multiplications mentioned here E;&ﬂﬁﬁ
1
, AR
are complex operations. Each complex quantity is represented $$k$¢
't"s O‘\
as 16 + 16j i.e., 16 bits for real and 16 bits for imaginary. -
At the beginning the signal samples from antenna elements :Vqﬁ$
TN, 'l.t.:
1,2,and 3 are directed to processor #1, the signal samples %ﬁ“’f
Py it
XK
from antenna elements 4,5, and 6 are directed to processor #2 PS
‘ S
| and so on, so each processor numbered #1 through #12 gets ﬁ&ﬁﬁ?
! 'C‘ \""C g‘Gi
; three input samples. At the beginning, each of the processors, 'haz;ﬁ
Q.l
{ #1 through #12, perform three mu]tip]ication and three

additions. Processor #1 performs Z: w' x_ , processor #2
performs .55 W X_ and so on.1;; o;tai; Y= wT X, the
output of %h: 121 pr;cessors are to be added, which is 11
additions. Eleven additions done sequentially takes 9.84 Ms.
To reduce the time needed for this computation, processor #2
adds the partial results from processor #1 and partial results

form processor #3 to its partial result, to obtain

9 3 6 9
S W X = FHOW X + Z WX o+ W X
izt i i i=3 i iz7 i

i i=4 i i

Simultaneously processors #5, #8, and #11 perform similar

18
operations to produce partial results Z‘ W X , f{ w X,
36 i=10 i i=19 i

and 22 W X respectively. Now processors #2,#5,#8 and
i=28 {1 i
#11 direct their outputs to processor #13 which adds this

data to produce Y(k). This way the time spent on the 11

A
SRR
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additions needed is only 5.64 Ms,

Next, Task T is performed on processor #13 to obtain the
error signa]ze'(k). This signal is broadcast to processors #1
through #12. Once this is done, the 12 processors perform task

x

T to update the weights. Note that as task T requires X ,
3 3

processor #1 through #12 perform the complex conjugate of X
XK

to obtain X while task T is being performed in processor
#13. Notice that equal timezwas required by both x* and T2
When operated in this environment, the code can be written
for each of the tasks and the time taken by each function is
obtained. The task time scheduling [8] is shown in Figure 3.9.
From this Figure the time taken for an iteration and the idle
portion of the iteration time can be determined. The iteration
time obtained is 107.4 Ms which is in the order of the
iteration time of 107.5 _ As imposed by the HF constraints and

the system constraints.

The time taken for each task in the system and the

computational loading/chip for these tasks are given in Table

3.4. The tasks T and T were used to benchmark the
1 3
microprocessor to have computational capacity of 0.5 MOPS.

While computing task T the average loading/microprocessor is
3
0.57 MOPS, implying that the microprocessors in the system are

used efficiently. But while computing T , the speed of the
i
microprocessor is onily 0.41 MOPS as time is spent on passing

intermediate data among the microprocessors.

The reason that the speed of microprocessor is (0.57 MOPS)
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Figure 3.9 Task scheduling using microprocessor M n'
architecture for LMS algorithm . aw
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Table 3.4 Timing summary of microprocessor architecture
implementation of LMS algorithm

| |

Tasks Execution Computational |
Time (js) loading/chip |

|

Task T, 53.22 0.41 {
Task T, 7.2 | 0.55 ]
I

Task T3 46.98 0.57 g
I |

»,‘,,l (505
"‘\i -\"l '

AW :a"'
L) LY ) ‘1.!' ‘l '
e -*': X -,.

stk
'3.‘ :.""'

Processors Processor Idle
utilization Time (As)
#1, #3, #4, #6 91 % | 9.6
#7, #9, #10 #12 ]
$2,%5,48 & #11 93 X 7.32
#13 10 % 96.84
!
- 68 -

Table 3.5 Processor Utilization for the microprocessor
architecture consideration of LMS algorithm
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more than the capacity obtained earlier (0.5 MOPS)

advantage is taken of the availability of 256-byte on

instruction cache 1in Mc68020.

algorithm can be written as loops, time is spent in

the necessary instructions only once as from the on-chip cache.

This leads to savings in processor cycles which increases the
speed of the microprocessor. The timing summary takes this
savings into account.

The chip wutilization [8] in the 13 microprocessor system

can be determined. Table 3.5 shows the utilization or

busy time of

processor is idle per iteration 1is also indicated in

table, and is determined from Figure 3.9.

sors the mean utilization of the overall system is found as
(107.4)13 - (9.6)8 - (7.32)4 - 96.84 =

(107.4)13

85.5%

which indicates that microprocessor for

system. designed

algorithm has high utilization of the microprocessors used.
The microprocessor design requires 98 words of storage

where each word (except /‘4/) corresponds to 32-bits of real

and 32-bits of imaginary. X and W each require N words of

is that
chip
Since most of the code in LMS

fetching

fraction

a processor in the system. The amount of time a
this

Using the 13 proces-

LMS

o
. CANDNg
storage and d(k) requires one word of storage, and the rest j{hvn
R SN
. . LA LLN
are for intermediate data storage. As each word corresponds to T
-._:u‘*. -_‘:n
» . - -}. » .‘
8 bytes of memory, the microprocessor system requires 780 i
oy
bytes of data memory. SN
B§ﬁ$
AT
ity :
. . . ’ o !
An evaluation of the LMS algorithm using general purpose ”ﬁ'.
:'3-':5-‘} 3
&fn *‘, \ ]
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b microprocessor architecture has now been completed. An T: \':
T - .l~ X
assessment of the complexity of the system implementing the :Eﬁ_‘,-
P
. . ) o,
algorithm was discussed and it was determined that the e
[ ]
& complexity of the algorithm using microprocessor architecture :_",h' 3
‘3, . s . ) ).‘t
i is 12. A system architecture was then developed for this “:'.:::::-:
b
i . . ) i
: algorithm using 13 microprocessors and iteration time of 107.4 PR
]
;: s was obtained. The architecture allows the system to perform “'_’, ’_:-3
: NN
5'( . :".'.“-}"
‘: 931 iterations during 100ms and required 780 bytes of data R
» ‘.}“-, i
L [ el
L storage. N
e '.‘.
: :;.r ':::
K} 3.4 DSP Architecture 'c,u’l‘:q'*
e .1'0"{
‘0 . , . . . ") 3
‘ In this section, the digital signal processor (DSP) "h '
» ®
- architecture is evaluated for the LMS algorithm. The DSP chosen Qﬁﬁﬁ:
!. LR
Z for this analysis was LM32900 [3] which has a cycle time of ;_;:
§ SOSON
£ AANSY
0 100ns. A
o
" S
0 N
o 3.4.1 Initial Assessment on the Complexity ALY
K) s S
I . . . , Gty
ﬁ‘, The complexity 1is given as the number of DSP chips and BLLLSA
' [ )
;‘. takes into account the following issues. I:;.‘-‘.j:
() . -.'- }
29 . ) ) [ 58 Y
j: 1) the computations the algorithm requires per iteration ;:';:ﬁ.\‘
K] f\.-ﬁ."’i.,
) 2) time allocated for one iteration il
L J
A 3) the characteristics of the DSP architecture ;\‘,ﬁ‘ X\
/ A
. :."\\.
, .i\ Q
~ R
3.4.1.1 Execution time budgets AN
o,
" A summary of the DSP analysis is given in Table 3.6. The Ty
X :':".r:‘:'-'
;c first four columns of Table 3.6 are the same as that of Table :'_.:.(,:.-.:
3.3. The time taken to perform an addition is the same as the PR
®
v RN
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e
time needed to perform a multiplication for DSP chips. The FrV&E
AMLXIN
effective number of operations column (column 5 of Table 3.6) frgéf
30400
is then simply the sum of the number of additivns and mul- e Eo'
[
tiplications needed for that particular task. The procedure for g?’}#
"‘, O ‘t
allocating time budgets 1is similar to that done for microp- ' ,é&,
o 5:
rocessor architecture consideration and is indicated in column Pl L0
6 of Table 3.6. ";ng;
’ ' v .
Falt
::l.:::
VAN
3.4.1.2 Computational loading S
®
The computational loading, as previously shown is obtained xgg;Q
Aty
A w
by dividing the unweighted number of operations ( entries 1in / -ﬂ
AT
column 2 of Table 3.6) by the execution time budget. For g&ﬂk..
@
example, the computational loading demanded by task T is Iﬂ\ﬂﬁ
1 ). N
286/50.1 _Ms = 5.7 MOPS i
PO ]
The computational loading demanded by other functions is deter- 2.
q:.-\‘.a.
mined 1in the similar way and is indicated in column 7 of Table k:\gﬁ’
ity
3.6. ‘|b¥;
The speed of the DSP is determined by the time required to ®
PRIy
. - ‘\- ‘
perform the ’operation mix’ of the LMS algorithm. As stated, jka‘
vﬁ?ﬁk
the operation mix constitutes the operations needed to perform quﬁs,
AT
one complex multiplication and complex addition. The DSP per- .~,3h
forms the needed 8 operations (4 multiplications and 4 :::'.ji':Z::_:_':
Fd
NN
additions) for a complex multiplication and a complex addition J:H{§I
ROV
in 1.4Ms. This results in a speed of the DSP of 5.7 MOPS. The _
N
program written for this application 1is 1in straight line N;hﬁ\k
NN,
coding. If the code for the 'operation mix’' is written in 1loop ﬁﬁﬁ#¥3
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form, then the DSP operates at a speed much lower than 4.2 MOPS. %M 3%:

S

This results because loops introduce additional overhead by way ﬁgﬁ}J
,".;_\

of Test/Branch instructions where as straight line coding does Al :”

. 3 . . - .' v

not. A disadvantage with straight l1ine coding is that it uses anny

R

more instruction memory space. On the otherhand, it reduces the ? k{%
¢ L)

')

complexity by increasing the speed of operation. The advantage & M

YUY

with loop coding 1is that less memory space is needed but the ,ﬁﬁﬁ
)

complexity increases. The number of DSP chips needed for this _~%‘

Ke ﬁm

ab 4 '

application when using 1loop coding is 2. The LM32900 can **l
address 64k of instruction memory. As the straight line coding ':;\
) ‘H'Q

for LMS algorithm does not consume so much memory the straight 'ﬁ%ﬁﬁi

i

line coding method is adopted here. The resulting estimate on j‘ﬁ?‘

W%

the number of DSP’s needed is one with straight line coding.
As the complexity is low, a system design can be developed.
By writing the software we can determine if the time per

iteration obtained is within 107.5,/*5.

3.4.2 Implementation considerations

As only one DSP chip is needed for implementation, the
input samples from all the N antenna elements are directed to
the DSP chip. The operation of the LMS aigorithm is obvious
in this environment. The algorithm need not be partitioned as
all the tasks involved operate in the same DSP chip. The DSP
chip operates task T1 , T2 and T3 in succession. The timing

resulted from this design is indicated in Table 3.7. The

overall time required for one iteration is 105.8/‘3, which is

);IQ \2 NN “. .-..I\ v“‘ *
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E less than the constraint of 107.5M¢s. The loading of the chip
while performing tasks T1 and T3 is 5.68 MOPS and 5.97 MOPS ‘i\ﬁﬁ
respectively. Eg ‘ ":
The utilization factor is 100% as only one DSP chip is used. k‘ '5
Note that, unlike in microprocessor design, the time needed to 'ﬁ."':‘
perform X* is also included in iteration time, whereas in ﬁﬁ*ﬁ

e

e

b 3
microprocessor design, the time spent to perform X is

»

s
(3
0“:
\)

absorbed by task T
2

-

The memory requirement for data is 2N+1 complex words. X
and W each need N complex words of storage and d requires one
complex word storage. As each complex word requires 4 bytes

oA this design requires 294 bytes of data storage (2 bytes 1is
added for storage of a real word).

In this section the suitability of the DSP architecture
to the LMS algorithm has been analyzed. The initial assessment
d of the complexity of the algorithm using DSP architecture was
” found to be one. As the complexity is low we proposed a system

design for 36 antenna elements. The system design completed an

B e 4
PR

iteration in 105.8 M s which resulted in 945 iterations in

oAy

P-‘Q‘.“ -

100ms. The design required 294 bytes of data storage.

3.5 VLSI architecture
X Design consideration for the VLSI computing structure was

considered next. The VLSI computing structures considered are

P

both Systolic and Wavefront [6],[10]. A key attribute of VLSI

R W

. AN
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Table 3.7 Timing summary of DSP architecture
implementation of LMS algorithm
| I
Tasks Execution | Computational |
Time (&s) | loading/chip |
I l
Task T, 50.3 | 5.68 |
| I
Task T, 1.3 | 3.0 |
I |
Task '1‘3 54.2 | 5.97 |
g | |
i I I
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computing structures 1is their suitability to implement
'compute-bound’ rather than ’'input/output bound’ computations.
The compute bound computations in the LMS algorithm need to be
identified first. The tasks are examined to determine the
nature of VLSI suitability.

T
a) Y = W X(k)

This task is an inner vector-vector multipiication and the
result 1is a scalar. As can be seen, this operation needs O(N)
multiply-add steps whereas it requires O(N) input/output
elements. The ability to access data from memory repeatedly in
the computing structure is a consideration when the order 1is
the same. The reason for the improved performance of compute-
bound operations using Systolic or Wavefront computing arrays
is the ability of repeated use of input data accessed. Once an
input data is accessed from memory by the array, it is used on
many processors of the Systolic or Wavefront array. The input
data spends more time on computations rather than in accessing
of input data. This advantage cannot be used in input-output
bound operations such as this task, because a data once brought
from memory and operated in one processor of the
Systolic/Wavefront array has no more use. For example, when the
first element of 'W’' and the first element of X are brought
from storage and multiplied, these data cannot be used again.
Therefore this task is input-output bound and is unsuitable for

VLSI computing structures.

x
b) B = & X (k)

- 76 -

BN N N
:':o“’:;“.‘" :v'c‘ X .:‘o .‘u‘q p 0 e ﬁ:\."\-} :g\
' " niph AT W "
0,' 's' ".A:"‘"" " o o '. "" .‘r'.. |l.|'l "l'.‘!' o ::t .

RN '.‘. N‘"‘». NN "'.'!'.0. el




. )
This task 1is scalar-vector product and the result is a 'b'

¥
' (.l'
vector. Again this task is input-output bound because the total H‘?ﬁ?#
s, y
. { o Y. ,‘.,
number of input and output elements is 2N+1, whereas the task = .'
, . . Yy ey,
needs N multiplications. This makes it unsuitable for VLSI ~q%§h$
otine
computing structures. :.:g.‘.:::::::
00
.-‘.l I l
MBI
c) W= W(k) + 8 "\'-.
This computation is a vector-vector addition and the result zS
. -lw 1 P
is also a vector. The total number of input-output elements "Zh
1‘.
needed 1is 3N and the total number of computations needed is N ﬂw'
ﬁ
adds. This task is input-output bound which makes it unsuitable 2 .ji
) ;Il‘
ORI
for VLSI computing structures. : ‘ﬂ:'
:'o':::";z:"::
The summary of VLSI suitability is provided in Table 3.8. %ﬁ$§ﬁ%
P 0 0 Fy,
SOUSOU)
Since there are no compute-bound operations it can be concluded i '.
. . s
that VLSI computing structures are unsuitable for LMS algo- ,‘ﬁhi :
rithm Ky, ‘\' :
' o ~::’"
-r"' 'l‘

3.6 Chapter summary

An analysis was performed on the hardware realization of
the LMS algorithm. Used were general purpose microprocessor
architecture, digital signal processor architecture and VLSI
architecture. The LMS algorithm was operating in a DSSS system
using BPSK modulation scheme with a bit rate of 300 bits/sec
and a processing gain of 31.

The DSP architecture was determined to be the best suited

in the HF environment. The complexity is much lower than using
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Table 3.8 List of compute-bound and Input-output bound ::..‘l.a'izi
) functions belonging to LMS algorithm P ...u::“ﬂ:"o:
:.‘l:;'l.‘.'l.
’.i“.{l:l, K]
W M NN
Functions | Type of Number of Number of input- Operation .
operation computations | output elements bound ety ‘0‘ '0
| ) rj"
Y inner vector o(N) o(N) input-output ’/‘M _
product \ :. \
) h o' 3
B scalar-vector N 2.1 input-output 504
product
'} vector-vector N N input-output
addition
AT
o )
"""s
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the microprocessor architecture. The VLSI computing structures "O"‘l.u‘
.
were unsuitable for the reasons noted. \ "
.eh
S
.lt‘":":'v
A few observations should be noted regarding the A
]
microprocessor design and the DSP design of LMS algorithnm. :\v ]
d 1
" '|,
Table 3.9 and Table 3.10 provide the execution times required 0::5;“‘.?‘::%
.l‘g‘l .'("
O
for the LMS algorithm in the wicroprocessor system design, and Py
the DSP system design, respectively. The execution times were "‘.‘ 1",
‘.'
lf,
broken down into transfer instructions, arithmetic .‘::,.:s:?
LAty
instructions, branch instructions and miscellaneous '5"!&'
®
instructions. Note that a larger portion of time was spent on 't::':l;":?
)
multiply instructions by the microprocessor system ) .:..;::'g
™)
(= 73,92 uys ) than the time spent on multiply operations by the ]
L
¢ DSP system (= 25.4 us ). There are two reasons for this. ;"““n:
. el
3 vy,
- First, the microprocessor system does 32-bit multiplication (\‘;i‘
3 &, 3 K.
: iy
whereas the DSP system does 16-bit multiplication. Secondly, in Rttt
.
DSP chip, the execution of successive mwmultiply—accumulate ﬁ"“j’;
instructions allows parallel operations of multiplier and ':I:‘O::.:
ety
accumulator (DSP architecture is optimized to multiply-add 0]
Baby "w
operation). This allows a new multiply-accumulate instruction NASASAY
Q.%ﬁ- )
v ki
: to be executed every cycle which saves time on multiply V‘\E N
? | :’:\::y %
instructions. N N

Another observation shown 1in Table 3.10 1is that the
add/subtract instruction consumes a larger portion of the total el
execution time (27.6%) in the DSP system design, than in the -~

microprocessor system design which is 15.5%. The reason 1is 'j.-"‘-',.'

mnnmamg s AT
NN L P P P A M o e Y e L
R N OO T nlh (el \*ﬂ*\ % AL A oA RN A RS A
v‘t‘nh;u' ',.,::: “‘ \‘ :u ‘.::': 0 w Y " «.'ﬂ"\' > AR \.‘., "\. j:"‘\"' ‘_ \'\ \.*‘ ':_-. \Q}N _&:’,bi\;\'}::\:-.';-
> ) U
s ‘ : c |l,.3,. “!' " 0 0‘.". .‘. W l‘. \.‘F\‘ \.i\ '_\'_ \.'-....\.5\ AN
Ll B o
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DSP chip consumes the same order of time as that of a d&'ﬁf

that in any 1isolated addition required by the algorithm, the

multiplication, whereas the microprocessor consumes only 1/6 of

( '.:
the time required for the multiplication. s
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Table 3.9 Execution times required for LMS algorithm c:':é"
using microprocessor architecture

Operation Time( ms) Percent

transfer from °
memory 9.12 8.5 | R

o
-‘.:'l:ﬂ‘.:‘!

transfer U
3.1 | o

reg to reg 3.36

transfer to
memory 1.8 1.7

v“ \
add/subtract 16.68 | 15.5 2

multiply 73.92 68.8 :%: , é ‘
S
test/branch | 2.52 2.4 SO

Total 107.4 | 100
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Table 3.10 Execution times required for LMS algorithm ﬂ?ﬁgﬂf o
using DSP architecture 1‘:.:|.. W
X )

Operation Time( m8) Percent

A e
-
5 )
e

transfer from
memory 0.8 0.76

transfer | |
reg to reg | 28 26.46

i

transfer to
memory

2
55

11.2 | 10.59 ity

b

add/subtract 29.2 | 27.6 e

3
N

Py
)

multiply 25.2 24

F oV oS
:r';;'{,‘v» 5
}W o
DA
A

=

miscellaneous 11.2 -10.59

Total 105.8 100 A

v a_*
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4.0 HARDWARE ARCHITECTURES FOR CONSTRAINED LMS ALGORITHM

This chapter discusses various hardware architecture
implementations of the constrained LMS (c-LMS) algorithm, the
feasibility of these architectures, and recommends suitable
architectures. A brief introduction to the c-LMS algorithm and
the equations that are to be solved by the hardware implemen-
tation are given in section 4.1. In section 4.2, an initial
loading analysis procedure 1is derived for the c-LMS algorithm.
The lcading analysis provides a method to determine an initial
estimate on the computational locading required by the different
functions that constitute the algorithm. The loading analysis
is performed for various hardware architectures once the
initial estimation 1is determined. The hardware architectures
considered were the general purpose microprocessor, the digital
signal processor and the VLSI architecture. They are discussed
in sections 4.3, 4.4 and 4.5 respectively. In section 4.6 a
summary discusses the feasibility of these architectures and a

recommended architecture for the HF application.

4.1 c-LMS algorithm

A The c-LMS algorithm [18] 1ikc the LMS algorithm uses a
gradient approach to obtain the optimum weights. This algorithm é:xi§§
requires that the arrival angle of the desired signal be known :vﬂ,v;
apriori. The adaptive array system model, which will be used to
explain the operation of the c-LMS algorithm, was presented in
[18] and 1is shown 1in Figure 4.1. Although the hardware

implementation deals with narrowband signals, the original ‘ °
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broadband processor model will be used in this discussion. The :ﬁé&g
model consists of N elements and J taps per element. Narrowband ?ﬁmﬂ%
signals are used and a simplified model results. This model ".":J"
will be described later. Also shown in Figure 4.1 is an i&gﬁz
"equivalent processor” which aids in the understanding of how %ﬁ%ﬁ:
the c-LMS operates. R
From Figure 4.1, it 1is evident that the c~LMS processor gggqﬁ
contains a component known as a spatial correction filter. This 'S@jﬁ
component performs a task that is regarded as preprocessing. &i“&ﬁ
The spatial correction filter guarantees that the communication géxﬁgﬁ
signal component is identical at each element output. The éh;%%
delays can be caliculated from the array geometry and the Hﬁﬁ;
arrival angle of the desired signal. ;éggf
From the desired signal’s point, the processors in Figure ﬁ$}é§
4.1 are equivalent. Each adaptive weight 1in the eqguivalent Eﬁ}:"
processor 1is equal to the sum of the weights in the verticail g:'z .:;:
column above it. With these values, the signal components at 'igﬂg
the respective processor outputs are identical. By assignhing a e
value to these equivalent weights, a desired frequency response §'2§§
in the look direction is selected. This process introduces J é;‘_ﬂ'
cqnstraint conditions. Since there are N x J - J degrees of L*&‘m
freedoﬁ this can be used to minimize the non-look direction g;?:*'
noise power. Minimizing non-look direction noise power is ?&Lﬁq
equivalent to minimizing total output power. Regardless of how rﬁkgi

the weights are adjusted the constraints guarantee that the
response in the 1ook direction will not be degraded. The

equation for the optimum constrained weight solution will be
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presented next. ;""'
The expected value of the array output power is given by ‘ 1&@

2 T T T RO

Ely (k)] = E{W X(k) X (k) Wl = W R W (4.1) ®
- - - - - =XX - it

Define a J-dimensional vector that guarantees the desired :v.:.n,b

. i
frequency response and represents the summed weight values of '&5-!!.-1.'.,

the j vertical columns as ﬁb@?p
v

f = (4.2) Bttt

f .
N E-."" +
_— -l 7 »

The weights in the jth vertidal column must sum to the

selected number f'. This constraint condition can be expressed

as o:,.s';l::;:;

'y
C W = f_ y J = 1,2, ... N (4.3) |'.’::,..':‘:

where C is a NJ-dimensional vector consisting of all zero and ﬁﬁ”fi

J R
N ones given by ﬂ““”*
\5&'#

: T s
¢ (00 ..0..00..0..1 .. 1 ..00..0..00.. 0] (4.4) ""."?
i N N N N N ."\
A constraint matrix can then be defined that satisfies all \'.’u"- ‘::2
equations given by (4.3) as °

c = fc ¢ .... c1 (4.5) RN
- 1 2 J B

The full set of constraints can then be written as
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‘s m, BSOS ‘i & Y o s o ‘J‘ ! '-(\, PO V'_% C R W o
NS ,’:.” W .‘t:.go‘ A “:‘\ .' ) oo o .\,- -:§‘- ?" > .X‘"S-t? : »: ‘.\‘.: :R,:‘.: *‘g&'h‘ ‘\‘:}\}: N
ooyt R ‘, \ “' '

: ‘.m.mw ﬁ.u&ﬁ\ﬂuhruﬁﬂaﬂ#QP '\ n\\c;} ﬁ'f &!Nﬁﬁhgwh..gt




C W = f

Although it seems 1like a complicated process, the constraint
matrix C guarantees that the sum of the weights in the vertical
columns is equal to the weights in the equivalent

processor. The constrained optimization problem statement can
T
now be formulated. The array output power, W R W , must be
- =xx - T
minimized subject to the constraint condition C WwW=+f°.

The optimum weight vector is found by using the techniques

of LaGrange multipliers. A cost function, similar in purpose to

':":;'l:::l (]

the MSE function of the LMS algorithm, 1is formed by
concatenating the constraint equation with a J-dimensional
vector of undetermined LaGrange multipliers /l . This cost
function is then minimized with respect to the weights, i.e

L ]

T T
Cost(W) =1/2W R W + A [C W - f] (4.7)
- -xx - - - - -
( a factor of 1/2 is added to simplify the arithmetic)

Once again, notice that the cost function 1is a quadratic
function of the weights. It is known that the gradient of this
function is zero at the minimum point. The optimum weights are
then found by finding the gradient of the function and setting
it equal to zero.

The gradient of the cost function is found by differen-

tiating with respect to the weights.

= R W + C A (4.8)
cost =-XX - -

Setting this result equal to zero yields the optimal weight

Ly ...
g
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solution. OV

R + C A = 0 &":::':’t':'a
-XX - - - (4.9) A '.‘l:g":o'!

-1 ]
W = - R c A ittty
opt -XX - - St

The LaGrange multipliers are found by realizing that the Wd??”

optimal weight solution must satisfy the constraint conditicn.

R
T T -1 e ‘Sg,o,;

cC W =f=¢ [-R ¢ A TR
- opt - - -Xx - - 3%b$ﬂ
(4.10) LR

T -1 -1 °

A =-[CcCR ¢c1 f R
- - -xx - - ol

The optimum constrained weight vector can now be expressed as

-1 T -1 -1 ®
' W R c [C R Cc ] f (4.11) i
: -opt -XX - - -XxX - -

As in the LMS algorithm, this algorithm uses the Method of

Steepest Descent. This method states that the new weight vector - ®
. y

Wl ot
is equal to the previous weight vector plus a change proport- .g.%::‘
e

ional to the negative gradient. :hgﬁ
\ ()
W(k+1) = w(k) - M

‘7;ost O

:ryﬂﬁ

In this case, the weight update equation is N
‘-J. '.'

W(k+1) = W(k) ~ ML R  Wk) +¢c Ak) 1  (4.12) SR
-XX - - - [ ]

The updated weight must satisfy the constraint condition, and
is written as

T T
f=C Wkt) =C [WK) - AR WK) +C AKI 1 (4.13)

The LaGrange multipliers, )\(k), are then given by
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T -1 T T -1 T
A(k) = -[C €] ¢ R W(k) - 1 [C C1 [f-C W(k)] (4.14)

and the iterative relation for the update equation is expressed

as
T -1 T T -
W(k) - A[I-C(C € € 1R Wk)+ c(c ©

W(k+1)

T
[f -C W(k)] (4.15)

For the sake of convenience, two definitions are made. Define

T -1

p =c (c ¢y f (4.16)
and P matrix as
T -1 T

P = I-Cc(C C) ¢ (4.17)

where I is the identity matrix. The update equation can then be
rewritten as

W(k+1) = P [W(k) - MR Wk)l + f

-xX - -
The covariance matrix Rxx is unknown, however, so an
approximation of Rxx at the kth iteration, X(k)XT(k), is used.
Recognizing the fact that XT(k) W(k) = y(k)? th; final update
equation becomes

W(k+1) = P [W(k) ~ A y(k) x(k)] + B

The constrained LMS algorithm requires a spatial correction
filter to compensate for the misalignment of the sensor
elements. A method proposed by Takao et. al., [19] merges the
misalignment compensation and the weight computation into a

single process. The direction of arrival of the communication
- 89 -
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signal is used to generate a directional constraint to govern

the weights,
The directional constraint is provided as
T jflt Jny Jiw
cC = (e , © - )
where /1, is the phase of the desired signal at senscr element
'i’, We can then rewrite the expressions for the P matrix and

/3 vector using this constraint equation

P =I-(C C )/N

B =¢c /N

and the weight update equation is

b 4
W(k+1) = P [W(k) - My(k) X (k)] + B

From this discussion it can be noticed that P and/a can be
calculated from the directional information. Thus the
calculation of the P matrix and /3 vector is not included in
the hardware impliementing the c-LMS algorithm. These
quantities can be found prior to the first iteration of the

a1gorithm and they do not change later.

4.2 Loading analysis of the c-LMS algorithm

The 1loading analysis ([14] is now performed for the c-LMS

algorithm.
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4.2.1 Input requirements ol i
s
The ¢c~-LMS algorithm 1involves solving the equations to ! ".;,"'
o, ()
. AAOA
update the weights. The equations are broken down into 2 "‘
" * "
manageable functions as indicated in Figure 4.2. ':?1!::??
Note that the quantities P and /8 depend only on the 'o::::“::::e
Hn
steering delays and the number of antenna elements. These BRI
Oy
quantities can be calculated from directional information and “ ,"é,
knowledge of the number of antenna elements present in the % .‘,0
A
array. Thus P and ﬂremain fixed. The c-LMS algorithm considers
WL W !‘
these quantities as constant coefficients and are present in :2:“:" "
(ﬁs‘ri‘n
memory before the first iteration of the algorithm begins. ::y:::‘:‘:’:
TR
As can be seen from Figure 4.2, the functions into which SMES '
7"__’_- Sy
the algorithm has been partitioned can only be operated in \\‘-"
{
, , . Vetp ey
sequence. The next iteration of the algorithm cannot be per- a‘é‘:::‘:‘.:t::::;
Y
ity
formed until the weights have been updated by the previous ; ’
iteration. Thus, the algorithm has an input-output latency and :ﬁ:.
:",:-.'(' ;
time must be determined to allocate to this Jlatency. The y:j.x::_,('
'M,
average number of iterations of the algorithm needed for one ~ '"
0"'.“:‘
convergence has been determined by simulation studies [1] to be et {$
".
1155. Using the HF channel constraint, that the signals can be ‘.,'.‘\
considered stationary for 100ms, imposes the condition that the .
TR AR T
set of optimum weights should be obtained 1in the period “"::.:'.:
iy
100ms/1155 = 86 A s. Thus the input signals arrive at intervals ':;f"ui"'.:‘
I"‘.' ‘
of 86 As. P
'i' 0
il
ORI 3
: '-'-s.ﬁ:?\.
4.2.2 Execution time budgets : o
"y
RN

A portion of this iteration time (86 A4s) is to be allocated

- 91 - L0

- ARG TR R Rr Ty M .2'"-.

Rt T "" f‘ o 0 " 4 :";".'. ... :s W “:"\ R g '\&S}'S & W
Sty “'.‘.' X “":"n- ":'::..":‘:.'i::'":":":c "t'u.". :"":' \ l.:‘ " '\‘ 'o" ‘\‘. 3.:%
. - . a’ i'. »', Wy ﬂ.. .‘i O '.'i'. \"i h 4 ,.0 0 .c' .l' K .‘l y,,l l.. c, 0. (8K “l.‘ K o" ‘\ ¥




Pigure 4.2 Partitioning of ¢-LMS algorithm for
hardware realization
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to each function of the algorithm. To allocate the execution
time budget for each function, the number of real operations
required by each function must be known. An analysis 1is done
for 36 antenna elements. Note that an add operation is
equivalent to a subtract operation in this analysis, so all
subtract operations are referred as add operations.

T
1) Y = W X(k)

This function involves 36 complex multiplications and 35

complex additions and thus requires (36 *x 6) + (35 x 2) St
I‘.‘Q.q

= 286 real operations which comprises 144 real
multiplies and 142 real adds.
2) B = Uy
This function requires 2 real multiplications as AMis a
real quantity.

x
3) C =B X (k)

In addition to the 36 complex multiplications this
function requires 36 complex subtractions to obtain X*
In total this function requires (36  6) + 36 = 252 real
operations, 144 real multiplies and 108 real adds.

4) D=W-C
This function requires 36 complex subtractions and
therefore requires (36 x 2) = 72 real adds.

5) Mat = P D

2
This function requires 36 complex multiplications and 36

)
RN

i

XL

I'd

s

*x 35 complex additions. This function requires (36 x 6) +
2

(36 x 35 x 2) = 10296 real operations which comprises

'
AP

z
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5184 real multiplies 5112 real adds.
6) E = Mat +/3
This function requires 36 complex additions which

comprises 36 *x 2 = 72 real adds.

These observations are tabulated in Table 4.1. The Table
2

4.1 also shows that the c¢c-LMS algorithm requires N + 2N
complex multiplications and N2+ 3N complex additions. Once the
number of computations required by each function is determined,
then we have to allocate time uudget to each function. Time
budgets will be discussed later for the various hardware

architectures considered.

4.2.3 Computational loading

When the time budget is known the computational loading
offered by each function is easily determined. Computational
loading 1is obtained by dividing the number of real operations
required for the function by the time budget allocated to that

function.

4.2.4 Memory requirements
An initial estimate on the memory requirement of the c-LMS

algorithm can be determined as follows. The algorithm requires
2

N + 3N complex words of storage. X, W and ﬂ each require N

2
complex words of storage and P requires N complex words of

storage. Because storage of intermediate results are necessary,

the memory requirement varies with hardware architecture
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Table 4.1 Computational complexity of c¢c-LMS algorithm
| | |- | -
(1) (2) | (3) P (4) | (5) | (6) |
Functions | Real | Real | Real | Complex | Complex |
| operations [ Multiply | Adds | Multiply [ Add |
| —-| E—_—_ ——|
Y 286 | 144 | 142 | N I N |
| I l I
i A R R R AR
C 252 144 | 108 | N [ |
| I | I
D 72 - | 72 | - | N |
| T
| Mat 10296 | 5184 | 5184 | N | N |
I | | |
BE 72 - | 72 | - | N |
{ { f ! | |
-- - |
- 95 -

l‘t 0 (]
LS ‘a" r,‘ ) "i ‘.i“'! Vb

»
AR

:, : 4\ -\.y.
;'l.q‘t 0 G.Q

!-\‘ 'u‘

-\p. a
"ft“.':"

'\t
\..»"-:!a.,-':' ». c" \

\1‘-,;" -: . '.-\"Q{w.'\"'\y ‘,\, ::\.j\* "\.*
-. \J\ N ) .s"\_.s{{

J“q\-ﬂ“u‘

"

‘.
11."'

ot

‘

A

]

I'g
Sy
e
IJ.‘

I
'S
'l

B g
N5
)

&

x
e
x
rE

R Y
Y '."\." N
SRR
* (\' o '. PO
+ AN




ooyt ae X e 34 el P v FTR S vy . ’ S v B . . - Yy 2 ~
L NI NS R RURERU NN i at) et Sa o't 2’0" a") 12" ata", R T O T R IR TR Y ROUTONY,

considered,

4.3 Microprocessor Architecture Implementation

The evaluation of general purpose microprocessor architec-
ture is now considered for the <¢-LMS algorithm. The microp-
rocessor used is a Mc 68020 (2], state-of-the~art 32-bit mic-

roprocessor, which has a cycle time of 60 ns.

RrT=r

4.3.1 Initial Assessment on the Complexity
The following issues were considered 1in determining the
complexity of the hardware implementing the algorithm:
1) the number of operations the algorithm needs for

f, an iteration -- computational bounds
i’ 2) the time ailocated for the iteration -- input
" requirements
o 3) the hardware architecture implementing the algorithm --

architecture considerations

The complexity of the system 1implementing the algorithm is

expressed in terms of the number of chips needed by the system.

4.3.1.1 Execution Time budgets
v How the time budget 1is allocated to each function is
i explained now. Due to the microprocessor, architecture factors
that play a role in determining the complexity of the system
: are:
1) the ratio of the time needed for a multiply operation

and for an add operation
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2) the speed of the microprocessor with regard to c-LMS
algorithm given in millions of operations per second.
The summary of the following discussion is shown in Table
4.2. The first column of Table 4.2 contains partitioning of the
algorithm. It can be seen that a few functions are coupled as a
single task. Note that functions C and D are coupled together
as one task because these two functions can be performed on an
element by element basis. That is, instead of computing C for
all 36 elements and then computing D for the 36 elements, the
two operations can be interleaved. For the same reason,
functions Mat and E are combined as one task.
The second column of Table 4.2 shows the number of real
operations each of the tasks need . Coiumn 3 and column 4 of
Table 4.2 indicate the number of real multiplies and real adds

each of the tasks require . The microprocessor chosen has a

multiplication to addition time ratio of 6 : 1. Thus the
'effective number of operations’ column is obtained by perfor-
ming (number of real multiplies) * 6 + (number of adds) x 1 for
each task. When implemented in the microprocessor the effective
number of operations for each task represents the task in terms
of adds. This shows the true complexity of the task.

A portion of the sampling time (86 As) is allocated to
each task according to its ’effective number of operations’

Thus the ’'time budget’ column in Table 4.2 is obtained for each

task by
- 97 -
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(effective number of operations of that task) * 86/s

( total number of ’'effective number
number of operations’ for the algorithm)

For example, for task T the time budget is obtained by
(1006) * 86M s 1 = 2.26 A s
(38350)
The execution time budgets for the other tasks are indicated 1in 'Qﬁng
column 6 of Table 4.2. Eﬁ%ﬁi
i
4.3.1.2 Computational loading ﬂnw;}
The entries in the computational loading column of Table i%&ﬁ%
4.2 are obtained by dividing the unweighted number of ﬁ%&ﬁ:
operations (entries in column 1) by the ' time budget’ for ,.:;
that task. For example, for task T the estimated computa- ‘Q:ﬁ
tional loading is obtained as: 1 ﬁwﬁh
286/2.26 s = 126.55 MOPS. "1'1"
To determine the number of chips needed for each task, we ﬁr;%ﬁ
have to obtain the speed of one microprocessor chip. It can be 'ﬁé?%
observed from Table 4.2 that Task T consumes the major .#éq.
portion of the iteration time. The ;asic operation needed to .ﬁgﬁy
perform this task is a 'complex multiply and complex add’. ?ﬁﬂhﬁ
This can be seen in the operation Mat performed for the ’'i’' th ‘ﬁﬁ%ﬁ
element. The 'i’th row of Mat is multiplied by column vector ,dﬁ%ﬁ
D. Thirty-six complex multiplications and additions result, Q‘\bé
so the basic operation is repeated 36 times. Thus, the speed ;Eg£§
of the microprocessor will depend on the time the (§§§$
microprocessor takes to complete this basic operation. In the : %#Qw
.
. .‘
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worst case the microprocessor performs this operation at a ..:|:::
speed of 0.5 MOPS. ::':'::ESEE':

Using these computations, the number of chips for a task §:::§::;::
can be determined. The number of chips for task T is obtained 3y ,cf
1 e

as: s ::t:..::':.,
126.55/0.5 = 254 chips. R

Task T needs 134 chips, task T needs 281 chips and task T "' 'gf
needs 555 chips. Note that as tgese tasks are operated in * '.""::.‘:%;
sequence, the c-LMS algorithm needs 281 chips. .t:;i:
As stated previously the complexity of the architecture is .E:':::‘;E;E"'::
determined by the number of microprocessor chips required by .E;E:E;E:ig};
the algorithm. Using the general purpose microprocessor ::‘:
architecture the complexity of the c~LMS algorithm is 281. In '::::‘:':::':‘:::
summary the complexity of the <c¢~LMS wusing microprocessor '::E;:i:,:é:‘i
architecture is very high. To distribute the above tasks among ':‘.:':::"::
281 chips and to co-ordinate the movement of intermediate "'si.:..:"l.::;
results leads to a very complilex system. Data communication :'.:.:E:,E':::;
among 281 chips will also introduce data overhead which was not '.::.'.:
included 1in the execution time budgets. More general more than :l::‘.t'::""ig's‘:':
281 microprocessors will be needed to bring an iteration time %m&
to 86 M s because this overhead consumes extra time. For these e “:
reasons, the microprocessor architecture is not suitable for » '-‘
the c-LMS algorithm. Rits a

'-ﬁ);a
4.4 DSP architecture implementation ;%‘;_ﬂ "‘

In this section, the digital signal processor (DSP) '.;:.,::‘-
architecture is evaluated for the c¢-LMS algorithm. The DSP E—‘ .':
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chosen for this analysis is the LM32900 [3] which has a cycle

time of t00ns.

o
4.4.1 Initial Assessment on the Complexity 'Qﬁ&ﬁ
ity

. 08
An initial assessment on the complexity of the algorithm ﬁ&%&
G
Wittt

employing DSP architecture is performed as follows.

4.4.1.1 Execution Time budgets

Table 4.3 shows the summary of the following discussion,
The first four columns are filled in as>they are in Table 4.2,
The time taken to perform an addition and a multiplication on a
DSP chip is the same. So the ’effective number of operations’
column (column 5 of Table 4.3) is the sum of additions and

multiplications needed by that particular task.

The procedure for determining time budgets for DSP
3"
architecture is the same as 4.3.1.1 and is indicated 1in Table ,%?ﬁ%
1)
. ""l
ohgtalet

4.3. "
'.I"ll.-*
It can be seen that the time budget for the various tasks -

QTN
obtained using microprocessor and the DSP, is more or less the *‘ tettig

same though the characteristics of the two architectures are
different. A task comprising of only addition/subtraction
will be allocated lesser time in the microprocessor
implementation than in the DSP implementation. This results
because in the DSP chip an isolated addition or a subtraction
consumes the same order of time as a multiplication. For

example, if the operation D = W - C (this operation has only
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Table 4.3 Assessment on complexity of c-LHS algorithm
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t,t
subtractions) were not included in task T , i.e., operations C :‘::E,::::::t
= B X* and D = W - C were performed in seguence, the time Eﬁa:::
budgets allocated to operation D in the two implementations ""::”“
considered would differ. The time budget calculation for the D ‘:::?‘E::E:
operation will allocate 0.84 s in the DSP architecture but ‘:{E:.,Hégs
only 0.0027 As in the microprocessor architecture. 53!!:3!.’“!‘

R
' e
4.4.1.2 Computational loading ..M.:::":::
The ’computational 1loading’ column is shown in Table 4.3. ‘M“
The entries in this column are obtained by dividing the .§§:}§§§§§:{
unweighted number of operations (entries in column 1) by the :E,:Egi:;%:.:.
'estimated time’ allocated to that task. One interesting aspect '.!'m'l
that can be noted is that the DSP architecture provides equal .,Ef
loading to all the tasks involved in the algorithm, whereas the ‘.‘M’u..,
microprocessor architecture provides unequal loading among the
tasks. ::?:":"
As noted previously the speed of the DSP chip with regard ‘N: "“
to the c¢-LMS algorithm can be determined by the time it takes g "'
to compute a 'complex multiply and add ’'. The DSP chip needs EE;:EE'*:@
1.4 Hs to complete the required 8 operations, hence the speed '::::!{:'lgc
of the DSP chip is 5.7 MOPS. .
Now the number of chips (hence complexity of system) needed ::::';‘::::':-‘?:'.
by each task can be determined. The number of chips needed for :3‘:‘:.:'::5..!,;
task T is 127.7/5.7 = 23 chips. The tasks T through T , all TR
need 2:13 chips. Note that these tasks operate ?n sequence? and .::'%.:.'
the c-LMS algorithm needs 23 chips. The complexity of the ':é:':::‘,':s
system is 23 DSP chips for the c-LMS algorithm. el
\.“l.;’l"|
S
COPTOs
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Because the complexity of the DSP architecture is moderate, '%"6;3:
LR
a system design can be studied. Through an analysis, it can be .,c.':::'
LS
determined if the time involved in the communication of data N
e
between chips introduces additional computational capacity for u{.;:..:;;.:i
|'|" ".
s ek
the c-LMS algorithm. Additional computationai capacity would ,::::3520:::*
e
require more chips. R
e
e
4.4.2 Implementation considerations E%:::::;::‘JF
i,
One possible arrangement of the 23 chips is shown in Figure Bttt
[
4.3 (DSP chips are numbered from #1 to #26). Twenty-six DSP .}:.‘“,!;.;‘
.“e’! !
chips have been used instead of 23 for ease of distributing the :::fa:f,‘;.:;t?
i
tasks. Previously the algorithm was divided into various tasks, KRR
4
and now the various tasks must be allocated among the 26 DSP ,l.::'o.:::"'
OGN
chips. ":3:323232'926‘.
e
(} U YO8
Each complex quantity is represented as 16 + 16j, i.e., !:"""'
16 bits for both real and imaginary parts. DSP chips numbered !.'.." "
O t" "eA
#1 through #24 (except DSP chips numbered #4, #8, #12, #16, ::::2:23:;';:
s \) L)
#20 and #24) are grouped as set #1 and the DSP chips numbered e
#4, #8, #$12, #16, #20 and #24 grouped as set #2. Initially 18 .;,.:E:.?:E:::
: 0oy o
DSP chips (belonging to set #1) are provided a pair of input .::E:::;;":s::_
Q008000
O OO
signal samples from the 36 antenna elements. Each of these 18 b ""
DSP chips perform Z: W X , two complex multiplication *::Q::i::
i=1t i Ti :‘Q:g:.'a
additions. To obtain Y= W X (task T ) the results are added -;\
1 ]
from these 18 DSP chips. This job is assigned to chips #25 and -‘*;;
#26. DSP chip #25 performs additions of the results from chips NN
e i
'
;ﬁ . \
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numbered #1 through #12 (except #4, #8 and #12) to obtain Z}
1=1
W X . Similarly chip #26 performs additions of results from

i
chips numbered #13 through #24 (except #16, #20 and #24). Note

that when the results from chip #25 and chip #26 are added, Y
T
= W X. Thus chips #25 and chip #26 exchange data and add to

obtain Y. Meanwhile DSP chips belonging to set #1 perform the

complex conjugate of X (input signal samples). Next each DSP
chip (#25 and #26) performs MY to obtain B. DSP chip #25
broadcasts B to chips #1 through #12 (except #4,#8 and #12),
and DSP chip #26 broadcasts B to chips #13 through #24 (except
#16, 20 and 24). Now DSP chips belonging to set #1 have the
necessary data to begin task T . After the completion of task
T each of the DSP chips be]onging to set #1 provides 2
cgmplex entries of the vector D (this vector has in total 36
complex entries).

At this instant tasks T , T and T are completed and the
remaining task to be pelforied is % . This is the most
computationally intensive task of t:e algorithm. Up to this
point the DSP chips belonging to set #2 were idle. Now these
chips compute T . The Mat operation is a matrix-vector
multiplication :nd is partitioned as shown in Figure 4.4. The
reason for partitioning the Mat operation in this manner will
be discussed later. For the Mat function, DSP chips numbered
#1 through #12 and DSP chip #25 are assignea to perform one
half of the computations involved ( 648 complex

multiplications additions). DSP chips numbered #13 though #24
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Figure 4.4 Partitioning of the 'Mat’ function of the ¢-LMS
algorithm to be computed in DSP architecture system
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and DSP chip #26 perform the other half of the computations.
The task T is performed in a pipeline manner. Initially DSP
chips #1 tﬁrough #12 perform the 36 complex multiplications
additions involved in the multiplication of one row of Mat and

D vector (each DSP chip performs 3 complex multiplication

additions). The partial results are provided to DSP chip #25

which performs the 13 complex additions (including the

addition of 8 ) to obtain the first element of the weight
vector. Meanwhile DSP chips #1 through #12 perform the next
set of 36 complex multiplication additions invoived for the
next row of Mat. Thus after 18 such passes the task T is
completed as DSP chips numbered #13 to #24 and chip #26
perform similar operations.

The task time scheduling [8] is shown in Figure 4.5. From
this Figure the time taken for an iteration can be determined
as well as the portion of the iteration time the DSP chips in
the system are idle. The iteration time obtained was 83.9 M s.
This time was less than the iteration time of 86 Ms imposed by
the HF constraints. The reason for pipelining 36 complex
multiplication-additions (performed by 12 DSP chips) and 13
complex additions (performed by one DSP chip) is that each of
the 12 chips requires 3 complex multiplication additions which
needs 3.8 _Ms., The 13 complex additions performed by a single
chip needs 3Ms. As the times required by the two operations (3 RO
complex multiplication-addition and 13 complex additions) are N YL,

of the same order, the pipelining will f3§ﬁ?&
ale
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Figure 45 Task scheduling using DSP architecturs for c.LMS algorithm

13 ps Ty 09 As ':' 0
J / / TR
Set #1 |T,[X" ¢ Ty | O Te ¢
Set #2 Te )
Set #3 (P[ [Ti o) r'ra Ts

TN \\ \

1S3 Slps 6l ps 125 jos 155 pes 839 ms

¢ - indicates that the processor is idle

set #¥1 - includes processors #1-#3, #5-%7, #9-#11
$13-815, #17-419, #21-323
set #2 - 1includes processors #4, #8, #12, #16, %20, #24
set #3 - includes processors #25 & #26 I
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be effective in reducing the waiting period. As determined

earlier, task T requires 18 passes leading to 71.4 AMs.
4

The time taken for each task in the system and the
computational loading/chip for these tasks are given in Table
4.4, Though the DSP chip is tuned to the operations (complex
multiply and add) performed by the computationally intensive
task T , the loading per chip was only 5.3 MOPS instead of
the fu11 capacity of 5.7 MOPS. This resulted because time was
consumed in distributing the D vector entries to the various
DSP chips involved in computation. While performing task T ,
the l1ocading/chip is at full capacity of 5.7 MOPS as the :
computations involved are complex multiply-add. The c-LMS
implementation leads to a tightly coupled system. This created
communication overhead and more than the 23 chips were needed
to bring the iteration time within 86 As.

For the system wusing 26 chips, the processor utilization
[8] can be determined. Table 4.5 shows the utilization or
fraction busy time and the idle time that each DSP chip used in

the system. The overall processor utilization of the 26 chip

system is found to be

26(83.9) - 18(9.2) - 6(15.3) - 2(22.5)
26(83.9)
The processor utilization is high enough to conclude that the

DSP chips are effectively used.

The memory needed for data storage by the c¢c-LMS algorithm,
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Table 4.4 Timing summary of DSP architecture
implementation of c-LMS algorithm

Tasks Execution Computational
Time (As) loading/chip
Task T, 5.1 .11
Task T, 1.0 2.0
Task Ty 2.8 5.7
Task T, 75.0 5.3
l
- 111 -
N )
o € o CaSa™ P P L Lt S \1 3
0y ‘)"” ""x’ ‘a":o"::"c "" iy .' .0"(0 '.l' .0::: by ". :0 o ||:‘ V'p' o :&&jﬁ.‘;ﬁ;&\":‘:ﬁ: :‘f,:’;:i}-'\:: "::\:,’,\ \}\' ::.‘ : ‘_: - : :
o Qm 4)1 ,3':‘,;50'.‘ X ‘ ;:: .\' "0.13\': |.\:.|=: N ‘_ i\f'\_’w oy ""-.r‘\"":"':'-"' .'; i\ \ 3_;.( :\-(::_ -F.\. ~
PN ""i"'x"-: : 4 : ‘: l“ ‘:: XN ."l.‘-' ' "‘\:'.::.‘i.-.!.".l. «’. ql .’g‘- D AT S A ". & A L)



. =3
PR TR AR WO TR WU WU WU WU P RY TR WL WU W WU UM U N N WL R IR M W PG IOY Y ‘J..‘O.Q

Table 4.5 Processor Utilization for the D3P i) N
architecture consideration of c-LMS algorithm AR

Processors Processor Idle
utilization Time (ms) | uf u,

set #1 89 X 9.2
set #2 82 % 15.3

set #3 73 % 22.5 ..

set #1 - includes processors $1-%3, #5-%7, #9-311 t
$13-415, #17-%19, #21-323 OO

set #2 - includes processors #4, #8, #12, #16, $20, #24

set #3 - includes processors #25 & #26 N "_
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implemented in the system, is 6100 bytes (note that each

complex word is represented as 16 bits real and 16 bits
2

imaginary). P needs N complex words of storage, PBand W

each needs N complex words of storage. As complex words
requires 4 bytes of storage, the data require (N 2+ 3N) x 4 =
(362 + 3 x 36) *x 4 = 5616 bytes. The remaining 484 bytes are
needed for intermediate result storage.

The c¢-LMS algorithm using DSP architecture has now been

evaluated. The complexity of the system implementing the algo-
rithm was assessed and found to be 23. A system architecture

was developed for this algorithm using 26 DSP chips, and the

iteration time was derived as 83.9 /#s. The system performs

1194 iterations during 100 ms and required 5.5 Kbytes of data

storage.

4.5 VLSI architecture

In this section VLSI architecture is evaluated for the c-

LMS algorithm. Here a different approach than that followed for

the microprocessor architecture and the DSP architecture 1is

used. This is because not all functions car be implemented on

the VLSI computing structure. Section 4.5.1 identifies the

functions that can be implemented, and it is observed that only

Mat function can be implemented on VLSI computing structures.

Section 4.5.2 discusses issues regarding the architectures

considered for the Mat function and discusses why Systolic

architecture [6] is better suited for the Mat function than the

Wwavefront architecture [10]. Presented are here two Systolic
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array designs which possess all the properties of VLSI
computing structures. The functions of processor that are to be
custom made and are involved in the Systolic array are deter-
mined. Also the issue of whether the Systolic architecture can
be impiemented, is evaluated taking into account the present
technology. These issues considered for the two designs are
presented in sections 4.5.3 and 4.5.4. Finally, the VLSI
computing structure must be incorporated into a larger system
and the various important parameters of this system are
discussed 1in section 4.5.5. A summary of the the discussion on
VLSI architecture consideration for the c-{MS 1is provided in

section 4.5.6.

4.5.1 Algorithm considerations

To determine 1if the algorithm 1is suitable for VLSI
computation, we have to first identify the compute bound
operations in the c-LMS algorithm.

The following analysis holds for any number of antenna
elements (N). From Table 4.6, we can infer that the Mat
function is the only compute bound operation that can be
implemented on a VLSI computing structure. This is because the
elements of D once accessed can be used for each of the row of
P and D multipliication, i.e., D is used to multiply the first
row of P and D and D is used to multiply the second row of P
and D and so on. Thus, this operation can be considered to be
compute~bound and therefore can be 1implemented 1in VLSI

computing structures.
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Table 4.6 List of compute-bound and Input-output bound
functions belonging to c-LMS algorithm
Functions | Type of Number of Number of input- Operation
operation computations | output eleaents bound |
Y= v'x inner vector O(N) O(N) input-output
product
|
C«3Bx" scalar-vector N 22N+1 input-output
product
D = ¥-C vector-vector N 3N input-output
subtraction
Mat = P D matrix-vector O(N‘) O(N‘) compute bound
product
E = Mat +8 | vector-vector N N input-output
addition
I !
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The Mat operation is the most computational intensive of

the tasks involved in the c¢-LMS algorithm. It required 10368
real operations and it consumed 85 % (71.4 ,/4 s of the 83.9
AMs) of the iteration time for the DSP architecture implemen-
tation. By implementing this task on VLSI structure, the time
spent on this task could be reduced to a large extent, thus,
reducing the burden on the processor performing the input-

output bound tasks of the c¢c-LMS algorithm.

4.5.2 Architectural considerations

As noted previously the VLSI architectures considered for
the c-LMS algorithm are the Systolic and the Wavefront. The
primary difference between the two architectures is that the
Systolic array is a synchronous computing structure whereas the
Wavefront array is a self-timed computing structure. Each
architecture has advantages and disadvantages so which is
better depends on the task which is to be implemented. The main
issues for consideration 1in choosing the better suited

architecture are:

4.5.2.1 Speed variation

A Wavefront array enjoys a performance advantage in that
results from each processor of the array are able to start
computing as soon as the inputs are ready and the ocutput is
available as soon as computation is finished. Thus, 1if dif-
ferent kinds of computations are taking place in the computing

array, i.e., speed variations in computations exist, then the
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data-dependence property of Wavefront arrays will have an f¢k¢¢

‘Qw
m 2

advantage. This advantage will seldom exist in regular arrays

where each processor performs the same kind of computation. The

task of the c~LMS algorithm implemented in a VLSI structure is Rs‘ "w
) g Q.Q

the matrix-vector prcduct (Mat = P D). This task needs a a?&'u "
) |.l'l."|\"

regular array 1i.e., the same kind of computation is performed
in all the processors; - multiply~-add/subtract. Remember that

the handshaking operation between communicating cells in a

Wavefront array requires 1increased design complexity and
hardware cost. This means from the speed variation of
computations issue, Systolic arrays are better suited than

Wavefront arrays to the Mat operation.

4.5.2.2 Clock skew

When different processors receive clock signals by dif-
ferent paths, they may not receive clocking events at the same
time, potentially causing synchronization failure. These
synchronization errors, due to clock skews can be avoided by
lowering clock rates and/or by adding delay to the circuits,
thereby slowing the computation. The Wavefront array is free
from clock skew problems as it is an asynchronous system, but
the Systolic array suffers from the clock skew problems. The
Wavefront array implementation 1is advantageous only when the
clock skew is high enough to degrade the speed performance of
the Systolic array implementation. For example, if a processor

has a clock cycle of 100ns when operating separately, but when

integrated 1into a Systolic array had to be clocked at 150ns
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(due to a clock skew of 50ns), then the speed performance is
degraded. Clock skews céuse problems only for very large Sys-
tolic arrays [20] and particularly in arrays which have speed
| variation. As will be shown later the array for this analysis
has 72 processors and is a regular array (no speed variations),
so clock skew is not an issue. If there are no problems due to
clock skews, then Systolic arrays are better than the Wavefront
arrays because of the required extra hardware for handshaking
between communicating processors.

For the reasons shown, Systolic arrays are better suited
for this analysis. One of the key attributes of VLSI computing
structures is their simplicity and regularity [6]. Simplicity
implies that the processors making up the array must be perfor-
ming simple operations and regularity implies that the proces-
sors comprising the array perform similar operations.
Regularity condition is crucial. In synchronous systems, such
as Systolic arrays, if processors in the array perform dif-
ferent kinds of operations, then the array will be clocked at
the rate of the slowest computation, thereby degrading speed
performance.

Presented here are two Systolic array designs, A and B,
which possess all the key attributes of VLSI computing struc-

ture.

4.5.3 Systolic Array - Design A
The matrix-vector product 1is found by repetitious mul-

tiplication of a row of P matrix with the column vector D. As
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there are 36 rows in P, the basic process has to be repeatéd 36 .

|
O\ 'i‘q l' 0‘

times. Each entry of the matrix P and the column vector D is a .kﬁwa
".l'.'}
complex quantity. Note that the basic operation 1involves 36 ﬁ%ﬁﬁ@;
‘:Q"Ql.'l
I'l'
complex multiplications and additions. In Design A two separate {w.
A0
Tinear Systolic arrays (#1 and #2) are used because complex ”@ﬁ@i
CRNENYY
. a s , s . , G
multiplication and addition is needed to be implemented. The Q&ﬁ$n
'l l'l ‘l‘-‘
two Systolic arrays interact to derive the matrix-vector iy
A S Al
. , n
product. Systolic array #1 consists of processors of type-1, ”'y##
O ”.
and Systolic array #2 consists of processors of type-2. *ﬁ::
P A
The type-1 processor configuration is shown in Figure = '
.‘ '
4.6(a). This processor has three input registers. These yw
l
registers store the three inputs V , U , and W . \ifﬁ'
in in in bttt
When the three registers are filled with the required inputs, V‘
O |;.
the processor performs either of the two operations W = ,.:':“::';?.%::‘::
out N ‘|.I "l'.
=W +V U orw =W -V U [21] (according to AR
, . , . , , "
in in in out in in in Mottt
the control provided) i.e., either a multiply-add or - g'
te
multiply-subtract. Once the processor performs either of these Jﬁ$&§
'I.'\"'lf
operations the output is available on the W line. The gﬁgmﬁg
out QIGHGIN
processor also provides U which is the unchanged version —_—— 1
out emadt
of U . At every tick of the clock, the processor shifts the 5&&&;;
in %\qﬁﬁ
three inputs into the input registers; computes multiply-add aﬁ%%ﬁ'
: X \
or multiply-subtract; and makes the output available. This o

— .

one tick of the clock is denoted as the 'unit time’ of the
array.

The type-2 processor configuration is shown in Figure
4.6(b). This processor also has 3 input registers but it

performs only one operation multiply-add. So during a 'unit
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time' this processor shifts the 3 inputs; computes W = W N."L
out in ﬁ 0 ',.:
+ Vv U : and makes output available. A “,,:::
in in R
How the two Systolic arrays interact and perform the comp- C‘;’,;y.»:r."‘
lex matrix-vector mulitiplication, is now explained (Figure 'c',
4.7). To aid clarification, subscript I denotes an imaginary '}? n',:':a
component and subscript R denotes a real component. The real PGACATN
SRRy,

e

components of the P matrix are stored in matrix P , and the ?_‘4:.;:;-,-_"
R LA
imaginary components of the P matrix are stored in matrix P . ﬁ:“ﬁ )
1 SONA
PI is supplied to array #1 and PR is supplied to array #2. The 1'::,‘:".:.::::;::
DN
D column vector is also separated into real D and imaginary ",:.éi'!::'aj
R ) .l‘«
D vectors. D and D are applied in succession to both the g{,}} )

I R I

. . ®

arrays as shown in Figure 4.8. Note that the two arrays t,.i,’.'.l.i
&) ..':.U'"\
interact and the output of array #1 is provided to array #2 &‘:}:}:?::.::
ettt
and vice versa. ".ﬁ"::';':
It is important to understand the system operation. Array :E-’“i_. .
O,
#1 consists of 36 processors of type-1 arranged in a pipelined ;'(h
Shhy
fashion. Array #2 consists of 36 processors of type-2 arranged 4'3:&'\
. . , ) ®
in a pipelined fashion. As noted the corresponding processors ';:&:;\;

)

in each array interact, i.e., the first processor of array #1 ""'\::":::'.t
W, (W'
interacts with the first processor of array #2, the second .".' W Yy
, . ®
processor of array #1 interacts with the second processor of R
“q'::"’.l"\;.:

array #2, and so on. In the matrix-vector product each pair of :-:--‘77:’_2
- :\-,-.n,.

interacting processors is responsible for the 36 complex :'_;_,\";\.
multiplications and additions (basic operation) required for E::::t
the muiltiplication of one row of P with the column vector of &*'\.
A0 N

RSN
D. There are 36 rows of matrix P and the 36 pairs of bty
@
whJ X A
I
T
)
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Figure 4.7 Systolic uray configuration to compute "Mat’ function
of the c-LMS slgorithm for Desiga A
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Figure 4.8 Systolic army implementation of the "™™at’ function
of the c-LMS algorithm for Design A
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interacting processors are sufficient to complete the matrix- S
s
vector product. For this reason, each row of the matrix P is ’£v¢¢
EA
sent to a pair of interacting processors. The real components fh :q&
L
of that row are provided to array #2 and the imaginary Q&¢¢§
o (
s ¢
conponents of that row is provided to array #1 (Figure 4.8). ﬂi;; f
l’..‘f. N
To facilitate complex multiplication and addition, each element f¢h *:
]
of matrix P that 1s provided to the processors in both arrays AN
~‘:~.":~::~.
is repeated (Figure 4.9). For example, the real part of P, is ;?Y@g:'
/\::'.-F"'p\
el

sent twice to the first processor in array #2 and the imaginary

v
A
b

part of Pj; is sent twice to the first processor in array #l. . _7§§

The P matrix input to the processors of both the arrays #1 hg%:bi
and #2 are provided 1in a skewed arrangement. The first 3&5&&:
processor of both arrays receive P matrix components during the .;”ﬁg
first tick of the global clock; the second processor of both k‘.&g‘:ﬁﬁ
the arrays receive P matrix components only during the second !ff,res
tick of the global clock. To implement this arrangement, the P Efjkfif
matrix elements provided to the second processor of the two ‘£§§ﬁ:f
arrays are delayed by a time unit. Correspondingly, the P ;@%*#‘
matrix elements provided to the third processors of both the 'v

arrays are delayed by two time units and so on.
The complex multiplication-addition performed by the first

pair of processors 1is explained. During the first time unit

-

the type-1 processor of array #1 1) obtains the inputs P ¢

implies imaginary part of Pll)’ Dy and Win (initially this is

”

zero); 2) computes W,,, = Wy, + P, D;; and 3) makes
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W,
N
available W to the first processor of array #2, and D is NN 3ﬂ
out 1 OIS
available to second processor of array #1. During this same \_,..
il
time unit the first processor of array #2 1) obtains the ®
ARG
inputs P , D and W (initially this is zero); 2) it
11 1 in i,
) 1,F,
computes W = W + P D ; and 3) makes available W to saﬁgq;
. out in 111 ‘ out N
the first processor of array #1 and D available to second :
) REah,
: processor of array #2. Thus, at the end of first time unit, P {5&;
$ 11 NS
’ D 1is available at the output of first processor of array #1 jkﬁff'
1 R
and P D is available at the output of first processor of o PS
11 1 R
array #2. During the second time unit, the first processor of ﬁ&$§$
(S AR
/ / L
array #1 performs W - P D , (note that W = P D s aﬁmmﬁ
in 11 1 in 11 1 il
obtained from first processor in array #2), and thus obtains e
. s s , , N
; the real part P D -P D of the complex multiplication. g??ﬂﬁ
: 11 111 Al
: During the same time unit the first processor in array #2 ?ﬁ%ﬁﬁi
¢ s P4 . . ‘.'_ ! A.
‘ performs W + P D , (note that W = P D 1is obtained ®
in 11 1 in 11 1 G
¢ from the first processor in array #1), and thus the imaginary .'.:f
b Vo
e . . . . AN
: part P D + P D 7 of the complex multiplication is e "
* 111 11 1 TR
: obtained. The operations performed during the next two time ®
WX 'Q'l' '
units will result in one complex multiplication and addition bﬁﬁﬁﬁ}
- il
7/ 7 7/ / . ﬁﬁfﬁ
(P +P° ) +D )+ (P +P” XD +D7). This is s
11 11 1 1 21 21 2 2 Wyt
performed every two time units by the pair of processors. Note
‘ ' NN
: that the processors of the array #1 perform multiply-add and ‘Eﬁv}
! Jedtgt
\ multiply-subtract alternatively. Because the outputs are o 4@
L g
AL ¥y
pipelined, during a time unit, many processors of the array ‘v’.
":-' > .1"
are active and interact in a similar manner. It can be easily ;5&?:
. PR
. seen how the matrix-vector product is obtained. ;}ﬁﬁh:
s :-I:\\‘.‘\".‘(
The number of time units needed by the matrix-vector p:
"l..";!":,
'i"“l“.:‘l::"
.'".'."'l.
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product operating 1in the VLSI computing structure can be ‘gg::':::::}
UK
JOOOKA
computed. The time unit is the clock period of the global clock n“:::::g:}
A
when the processors of the array are clocked. There are 36 - ""
A
pairs of processors which implies 36 stages of pipelining. Each ...'..:
LA
L : . . el
pair needs to perform 36 complex multiplication—-addition 1i.e., l:c'cf:' "
.":."‘ ‘
0
72 time units, and each complex multiplication-addition ““"
CAATN
consumes two time units. It can be seen that as the first row , AN
St
. o . L L
of processors finish the 36 complex multiplication-additions '“\-f.
WL
assigned to them, at every time unit, the successive pairs "'
A v
complete their assigned task. Thus after 72 time units, there " % ﬁ:
) At
is one output obtained for every time unit. Therefore the iy
1 B
. number of time units "C"’“.
x -_'.,‘u.;‘:'
! = 36 + (72-1) = 107 time units. ,5;;;523:;
| e,
; The speedup figure achieved by using this Systolic array f'_;z_‘f .:
S
instead of performing the Mat operation on a uniprocessor is ‘&.“
PR
) AR
= 4 % 36 / 107 = 48.45 'f'
Wt
2 !
since matrix-vector product requires 36 complex multiplication ""'v-"?
, '\;‘.H.
: additions, and each complex multiplication addition requires 4 WO
N
i time units in a uniprocessor. Mﬂ
. R
: 4.5.3.1 Technology Considerations - Design A }}}_’-‘L :
4 o
3 The number of processors needed for the VLSI computing ;:_'.‘j;:‘;ﬁ
structure and the interconnections among them has been deter- -':_‘;-é‘
iy
mined. Also needed is the time unit and the number of proces- ::Nf\
,:'-‘.’u":ﬁ
sors that can be incorporated into a chip taking into ‘:::
@
7 TN
d L%y ﬁ‘\.:‘
N
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consideration the technological constraints.

The time taken by the processor in performing the operation
multiply-add or multiply-subtract determines the time unit.
Assumed is the time taken by the processor to perform an

addition which 1is the same as the time taken to perform a

subtraction. Thus, the time unit 1is the time taken by the ﬁ‘“
processor to 1l1oad the inputs, perform multiply-add (and JfJ%Q
rounding), store the outputs and adjust for the clock skew. As ﬁ“@@”é
previously determined the array does not posses severe problems . kl;”

W LA
due to clock skews, thus this clock skew will be a small frac- 2 f?@‘
l v

-."c.

tion of the multiply-add or mulitiply-subtract time and 1is not
an 1issue. A complex word has been represented as 16-bits
integer for real and 16-bits integer for imaginary. Thus all
multiplications and additions performed involve 16-bit
operands. The present technology aliows this operands shift,
multiply-add and makes output available in 75 to 100ns (for

example, TRW VLSI chip TDC1043 performs a 16-bit multiply-add *v
t

and outputs in 100ns). For this design, the time unit chosen
was 100ns which is feasible with present technology. The time VE{%”&
unit fixes the time taken by the matrix-vector product in the N
VLSI structure as 107 *x 100ns = 10.7 Ms.

Remember that the 26-chip. DSP system needed 71.4 /Qs to
perform this matrix-vector product whereas the VLSI structure

designed consumes only 10.7 M s. This is a considerable saving

and lessens the burden on the hardware performing the remaining

operations of the c-LMS algorithm. The complexity of the Sys- '”3§¢
}_!*‘ * -
. . . SN
tolic array can be determined when the number of chips needed °
BNASaN
WA
.":'?-:’-'1.“
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by array #1 and #2 is known.

First, the number of 2-input gates required by array #1
are figured. A k-bit adder/subtracter requires 20k 2~-input gates
and a k-bit multiplier requires 20.k2 2-input gates [12]. Each
processor of array #1 is of type-t1 and requires one
: multiplier, one adder, and one subtracter; all of them perform
16-bit computations. Therefore the number of 2-input gates

required by a type-1 processor is

2
=20 . 16 + 20 *x 16 + 20 * 16 = 5760.

As there are 36 type-1 processors in array #1 the gate count is
= 36 x 5760 = 207360.
The sample rate is defined as the rate at which the
multiplier-adder/subtracter structure is capable of accepting
data. The time unit of 100 ns implies that the processor
accepts the input data every 100ns, thus, the sample rate of
the processor is 10 MHz (1/100ns). The gate rate is defined as
the product of the number of 2-input gates required by the
array and the sample rate. The gate rate provides the measure
of the amount of computation that is performed on a given
chip. Figure 4.9 [22] provides the gate rate achieved by
various materials. Notice that an upperlimit exists on the
number of transitions of gates/sec that can occur in a chip -
1012 transitions/sec/chip. The gate rate achieved by array #1
is

6 12
= 207360 x 10 x 10 = 2.07 x 10 transitions/sec

The maximum number of transitions/sec that can occur on a
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2 . TR
chip is 10'~, therefore array #1 needs LN

C12 12 ~»:~§
=2.07 %10 /10 = 2.07 = 3 chips. ;

In short 12 processors of type-1 have been placed in one chip.
By performing similar calculations, array #2 has a gate

12 12 \h.“
rate of 1.96 * 10 . The technology constraint of 10 \

transitions/sec/chip results in 'yﬂwm
..Q' ..i .|‘6

12 12

= 1.96 * 10 / 10 1.96 = 2 chips.

Three chips for array #2 are used, to reduce the number of pins
per chip. This 1implies that 12 processors of type-2 are
included in one chip. A total of 6 chips, 3 chips each by
Systolic array #1 and Systolic array #2 were used to implement
the Mat function. The primary disadvantage of Systolic arrays
is the need for large number of input-output pins [8]. The
number of input-output pins needed by each chip is 608 pins.
This number implies a large chip, if this is not feasible, for

implementation then more of chips are needed.

4.5.4 Systolic array -Design B

Design-A calls for two one dimensional Systolic arrays, and
in design B a two dimensional array is considered. Design-B
requires less number of pins per chip which was the desired
result. P matrix elements do not change during the iteration of
the c-LMS algorithm and this advantage can be used. Instead of
accessing the elements of the P matrix from the memory in
Design-B, the P matrix-elements are stored in memory of each

processor performing the multiply-add/subtract operation as 1in

]
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{23],(24]. o :::?::E:
K ) ;
The Systolic array uses two types of processors, type-1 i
(4
and type-2. Type-1 processor configuration is shown in Figure AR

@
4.10(a). This processor has three input latches for the &amﬂé
W) v'"u \

inputs V ,» U and W . Depending on the control given the s“a:”

in in in ﬂﬁ

processor shifts in these inputs performs W = W + V Sﬁu.

out in in .
(U ) orw =W -V (U ) and makes data available as G
in out in in in p; ﬂf
W . Note the input (U ) is not a operand but an address it
out in o \g:t‘.
to the operand which resides in the processor. The processor gphjﬁ

- receives the address as U and decodes it inside the iﬁﬁm
in N .i:|‘t'|
processor to obtain the operand and uses this operand in the Q$?W{
b ’.". Q"'.«
< muitiply-add or multiply-subtract operation. The processor O
@

also sends out U and V  unchanged and is made available on ;anﬁ

in in AT

the output line U and V . Thus, during a time unit, the ?%:ﬁﬁ
X ',
out out ﬁv&mf

processor shifts in the data, computes a multiply-add or a st

L
multiply-subtract and makes available the output data. Type-2 5Q}z”
ey

processor configuration is shown in Figure 4.10(b). This ﬁ%xf

Y W

processor is similar to type-1 processor except that it can ? *tﬁ

@
B perform only operation W = W + VvV (U ) (Qﬁ%k
f out in in in bt '«:‘
: (multiply-add). Y 'ﬂ@
LA
- The Systolic array configuration using the two types of k B
- : e
ki processors is shown in Figure 4.11. It contains 36 type-1 ey
- et
processors as the first column and 36 type-2 processors as the Y k%?

! ke
second column. Each row of processors (consisting of one type-1 DS A

processor and one type-2 processor) is responsible for 36

&)

o

complex multiplication-addition. (basic operation) These are

PR
G

?l
.

. necessary for the multiplication of one row of P matrix with

20

%

25
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Figure 4.10(a) Type of processor used in Systolic array #1 (Design B)
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Figurs 4.11 Systolic uray implementstion of the ‘Mat’ function
of the c-LMS algorithm for Design B
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the D vector. The operation of the first row of processors in 13&?@&
performing a complex multiplication-addition is now explained. ‘ ?ﬁ?ﬁ
The real components of the first row of the matrix P are stored f”h';w
in the type-2 processor of the first row of the Systolic array.
The imaginary components of the first row of the P matrix are

stored 1in the type-1 processor of first row of the Systolic

" 9, '.I "I'."V'

array. Similarly, the other rows of the P matrix are stored 1in u“ﬁkﬁ&
ol

corresponding rows of the Systolic array. _&ﬁgﬁg
) "‘*‘l.

During the first time unit, data is provided to the type-2 . "“

. . , TR

processor only and is delayed by a time unit to the type-1 H"mg

"
processor. This makes the computation of the (Figure 4.12)

complex multiplication-addition possible. To illustrate,
consider how a complex multiplication-addition is performed by
two processors. Let the complex quantities to be multiplied be
o< f—J;O(/ and B+ J—ﬂ’, and their product added to ) rd—f ’
During the first time unit, only processor type-2 is operating
as type-1 processor has its inputs lagged by one time unit.
During the first time unit the type-2 processor shifts in <X,
the address of the operand /3 , and K'. The type-2 processor
then performs K'TC*/B and sends the addition to type-1i
processor; the type-2 processor also <ands =%, and the address
to processor in the second row.

During the second time unit, both processors of first row
operate. The type-~-2 processor shifts in 0(: the address of/3
and 5'/; computes 5’/f°*’/3 and makes y'r“76 available to
type-1 processor. During the same time unit, type-1 processor

/
1) shifts in %, the address of 3 and ¥ ro{83 (from processor
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Figure 4.12 Complex multiplication-addition hLises
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type-2), 2) computes b"l—d‘lg""(?/(this processor performs ) '§"ﬁ
multiply-add and multiply-subtract alternatively), and 3) E;;é;
stores in memory. Note that the resulting quantity is the " ’:
real component of the complex multiplication-addition. Eggﬁﬁ:

Yet to be configured is the imaginary component. During Sfxfﬁa
the third time unit, the type-2 processor begins the next : *-:ﬂ
complex multiplication addition but the type-1 processor still 6:(??2
operates on the previous complex multiplication-addition; the E'*:EE
imaginary component has yet to beobtained. During this time unit "‘a%ﬁ
the type-1 processor shifts in <A, the address of/3'; and ’?Eﬁkﬁ
from type-2 processor; computes Jflq d\'ﬁ “Xﬁl ; and stores :'.C’«. -..__:
this in memory. The imaginary component is now configured. *‘“*

Thirty-six operands are stored in each processor. The 36 7i§§Qf

,
X
[
5%
-";f.:

o
PICILE
s
.;"I

{":
S

operands in each processor have 36 different addresses. These .~

v A
W&
‘g

same set of addresses are used by every other processor, which
constitute the Systolic array, to store their respective 36 “¢\1§
operands. With this arrangement the address can be pipelined
through the Systolic array. It can be seen that when the D
vector elements and the address of the P matrix elements are .
pipelined through the Systolic array, the complex mul- f&ﬁ?
tiplication addition of other rows are possible.

The number of time units needed by the matrix-vector
product operating in the VLSI computing structure can now be
determined. The first complex multiplication-addition takes 3
time units but subsequent complex multiplication addition
requires only 2 time units. Then required are 2(36) + 1 time

units for the first row of processors of the Systolic array to
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‘ complete the 36 compiex multiplication-addition. The remaining ;w&‘ﬁ
; A
35 rows require another 35 time units to finish  their LA

: I Pne
K operations. In total, the number of time units for the matrix- *4'.~
vector operation is sy e
¢ “ﬁ

_ . . S AN
= 2(36) + 1 + 35 = 108 time units. 'ﬁﬁk 4

. . . . . 0

The speedup achieved by using this Systolic array instead of

_ _ ‘ . TR
b operating the matrix-vector product on a uniprocessor is ﬁ_A

v .f..
o 2 !\*

iy

= 4 x 36 108 = 48. e
/ oty
This result occurs because the matrix-vector product reguires r W:’
2 n ‘.‘O‘q
36 complex multiplication additions and each complex gkﬁﬁk
. L . | | e
multiplication addition requires 4 time units. Qﬂﬁ$$
-
. . P
% 4.5.4.1 Technology Considerations - Design B { ab&
\": % :
;? The number of processors heeded for the VLSI computing w“Wh
i} .
, structure has been determined for the matrix-vector product. < .,
0 N
K The time unit and the number of processors need to be QEﬁ@:
:
" configured that can be incorporated into a chip realizing the tﬁ:’
B YA
technological constraints. A,.'
, ¥
At .
The time taken by the processor in performing multiply-add f'»ﬁk
X or multiply-subtract operation, determines the time unit. thrﬁ
» \
Assumed 1is that the time taken by the processor to perform an N ’W
. ' ‘
addition is the same as the time taken to perform a subtrac- %Q@Q-
\J
. cL . . ) RO
tion. Thus the time unit 1s the time 1) needed to shift in the ;T7ﬁ3
[ A
; inputs, 2) decode the address supplied to obtain the one of the .Vb.
) _\:‘. W)
3 operands, 3) perform multiply-add and store the outputs. A ﬁ}ﬁk
'!t _\-"“.;- \]
Q complex word has been represented as 16-bit integer for real fﬁgﬁ'
' °
' ", N )
PR
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and 16-bit integer for imaginary. Thus, all muitiplications and
additions performed involve 16-bit operands. The present tech-
nology allows the operations to be performed by the processor
in 200ns. This time unit of 200ns fixes the time taken by the
matrix-vector product in the VLSI computing structure as

= 108 % 200ns = 21.4/s.

The number of chips needed by the Systolic array designed
can be determined for an idea of the number of processors that
can be squeezed into a single chip. A k-bit storage requires 8k
2-input gates. Each row of processors of the Systolic array
requires 2 multipliers, 2 adders, a subtracter, and storage for
72 operands (36 real and 36 imaginary components of a row of P
matrix). So each row required

2
= 2.20.16 + 3. 20.16 + 72 .8.16 = 20416 gates

As there are 36 rows of processors in the Systolic array,

% %'
N

required were

Y 4t

A3

.

= 36 x 20416 = 734976 gates.

Not included are the gates required by the decoder and other .

R

control necessary. So the above estimate is doubled, which N
Ny
gives the number of 2-input gates needed by the Systolic array :
N
= 2 % 734976 = 1469952 gates. o~
1:.:

The sample rate, the rate at which the multiplier-

adder/subtracter is capable of accepting data is 5Mhz(1/200ns).

":'- D

The gate rate then achieved by the Systolic array design is

-~
’l
o

»gﬁgxp\
"I-:V)'I'l
L

@

[

A
b

by

6 12
= 1469952 x 5§ x 10 = 7.3 x 10 transitions/sec.
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Systolic array

The resulting number of chips required by the

was

12 12
= 7.3 x 10 / 10 = 8 chips

As there are 36 rows of the Systolic array, to distribute the

computational 1load evenly among the chips, 9 chips for

implementation were used. Implied is that 4 rows (4 processors

of Systolic array are

of type-1 and 4 processors of type-2)

implemented on a single chip.

A1l data entering and leaving the chip require 16 pins each

and the address of the operands residing inside the processors

require 6 pins (address requires 6-bits to fetch one from 36

‘l

e
X

,' operands stored 1in each processor). The design contains 216

L g
z

§ pins per chip (the DSP chip LM32900 has 172 pins). The chip o
appears feasible for implementation with present technology. it
The VLSI computing structure has now been designed for the @

et

Tl

only compute-bound operation of the ¢c-LMS algorithm, Mat =P D.

ést

S
5

?‘ Known 1is the time taken by this operation using the Systolic

2
2%

array, the number of chips needed by the array and the number

25
-

¥

<
-~
&,

of data pins needed by each chip. Integration of this Systolic

4

¢ array in an array processing system is the next step.

4.5.5 Interface to Array Processor Systems

w A e i -
R

-

The Systolic array is interfaced [12]), [11] to a host as 3&5&%
f ]

shown 1in Figure 4.13. The functions of each block is discussed L4
. .I ( '
briefly QSq;i

1) Host: The host provides commands and data to the Systolic fﬁ%ﬁk
"-

Do WA

> o
-

-
)
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Figurs 4.3 Interfacs system for custom VLS] chips (12]
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processor. The host does all the input-output bound
operations of the c-LMS algorithm and sends data (D vector)
to the Systolic processor to perform the matrix-vector
product. It receives the result provided by the Systolic
processor (Mat vector). The host then proceeds to complete
the remaining operations of the c-LMS algorithm. Discussed
later will be how a lower bound on the computational
capacity of the host can be determined.

2) Interface processor: The interface processor transfers data

and commands to the Systolic array from the host and

transfers result from the Systolic processor to the host.

3) Systolic processor handler: This processor serves as an
interface between the special high-bandwidth bus and a
Systolic array. It generates address for the buffer memory
accesses and run-time control signals for the Systolic
array.

4) Buffer Memory: These memory units are used as buffers
between the low-bandwidth host bus and the special high
bandwidth buses in the interface system. By holding data
that are to be used repeatedly by the Systolic arrays, the
arrays can proceed with high speed without consuming much
host-bus bandwidth, We can determine the storage |
requirement for our system.

§) High-bandwidth bus: The input/output of Systolic arrays is

usually much higher than host bus because Systolic array §% \
[ ‘| \J
consists of many processors requiring data at the same t;vmxki
o "."f ¥
instant at a high rate. ‘*éaif‘
W {3
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The parameters that are required for the Systolic array
system are the host computational capacity, the storage (buff-
er) requirement, and the bandwidth of the Systolic array bus.

The host functions include sending commands to the Systolic
array and performing the input-output bound operations for the
c-LMS algorithm. The input-output bound operations to be per-
formed by the host are

T
X

Y=

Y
*
X

moo W<
wun
IEW®

ct

o

and rcquire in total 648 real operations (290 real mul-

a

tiplications and 394 real adds). The time allocated to these

648 operations determine a lower bound on the computational

capacity of the host.

4.5.5.1 Design A Systolic array system parameters

The time taken to perform the matrix-vector product in the

Systolic array was found to be 10.7 M s. The iteration time

for the c-LMS algorithm was found to be 86 K s. Thus the host

has 75.3 /“ s to perform the remaining 648 real operations. fFor

the host this results in computational capacity of 8.6 MOPS.

The bandwidth of the Systolic bus is determined as follows.

In design A, two separate interacting 1linear Systolic arrays

are used. First the bandwidth required by array #1 needs to be

determined. At the peak instant (when all the processors of

array #1 are operating) this array inputs 73 words and outputs
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36 words (each word is 16 bits or 2 bytes wide). The need for
73 words comes from: 1) P matrix imaginary components require
36 words (one by each processor), 2) D vector requires 1 word,
and 3) the input from the other array (array #2) requires 36
words. Thirty-six words come from each processor to the array
#2. Thus, every 100 ns (time unit as discussed earlier), array
#1 uses the bus for 109 words thereby requiring 109 x 2/100ns =
2180 Mbytes/sec. Array #2 operates in a similar way so it also
requires 2180 Mbytes/sec of bus bandwidth. As both array #1 and
array #2 operate simultaneously the bus bandwidth required is **WP$“
4360 Mbytes/sec. The resulting bandwidth 1is enormous because

many parallel buses are used. The buffer capacity can now be

' [

determined. The buffer is used to store P matrix, D vector and ﬁ"}ﬁgﬁ
() )

it

the result Mat requiring 5328 bytes. ;&&ghw
0. it

l(l"llé

. .

4.5.5.2 Systolic design B system parameters -f?:ﬁgﬁ

S R

- ‘l

The Systolic array in design B requires 21.6 /QS to perform l'wgﬂﬁ

¥, “.‘Q‘

the matrix-vector product. This leaves 64.4 As of the X k%hﬁ

iteration time for the host to perform the remaining 648 ﬂ%vlg‘
.0

'

operations. The computational capacity of host is fixed at \ "".;:'

10.06 MOPS.
The bandwidth required for the Systolic bus will be 1less

than that required by design A because the P matrix resides

inside the Systolic processors. The Systolic array inputs 38.75 X h?‘*~
word, 36 words required as input of intermediate results, 2 5?;:54
words for the D vector, and 6 bits each for the 2 address \&_\.; ‘
buses. The array also outputs 36 words. Thus the Systolic array Eﬁg&‘
T

4 W
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uses 74.75 words every 200 ns (time unit). This means that the
array requires 74.75 x 2/200 ns = 373.75 Mbytes/sec bandwidth
bus. The buffer requirement is only for D and Mat vectors which

requires 288 bytes of memory.

4.5.6 Summary for VLSI design

First the algorithm was examined and the operations that
could be implemented on a VLSI computing structure were iden-
tified. The only compute-bound operation present was the
matrix-vector product (Mat = P D) and it was considered for
implementation. Two VLSI architectures, Systolic and Wavefront,
were considered for the VLSI computing structure. Due to speed
variations and clock skew factors the Systolic architecture is
better suited to this problem.

Two Systolic array designs for the 'Mat’ operation were
examined. A Table comparing the parameters of the two designs
is shown in Table 4.7. Each desigh had some advantages and
disadvantages and the choice depended on the resources
available.

The advantages of design A over design B were:

1) Takes less time to perform the ’'Mat’ operation. Design A
took 10.7 X s and Design B took 21.6 Ms, Design A reduced
the burden on the Host performing the remaining operations
(8.6 MOPS)

2) Required a simple chip to be fabricated. The chip performed
simple functions l1ike multiply-add and multiply-subtract.

The chip in design B had to perform additional functions
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Table 4.7 Systolic array system design summary for c¢-LMS algorithm

load

Systolic bus
bandwidth

4360 Mbytes/sec 373.75 Mbytes/sec

"3'5:‘
A
h"

S

puffer memory 5328 byties 288 bytes

| I I
| Design A | Design B !
I | |
| T |
Number of | 72 | 72 |
processors | | |
| | |
N Computational | 20 MoPS ! 10 MOPS |
' capacity/chip | | |
I | I
number of chips | 6 | 9
| | I
number of data | 608 | 216 |
pins/chip | | |
I | |
Time Taken for | 10.7 ps | 21.6 Mms |
Mat operation | | [
: | | |
Speedup factor | 48.5 | 48 ]
. | I |
! Host computational | 8.6 MOPS | 10.06 MOPS |
| I I
I I I
| | I
I I |
I I !
| | |
I I |
{ I |
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such as decoding of address to obtain the operands and

storing 72 bytes in each processor.

The advantages of design B over design A were:

1) Each chip required fewer pins for input/output of data than
that required by each pin of design A.

2) The Systolic bus bandwidth required was far less than that
required by design A, because P matrix is stored inside the
processors.

The Systolic design had interrelated system parameters. To
reduce the bandwidth of the Systolic bus, a slower PE was
needed. This means the time taken to compute Mat operation
increased which 1in turn, increased the computational capacity

of the host.

U"' J ..i:.‘.

4.6 Chapter summary
o \"‘\"
In this chapter various hardware architecture implemen- ﬂ&', n

tation were considered for the c-LMS algorithm. Evaluations of '

, ) ‘i‘g’n e
hardware architecture were performed to determine the %

suitability of the c-LMS algorithm for general purpose microp-
rocessor, Digital signal processor and custom designed VLSI
processors.

The general purpose architecture was found not suitable for
the c-LMS algorithm. This was concluded because the general
purpose microprocessor architecture’s arithmetic unit was not
tailored to optimize the multiply-add operation found commonly

in signal processing algorithms. Too many chips were needed
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(281) to implement the algorithm. 53$Q¢
Py W,
The digital signal processor architecture has its arith- bﬁrhﬁ
oy
o
metic unit tailored to perform the multiply~add operation. The 'V"V"
DSP chip chosen for analysis performed complex multiply-add at ?Jﬂ%ﬁ
.,
‘ Q.' .‘5
the rate of 5.7 MOPS. This resulted in a moderate complexity of 3:§&ﬁ
. v
23 for the DSP architecture implementing the c¢—-LMS algorithm. ittt
An architecture for the c-LMS algorithm 1in a 26 DSP chip ':»-:
e
environment was developed and it was found that an iteration §%§ )
SO
took 83.9 As to provide 1194 iterations during the period of SN0
100ms. This ensured, on a average, one convergence per 100ms ? }V!
D !"
when the HF channel was stationary. x:ﬂ‘
ql'gli
Next two VLSI architectures, Systolic and Wavefront, were "ﬁ
considered. Due to the 1lack of speed variations and clock éﬁ “‘
skews, the Systolic architecture was better suited than the Qirﬁ\
QRO
Wavefront architecture for the only compute bound operation “h
'Mat’ (matrix-vector product) in the c¢-LMS algorithm. Two }ﬁi

Systolic array designs were developed for the matrix-vector
product. Simple functions were needed by the custom VLSI
processors designed for the regular Systolic arrays. This
resulted in a simple processor design. Another positive
attribute was low numbered chips, 6-9 were needed to compute
Mat operation. The main problems encountered in both designs
were the need for large number of pins/chip, and high Systolic
bus bandwidth.

These analysis led to the conclusion that the DSP architec-
ture is best suited for the c-LMS algorithm. With the advent of

more powerful DSP processors, the complexity of the DSP
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5.0 HARDWARE ARCHITECTURES FOR UPDATE COVARIANCE ALGORITHM e
DGyt

The purpose of this chapter is to discuss the various '-233
‘LQHQf

l-ardware architecture implementations for the Update covariance ®
4

algorithm, to study the feasibility of these architectures, and .;;;EE;;E:E:!
, e

to recommend suitable architectures. 1In section 5.1 a brief TRYX '

introduction to the Update covariance algorithm 1is presented.

The algorithm that 1is to be implemented by the hardware is g&géz
discussec. Section 5.2 presents an initial loading analysis for g?§¢ﬁ
the Update covariance algorithm. This analysis provides a 5"=F‘
method for determining an initial estimate on the computational gﬁgﬁ;
loading required by different functions which constitute the a&g&g
algorithm. The 1loading analysis 1is performed for various mﬁf‘
?5 hardware architectures. The hardware architectures considered *gﬁgg
2 were the general purpose microprocessor, the digital signal :jﬁh&
3 processor and the VLSI architecture and are discussed in sec- : &;h
. tions summary discussing the feasibility of these architectures sﬁggﬁ
: and a recommended architecture is discussed in section 5.6. 5 'ﬁ%
A
O
. . ".'
5.1 Update covariance algorithm
Both the LMS and constrained LMS algorithms circumvent pyﬁ'
computational problems associated with the direct calculation .N‘
of a set of weights by using effective estimates. The simpler ,ﬂ@ﬂ&
calculations that result allow them to frequently update the "»ﬂ%
weights in order to compensate for the time-varying environ-
ment. Recursive processors such as the Update Covariance algo- EHEE:
rithm [(25], can also be used to avoid these computational ﬁké&;
difficulties. These algorithms recursively perform matrix ?Fﬁ::ﬁ
} oy
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inversion so that direct matrix inversion is never required. ;ﬂ?f
Although they also avoid direct matrix inversion, recursive
processors represent a significant departure from the algo-
rithms previously discussed. g&}

The optimum weight solution given by Weiner-Hopf can be N
expressed as

W = R P

-opt -XX -
The Update Covariance algorithm estimates the sample covariance
matrix rather than rely on gradient methods that asymptotically
approach an optimal solution. For stationary environments these
recursive procedures compute the best possible selection of
weights (based on least-squares fit to the data received) at
each sampling instant, while in contrast the LMS method is only
asymptotically optimal.

The operation of this algorithm can be described as a
series of complex computations solely intended to calculate the
optimal weight solution. As the name implies, the Update
Covariance algorithm uses the sample covariance estimate, R, to
summarize the effect of de-emphasizing the past data. The new
sample covariance matrix estimate is given by

X T
R (k+1) = AR (k) + X (k+1) X (k+1) (5.1)
-XX -XX - -
The new estimate is equal to the new computed value
X*(k+1) XT(k+1) plus the past estimate scaled by a factor of

aﬁ.cﬁis a number between 0 and 1 that is used to determine the

significance of past data. The inverse estimate then becomes
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-1 x T -1
R (k+1) = 1/4 [R (k) + 1/X X (k+1) X (k+1)] (5.2)
-XX -XX - -

Note that calculating the inverse in this manner however, would

require matrix inversion, which is due to its complexity is a

procedure to be avoided. Therefore, it is useful to invoke the

following matrix identity

‘ -1 xT -1 -1 xT *T -1
[P +M Q@ M] = P-PM (MPM + Q] M P (5.3)

This identity is applied to equation 5.2 to obtain R (k+1)

-XX

in the form

- -1 X T -1

N R (k) X (k+1) X (k+1) R (k)

; -1 -1 -XX -XX .

' R (k+1) = 1/x [R (k) - -——==—~——mm ] (5.4)
-XX - XX T -1 *

KA+ X (k+1) R (k) X (k+1)

kN
o

% The optimum weight solution can then be found by utilizing the

wWeiner-Hopf equation

A-1
W = R P
-opt -XX -

Multiplying both sides of equation 5.4 by the vector P vyijelds

the Update Covariance weight Update equation.

-1 x T
R (k) X (k+t1) X (k+1) W(k)

W(k+1) = 1/0 [W(K) = ==—==—m=mmmmmmom oo 1 (5.5)

-
A+ X (k#1) R (K) X (k+1)
) Cex -

\ : : . : S
; Thus the hardware implementing the Update Covariance algorithm RHAhE
N

has to follow these two steps:

1. Estimate the inverse sample covariance using equation 5.4 T
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2, Calculate weight solution using equation 5.5

5.2 Loading Analysis

The 1oading analysis [14] was performed for the update

-
et
4.‘:‘:'.5;' < :

[
-7 7

Ar &k &
R
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covariance algorithm. This 1includes determining the input

l"
.
>

requirements, execution time budgets, computational loading and

memory requirement for the update convariance algorithm.

5.2.1 Input requirements

The Update covariance algorithm implementation involves Wﬁﬁ?w
solving the equations to update the covariance matrix and then
form the optimum weights. The algorithm are decomposed into
manageable functions and are indicated in Figure 5.1. As seen
in Figure 5.1, the update covariance aigorithm exhibits paral-
lelism which can be exploited to reduce the computational
burden. Still during every iteration the covariance matrix, the
weights have to be updated. This gives the algorithm a input-
output latency and the time allocated to this latency needs to
be determined. The adaptation process of obtaining a new set of
’optimum weights’ and the covariance matrix was considered as
one convergence. The average number of iterations that the

algorithm needs for one convergence, determined by simulation

studies (1], 1is 26. Using the HF channel constraint, that the

RS
, AT
signals can be considered stationary for 100ms, imposes the ot .‘
. . . : . SNEN
condition that the set of optimum weights and covariance matrix gﬁ W
o
O
should be obtained during this period. This makes the ite-.ation k&i¢
\ 4
. . _ AAL Y
time for the Update covariance algorithm 3.8 ms. P
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A
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Figure 5.1 Partitioning of Update covariance algorithm
for hardware realization
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The input requirement of the system implementing the update y

N

. . AN
covariance algorithm has now been determined with a sampling 3%&;«»

5
Ve s!

period of 1/3.8 ms. Although the algorithm requires more T e
PN a0
computations than the c-LMS algorithm, the parallelism ;ﬁ'jﬁ&
AN
exhibited by the update covariance algorithm and its gggﬁ%&
RS
: W WO

requirement of 26 iterations for a convergence, reduces the P
" .!"
complexity of the system. ﬁt »\*
) l.,
R

5.2.2 Execution Time budgets

l"..‘l'!
Once the input requirements are determined, the functions fﬁ i
) o.l,o,"c (]
constituting the algorithm have to be calculated once every 3.8 '*m J
m
ms. The time budget to be allocated to each function can be .
determined by finding the number of real operations required by “#“\
'o. W
each function. The following summarizes the regquirement for é\qk
ey
each function: ;
OO
. . O '
-1 X Rt ahﬁ
1) A =R (k) X (k+1) 23'21!
-XX - el
2 ®
This function requires 36 complex multiplications and 36 x ;fw“,;
35 complex additions. To obtain X , 36 real subtractions ﬁ%ﬁﬁ%
2 $k._l\"
are required. Therefore, this function requires (36 x 6) }E-ﬁ%
®
+ (36 x 35 x 2) + 36 = 10332 real operations which is RedCes
n, ‘A ) i.\
composed of 5184 real multiplies and 5148 real adds. i&g&%\
T SR
. AN
2) Denom = X (k+1) A + X
. s
This function requires 36 complex multiplications and 35 X
T .\*’i ..l
complex additions to perform X (k+1) A. The final addition Eﬁ%ﬁgg
N N -
with Xrequires one real add as X is a real quantity.
TR
ERANG N
AYNION
")."\. \‘ 1
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Therefore this function requires (36 x 6) + (35 x 2) + 1
287 real operations which is composed of 144 real
multiplies and 143 real adds.
3) C = A/Denom

First 1/Denom is obtained. It requires 2 real
multiplications, 2 real divisions (considered equivalent
to muitiplication), and 1 real addition; that gives a
total of 5 real operations. Later 1/Denom is multiplied
with A to obtain C and this operation requires 36 complex
multiplications. This means this operation requires ( 36 x
6) + 5 = 221 real operations which is composed of 148 real
multiplies and 73 real adds.

T -1

= X (k+1) R (k)
-XX

This function is a vector-matrix multiplication and
2
requires 36 compiex multiplications and 35 * 36 complex
2
additions. This results in (36 * 6) + 2 (36 x 35) = 10296

real operations which is composed of 5184 real multiplies
and 5112 real adds.

5) Mat = C x B
2
This function requires 36 complex multiplications which
2 .
gives ( 36 x 6) = 7776 real operations which is composed

of 5184 real multiplies and 5112 real adds.

-1
6) R = 1/ [R (k) - Mat]
-XX
-1 2
[R (k) - Mat] requires 36 complex subtractions and later
~XX
as each member of the matrix has to be multiplied with the

s“ "’k n."

@ ﬂ ' ﬂﬂ
REARR s “.-‘\n.. X '. 0
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real quantity &, this operation requires 2 x 362 real
multiplies. Thus this function requires (362 x 2) + (2 %
362 ) = 5184 real operations consisting of 2592 real
multiplies and 2592 real adds.

T
7) D=X W

This function is similar to function Y and requires 286
real operations.

8) E=C *xD
This function requires 36 complex multiplications and in

total requires ( 36 * 6) = 216 real operations consisting

of 144 real mulitiplies and 72 real adds.

9) W= 1/ [W- E]
The operation (W - E) requires 36 complex subtractions.
Later each member of the vector has to be mu]tip]iedAwith
the real quantity X ; this operation requires 2 * 36 real
multiplies. This function’s total is ( 36 x 2) + ( 2 * 36)
= 286 real operations consisting of 144 real multiplies
and 142 real adds.

These observitions are tabulated in Table 5.1. The Table also
2
indicates that the Update covariance algorithm requires 3.5 N
2
+ 4.5 N complex multiplications and 2N + 2N complex additions.

5§.2.3 Computational loading

The coumputational 1loading 1is obtained by dividing the

number of real operations required by the function by the time

- 157 -

..... sy
T L UL '\"k.-’
¥ n‘b LSO Hh" ) N -."\I'"w SN 'sv.-\.\,.s.
.:c e ':.k:.».m.a...'. .‘,..m'n .i.‘,'.u."ﬂ:u :‘un fo,.“.o‘.:,h '. t.,. ‘\' :‘ o Nl ‘-" J‘{:{: ._\“\.j " :;';5
N af'.';*‘v:‘,a?b.vv:.3:“o‘:‘o " " n.» ,'.o e ,o.159 e '.' e .n,.. . o~

oyttt ey '

SN RGO ‘ 0N, ~' l"l. 6’\ "l Wy 5. 0|I|'.Q " " “I .. "lt:"".'p'.‘ “:‘“'0. 2":?[' "."0'..!.#'.'0. y. :‘I l‘-‘lo o |. -' N.

........



PN HERE N RIS JOUIER RIC PRI UATU Y UM LY USCMTY o WK w00 M YO SE O TOR ZUCROT SR TOR N e o R O o R KO P TR ';"‘l
J

Table 5.1 Computational complexity of Update Covariance Algorithm

Real
Adds

Real
Multiply

Real
operations

Functions Complex

Multiply

N
¥

10322
287
221

10296

7776

5184

286

216

144

5148
143
73

5112

2592

2582
142
72
72

5184
144
148
5184
5184
2592
144
144
72

Denom

P

Mat

Y

Z2Z2Z2Z2Z222Z22Z
N
N

N
[N)

o
1121 1122
»
, 7 =3
4??
%‘
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budget allocated to that function. Computational 1loading 1s 5rq4*
Qo
discussed in later sections. ,”ﬁﬁw
|’k|‘.'='.:;="
af AL
®
N Y, ) '.I '
5.2.4 Memory Requirements sﬁg@ﬂ
QO RN
oo
An initial estimate on the memory requirement of the update E?ékﬁ
2 i" l’
. . . . alatl
covariance algorithm can be obtained. The algorithm requires N
. a" 00
+ 2N complex words of storage. X and W each require N complex ?. w&
- 1 2 b ) 8
words of storage and R requires N complex words of storage. L'#&ﬁ
. . ittt
Note that because storage of intermediate resuits are °
. v Y ¥ |'I‘
necessary the memory requirement depends on the hardware §3$%§$
M
OO
architecture considered. ":::évé""a
nhhhe
@
. . . 8? WA
5.3 Microprocessor Architecture Implementation . : ﬁﬁ':
O T
OO M0
In this section the general purpose microprocessor 'é£k§$
'. '.‘ 3 %‘
O
architecture was evaluated for the Update covariance algorithm. ;
"' fab’ q
The microprocessor used was MC 68020 [2], state of the art 32- {ﬁ‘
|\'|
bit microprocessor, which has a cycle time of 60 ns. ﬁ“'ﬁ
\'0‘! 'af"t
@
| ‘.‘li.‘%'..
5.3.1 Initial Assessment on the Complexity {?$ﬁ§
Ly et
&
The complexity of the hardware implementing the algorithm 7*‘2

is a function of
1) the number of operations the algorithm needs for
an iteration, i.e., computational bounds
2) the time allocated for the iteration, i.e., input

requirements

.A‘ 4 & { :

:‘-‘,‘\R

! A
AN ,.M

3) the architecture implementing the algorithm, i.e.

architecture considerations.

}if.ﬁ.\::'w
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wWhen all these issues are taken into consideration, an estimate .Jﬁﬁg
on the number of chips (microprocessors) needed by the system .
implementing the algorithm can be obtained. The complexity of
the system implementing the algorithm 1is indicated as the
number of chips needed by the system. The loading analysis of

the algorithm in the microprocessor architecture environment

can be performed.

5.3.1.1 Execution Time budgets
Factors that play a role in determining the complexity of
the system due to the microprocessor architecture are:
1) the ratio between the time needed to do a multiply

? operation and an add operation

| 2) with regard to update covariance algorithm the speed

; of the microprocessor given in miliions of operations

4{ per second.

.; Table 5.2 provides a summary of the following discussion. The
first column shows the partitioned algorithm. The second column
gives the number of real operations for each function and the
third and fourth columns gives the required number of real

multiplies and real additions for each function.

|

The microprocessor chosen has a multiplication and addition
time ratio of 6 : 1. The effective number of operations column
is obtained by performing (number of real multiplies) *x 6 +
(number of real adds) for each function. The effective number “
'; of operations for each function represents the function in E:f‘::\
j terms of adds. These provide the true complexity of the ﬁa%fi
\3&:4
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function when implemented 1in the microprocessor. This 1is
indicated in column 5 of Table 5.2.

Because the algorithm exhibits parallelism, there are two
sets of processors implementing the algorithm. It can be seen
from Figure 5.1 that functions A, Denom, C, Mat and Rxx operate
with one set of processors (set #1) and functions B, D, E and W
operate with another set of processors (set #2). Notice that
for the set #1 processors to operate Mat function, they need B
vector (the result of B function) from the set #2 processors.
Similarly for the set #2 processors to operate function E, they
need the C vector (the result of the C function) from the set
#1 processors. Thus, there exists a data exchange between the
two sets of processors.

One iteration of the Update covariance algorithm can be
thought of as taking place in two phases. During the first
phase functions A, Denom and C take place on set #1 processors,
during the same instant, function B operates on set #2 proces-
sors. At the end of phase one, the two sets of processors
exchaige data, i.e., set #1 provides C vector to set #2 and set
#2 provides B vector to set #1. During the second phase, set #1
processors operate functions Mat and Rxx. During the same
instant, set #2 processors operate functions D, E and W. It can
be seen from Table 5.2 that set #1 processors compute in total
89844 operations (see column 5 of Table 5.2) and set #2 proces-
sors compute in total 38662 operations. Thus, as set #1 proces-
sors compute more number of operations than those computed by

set #2, the execution time budgets are dictated by the set #1
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processors.
During phase one, set #1 processors compute 38004

operations (functions A, Denom and C) and during phase two,

. . ( , ‘r
computes 51840 operations (Mat, Rxx). The total time for an ﬂ#ﬂﬁﬁ

N

iteration is 3.8 ms. The time is divided between the two phases

proportional to the number of operations needed. This results

A
in phase one assigned (38004)/89844 = {1.61 ms and phase two 'ﬁf ﬁ:
el
assigned (51840)/89844 = 2,19 ms. Once the time allocated to ::2::3:
Rk
each phase 1is determined, then the execution time budgets of ; PS

vt
each function constituting the phase can be obtained. Each fﬁ#“ﬂ
function of phase one is then allocated a portion of 1.61 ms.

Function A is allocated (36036/38004) x 1,61 ms = 1.524 ms,

| )
. . / ;:f.:.‘i:l‘l
function Denom is allocated (1007/38004) x 1.61 ms = .0426 ms A
and function C is allocated (961/38004) * 1.61 ms = 0.041 ms.

Similarly functions constituting phase two are allocated a
portion of time 2.19 ms. Function Mat is allocated
(33696/51840) * 2.19 ms = 1.425 ms, and function Rxx is
allocated (18144/51840) *x 2,19 ms = 0.7674 ms.

Time has to be allocated also to the functions performed by
set #2 processors. As stated earlier, the 1.61 ms is allocated
to phase one. During this phase, set #2 processors operate only
function B. Thus function B has a execution time budget of 1.61
ms. Allocated to phase two is 2.19 ms and during this phase,
set #2 processors operate functions D, E and W, a total of 2446
operations. Thus, function D is allocated (1006/2446) * 2,19 ms
= 0.9 ms, function E is allocated (936/2446) x 2.19 ms = 0.84

ms8 and function W is allocated (504/2446) x 2.19 ms = 0.45 ms.
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5.3.1.2 Computational loading %.
The entries of the computationail loading column of Table “&::

5.2 is obtained by dividing the unweighted number of operations ;;.&

(entries in column 2) by the 'time budget' for that function, Qﬁ;.
For examplie, for function A the estimated computational loading :;;:a

is obtained as et
10322/1.524ms = 6.77 MOPS. R
To determine the number of chips needed for each function, ﬁ%i,j
the speed of one chip with regard to the update covariance mﬁhﬁ
algorithm must be obtained. As can be seen from column two from Etﬁé?
Table 5.2, functions A and B constitute the major portion of ﬁ&?“;
: the computations involved. The basic operation needed to per- ;&h.A
i: form these functions is a 'complex multiply and complex add’. ;?iééi
| The speed of the microprocessor with respect to Update ;;ﬁi#
covariance algorithm will thus depend on the time the microp- ﬁggt{
rocessor takes to complete this basic operation. The microp- 2§jfﬁ
rocessor performs this computation at a speed of 0.5 MOPS. : ‘é.::,::.'
Using these computations the number of microprocessors hﬁ% 5
) needed for each function can be determined. For example, the %ﬁw,ﬂ
{ minimum number of microprocessors needed by function A is Ef&Q';
; 6.77/0.5 = 14 microprocessors. v §§§k¢
i The number of microprocessors required by other functions is Eﬁ%;&:
{Z indicated in the last column of Table 5.2. Remember that ggigr
' functions A, Denom, C, Mat and Rxx operate on set #1 proces- iﬁﬁif
T sors. Which means the number of processors (or microprocessors) ﬁ;é%’
;i required by the set #1 will be determined by the function ( Eﬁ%ﬁi
: operating on set #1) which requires the largest number of zi?ﬁk'
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microprocessors. It is seen that functions A, Denom and  Rxx
require 14 microprocessors each set #1 contains 14 microproces-
sors. Now we have to determine the number of processors
required by set #2. The functions operated on set #2 are B, D,
E and W and it can be seen that function B requires the largest
number of microprocessors, which 1is 13. Therefore set #2
consists of 13 microprocessors. Because total microprocessors
required by the Update covariance algorithms is the sum of
microprocessors required by set #1 and set #2, the minimum
number of microprocessors required by Update covariance é1go-
rithm is 27.

As noted previously the complexity of the architecture is
determined by the number of chips required by the algorithm.
The complexity of the Update covariance algorithm using the
general microprocessor architecture was found to be 27. The
complexity is high when compared to the following analysis of
the DSP architecture. Data communication among the 27 chips
introduces data overhead which was not included in the
execution time budgets. It can be seen that more than 27
processors will be needed to bring the iteration time to 3.8
ms. Due to the high complexity (when compared to DSP chip) the
microprocessor architecture is not considered favorable for

impiementation of the update covariance algorithm.
5.4 DSP architecture implementation
In this section the digital signal processors (DSP)

architecture is evaluated for the update covariance aigorithm.

- 165 -

" - -‘ ‘*"
- ,‘s‘:“usﬂ,a. YOty ‘h..\l‘c ] .'. l.. )‘\I\"q. JC\* .-‘l \ 'P\ \.‘*‘
‘\ $ AL \.l"l.‘ 1.\.3‘\.0." " " ‘f‘ & Pty '\: ’ ~T
» ,.\’; t‘.‘l‘..t 0 Q‘l 2,0 ,.0 ) "'
, » Wy W4 AL 0 g\, t l " ety
‘h,’,.\ sttt I XN Baatad 0 ':‘ o "
; ottt e t‘u‘.t.t‘ .A. l.‘ h‘ Aty "‘"

S

AT

,
2,
SRR
AN
ll'.‘

RN

“1 &

v‘, ’,
LI §

Id

P
>,
.

t
>
L
ey
-

b
| ]

5 5 X5,

AY
.
a

4

' -‘”

i )!:

Y
>4 l';i. .

» "
{;(’
Tatalara

v
s
I‘:’
Py

» l"

=
s
o]

P
[
?..‘

“':“
&

)

»
.3

=
&'

>

S

ol
%
2

aN

4

-?x.? -
7
2

’




The DSP chip chosen for this analysis was the LM32900 [3] which ﬁ?éﬂ&g

e

. > }

has a cycle time of 100ns. . j}k e
e

' .
5.4.1 Initial Assessment of the Complexity %h s.
l.u
An 1initial assessment of the complexity of the update ﬂﬂm ﬂ’
o

convariance algorithm employing DSP architecture can be .hh..
configured, as was done with the microprocessor architecture g¢§¥h :
T
evaluation. The complexity is determined by the number of DSP oy 0

chips and takes into account the following issues.
1) the computations the algorithm requires per iteration
2) time allocated for one iteration

3) the characteristics of the DSP architecture

5.4.1.1 Execution Time budgets

Table 5.3 gives a summary of the discussion which follows.
The first four columns are filled as they were 1in Table 5.2.
The time needed to perform an addition is the same as a mul-
tiplication for the DSP chip. This means the ’effective number
of operations’ column (column 5 of Table 5.3) is simply the sum
of the number of additions and multiplications needed by that
particular task.

The procedure in allocating the time budget is similar to
that done for the microprocessor architecture. Two sets of
processors, set #1 and set #2 operate in parallel to perform an
iteration of update covariance algorithm in 3.8 ms. Functions
A, Denom and C require 10830 operations, and functions Mat and

Rxx require 12960 operations. Thus, the time allocated to phase
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one is (10830/23790) *x 3.8 ms = 1.73 ms, and the time allocated

to phase two is (12960/23790) * 3.8 ms = 2.07 ms. The execution

time budgets of functions A, De om and C are allocated a por-

tion of 1.73 ms. Thus, function A is allocated (10322/10830) * NR§
[ )

M 1.73 ms = 1.65 ms, function Denom is allocated (287/10830) x

N 1.73 ms 0.045 ms, and function C is allocated (221/10830) x

ms = 0.035 ms.

Execution time budgets for functions Mat and Rxx are

Thus function Mat is allocated

allocated a portion of 2.07 ms.

-
P

(7776/12860) * 2.07 ms = 1.242 ms, and function Rxx is ::g::‘.':::
L)
R
:.l’.‘i':\
lQ:'.:Q:\:t

Fa).

Dy

-

allocated (5184/12960) *x 2.07 ms = 0.848 ms. Because the set #2

-l

perform function B during phase one function B has

o’

processors

During phase two the set

an execution time budget of 1.73 ms.

I
- r4 ‘

#2 processors operate functions D, E and W. This means that the

e e e e k)

time budgets for function D are (286/646) x 2.07 ms = 0.92 ms,

for function E are (216/646) * 2.07 ms = 0.69 ms and for

function W are (144/6464) * 2.07 ms = 0.46 ms.

5.4.1.2 Computational loading

The computational loading demanded by function A is

10322/1.65ms = 6.26 MOPS.

The computational loading demanded by other functions is deter-

! mined in the similar way and is indicated in column 7 of Table R

5.3.

The number of chips required by the algorithm can now be Jbﬁv

[
; determined. As noted earlier, the speed of the DSP chip can be

determined by the time it takes to complete a compliex multiply
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and add. The DSP chip requires 1.4 s to complete the required 8 gﬁ%ﬁw
v e
operations, that makes the speed of the DSP chip with regard to b “ﬁ.k;

the Update covariance algorithm is 5.7 MOPS. Using this infor- e
mation the number of chips required for function A is 2. It has ;, oy
been found that set #1 processors require 2 chips and set #2 Ewﬁf.f
processors require 2 chips; in total the algorithm demands 4 “3§hﬂ}
DSP chips.

Though the number of operations invoived 1in the update
covariance algorithm is large when compared to the LMS and the
c-LMS algorithm, due to parallelism present, the complexity of

the algorithm using DSP architecture has been shown to be low,

4. The low complexity led to the design of a system architec-

. . . , . RN
ture. This system architecture aids in determining whether ANt
o
o,
. . . . . L
communication overhead is present. This enables one to detemine Ly
\J

L

|3

e

if the complexity of the algorithm is increased by the addit-

ional computational capacity introduced by the communication

-
Yy
-

..:J‘";?
; 1—%&

overhead. The memory requirement for data storage 1is next *-;ﬁﬁ
1
Ly
determined. The data storage requirement depends on the system .'J'
FAr R A
architecture designed. Qﬁgg
et
p:&&gb
.&%& ;
By A
5.4.2 Implementation considerations R
It has been determined that the update covariance algorithm ffa
'~
A

needs 4 DSP chips for a design using 36 antenna elements. One

possible arrangement of the DSP chips is shown in Figure 5.2. Mo
: . N . . . . . '—’ :vj.v’ u
With the algorithm partitioned into various functions, the job tjﬁgﬁ,
A
. , . . . ?: o ’:‘g ‘
now is to allocate the various functions among the 4 DSP chips. AP ATND
AL
fa . . . . ) l» o ‘,\ (,'\- '~
The partitioning and allocation of the algorithm in this '*'“;
T AN
N
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Figure 52 DSP implementation of the Update Covariance algorithm N

nm e
l | | |

8 SET #1 SET #2

]
[}
\
[}
[}
4
[}
[}
2

M

Y ™M |

B o[ [ G

P

PE
#4

[

SM - Shared Memory
‘ PM - Private Memory
PM PE - Processing Element

(DSP chip)

2
p=
2}

. v
LT ol O

LA

Rl S .
“
L]
'y )
<
/s

1’ - 170 -

o .. .': W’-.'h'.u
' s ‘\ .Ql |
i s’ ’ l X l‘ % . .
~ AN ..i .‘. 18%,0

\ ‘\ -‘\n
~-.f"~ ""; i -\"-\."

l' ‘.l"'. .‘
"\.
lt“"ﬂ' W 'll .t"“..‘l l'l ".:, \.F




NG UL UL N NUNU N U NG U Y

environment is shown in Figure 5.3. Each complex quantiﬁy is

represented as 16 + 16j i.e., 16 bits for real and 16 bits for
imaginary. To start the algorithm a copy of the input samples X
was provided to each DSP chip. Note that DSP chips #1 and #2
belong to set #1 and DSP chips #3 and #4 belong to set #2. The
functions A, Denom and C were each broken down into two equal
parts as shown in Figure 5.3 and DSP chips #1 and #2 compute
each part. If necessary DSP chips #1 and #2 exchange data to
compute a function. During this same period while chips #1 and
chips #2 are computing, functions A, Denom and C, chips #3 and
#4 compute function B. Because two chips are allocated to this
function, the computational 1locading is divided equally among
the two chips.(Figure 5.3) Remember the complete B vector is
obtained only when the intermediate results obtained from chip
#3 and chip #4 is added. This operation is performed by chip #3
and chip #4, this means both chips now posses a copy of the B
vector. Phase one operations are now over.

The two sets of processors now exchange the data, C vector
and B vector. No CPU cycles are lost in this data exchange as
the data that are to be exchanged are placed in common memory
to both the sets of processors. The phase two operations now
begin. Chips #1 and #2 perform Mat and Rxx, and the

computations are divided equally among the two chips. (Figure

o o d e wagtg |

5.3) At the instant the covariance matrix is updated, chips #3
and #4 perform the functions D, E and W to update the weights.
The functions are divided among the two chips as shown in

Figure 5.3.
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Figure 5.3 Partitioning of the functions of the update “\:"".
covariance algorithm to DSP chips t_v‘%”‘
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Now the code is written for each of the functions. The time :3%?

taken by each function when operated 1in this environment is h;%ﬁ

determined with the aid of the function time scheduling (see ,ggﬁé

Figure 5.4). The iteration time obtained is 2.65 ms which is é?é%

less than the iteration time of 3.8 ms imposed by the HF %g%%
constraints. The time taken for each function in the system and . ﬂkﬁ

the computational loading/chip for these functions are given in ﬁ)ﬁﬁ

Table 5.4. Some results can be observed from this table. The y;afi

time taken by each function is less than that obtained from E";i

gg execution time budgets analysis. This results because 1in the 1%5
§ loading analysis, the functions required somewhere between one fﬁkﬁ
:E and two chips to compute. In the system described previously 2 ﬁ¥%ﬁ

chips were used for each function, thereby, as more computat-

N
> rd
&

f":—
v
[
e

ional power is available, the time taken by the functions are

_"4',,1
Y Dt
S A

iy
Pots
[

less than that obtained in the initial loading analysis.

:’ The operation which was used to determine the speed of a E‘.{;
?: DSP chip for the update covariance algorithm, was a ’complex Eﬁa?é
multiply and add’. This provided a speed of 5.7 MOPS per chip. ;';'
%ﬁ As functions A and B use this basic operation repeatedly, the EE?:.
;E DSP chips operate at near full speed while computing these tﬁ%ﬁ.
b e
“‘ functions. Mat function requires only complex multiply and """‘"-f'
%E involves no complex add, therefore the speed of the DSP chip g%-r‘
;§ while computing this function is 5.99 MOPS. Note that while fﬁ%;i
A computing Rxx the chips operates at 2.5 MOPS. The chips :Ei'f
ii operates at this speed because this function requires isolated }”{‘*
;% subtractions, and as in a DSP chip, a subtraction requires the éjj&ﬁ
\ same amount of time as a multiplication. This reduces the ???“s
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Figure 54 Function scheduling diagram in the DSP
architecture eavironment for the Update
covariance algorithm
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Table 5.4 Timing summary of DSP architecture implementation ®
of Update covariance algorithm \uc A

Execution
Time (ms)

Functions Computational

loading/chip

A
Denom
C
B
Mat
Rxx

0.9164
0.0268
.0237
.9075
.6483
.037

.0266
.0182
.029

5.63
5.35
4.767
5.673
5.99
2.5
5.375
5.934
2.5

OCOoOOHOOO

%
o
-

(%
0
Table 5.5 Processor Utilization for the DSP architecture e S R
consideration of Update covariance algorithm R

Idle
Time (ms)

Processor
utilization

Processors

100 %
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performance of the DSP system. As the most combutatioﬁa]]y gaﬁﬁsx
intensive functions, A and B are operated at near full speed, (* “@ﬁ
it can be said that the chips in the system are used effic- ;'Ja'bﬁ
jently. In fact we can determine the chip utilization [8] in as&ggff
the 4 chip system. Table 5.5 shows the utilization or fraction a§3$$2ﬁ
busy time and the idle time of each chip used. The chips #1 and “w:“é%
#2 perform similar activities and are operational the whole Egggiif
iteration time. This resulted as chips #1 and #2 perform the ?Eigg;:
functions A, Denom, C, Mat and Rxx which dictated the execution :Tdmifj
time budgets as discussed earlier. Therefore, chips #1 and #2 ?ﬁﬁé&g
operated at 100 % wutilization. Chips #3 and #4 perform %?ﬁi%ﬁ%
functions B, D, E, and W which are in total less computationa- ! .;
11y intensive that the functions operated by chips #1 and #2. jj*$§{
This can be noticed in Figure 5.4 where the chips #3 and #4 are Sé%%ﬁyw
idle 1.674 ms of total iteration time of 2.665 ms. This means gr;:ai
chips #3 and #4 operate only at (2.655 - 1.674)/2.655 = 0.37 or Eﬁégé;:
37 % utilization. The overall processor utilization of the 4 E;&;?;:

chip system is found to be

4(2.655) - 2(1.674)
4(2.655)
The data memory needed by the update covariance algorithm

when implemented in this system is 12.1 Kbytes (each

)
complex word is represented as 16 bits real and 16 bits :f
imaginary). Mat and Rxx each requires N2 complex words of %Eﬁ&ﬁ%_
storage, X requires 144 complex words :f storage (remember a Eéﬁ;ghﬁ
copy of X is provided to each chip), X requires 72 complex f,-?_-':"
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words, A, W and E each requires 36 complex words, C requires
72 complex words cf storage and B requires 108 complex words
of storage.

In summary, an evaluation of the update covariance algo-
rithm using DSP architecture has been performed. The complexity
of the algorithm was determined to be 4. A system architecture
employing 4 DSP chips was designhed and the resulting iteration
time was 2.655 ms. The system performed 37 iterations during
100ms, ensuring on an average one convergence during this
period. The data storage requirement was determined to be 12.1

Kbytes.

5.5 VLSI Architecture

This analysis starts with the identification of the compute
bound operations. One of the compute bound operations to be
impiemented in a VLSI computing structure 1is a outer-vector
product. The Wavefront architecture was found to be more
suitable than the Systolic architecture for this outer-vector
product. Next the Wavefront array design is presented for the
compute-bound operations belonging to the update covariance

algorithm. Finally the reasons for the selection of Wavefront

architecture for the update covariance algorithm are presented.

5.5.1 Algorithm considerations
To aid in identifying the compute bound opertions, the

algorithm is broken down into the following operations.
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1. A= R (K) X (k+1); B = X (k+1) R (k) N

LV )
o

Each function is a vector-matrix multiplication and the result

®

: R
is a vector. Each function needs O(N ) multiply-add steps and ptilas
2 >N

, . Wi

requires O(N ) input/output elements. When the order is the o ﬁﬁé
W . .I.‘

same, then we have to consider if the data once accessed from ' e
BT N
g memory can be used many times in the computing structure. It %é%;:f
T X )l‘,&. : i
: can be seen for the A function that the elements of X once i?JQiQ
: -1 * T

accessed can be used for each of the row of Rxx(k) and X °
[ A,
v multiplication. It can be seen for function B that the tﬁﬁ%ﬁw
‘ T NN
SN
’ elements of X once accessed can be used for each of the hé;ﬁﬁﬁ

. -1 T o 'a s

column of Rxx(k) and X multiplication. Thus the functions A

)
« v el
: and B can be considered to be compute-bound and therefore can ﬁjﬁjq
; :"-:‘(\"' W
R . R PAC
be implemented in VLSI computing structures. 3&§@ﬁ§
T T 'l.‘;.*a“‘.a-
L J
2. Denom = X (k+t1) A ; D = X (k+1) W(k) ROANLY,
LIRS AY |
Each function is a inner-vector product and the result is a :ﬁ%ﬁf
; AL
E scalar. Each function needs O(N) input-output elements and ﬁﬁ%%'%
®
O(N) multiply~add steps. It can be seen that. data once Tﬁg,'ﬁ'
‘ accessed from memory has no more further use. Therefore these Lvi,,
]
functions are not suitable for VLSI computing structures. Eﬁb’ﬁh
®
3. C = A (1/Denom) ; E=CD §§E§¥‘
&) )
Each function is a scalar-vector product and the result is a }b:igh
A S N
vector. Each function requires N multiply steps and 2N+1 §ﬁ3ﬂkl
®
input-output elements. Therefore these functions are not SRR,
IR
! v P
suitable for VLSI computing structures. v?ﬁﬁk:
L) ‘f Y

5. Mat = C B

S s O Sy
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This function is a outer-vector product and the result is a
2
matrix. This function needs O(N ) input-output elements and
2

O(N ) multiply steps. This function is compute bound as both
the vectors once accessed can be reused until the computations

are completed.

-1
Y
6. Rxx = [Rxx(k) - Mat]
2
This function is matrix-matrix subtraction and requires 3 N

2
input-output elements and N subtractions. This means that

this function is input-output bound and is not suitable for
VLSI computing structures.

7. w'= [W(K) - E]

This function is a vector-vector subtraction and requires 3N
input-output elements and N subtract steps. This function is a

input-output bound operation.

The discussion performed is summarized in Table 5.6. Thus
the VLSI computing structures for the compute bound operations

A, B and Mat are designed in the next section.

5.5.2 Wavefront Array Design
As previously determined the Wavefront architecture [10]
was chosen for the Update covariance algorithm. The important
Wavefront array system parameters to be determined in this
section are:
1) arrangements of the PE's to compute each
compute-bound operation

2) computational capacity of the PE

- 180 -

W W N . TR N AN P RN N L N N L M W R, e e, A" A" ™ e "4~ e w P » m m e
Al G B B N N L A
Q.."" |~.. ’~ ’\nﬁ'\. '("’ﬂ}".'\'(" *.-.\-.". *.v‘f_-x-\‘f.-\'.".v_-\:.‘."-‘.-\.
OOOLOGOK) » a D R . . A e N N
.“.‘ L 'l'l'. W _1".-,'4' L 2 A I A S RV AP A o MR 5
O AGROSOAON i L N e AL G IR W SRR
st et e B i M P R UL R
datatedalatety Chwi L Pl WY ‘ .LR;LI‘_ P LT D N DN W BV I RaTont ST e SR

) | 4

h
)

v
BAAR S

'.- ‘:'_-“;‘J -" o7
LA NS
n"'.-
» .
Ay

® S

!

Il

oy
g

LS
.I .i

WAL
2y *x

‘s

L]

¥
[}

LS

P4



List of compute-bound and Input-output bound
functions belonging to Updats covariance algorithm

Functions Type of
operation

Number of
computations

Number of input- Operation
output elements bound

vector-matrix O(N" )
product

inner vector
product
scalar-vector
product
vector-matrix
product
outer vector
product
matrix-matrix
subtraction
inner vector
-product
scalar-vector
product
vector-vector
subtraction

O(Nt ) compute

O(N) O(N) input-output

N 2N+1 input-output

o(N*) o(N?>) compute

o(N") o) compute

r

* 3N input-output
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The characteristics of the PE to be used in the Wavefront a¢£¢“

Y]

() .'l |‘l

array are analyzed now. The PE has an architecture consisting bﬂ&%ﬁ
(RS}

,".:‘.. U :0 '

A4

3) bandwidth of the Wavefront array bus

4) host computational capacity

5) buffer size

of an internal program memory, a control unit, an ALU, and a

set of registers [10]. Time must be determined by the various piﬂgﬁ
instructions performed by the PE. For the update covariance ﬁﬁw;f
algorithm, the PE has very few instructions to perform - mul- .4&‘
tiply, add, fetch, flow and transfer (register to register). &gﬁéﬂ
The fetch operation fetches a data element from a neighboring gﬁ?ﬂ%
PE or from a memory module via handshaking procedures.’The flow ﬁ&{
operation sends a data element from a PE to either 1its neigh- ’$7
boring PE or the memory module. The clock period for the PE is ?%{

30ns. The allocation of the G

chosen to be 30ns i.e., T(pe)

number of c¢ycles needed for the different instructions per- ;‘5‘
o

formed by the PE, is determined by the number of cycles taken t:
(.,

to perform similar instructions by the 32-bit microprocessor Mc b“’
. }

‘ 68020, and are: §\
i Instructions cycles time(A s) )
K Multiply 28 0.84 %:

Add 7 0.21 g
Transfer 3 0.09
Fetch/Flow 4 0.12 ) S\
The Wavefront array design to compute the compute bound "
A9
functions A, B and Mat is presented next. ' TRy, LT

RN
L)
5

GG

S

L]

5.5.2.1 wavefront array design for function ’A’ Ef“¢wg
Byl

The arrangement of the PE’'s performing the function A is N @9.
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shown in Figure 5.5. A linear array of 36 PE's is needed to
compute the function A when the number of antenna elements N =
36. The matrix-vector product can be decomposed into 36 vector-
vector products; each vector-vector product is the mul-
tiplication of a row of the matrix Rxx and the vector x*. There
are 36 PE's and each PE 1is responsible for a vector-vector
product. Each vector-vector product constitutes 36 complex
multiplication and addition. The matrix Rxx is broken down into
rows and one row is provided to each PE. The x* vector is
provided to the first PE only and the elements of this vector
are passed from PE to PE in a pipelined fashion. The capability
of reusing this vector x*(the vector is accessed from memory
only once) is the reason for the speedup (when compared to
operation of function A on a uniprocessor) achieved by the VLSI
structure. Each element of the vectors is a complex quantity.
The real and imaginary components are represented by 16 bits.
When an element is supplied to a PE the real component is
provided first followed by the imaginary component. These
elements are stored in memory modules and are provided to the
PE whenever the PE requires them.

Remember that Wavefront array 1is an asynchronous system
where a PE obtains the operands from neighboring PE's through
handshaking procedures. Also the Wavefront arrays behave like a
data flow machine in that once the operands are fetched by a
PE, it at once begins its operations on the data obtained. The
operations to be performed by each PE, to compute function A,

is coded in Matrix Data Flow Language (MDFL) (see Figure 5.6).
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Figure 55 Wavefront array to compute
function 'A’
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Figure 5.6 Matrix data flov language program for function A ) [
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.0:“0"..0‘.2*

BEGIN MR,
SET COUNT 36; sy
REPEAT et

VHILE VAVEFRONT IN ARRAY DO

| BEGIN AT
FETCH B UP; B

FETCH A LEFT; e 2

FLOV B DOWN; Atk
TSR A,R1; (TSR implies transfer) )\:§ e o

TSR B,R2; P

MULT A,B,R3; ) °
END; s
|.;:‘“:
VHILE VAVEFRONT IN ARRAY DO Tttty
BEGIN 4 thy ..:,':
FETCH B UP; o ‘,‘%,

FETCH A LEFT; i
FLOV B DOWN; A

MULT A,B,R4;

SUB R3,R4,R3; it
ADD C,R3,C; { real part in C register) ::v::;?:":::::
ADD R1,32,R1; 3 ety
ADD C1,R1,C1; { imaginary part in Cl register) T ) .
END; Ny a':é‘:.\:
DECREMENT COUNT; SR
UNTIL TERMINATED; .:% X
Y “G
BEGIN :»., ‘.\
SET COUNT 1;
REPEAT
VHILE VAVEFRONT IN ARRAY DO
BEGIN
FETCH A UP;
FLOW C LEFT;
FLOV C1 RIGHT;
FLOW A DOWN;
END;

DECREMENT COUNT;
UNTIL TERMINATED;

END PROGRAM.
- 135 -
T RO S S T A O e RN S 3
St ety ety iy e A
e e ,*?w a: "ﬁz‘v':‘m "“." :‘.-"' :'i:‘ RS !:v “3‘ R e R e AR SRig

RO "’ -.i’ah, "n' X ..t ) ?n.!!#‘!t... .o.i.o-"'.. St ) VTt teatant!




. . NPT 3 R IR KA R SR/ ORI e A g _al ¥, - ; (KRN -|-<Q~,.|“.n“-"“‘,“'."
IR

'. Syt
oy oy
'|.|I.'I"Y
" '..|".
s 9% 4 1%

Notice that 36 recursions are involved. Each recursion consists
of two Wavefronts which pass through each PE. Each PE is res-
ponsible to complete 36 complex multiplication and addition. In
every recursion, a PE computes one complex multiplication and
addition. The registers in the PE are first initialized to

zero. During the first Wavefront of a recursion, a PE 1)

" Ba® Va¥ a¢
:" ....’
O

fetches the two real components, one belonging to matrix Rxx

and the other belonging to vector Xf 2) sends the real
* . . .

component of X to the next PE in the pipeline, 3) stores the Pty

. . SV
two operands in temporary registers and 4) performs a mul- m&g@&:

4’.‘:‘«‘;‘0‘ *.'(
t'g:t’.:i'::l’l

tiplication of the two operands. A complex multiply-add "

requires 4 real multiplies and 4 real adds/subtracts. During
the second Wavefront of the recursion the PE then performs the
remaining 3 real multiplies and 4 real adds/subtracts when it

fetches the imaginary components of the matrix Rxx and vector Xf

The time taken by the Wavefront array to perform the

function A can be now determined. The first Wavefront of the

®
recursion requires 46 cycles and is found to be ?’ﬁ%ﬁ&
] W)
\ .‘ 1) “.
instructions number of cycles o
2 fetches 8
1 flow 4
2 transfer 6
1 multiply 28
46
""" Q :'
.".‘. ‘.‘.’.':
The time taken by the PE to perform the first Wavefront is 46 x ’,.:§§
~at
T(pe) = 46 x 30ns = 1.38 Ms. The time taken to perform the :; :::;‘.
A o
second Wavefront of the recursion is found to be Biﬁ:q&
LS 1%
@
"':“ ’.':';én
AN
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instructions number of cycles
2 fetches 8
1 flow 4
3 multiplies 84
4 adds 28
124

The time taken by the PE to perform the second Wavefront is 124
* 30ns = 3.72 MHMs. Thus the total time required by a PE to
perform one recursion (involves one complex multiplication . and
addition) is 5.1fs. Each PE then has a computational capacity
of 1.6 MOPS (performs 8 operations in 5.1 Ms). In general, if
a recursion requires K{mult}, K{add}, K{fetch}, K{flow} and
K{transfer} cycles, the the PE would require an execution time
of:
[K{mult} + K{add} + K{flow} + K{fetch} + K{transfer}] * T(pe).
At the end of 36 recursions the results of the 36 complex
multiplication and addition performed by each PE resides in the
registers C and C1 (see Figure 5.6). The 36 complex quantities
residing in the 36 PE’'s are the resultant vector. This resul-
tant vector is sent to the buffer so that the host can access
it to perform further functions of the update covariance algo-
rithm. This caused one more recursion to be passed through each
PE as shown in Figure 5.6. During this Wavefront, each PE flows
the contents of the registers C and Ct to the buffer. This
Wavefront needs 16 cycles which requires 8 x T(pe) = 16 x 30 =
0.48 Ms. A dummy fetch is included, since one of the
requirements for the Wavefront language is that every Wavefront

computation should be preceded by a fetch [10].
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Once the time taken to perform a recursion 1is known, time
required by the Wavefront array to complete the computations
required by the function A can be figured. The reason for
breaking the recursion into two Wavefronts becomes apparent.
These two Wavefronts 1introduce one more 1level of pipelining
which increase the speedup factor. When the second Wavefront
of the first recursion is operating on the first PE of the
array, the first Wavefront of the =same recursion will be
operating on the second PE. The first PE takes 36 * (execution
time for one recursion) to complete the 36 complex
multiplication and addition assigned to it. Once the first PE
finishes its computations, the remaining 35 PE's will finish
their computations when the second Wavefront of the 36th
recursion passes through the 35 PE's. Notice that the second
Wavefront takes more time than the first Wavefront. At this
instant, the 36 recursions are performed by each PE and the
results are in the registers of each PE. One more recursion 1is
needed to send the data out and this requires 36 Wavefronts.
Thus the total time required to perform the function A is

= 36 (execution time/recursion) + 35 (execution time

for the second Wavefront) + 36 (execution time required

to send the data out)

= 36 (5.1) + 35(3.72) + 36(0.48) = 331.08 us ..

In general the above expression can be written for any number

of antenna elements, N, as
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= N(execution time/recursion) + (N-1) (execution time ‘for
second Wavefront) + N (execution time required to send the
data out).
If the recursion was not split into two Wavefronts, it can be
seen that the time required to compute function A is (36 * S5.1) +
(35 * 5,1) + (36 * 0.48) = 379.38 us . By introducing one more
level of pipelining by dividing the recursion into two Wavefront,
as performed in our analysis, the time 1is reduced for the

execution of function A.

5.5.2.2 Wavefront array design for function ‘B’

Function B 1is similar to function A as it also involves a
matrix vector product. A linear array of 36 PE's is required for
performing 36 complex multiplications and additions. Each column
of matrix Rxx 1s provided to each PE and the vector xT is
provided to the first PE only. The procedure in determining the
time taken to compute function B is similar to that performed for
function A, thus the time taken by the Wavefront array to compute

function B is 331.08 us .

5.5.2.3 Wavefront array design for function 'Mat'

The Mat function 1is a outer-vector product resulting in a
matrix. A square array of 36 * 36 PE's 1s required {(for N = 36)
as shown in Figure 5.7. The 36 elements of the C vector are sent
to the 36 PE's belonging to the first row of the square array
(i.e., one element/PE). Similarly the 36 elements of B vector
are sent to the 36 PE's belonging to the first column of the

square array (i.e., one element/PE). Notice th_. the
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elements of the vector B and C are accessed only once for the , ‘ﬁxf
0 1

computation of Mat in this array. This increases the speedup, Esﬁ%§?
ittty

when compared to this function operated on a uniprocessor. Sﬁﬁ&h
“

[Nl Ol Sd

The code written in MDFL and stored in each PE to perform e
. . . . . :::&::\. !z‘
the Mat operation is shown 1in Figure 5.8. The Mat function §43$ ‘
o f.\‘ )
requires 36 x 36 complex multiplications and as there are 1296 j%ﬁr V
ity

PE's each PE has the task of computing one complex mul- ' e

a
]
o
-

tiplication. This means that one recursion 1is sufficient for

N & 8,

2 .
WA
s
g &
el

this purpose. (see Figure 5.8) The recursion is broken down Eéﬁ?ng
into two Wavefronts. During the first wavefront, the PE fetches ‘ R:;W
the two real components, stores them, flows the two real . %Qgﬁg
components to neighboring PE’s (down and right) and performs a ‘ﬁﬁwdmﬁ
real multiplication. During the second wavefront, the PE per- ;ﬁmi;w
forms the remaining 3 real multipliies and 2 real adds/subtracts '%Eﬂkil

L]
l‘-‘l
[ s

N s
to complete the complex multiplication. Lol
Iainis
VLM LA
The time taken by a recursion can be determined as follows. ,w“,:[~
. ,\“'-‘.\:
The first Wavefront requires 50 cyclies as shown. ::\:j:f'\
NS
instructions cycles Z‘:"*\s.}:-j:'.
2 fetches 8 N HeSe
2 flows 8 .
2 transfer 6
1 multiply 28
50

Thus the first Wavefront requires 50 * T(pe)= 50 * 30ns= 1.5

Ms The second Wavefront requires 114 cycles as shown.

instructions cycles
2 fetches 8
2 flows 8
3 multiplies 84
2 add/subtract 14
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Figure 5.8 Matrix data flow language program for Mat function

BEGIN
SET COUNT 1;
REPEAT;
WVHILE WAVEFRONT IN ARRAY DO
BEGIN
FETCH B UP;
FETCH A LEFT;
FLOV A RIGHT;
FLOW B DOWN;
TSR A,R1;
TSR B,R2;
MULT A,B,R3;
END;

WHILE VAVEFRONT IN ARRAY DO

BEGIN

FETCH B UP;

FETCH A LEFT;

FLOV A RIGHT;

FLOV B DOWN;

MULT A,B,Ré4;

SUB R3,R4,C;

MULT R1,A,R1;

MULT R2,B,R2;
aDD R1,R2,C1;
END;

DECREMENT COUNT;
UNTIL TERMINATED;

BEGIN
SET COUNT 36;
REPEAT
VHILE VAVEFRONT IN ARRAY DO
BEGIN
FETCH A RIGHT;
FETCE B DOWN;
FLOV C LEFT;
FLOV C1l UP;
TSR A, C;
TSR B, CIl;
END;
DECREMENT COUNT
UNTIL TERMINATED
END PROGRAM.
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Thus the second Wavefront requires 114 x 30ns = 3.42 Ms.

At the end of this recursion, one complex multiplication ?QF& v
has been completed by all the PE’'s; the result of this complex Rxﬁﬁéq
multiplication is stored in the registers C (real) and Ci éﬁ Tﬁ;
(imaginary). This data (the result) 1is shifted and brought N Y
outside the Wavefront array. This required N recursions to be fﬁtww
passed through the array which regquired (2N-1) time units. huﬁﬁg
During each Wavefront, the PE gets the contents of register C %ﬁ‘ﬁL
from the cell to its right and the contents of register C1 from ﬂ@gﬁé
the cell below and stores them. It also sends the contents of *ﬁ.

its registers to the 1left PE and the PE above. The real
components of the Mat matrix then comes from the 36 PE’'s of the
first column and the imaginary components come from the 36 Pe’s

of the first row. This Wavefront requires 22 cyclies as shown.

instructions cycles

2 fetches 8

2 flows 8

2 transfers 6
22

This Wavefront requires 22 x T(pe) = 22 * 30ns = 0.66 Ms,The

total time required by this Wwavefront array to compute Mat RN

function is as foilows.

(execution time/recursion) + 70 x (execution
time for second Wavefront) + 71 x (execution
time/Wavefront to send the data out)

(1.5 + 3.42) + 70 x (3.42) + 71 * (0.66)
291.18 M s.

Total time

In general for any N the total time is given as
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= (1.5 + 3.42) + (2N-2) x (3.42) + (2N-1)%(0.66) :M';:"-
, "?
) _
5.5.3 System parameters E% '
A * \ ')
The Wavefront array is interfaced to a host [9],[12]. The AN }
parameters of this array processor system will be discussed. : ’
:‘:..::':‘.::..
I‘.‘I::‘l'::l::‘
e
5.5.3.1 Host -&@ﬁﬁ
The host performs the input-bound operations belonging to . WQW
. . . it
the Update covariance algorithm. The input-output bound $Q&§f
!, .o,.,v" 3
functions require 6338 operations as shown. ﬁ?&ﬁ%ﬁ
N 088
input-output bound functions operations Lot :@
Denom 287 c&ﬁﬁyﬁ
c 221 S, £\
RxX 5184 o::.n':,a‘i,ijt
v 216 o
w 144 - & t.
D 286 o
“““““ N A
6338 s '!?qf
BEh LKLY
"""" RN
r:\' . '::t:
Compute bound functions A and B are computed in parallel and “"‘”
Y ) 1
require 331.08 /*s, Mat function requires 291.18 Hs, thus the E§q3§§
total time required by the compute bound operations is 622 p¢s. :2\¢E$
) I' WY
The iteration time for the Update covariance algorithm is &.8 AT
. . . N
ms. The input-output operations must be performed in 3.16 ms ?ﬂ&%ﬁ
)
. . Nl
which then requires a host of computational capacity of 2 MOPS. §aﬁﬁ§§
' o
Remember, as the host is interfaced with the high speed array )
processor units, a host is chosen not only with a computational
capacity of 2.0 MOPS, but also with a host bus that does not
form a bottleneck while transferring data to and from the
Wavefront arrays.
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5.5.3.2 Wavefront array bus bandwidth

Three Wavefront arrays were selected to find the compute
bound functions. These Wavefront arrays were then connected to
a Wavefront bus which carries the input and output data for the
wavefront arrays. The Wavefront arrays consume data at a very
high rate which results in a large bandwidth for the Wavefront v“

‘A'.'c'

bus. The number of words consumed and supplied by an array is s

0‘ .'

easier to be determined for the Systolic array than for the
Wavefront array. This results because in Systolic arrays each
PE consumes data with respect to a time reference, whereas in
wavefront array each PE consumes data whenever the data is
available. Here, the worst case situation is determined. During

the worst case, at the peak instant, the linear array computing

function A consumes 37 words : the 36 PE’'s consume 36 words of
Rxx and the first PE consumes one word of X*. As PE's require 4
cycles or 120 ns to fetch a word, the Wavefront needs 37%2=74
bytes to be fetched in 120ns. The Wavefront array needs 616
Mbytes/sec bus bandwidth. Function B operates similariy to
function A and it also needs 616 Mbytes/sec bus bandwidth.

The Mat function consumes only 2 words per Wavefront, but
while the data stored in the registers of the PE’'s are brought
out, the Mat function outputs at the peak instant (worst case)
72 bytes in 120 ns (36 words out of first row and 36 words out
of first column). The Wavefront array computing Mat function
requires 600 Mbytes/sec.

As the Wavefront arrays computing function A and B operate

in parallel, the bandwidth required of the bus is doubled to
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1232 Mbytes/sec. The Mat function is computed separately and Rootyn!
®
requires only 600 Mbytes/sec to fix the bandwidth of the Wavef- E V.ﬁ
g ¢
ettt
ront array bus to be 1232 Mbytes/sec. t?%??
b
vy O8]
Jyﬁ&
5.5 ”
.5.3.3 Bu (el
Buffer 9%*&%
» . ‘.
The buffer is required to store the data provided to the $ﬁﬁ§§
NGO
Wavefront arrays and the data received ¢rom the Wavefront 'Eéhmi
arrays. The buffer has to allocate N complex words each for xT fﬁ;ST
* . Wi
X, A, B and C. The buffer also has to allocate ~ complex words ﬁb Ny
O
for Rxx and Mat. In total the buffer requires 11088 bytes (for !'ﬁh
@
N=36) where each complex word requires 4 bytes. mbh
et 0
- 0':‘%"'1:"v
A summary of the various parameters discussed for the $ﬁ§ﬁ$
iy
Wavefront architecture is shown in Table 5.7. whﬁ
®
P ‘ | ‘ - ‘
. .0:'.0 .‘::
5.5.4 Architectural considerations 'ﬁﬁﬁﬁg
e,
. . . 0 '
Justification will be given for choosing Wavefront $¥h'
. .
architecture over the Systolic architecture for the update ‘ﬁ%$$
- . CARIOON
. SR
covariance algorithm. It will be shown that the Mat operation $§§&%
)
(outer-vector) product was the reason to choose Wavefront é *at
@
architecture. The issues considered in deciding on the suitable 3$§§E
g alay'e
architecture follows. ;ﬁ@ﬂ@
, t‘:'::z':‘:";
':‘25‘:‘.:’:
.
5§.5.4.1 Speed Variation w
?‘0’ .l’:‘
. l
A Wavefront array enjoys the performance advantage that ?wa§
;
results from each PE of the array being able to start computing m
as soon as 1its 1inputs are ready and to make its output gﬂkx

available as soon as it is finished computing. If different

4;1 “i ,‘lt‘ y' ‘l ' ARAE S,
e N SR
Vi 1'1 "‘:’k ':"'. W

s! N . K ‘i' | .f\:
: .\ c s‘ “‘ .l‘\h‘l“i' .“:'. l:.i‘\::cﬁ:&‘.'.l'\ l N, :“' ! l'. "'Q h.:"ﬁ
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Table 5.7 Summary of VLSI architecture parameters for
Update covariance algorithm
— - e
| Functions
Parameters | | -
| A | B |  Mat
| e R | ==
Number of PE’s | 36 | 36 | 1296
| I | |
| computational | | |
capacity/PE | 1.6 MOPS | 1.6 MOPS | 1.6 MOPS
I | I
time/iteration | 331 mus | 331 As | 291 fs
I | I
| speedup factor | 18.5 | 18.5 | 18.5
| I I I
wavefront array| ) [
Bandwidth(peak | 616 Mb/sec | 616 Mb/sec| 600 Mb/sec
I | I
| I- |
Array Processor System Requirements
Host computational capacity 2.16 MOPS

Bandwidth of wavefront array bus

Buffer memory required

1232 Mb/sec
11088 bytes
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kinds of computations are taking place in the computing array, . )
i i.e., speed variations 1in computations exist, then the data- gﬁ.‘“
dependence property of Wavefront arrays will be an advantage. ufﬁhv
This advantage is used in the Update covariance algorithm when ' ;h
two different computation (Wavefronts) were pipeiined for every N%if?é
recursion. These two computations require different speeds ‘ﬁyﬁﬁm
(need different execution times) and if operated on a Systolic l ‘h““
array, then the array will be clocked at the rate of the wg;&“

slowest operation. Let us compare the time taken for the 362 3¢$
complex multiplications performed for the Mat operation by the ?
Systolic and the Wavefront arrays. Note that 1in the ';:}gé:
asynchronous scheme, (Wavefront) fiow and fetch are separate E MVN‘
tasks; 1in a synchronous array (Systolic) with a two phase %“v
clock, they may be combined into one task [11] that involves a (5&f *
simultaneocous flow to left and fetch from right, or flow down ‘%y%

and fetch from up. This combination is clearly an attribute and !
is taken into consideration 1in the synchronous (Systolic) jgz;'
model. When the Mat operation takes place in the Systoilic é?ﬁﬁ%;
array, there exists no speed variation and in each time unit 1 e
the PE’s perform a complex multiplication. The Systolic array ‘&p.ﬁk
requires (2 N -1) x*x (execution time/complex mu]tiplication) = r&%@%;
(71 x (1.26 + 3.18)) = 315.24 Ms. The time of 315.24 Ms is - ;i
for the 36 complex multiplications and the result is still in ..E:‘::.:.\.'
the PE registers. In the Wavefront this 36 complex mul- j*;wnf
tiplications due to speed variations require only 244.32 Hs a Hﬁk"ﬁ
savings of 71 Ms over the Systolic implementation. Also note ;2$af
that though handshaking procedures [11] are used in exchanging ;ﬁ%&g&

U ()
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data between PE’s, no time is lost in doing so. This results

because after a 'flow’ has been executed by a PE, it starts
implementing its next task concurrently with the 'fetch’
executed by the neighboring PE, hence no waiting.

Thus from the speed variation issue the Wavefront array is

more suited than the Systolic array for the Mat operation.

5.5.4.2 Clock skew

The Systolic array is an example of a totally synchronous
system and therefore suffers from clock skew. The clock skew
phenomenon arises from three factors [11]
1. the RC of the global distribution network
2. the variance in values of gate threshold voltage (Vt)

of the PE gate
3. unequal clock paths to various PE’'s in the array
when different PE’s receive clock signals by different paths,
they may not receive clocking events at the same time, potent-
jally causing synchronization failure. To eliminate the clock
skew due to unequal clock paths, the PE’s of the square array
use a H-tree clock distribution network [11] (Figure 5.9)., If
the H-tree is complete, then the clock skew is due to the R,C
and VvVt and it increases as O(Na); where N is given by the
relation

q = logzN

and where q is the number of levels of the network. The Mat
operation employs an array of 1296 PE’s (36 by 36). Now for a

square array of 1296 PE’s, there are 6 levels, therefore, the
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clock skew increases as 0(64%*3), It has been determined by
simulation [11] that the clock skew is a function of N and is
shown (for different values of metal content (r) of clock
distribution path) in Figure 5.10. It can be seen for N=64 the
clock skew is about 100 ns. The clock skew in the 1296 PE array
will be higher than this as the H-tree is not complete (needs
4096 PE’s for a complete H-tree for level 6). In the best case,
the PE in the Systolic array will be clocking at clock period
of T(ck), where T(ck) - T(pe) = T{(skew). The <clock period in
the array is T(ck) = 30 + 100 = 130ns which increases the time
required to compute the 36 complex multiplication needed, from
315.24 Ms to 1.36 nms.

One way the clock skew can be reduced is by partitioning
the problem and using a smaller array. For example, if a square
array of 18 by 18 PE’s is used, then the clock skew is reduced
considerably. But the price paid is in increased time for Mat
operation computation; the speed up has therefore been reduced
by 0.75. This 1is easily seen as the square array has to be
traversed four times to complete the 36 complex multiplication
on a 18 by 18 square array. Remember that the time taken to
get the results stored in the registers of PE's out of the
array will increase. Also the PE's will require more registers
as 4 complex words of the result are stored.

Due to the noted results, the Wavefront array was
considered more favorable than the Systolic array for the Mat
operation; hence the Update covariance algorithm.

The Wavefront design has interrelated system parameters. If
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)
the bandwidth of the Wavefront bus needs to be lowered, a e
i
slower PE is needed. This increases the computation time of the ..‘l' .,:::;
ot
compute bound operations which, in turn, leads to a need for a :n".‘&-f‘
ot
host with a computational capacity of more than 2 MOPS. o
)
Oty it
"‘I'::O':.I'
s
t."l".(
5.6 Chapter summary :N.':::"::‘f
o S
In this chapter hardware evaluations were performed to g
3 :\’ o :
' determine the suitability of the Update covariance algorithm . \%
s o, h
for general purpose microprocessor architecture, Digital signal @i‘*"»ﬁ
Eal)
processor architecture and the VLSI architecture. ®
|"|‘;,.t'
The following isssues were considered while evaluating the .::':1:::':‘5
J
l‘:‘!:ﬁ‘:’l:
various architectures: .!'Vto'.':|;'
land :t'!l.."f
’ 1) the computational complexity of the Update covariance o o
(RN N
QAN
2) the input requirements - the input samples arrive every ;'.l‘::',:i:"
1 ':lg::l'.a:"
3.8 ms kl'q.t'{,l:
. XN
3) the characteristics of the architecture .
e
Considering these points, complexity was obtained for each :-.
e
architecture. A complexity of 27 for the microprocessor .o.:':.lj
Sty
architecture and 4 for the DSP architecture was found. More RO
\
Aty
chips were needed by the microprocessor architecture because .",::::::
0..
B the microprocessor architecture needs 16 Ms to compute a %.é:%::
3 ) ' . At
- complex multiply-add, and the DSP architecture requires only v‘.
,\\\) AN
AR TR
1.4 Ms. Next an architecture was developed for the update ‘%‘5\}\::\
- *“;\‘it\
Ly Agay
covariance algorithm in a 4 DSP chip environment. It was found [ﬁ*{%ﬁl&
SORE AN
that the iteration took 2.655 ms to provide 37 iterations -z ,,.
p gttt
. 3 . ' ‘.
during the period of 100ms. This ensured, on a average, at ,‘.:,:.i:::
Brialind
least one convergence per 100ms. Due to the requirement of :;:0"":’
]
o-.r‘.u-.o
Yot
'gb'.‘l
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storage of intermediate results, this environment required 12.1
Kbytes of data storage.

Next, two VLSI architectures, Systolic and Wavefront, were
considered for the Update covariance algorithm. One of the
compute bound operations was an outer vector product, demanding
a square array of 1296 PE’s (using 36 antenna elements). Due to
clock skew and speed variation factors, the Wavefront array was
considered a better suited architecture than the Systolic for
the outer vector product, hence, the Update covariance algo-
rithm. The number of PE’'s that could be placed on a single chip
is limited by the present technology. A PE with a clock cycle
of 30 ns was used which established the requirement of 0.622
/”s to compute the compute bound operations. This result meant
that the Wavefront bus had to have a bandwidth of 1232
Mbytes/sec, and a host computational capacity of 2 MOPS. The
result is a very high complexity for the VLSI architecture
design.

It can be firmly concluded ffom the analysis, the DSP
architecture is best suited for the update covariance algo-

rithm.
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6.0 CONCLUSIONS AND RECOMMENDATIONS

A feasibility study was performed to determine the
suitability of the HF adaptive control algorithms for the
general purpose microprocessor architecture, the Digital signal
processor architecture and the VLSI architecture. The
complexity of the adaptive algorithms considered for study of
the various hardware architectures is indicated in Table 6.1.
The digital signal processor architecture has been shown to be
the best suited architecture for the adaptive algorithms that
were considered. The reason being that the sum-of-products
computations dominated in the algorithms considered for study,
and arithmetic units, performing the basic function AX + Y -> Y
are best suited, such as present in DSP architecture.

For adaptive algorithms, feedback exists from the output
back to the input that requires the total input-to-output delay
be less than one sample period. This total latency constraint
(determined by previous simulation studies) causes a cascaded
(pipelined) chain of processors to be unsuitable for adaptive
algorithms. System architectures were developed for the
feasible hardware structures and the analysis indicates that a
parallel configuration (in contrast to cascade configuration)
allows multiprocessing by providing the output within one
sample period. For the adaptive algorithms considered the
time/iteration achieved by the best suited architecture is
shown in Table 6.2. The reason for developing system architec-
tures for the best suited technology is to determine whether

the time involved in the communication of data between
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Table §.1 Complexity of the adaptive algorithms for the
architectures considered

various hardware

| |

| | Architectures

| Algorithm | [ !

| | microprocessor | pse | VLSI

| | | | -

| Las | 12 | 1 | -not applicable-

| ! | |

| c~Las | 281 | 23 | 6 - 9 (custom chips)

i | | | + 10 MOPS (host)

| ! | |

| Update covariance| 27 | 4 ] - high -

| | | |

! | I f -=
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processors introduces additional computational capacity for the

algorithms that further increases the complexity. Note that the
LMS algorithm requires a loosely coupled system as the update
of one weight is independent of the update of another, whereas
the c-LMS algorithm results in a tightly coupled system because
of large communication overhead due to passing of intermediate
data.

The c-LMS algorithm was the most complex algorithm to
implement. Though both the update covariance and the c-LMS
algorithm have the computational complexity of O(N2 ); due to
the presence of parallelism among functions and the requirement
of fewer iterations to converge (by the update covariance
algorithm) makes the c-LMS algorithm more complex. The DSP
architecture was a better choice because of the nature of the
complex interface between the host and the Systolic array, and
the requirement of large number of pins needed by the chips in
the Systolic array. The VLSI computing str cture 1is a better
choice as the number of antenna elements in the adaptive array
increase. For example, when the number of antenna elements
increases to 64, 70 DSP chips are required to compute the
bottleneck operation, matrix-vector product, to obtain an
output every sampling period. The Systolic array requires only
between 12 to 16 custom VLSI chips, each chip performing simple
operations.

Linear code was used whenever ©possible in the system
architecture to increase speed. A fixed point implementation

, (as time per recursion is small) providing 16 bits each for the
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numerical problems [28]. With the advent of faster floating-
point DSP chips [29], and to avoid numerical problems the

floating-point DSP processors is recommended.
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