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OBJECTIVES

The objectives of this work are to develop and implement numerical simulation techniques
that would enable us to understand the mechanisms of mixing and chemical reaction in
unpremixed turbulent reactive flows. In particular, we are interested in (1) simulating
spatially evolving flames and studying the phenomenon of flame extinction for an Arrhenius
reaction rate, (2) understanding the mixing process in parallel shear layers, and (3)
investigating the dynamics of molecular mixing in homogeneous turbulent flows.

The interest in simulating spatially evolving flames was mainly motivated by the fact that
most of the flows of practical interest are spatially developing, and there is a need to develop
and implement numerical schemes that are capable of simulating such flows accurately. In
particular, the spatial evolution of a nonequilibrium diffusion flame and the phenomenon of
lift-off in turbulent unpremixed flames have been the subjects of our investigation.

The interest in understanding mixing in parallel shear layers mainly stems from the resuits
of recent experimental observations at Cal-Tech and Stanford. These experiments show
strong evidence of mixing asymmetry in mixing layers and point o the shortcomings of the
previously developed advanced turbulence models in attempting to describe the mixing
process in such flows and, hence, the need for developing new models to describe the process
of convective mixing in shear layer configurations.

Finally, the simulations of homogeneous turbulent flows were undertaken to investigate the
isolated effects of molecular mixing in turbulent flows. This study was performed to assess the
validity of stochastic modeis in turbulence and to address the advantages or the shortcomings
of many popular mixing and reaction models that have been extensively employed for
predicting the conversion rates of the reactants in unpremixed turbulent reactive flows.

The approach followed in this work is based on the direct numerical simulation (DNS)
method. This method involves the accurate solving of the appropriate convection-diffusion-
reaction transport equations of turbulent flows by means of very accurate numerical
simulations so that no turbulence modeling is required. This approach has proven successful
in investigating various aspects of turbulent reactive flows in general (for a review, see Jou
and Riley, 1987), and, as will be seen in the next section, it provided a very valuable tool in
our numerical experiments.

STATUS OF THE RESEARCH

During the three-year period of this research, we concentrated on both code development
and on extracting useful information from the results of numerical simulations, A systematic
approach was followed, and the results of every step were submitted for publication in
appropriate combustion and thermal sciences journals. All these papers are provided in
Appendices I through VII. In this section, the important findings of our investigation are
briefly presented.
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First-Year Effort

In the first year of this research, we focused on an initial understanding of the physical
aspects of the problem through simulations of two-dimensional flows. Specifically, we exam-
ined the effects of large coherent structures in two-dimensional, unpremixed shear flows

under either temporally evolving or spatially developing assumptions. The results are sum-
marized below.

I. In a two-dimensional temporally evolving mixing layer, a temperature-dependent chemi-
cal reaction was incorporated into a computer code that uses pseudospectral numerical
methods. The nonequilibrium effects leading to the local quenching of a diffusion flame
were investigated. The results indicated that the most important parameter to be con-
sidered for flame extinction is the local instantaneous scalar dissipation rate conditioned
at the scalar stoichiometric value. At locations where this value is increased beyond a
critical value, the local temperature decreases and the instantaneous reaction rate drops
to zero, leading to the local quenching of the flame. This finding is consistent with the
model of Peters and Williams (1983), who proposed that in a turbulent mixing layer, the
turbulent eddies produce highly stretched and contorted sheets across which molecular
diffusion of species occurs. Combustion appears as laminar flamelets on these sheets,
and the flame would be extinguished if the strain rate is sufficiently high that the local
reduced Damkohler number is lower than the critical value (Linan, 1974). This work
was published by Givi et al. (1987a) and is included in this report as Appendix L

2. For the purpose of simulating spatially developing flows, as an initial effort, a two-
dimensional hybrid pseudospectral-finite difference code was developed. The spectral
method using Fourier transforms was employed for the periodic direction of the flow,
whereas the finite difference method using a second-order upwind scheme was used for
the discretization of the equations in the direction of the spatial development. The
resulting code was used for simulating the pretransitional region of a laboratory mixing
layer. The asymmetric nature of the mixing process was numerically simulated and the
"preferred” mixed concentration value (Masutani and Bowman, 1987) was numerically
calculated by constructing the profiles of the probability density functions (PDFs) of a
passive scalar quantity across the shear layer., The results of this simulation were also
used to explain the shortcomings associated with turbulence models using simple eddy-
diffusivity concepts to model the convective flux of the PDF, such as the one used previ-
ously by Givi et al. (1985). This work was published by Givi and Jou (1988a) and is
included as Appendix II.

TR-440/03-88 2
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Second-Year Effort

During the second year of this research, we were primarily concerned with developing
very accurate computational tools for simulations of three-dimensional spatially developing
turbulent flows. At the same time, we also continued our study to better understand the phy-
sics of mixing in parallel flows. Our accomplishments during this year are summarized below.

1. Our experience from the results obtained during the first-year effort indicated a need for
developing a more accurate code than the previously used hybrid spectral-finite differ-
erce code for the simulation of spatially evolving flows. The main problem associated
with second-order finite difference methods is that this form of discretization requires a
maximum cell Reynolds (Peclet) number of 2 (Roache, 1972) for accurate calculations.
This means that one has to use a large number of grid points to capture the physics of
the problem. To circumvent this problem, different types of upwind differencing have
usually been used (for a recent review of different upwind schemes, see Leonard, 1988).
Although such schemes result in an improvement of the capability in resolving sharp gra-
dients for moderate-Reynolds-number flow simulations, they contain an artificial
(unphysical) numerical viscosity (diffusivity), which is not desirable. Givi and Jou
(1988a) and Lowrey and Reynolds (1987) were not very concerned with that problem
because their simulations were restricted to nonreacting flows in which the effects of
molecular viscosity were not significant.

In reacting flow simulations, however, the upwind differencing can lead to large
errors, because the physics of the problem is directly influenced by the diffusion coeffi-
cient, and the presence of the artificial viscosity results in the unphysical higher reaction
conversion rates (Jou and Riley, 1987). To improve the scheme, one can use higher-
order (than the second-order) differencing schemes to better resolve the sharp gradients.
The convergence of the finite difference scheme is algebraic in nature. This is in con-
trast to the spectral convergence of a pseudospectral scheme.

Presumably, the finite difference discretization can be replaced by spectral methods
using Chebyshev expansions in the direction of spatial development (with nonperiodic
boundary conditions) of the flow. The Chebyshev polynomials do not require periodi-
city (as Fourier polynomials do) and can be employed for any type of boundary condi-
tions. In practice, however, the distance between the Chebyshev collocation points near
the boundaries becomes extremely small if higher-order polynomials are used to discre-
tize a large computational domain. Consequently, time integration becomes very stiff
due to numerical stability restrictions (Roache, 1972). Also, the relative grid density
cannot be adjusted to reflect the flow physics. A compromise between numerical accu-
racy and efficiency may be achieved by combining the accuracy obtained by spectral
methods with the versatility offered by other numerical schemes, such as finite element
methods. Such a scheme has recently been introduced by Patera (1984) with the capa-
bility of dealing with complex flows such as spatially developing turbulent flows. This
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approach of combining the accuracy of spectral methods with the versatility of finite ele-
ment techniques is more flexible than either technique alone could be and, thus, pro-
vides a logical way of dealing with complex boundary conditions.

For the reasons given above, it was decided to implement this "new technology”
based on a spectral-element method into our direct numerical simulations of a turbulent
diffusion flame. This p-type finite element method divides the streamwise direction into
a number of elements, and, within each element, the thermo-fluid variables are
represented by Chebyshev polynomials. The governing equations are approximately
satisfied by the discretized system at the collocation points within each element. The
compromise between the accuracy and the efficient time integration can be achieved by
adjusting the number of finite elements and the order of Chebyshev polynomials in each
element. By increasing the number of elements and using moderately low-order polyno-
mials within each element, the stiffness in time integration can be avoided while high
accuracy is maintained.

A complete description of the algorithm was provided in our last annual report (Givi
et al., 1987b). Most of our efforts during the second year were focused on developing,

L

j‘lj debugging and implementing the spectral-element code to simulate a three-dimensional
) f{; spatially developing mixing layer under the influence of nonequilibrium chemical reac-
::j tions. In this code, spectral methods using Fourier expansions are implemented in two of
] the directions with periodic (or even-odd) boundary conditions, and spectral-element

methods using Chebyshev polynomials are employed in the direction of spatial evolution.

> 2. During the second year, we also continued our study on the mixing phenomenon in
. parallel shear layers. This study was motivated by the findings of Kosaly and Givi
(1987), who showed that the behavior of the PDFs of a conserved scalar property is sen-
sitive to the choice of the molecular mixing model employed in the PDF transport equa-
tion. Therefore, the calculated PDFs of a conserved scalar quantity was carried out in a
temporally evolving flow, and it was emphasized that indeed it is the shortcomings asso-
" ciated with the gradient diffusion modeling and not the coalescence/dispersion (C/D)

EN modeling that cannot predict the location and magnitude of the PDF of the mixed fluid
i concentration in parallel two-stream layers. This study points to the need for advancing
h 9—_ . turbulence models that predict the turbulent convective fluxes of the PDF in the physi-

-.:::Z cal space more accurately. This work was published by Givi and McMurtry (1988a) and

:‘_-;.j is included as Appendix III

_‘ 3. One of the final achievements during the second-year included the publication of an
." updated review article on direct numerical simulations of turbulent reactive flows (Jou
S and Riley, 1987). This review, which resulted from an invitation extended to Dr. Jou
:‘C::- (the lead author of the review and the principal investigator of this contract), includes a
; }'I very recent bibliography of directly relate * work in DNS and state-of-the-art computa-
‘ ‘-? tional methods in numerical combustion. A copy of this invited review paper is included

i as Appendix IV.
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({ e Third-Year Effort

"

: The final year of this research was particularly fruitful in that the results of our numerical
< experiments from the codes developed in the previous year started to emerge. In this year, we
': continued our research in two parallel directions. In one study, we investigated the spatial
- convolution of a reacting mixing layer under the influence of nonequilibrium chemical reac-

N . tions and employed the above-mentioned spectral-¢clement code for the simulations. In

. another study, we employed DNS to study a reaction of the type A + B = Products in a homo-

&3 geneous turbulent flow in which the influence of molecular mixing was insulated and was stu-
N died in detail. The first study is in the direction of simulating spatially developing diffusion
N flames and studying the phenomenon of lift-off in such flames, while the second study was

( ® motivated by the conclusions drawn from the work of Kosaly and Givi (1987). A brief dis-
:.'E cussion of our findings is given below.,

o 1. As an initial effort, the two-dimensional option of our spectral-element code was

;‘ employed to examine the compositional structure of a diffusion flame near extinction. In

I - this work, the structure of a nonequilibrium flame stabilized on a harmonically forced
' mixing layer was simulated by the spectral-element code. The instantaneous data
N obtained by these simulations were statistically analyzed, and the statistical results show
:'.'_ favorable agreement with recent experimental data. It was shown that by increasing the

::: intensity of mixing (decreasing the local Damkohler number), the flame extinction
-, phenomenon is more pronounced. The results, in particular, indicated that as the flame

« approaches extinction, the mean and the rms values of the reactants’ cencentration fluc-
N tuations increase, whereas those of the product species and temperature decrease. These
N results also confirmed our previous findings that as the magnitude of the local dissipation
: rate is increased, the diffusion Tame cannot keep pace with the large diffusive flux of
A the reactants into the reaction zone. As a result, the magnitude of the temperature drops

| and the reaction rate locally reduces to zero. However, it was concluded that the calcu-
. lations should be extended for three-dimensional flows for a more meaningful com-

:_: parison with the data obtained for a turbulent flame. This work was submitted for publi-

b cation by Givi and Jou (1988b), and is included as Appendix V.

‘o - 2. The boundaries of our research were further extended in this year by examining the
e phenomenon of mixing in turbulence from another perspective. It was decided to study
. mixing in a context that has been extensively investigated by the chemical engineering
" community, and there is an extensive body of literature available on their analyses. The
* : type of flows considered are homogeneous, incompressible flows, and the type of reac-
O tion is a single-step irreversible reaction of the type A + B = Products. Such homogene-
e ous flows have the advantage that the effects of molecular mixing are isolated from other
’.‘ factors influencing the rate of reactant conversion. Therefore, they make an excellent
" system in which the dynamics of molecular mixing can be investigated.
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As an initial effort, we concentrated on the applicability of Toor’s hypothesis (Toor,
1962, 1969, 1975) for the prediction of the reaction conversion rate in homogeneous tur-
bulent flows. According to this hypothesis, if the reactants are introduced at
stoichiometric conditions in a homogeneous flow, the rate of decay of the "unmixedness”
term is independent of the rate of the chemical reaction and is the same under both non-
reacting and reacting unpremixed conditions. This hypothesis, which has been
employed extensively by the chemical engineering community, reduces the problem of
turbulent reaction to the simpler (but yet unsolved) problem of turbulent mixing.
Although there is an extensive body of experimental data available for validating Toor’s
hypothesis (see Brodkey, 1981, for a recent review), there have not been any formal
"analytical” attempts to validate it.

Givi and McMurtry (1988b) used direct numerical simulations to validate Toor’s
hypothesis in a systematic manner. For that purpose, they simulated a three-dimensional
homogeneous "box" flow under the influence of a stoichiometric reaction of the type A +
B = Product. Calculations were performed with zero rate and infinitely fast rate kinetics.
The results of simulations indicated that the PDF of a conserved Shvab-Zeldovich scalar
quantity (which characterizes mixing) evolves from an initial "double-delta function” dis-
tribution to an asymptotic shape that can be approximated by a Gaussian distribution.
Givi and McMurtry (1988b) theoretically showed that Toor’s hypothesis would be valid
if (and only if) the transport of the PDF can be characterized by the variation of its first
two moments. However, the results of the numerical experiments indicated that this is
not the case in an initially unpremixed system, in that the evolution of the PDF from an
initially "double delta function" to an asymptotic Gaussian distribution cannot be
described by the first two moments of the PDF. Based on these results, Givi and
McMurtry (1988b) suggested a revision of Toor’s hypothesis and showed that, while the
hypothesis is valid for the initial stages of mixing, it should be modified to describe the
asymptotic stages correctly. The form of the suggested revision depends on the asymp-
totic shape of the PDF distribution. Givi and McMurtry (1988b) developed an analytical
expression for the case of an asymptotic Gaussian PDF distribution, and the results
based on this expression and those obtained by DNS data compared very well. In con-
clusion, it was suggested that the laboratory experimental data available on this type of
flows should be examined more carefully if they are to be used to validate Toor’s
hypothesis. The work by Givi and McMurtry (1988b) is included as Appendix VL

The wark of Givi and McMurtry (1988b) indicated a need to study molecular mixing
from a more fundamental point of view. The results of this work, and those of the previ-
ous work of Kosaly and Givi (1987), encouraged us to compare the results obtained by
DNS to those predicted by a class of C/D models that have been widely used to simulate
mixing in homogeneous turbulence. Among the family of C/D models, the closures of
Cur! (1963) and Janicka et al. (1979), and the LMSE approximation of Dopazo and
O’'Brien (1976), have been very popular in the literature and were chosen for the pur-
pose of comparison to DNS data.
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Again, a three-dimensional homogeneous "box" flow was the subject of our numerical
investigation. The evolution of the PDFs of a random scalar variable was compared with
that obtained by the Monte-Carlo (Pope, 1981) calculations of a stochastic C/D transport
equation for a system with the same initial statistical distribution as that of the DNS.
The comparison with DNS data resulted in a number of very useful findings, which are
documented in detail in Appendix VI, and is only briefly discussed here.

Our data showed that the initial stages of the mixing process are well predicted by
applying the LMSE closure of Dopazo and O’Brien (1976). However, as mixing
proceeds at intermediate times, the experimental results fall between those obtained by
the two closure models of Dopazo and O’Brien and Janicka et al. (1979). Curl’s model
(1963) resuited in the least-accurate predictions. Therefore, a C/D model between these
two closures is expected to result in a favorable comparison with our experimental data.
The final stages of mixing were not well predicted by any of the C/D models in that all
of the closures predicted an increase without bounds of the fourth- and higher-order
concentration moments of the random scalar, whereas our data indicated the asymptotic
distribution of the moments of the scalar can be approximated by a Gaussian distribution
(with finite central moments). The exception was the Dopazo-O’Brien model, which
predicted unphysical constant moments during all stages of mixing. This shortcoming
associated with C/D modeling has been previously recognized by Pope (1982), who sug-
gested an improved mixing model by an age-biasing technique to the C/D modeling.
This improved model is plausible in that it results in a Gaussian asymptotic PDF; how-
ever, it is not capable of predicting the initial stages of mixing accurately. The results of
our numerical experiments can be useful for constructing a mixing model (or models)
that can accurately predict all the stages of molecular mixing. Such a task, however, was
not performed in this work and was postponed to our future investigations.

A number of other useful realizations were also made in regard to the statistical vari-
ations of the scalar quantities under no reaction, finite-rate reactions, and infinitely fast
reaction rates. The results were further analyzed in conjunction with applying Toor’s
hypothesis (Toor, 1962). These observations, including our other major conclusions
based on the numerical experiments, were documented and submitted for publication by
McMurtry and Givi (1988). This manuscript is included in this report as Appendix VIL
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CURRENT ACTIVITIES

In our final effort during the closing months of this program, we concentrated on simula-
tions of turbulent, three-dimensional, spatially developing flows, which were the main focus of
the proposal. From the physical point of view, this type of flow is the most interesting, and
from the computational point of view, they are the most challenging. In this section, the
results of our preliminary calculations of a turbulent shear layer are presented. However, as
will be seen below, we are presently only at the initial stages of these simulations, and some
additional work is required for an in-depth understanding of the complex physical
phenomena. Nevertheless, the results obtained to date are extremely encouraging, and form a
starting place for future simulations.

In this effort, the three-dimensional "option" of our spectral-element computer code, which
was developed during the second year of this research (Givi et al., 1987b), was employed to
simulate a turbulent, three-dimensional, spatially developing flow under the influence of a
second-order Arrhenius chemical reaction. It would have been desirable to simulate the spa-
tial development of the flow under the influence of random perturbation (with a specified tur-
bulence spectrum) at the inlet of the mixing layer. In this way, the response of the shear layer
to the random forcing would resemble that of a laboratory experiment under the influence of
random upstream turbulence. However, in the coarse simulations performed here, only the
response of the layer to a harmonic forcing is presented. In the only three-dimensional simu-
lations performed, in addition to the primary perturbation and random phase shifting between
the modes [see Appendix V, Equation (6)], a secondary perturbation of the following form
was also added to the random velocity perturbation:

A, Us(y) eilertortite (1)

Low-resolution calculations with 211 Chebyshev spectral points in the streamwise X-
direction and with only 64-32 Fourier modes in the cross-stream-spanwise directions were
performed, and the results are presented here. If infinitely fast kinetics are assumed to
describe the chemical reactions (local chemical equilibrium), the convolution of the flame
structure would be described by the transport of a conserved Shvab-Zeldovich scalar variable,
as presented in Fig. 1. In this figure, the convolution of the flame sheet and the influences of
both the primary and secondary structures of the layer on the distortion of the flame sheet in
the three-dimensional flow are displayed. It is shown that, after the initial stages of primary
growth, the secondary streamwise structures play significant roles on enhancement of the reac-
tion and convolution of the flame surface. The effects of such spanwise structures can be
better observed in the three-dimensional contours of the streamwise vorticity in Fig. 2 and the
absolute value of the vorticity in Fig. 3, These figures clearly display the presence of the vor-
tex ribs and the nonlinear growth of the secondary perturbations at the region further down-
stream of the splitter plate.
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streamwise component of the vorticity
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A better display of the secondary structures is presented in the two-dimensional contour
plots in Figs. 4 and 5. These figures show the streamwise contours of the X-component of the
vorticity and the streamwise contours of the Shvab-Zeldovich scalar variables, respectively.
Parts (a) and (b) of each figure represent conditions at X = 132 and X = 185 Chebyshev collo-
cation planes, respectively. It is interesting to note that, even in this low-resolution simulation,
the physics of the mixing layer represented by the counter-rotating vortices and the
"mushroom-like" structure of the scalar variable are well-captured and resemble those recently
observed in the experiments of Bernal and Roshko (1986). However, finer-grid simulations

£

'
}-ﬁ A&J

\

)

"f are required to capture such structures more distinctively.

ik The influence of complex vortex structures and the effects of increasing the local strain
( rate due to the three-dimensional vorticity convolution on the structure of the diffusion flame
e are shown in Figs. 6 and 7. These figures represent the instantanecous values of the recorded
» temperature across the shear layer (at Z = 0) as a function of the mixture fraction. These
\§ instantaneous data were constructed from an ensemble of 115,200 (3600 realizations multi-
o~ plied by 32 cross-stream points) instantaneous data points. Fig. 6 represents conditions at the
b region close to the inflow where the dissipation rate is low, whereas Fig. 7 shows the overall
:\‘ behavior further downstream, with increasing magnitude of the local strain. It is shown in
.;:‘_ these figures that when the dissipation rate is low (Fig. 6), the magnitude of the temperature
s increases monotonically with the mixture fraction and attains maximum values at the region
'; close to the stoichiometric value (equal to 0.5 in this case), and then it monotonically
WX decreases to the ambient temperature as the value of the mixture fraction increases. In this
(,, ' case, the instantaneous values of the temperature are always close to the equilibrium tempera-
o ture (not shown here). However, when the magnitude of the dissipation is increased, as shown
I ‘: in Fig. 7, the values of the temperature drop, and there are possibilities of having mixture tem-
f.: peratures close to the ambient value even at the stoichiometric value of the mixture fraction.
B This behavior, which has been clearly observed in laboratory nonequilibrium flames (see Wil-

liams, 1987, for a recent review), indicates extinction and the local quenching of the diffusion
flame at the regions of large dissipation rates.

o

s ()i

N
i: It would be very interesting to examine the behavior of the flame in the presence of ran-
s dom three-dimensional perturbations imposed at the inlet of a spatially developing mixing
N .
5-. layer. In that case, the structures of the "holes" that are randomly punched into the flame
Y sheet can be described more realistically. Our future calculations with more realistic initiali-
\ j zations and with finer-resolution simulations are essential in addressing the interesting
: < behavior of the lift-off phenomenon (as a result of "many holes within the flame network") in
N ..} unpremixed flames.
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Figure 4. Two-dimensional contours of the streamwise vorticity
I3 in Y-Z planes. (a) X = 132, (b) X = 185,
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Figure 5. Two-dimensional contours of the Shvab-Zeldovich
scalar variable in Y-Z planes. (a) X = 132, (b) X = 185.
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FLAME EXTINCTION IN A TEMPORALLY DEVELOPING
MIXING LAYER

P. GIVI, W.-H. JOU and R. W. METCALFE

Abstract
Nonequilibrium effects leading to the local quenching of a diffusion flame
have been investigated by examining the evolution of large-scale structures in
a two-dimensional temporally developing mixing layer. Pseudospectral calcula-
tions of a temperature-dependent, nonpremixed, constant-density, reacting
shear layer indicate that the primary important parameter to be considered for
flame extinction is the local instantaneous scalar dissipation rate, condi-

tioned at the scalar stoichiometric value (Xgt). At locations where this
value 1s increased beyond a critical value (X ), the local temperature

decreases and the instantaneous reaction rate drops to zero. This is consis-—
tent with the results of perturbation methods employing large activation
energy asymptotics for the study of flame extinction in nonpremixed flames.

1. Introduction

A diffusion flame is characterized by a chemical reaction time that is
usually much smaller than a characteristic diffusion time. The chemical reac-
tions occur in a narrow zone between the fuel and the oxidizer, where the con-
centrations of both reactants are very small. The rate at which the reactants
flow 1nto the reaction zone, and therefore the characteristic time of the flame,
is dependent on the hydrodynamics of the particular flow. As the characteristic
time of the chemical reactions decreases, this reaction region becomes infinite=-
simally thin. In this limit the chemical reaction zone approaches a '"flame
sheet" (local chemical equilibriuml), where the concentrations of both reac-
tants are very low and the rate of combustion is governed by the rate at which
fuel and oxidizer flow into the reaction zone. The flame sheet assumption is
justified by the very fast chemical reaction rate of the diffusion flame. This
assumption significantly reduces the complexity of the problem since it eli-
minates the analysis associated with the chemical kinetics. For many flows
whose characteristic time scale of chemical reaction is much smaller than the

hydrodynamic (convective-diffusive) time scale, the assumption of local chemical

VTS gy,
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N equilibrium adequately predicts the location and the shape of the flame.
'iQ One important feature of the calculations based on the fast chemistry model is
k) the introduction of a passive Shvab-Zeldovich2 conserved scalar variable (Z),
A8
U . .. . . . . .
»:ﬁ which 15 independent of the chemical kinetics. From this quantity, the evolu-
2
2; tion of the concentration fields of both the reactants and the products can be
\

computed.
Ll
:E In turbulent flows, however, the local characteristic flow time scales vary

considerably. As a result, many important and interesting problems that can-

N not be analyzed by local chemical equilibrium assumptions are introduced.
Yo
N
,f\: Experimental studies of Tsu_u3 show that as the local characteristic diffusion
i".’-
1 .‘ . I3 - -
K/ time becomes shorter and approaches the order of magnitude of the chemical time
®
‘VQ scale, the details of the chemical reactions cannot be neglected. If the flow
4 .
B S
" . . . . . .
;: % of reactants into the reaction zone increases further, causing the diffusion
o,
Lo
Yy time scale to be reduced more, the chemical reaction will not be able to keep
!kﬁ pace with the further supply of reactants. The reaction rate will be reduced,
"y 4
Qzﬁ and local quenching occurs. As shown by Peters, further reduction of the
! . . . .
:). diffusion time scale leads to lift-off and the blow-off of the entire flame.
N, As noted by both Tsuji and Peters, the consideration of flame extinction cannot
)
0
() . . . .. .
‘“ 2 be explained by the flame sheet model, which assumes an infinitely fast chemical
) P y y
K
Jt | reaction rate. Therefore, in order to address the quenching phenomenon, the
@
R .. . .
ﬁ structure of a finite reaction rate zone must be studied.
iy
. . 5 . . . .
: Linan" has employed a method of matched asymptotic expansions in the limit
"u*‘
NN . . . . . .
I of large activation energy in an attempt to describe the interaction between
®
K the hydrodynamics and chemical reactions in the reaction zone of a counter-
o
NS
\f: flowing laminar diffusion flame. It has been shown that activation energy
4':\ N -
NN asymptotics are very useful in predicting flame ignition and extinction
®
~ characteristics in such flows. This technique was extended to turbulent flows
Poy q
TN
¢ 1;‘
o
N 2
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by Peters »© by considering turbulent diffusion flames as an ensemble of laminar

5 ...

L 7 diffusion flamelets.7 By introducing a local coordinate system that moves with

. gy

S the stoichiometric flame sheet, Peters® was able to recognize that the primary

: "nonequilibrium" parameter for the analysis of the flame extinction is the dis-
. o sipation rate of the scalar quantity evaluated at stoichliometric conditions (Xst).
: This quantity is viewed as the inverse of the diffusion time scale. If this

:: parameter is increased beyond a critical limit (Xq), the heat conducted to both

(J L sides of the diffusion flamelets cannot be balanced by the heat production due to
' chemical reaction. At the critical value of the dissipation, the finite rate

d: kinetics balance the cli.ffusion.3 Some numerical calculations, performed by

. C Liew et al.8 and compared with experimental data,9 show also that as the maxi-
s

_j mum value of the dissipation (xmax) increases, the value of the maximum tempera-
g

_ ture decreases, the reaction eventually ceases, and the flame is locally quenched.
' | J These results indicate that the dissipation rate of the conserved scalar is
W

:: a useful characteristic to study in the analysis of nonequilibrium effects

)

’ leading to flame extinction. In turbulent flows, however, the quantity Xst is
2 o a strongly fluctuating quantity that has not yet been numerically computed.

;

E Instead, statistical approaches have been chosen by Peters and Williams =~ and

E Janicka and Pet:ers11 employing different turbulence closures in predicting

q. { the lift-off height of a round diffusion jet flame. Results obtained using

E' these methods were compared with experimental data12 for both methane and

: natural gas flames and show some correct order~of-magnitude predictions. These
!

i : results are encouraging; however, with the availability of larger computers, it
- is now possible to employ a more accurate treatment of the flame extinction and
_' local flame quenching that occur in nonpremixed flames. It would be very useful
e to correlate the flame extinction with the nonequilibrium parameter xst'
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Also, 1t would be very interesting to look at the structure of the diffusion
flames at the point of extinction. These are the objectives of this paper.

The present paper employs a direct numerical simulation approach to
investigate the problem of local flame extinction in a time-dependent, two-
dimensional mixing layer. In this flow, the governing equations are solved by
an accurate numerical method without a closure model. The time-dependent flow
field can be analyzed statistically to understand the underlying physics much
as an experimentalist does with laboratory data. The direct numerical simula-
tion technique has recently been successfully applied to chemically reacting
flows. Riley et 31.13 considered the three-dimensional temporally growing
mixing layer under the simplest possible assumption of a constant rate, non-
heat-releasing chemical reaction. The main contribution of the work is the
understanding of the effects of three-dimensional mixing and the diffusion of
the species on the chemical reactions. McMurtry et al.l4 considered the
effects of the chemical heat release and the resulting density variation on the
fluid motion for a two-dimensional mixing layer. The fluid dynamics and the
chemical reaction are truly coupled in this work, and the interplay between the
two are discussed., However, the assumption of a constant chemical reaction
rate is still employed. 1In the present work, we intend to understand the flame
extinction problem through a two-dimensional simulation of a mixing layer. 1In
particular, the role of large~scale features of the turbulent flow in flame
extinction is studied. Due to limitations of numerical accuracy, only moderate
Reynolds and Damkohler numbers are computed. For flame extinction in a three-
dimensional turbulent flow, three-dimensional simulations will be performed in

the future.
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2. Problem Formulation

For simplicity of numerical calculations, we consider a two-dimensional
shear layer as shown in Fig. 1. The flow is considered periodic in the
horizontal direction (x). Although the splitter plate flow evolves spatially
downstream and the numerical simulations evolve temporally, important similari-
ties in the dynamics of these two flows make it useful to study accurate
numerical simulations of the temporally growing mixing layers. By simple
Galilean transformation, a flow quantity averaged in the x-direction can be
related to the time average of the same quantity at a fixed location in a

3,14 .
} These average quantities are dependent on

splitter plate configuration.1
the transverse coordinate (y) and the time (t). Again, the inverse Galilean
transformation relates the time t to the streamwise location in a splitter
configuration. The presence of periodic boundary conditions allows us to use
accurate pseudospectral numerical methods; these methods are discussed in

Ref. 13 and will not be repeated here.

The chemical reaction between the two species is assumed to be single-step
and irreversible and to obey the temperature-dependent Arrhenius law. It 1is
assumed that the heat release rate is low so that the effects of the chemical
heat release on the flow field can be neglected. This, together with the

further assumptions of a low Mach number flow, result in a constant-density
flow formulation.

To identify the nondimensional groupings, the variables are normalized by a
velocity scale (mean velocity difference across the layer AU), a temperature
scale (free-stream T_), concentration scales (free-stream Cpo @nd Cbn)’ and a
length scale (A = 2.249 0, where 0 is the distance from the plane of symmetry
to the transverse plane, where the mean velocity rises to half of its freestream

value). The value of 2.249 was chosen so that the size of the computational
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;::::: domain would be equal to the wavelength of the most unstable mode and its
O6)
()
(’-‘."?'! normalized value would be an integer multiple of 2m.
:’5 * X *
oy X = v =2V
‘f‘
o,
-~
:' U* = H f.* =t _A_U
3 =~ AU A
i (1)
o * P * T
"..'a’l \ P T =T |
:.\ (av) ®
s
L
{Al‘..l C* - CA C* - CB
-f\:l A (CA)OO B (CB)G’
‘-: Assuming equal free-stream concentrations, 1.e., CAw = CB#”’ the nondimen-
ool
'_;:g_. sionalized equations are
®
. *
e, Veu =0
NG '*
SO
i ( ) 0 pRevy” - L o vt -
L = m— 4 L4 - =2 -
o L, R =57 7272 " ke
( oo ) Yo (2)
RO L = = -
:“::':.: L (CA, Re Sc L CB’ Re Sc
} * “ w
) - U
,:%' L (C,, Re Sc) =W
'ta i
R x % *
L (T, Re Pr) = Ce W
""f where %*
O " * | =ZefT *x %
i " =
e W Da e CACB
s
Eﬁ A
® Da = —pm— = Damkohler number
Y X
,
o E .
ity Ze = —— = Zeldovich number
e R'I‘m
e
! v Re = M— = Reynolds number
-""&' \Y
oy . (3)
3
t_’{:} Ce = -69-17- = Heat release parameter
i v
W
5 =Y . schmi
® Sc 2o = Schmidt number
. K
- = Prandtl number
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The values of Sc and Pr can be set equal to unity, since this iIs approxi-

mately correct for gaseous diffusion flames. This results in a Lewis number
of unity. The value of other nondimensional parameters is limited by the

available resolution of the numerics employed in the computations.

Shvab-Zeldovich Variable

For the two-feed diffusion flame considered here, it is possible to
consider only three scalar quantities rather than solving for all four scalar
variables. The Shvab-Zeldovich variable (Z) and the product concentrations

(G), following Givi et al.,15 are defined as

*

A P

A (4)
P

*
The transport equations governing 2, G, and T follow:

*
L (2) =20
- %
L) =nae?T (1-2-6) (-0 (5)
*
T =cepae®®T 1-2z2-0) (z-6)

Initial and Boundary Conditions

The initial and boundary conditions for the velocity field are given

16

elsewhere and are only summarized here. In terms of the stream function,

the initial condition is given by

Vo= Voean * VgtV (6)

wean

where wmean is the stream function associated with a mean hyperbolic tangent

velocity profile, wf is the stream function for the most unstable mode of this
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mean velocity profile, and wsh is the stream function fer the first subharmonic

of the most unstable mode. The properties of these modes have been evaluated
from linear stability theory.17 The fundamental mode in this mixing layer
produces a single vortex rollup, and when the subharmonic is added in, a second
rollup, or pairing, can occur.16 In the computations reported in this paper,
we have employed two initial conditions for the hydrodynamics: (1) the mean
flow and the fundamental mode alone (Case 1), and (2) the mean flow, the funda-
mental mode, and the first subharmonic mode added together in phase (Case II).
In this manner, the effects that the vortex rollup have on the chemical
Teaction can be examined.

The initial conditions for the reactant concentration are given by

y
*  * 1 ° 52
c,(x,y,0)=—— exp |- =3 dg
YoV - Yo
* % % L (7)
CB(x , Y , 0) =1 C,
kol *x

Note that there are no initial fluctuations in the scalar profiles.

The temperature in the free stream is equal to T_. Near y = 0, this
value is increased to an ignition temperature to allow the chemical reactions
to occur. The initial profile for T* is given by an exponential function.

%2

* * *
T(x,y,0)=1+4expl|-4y (8)
A periodic boundary condition is employed in the streamwise direction, and

a free~slip boundary condition in the cross-stream direction. These boundary

conditions are natural when Fourier series expansions are used.




3. Presentation of Results

( /] A pseudospectral numerical code was developed for the calculations of the
E incompressible reacting flow considered here. Computations were performed in a
,:, square domain with the size 0 < x < 2nA, -mA < y < A for the single vortex

3

VR4 rollup and the domain 0 < x < 4%\, -2M\ < y < 21\ for the double rollup compu-
W

:‘: tations. The spatial resolution was 64x64 Fourier modes. The values of the

;: Reynolds and Damkohler numbers were set equal to 200 and 10, respectively, so

& that the simulation would be accurately resolved on the 64x64-point grid

- employed here. The value of the Zeldovich number was set equal to 20. The
" value of the heat release parameter was selected to be small enough so that,
Rl when multiplied by the Damkohler number, it would be resolvable by the numerics
:..: and so that it would also be reasonable to neglect the effects of heat release
3 on the flow field. However, this value should be large enough to allow the
. L effects of temperature dependence on the chemical reaction term. A value of

. Ce = 8 1is satisfactory, giving a maximum (adiabatic) temperature of

- T;:‘;mbatic B

L The profiles of the conserved Shvab-Zeldovich scalar variable are chosen

‘ for the purpose of flow visualization. 1In Figs. 2 and 3, we present the time
: sequence development of this profile for Cases I and II, respectively. Initially,
l d the perturbation associated with the fundamental mode grows until a time of
. t* = 9, where the first vortex rollup occurs. Proceeding further in time
i results in diffusion of the core of the vortex with no additional rollup.

« Adding the subharmonic associated with this unstable mode results in a second
,:, rollup (Fig. 3) that initiates at a time of about r.* = 12 and is completed by

¢ t* = 24, As shown in these figures, the effect of the vortex dynamics is to

; increase the strain rate at the braids between the vortex cores.
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1f a fast chemistry model was assumed to describe the chemical reactions,
the surface of Z = ZSt = 0.5 would correspond to the flame location. The
vortex dynamics plays an important role in increasing the area of the flame
surface (Zst surface) and in increasing the total amount of reaction product
compared to the case where there is no rollup and the chemical reaction is only
limited to the interdiffusion of the scalars at the reaction surface. In the
present calculations, the increase of the equilibrium flame sheet surface due
to rollup (Case 1, Fig. 2b) is 153 percent in comparison with the unforced
case. Merging of the vortices (Case 11, Fig. 3b) increases this surface by
340 percent when compared with the unforced case.

The time sequence of the temperature is shown on Figs. 4 and 5 for Cases 1
and II, respectively. The mechanism of vortex rollup is to draw the reactants
from the two streams to the reaction surface. The maximum temperature along
the 2 = Zst surface occurs at the core of the vortex (the hottest location),
where vorticity and the product concentration are also highest, and decreases
in the braids, where the gradients of the scalar are at their higher values.
At the time when the computation is stopped, the maximum product concentration
has not yet reached its equilibrium value. There still remain reactants, even
at the core of the mixing layer, and the flame shortening phenomenon, which is
usually caused by the depletion of the reactants, has not been yet observed.

The reason for this behavior of the chemical product and temperature can be
explained by the contour plots of the instantaneous reaction rate W, presented
in Fig. 6 for Case I. As shown in this figure, the reaction rate initially is
very uniform along the species interdiffusion zone and is maximized at the
reaction surface, where the reactants are in contact. At later times, the

reaction rate decreases, and at polunts where the strain rate is sufficiently

.10
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large, the reaction rate goes to zero and the flame locally quenches. This
mechanism of extinction of the diffusion flame is consistent with the experi-
mental observations of Tsuji.3 In the braids, as the inverse of the diffusion
time scale (l/xst) decreases (as the result of the vortex rollup), the supply
of the reactants is greater than the cherical reaction can utilize. Notice

from Figs. 2 through 5 that the reactants are well mixed on the braids, but the

reaction rates at these places are zero. This nonequilibrium phenomenon
can be expiained by examining the reaction rate equation {Eq. (3)].

Unlike the temperature-independent reacting mixing layer calculation
reported by Givi et al.,18 the maximum value of the reaction rate does not
necessarily correspond to the maximum value of the product of the reactants
concentration, since the effects of the temperature variations influence the
local conversion rate of the chemistry. 1f the flame temperature goes below a
critical characteristic temperature, the flame becomes very rich with both
reactants. However, since the value of the dissipation rate is greater than
the critical value, this premixed region of the reactants cannot be reignited
from the high temperature zone of the core. A higher dissipation rate results
in a further decrease in temperature until it becomes equal to the background
temperature. At this point, the vortex has reached the boundary of the
computational domain and, therefore, further computation is not realistic.

A direct quantitative comparison of Xq, obtained in our numerical simula-
tions (X 1is approximated here as the value of the critical instantaneous
dissipation rate evaluated at the stoichiometric surface Zst) with that
obtained under the large activation energy asymptotics is not expected to agree
exactly for several reasons. First, in asymptotic analysis, the flame thickness

is very small and is only broadened near the reaction zone by a small parameter.
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In the direct numerical simulations reported here, the reactants have a fairly
"thick" overlap region in the reaction zone due to the numerical accuracy
limitations. Furthermore, the initial conditions for the temperature profile
employed here near the reaction zone are not the same as the uniform initial
temperature distributions of Peters.a However, making the assumption that

the initial concentration of the reactant and the temperature of the reactants
are at some average values in the range between the free stream and the reaction
zone, correct order-of-magnitude asymptotic results are verified by the results
of the simulations. The temperature profiles presented in Fig. 4 show that by

a time of t* = 15, the value of the temperature at the braids falls to about
one-fifth the flame temperature (approximately equal to the free-stream tempera-
ture). This corresponds to local quenching. The corresponding computed
normalized dissipation rate X:t (X:t = Xstk/AU) at the point of quenching,

for the given kinetics data, is about 7 for both Cases I and II. The estimated
corresponding value for the dissipation rate, computed with the asymptotic

metnods described above, 1s about 8, which is in good agreement with the results

of the numerical simulation.

4, Conclusions
A pseudospectral algorithm has been used for the numerical calculations of
a constant-density, chemically reacting, temperature-dependent mixing layer.
The ncnequilibrium effects leading to the local flame quenching have been
simulated in a case with fairly large Zeldovich number and moderate Reynolds and
Damkohler numbers. It has been found that the rollup of an unstable shear layer
creates regions with high dissipation rates at the braids, where local flame

. . . 4,10
extinction occurs according to the theory of Peters '~ ~. The temperature

12

[ i’)‘ o & 'I-’ft'\' % PN % I,"" w\‘n Ll Tt " . P
. W ‘l‘l W W% A RN D, "-"'?'"".‘!“"‘ U N 1 0 W X .\!‘:L .:.‘.:!..:‘I,Q\l,’ 7&.:.;::'_.,!'.“’




G

(o

PR
.f

»

contour shows that the temperature drops to a value close to ambient at the

braids and the reaction rate reduces to zero, even though the reactants are
well mixed there. Within the limitations of numerical resolution, comparison
of the critical scalar dissipation rate with that obtained by large activation
energy asymptotics shows reasonable agreement. We are presently expanding this
work to investigate a spatially developing mixing layer and three-dimensional
turbulent flows. This should further illuminate the basic mechanisms of such

phenomena as the diffusion jet flame lift-off.
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Nomenclature

'\-, Ag Preexponential factor
LY

C Concentration
C Specific heat
5: Ce Heat release parameter

D Molecular diffusivity

e
7~

X
o
Q&

Darmkohler number

o
M,

Activation energy

s
2]

—
(9]

Normalized product concentration

0"
‘N K Thermal conductivity
I.:;‘
_..‘—: L Convective-diffusive operator
'.“
® P Pressure
s
:v)“. Pr Prandtl number
",
v,
iy Q Heat of reaction
( R Universal gas constant
1o 5
o
'R Re Reynolds number
7 il g
1, V.q.'
o Sc Schmidt number
’(5'
3 T Temperature
T .
‘:J: t Time
’1‘-‘4
& . .
i:".}- U Streamwise velocity component
a0
)33
o \' Cross-stream velocity component
£ W Reacti
N eactlon rate
N‘\".
.::.:: X Dissipation
NN :
® x Streamwise coordinate
B
~‘;—: y Cross~stream coordinate
WSO
>
) . .
:-\ YA Shvab~Zeldovich variable
Mj’v
Qo Ze Zeldovich number
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D Greek
K Lreex
)
: A Length scale
14
r Y Molecular viscosity
K.
& .
E Y Stream function
"
.
5 @
4 Superscript
* Non-dimensionalized
,
4 @
Subscript
»
v
N A,B Reactants
)
f Fundamental
.(
K. P Product
/ q Quenching
: sh Subharmonic
.
. st Stoichiometric
1
. ® Free stream
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Figure Captions

FIG 1. Problem geometry.

FIG 2. Plots of Shvab~Zeldovich variable contours (Case 1). (a) t* =9,
contour minimum is 0, contour maximum is 1, contour interval is 0.1l.
(b) t* = 15, contour minimum is 0, contour maximum is 1, contour interval

is 0.1.

FIG 3. Plots of Shvab~Zeldovich variable contours (Case II). (a) t* = 12,
contour minimum is 0, contour maximum is 1, contour interval is 0.1.

(b) t* = 24, contour minimum is 0, contour maximum is 1, contour interval

is 0.1.

FIG 4. Plots of normalized temperature contours (Case 1). (a) t* = 9, contour
minimum is O, contour maximum is 6, contour interval is 0.6. (b) t* = 15,

contour minimum is 0, contour maximum is 6, contour interval is 0.6.

FIG 5. Plots of normalized temperature contours {(Case II). (a) t* = 12,
contour minimum is 0, contour maximum is 6, contour interval is 0.6.

(b) t* = 24, contour minimum is 0, contour maximum is 6.6, contour interval

is 0.6,
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I FIG 6. Plots of normalized reaction rate contours (Case 1). (a) t* = 6,

tae contour minimum is O, contour maximum is 0.03, contour interval is 0.003.

K (b) t* = 9, contour minimum is 0, contour maximum is 0.024, contour interval

ey is 0.002. (c) t* = 12, contour minimum is 0, contour maximum is 0.02, contour

L < 3 . ok e . . . .
interval is 0.002. (a, ¢* = 24, contour minimum is 0, contour maximum is

. ;\ 0.017, contour interval is 0.001l.
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Mixing and Chemical Reactions in a Spatially
Developing Mixing Layer
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MIXING AND CHEMICAL REACTIONS
! ° IN A SPATIALLY DEVELOPING MIXING LAYER

P. Givi and W.-H. Jou

: KEY NUMBERS: 32 02 93 3
.
. KEY WORDS: Direct numerical simulations, spatially evolving mixing layers,
X pseudospectral methods, vortex dynamics
!
C ABSTRACT
Direct numerical simulations have been employed to study the effects of
large coherent structures in a perturbed, time-~dependent, spatially developing,
’ reacting mixing layer. It is shown that the vortex dynamics has a significant
| @ influence on the enhancement of the chemical reactions, convolution of the
reaction surface, and increase of product formation in the reaction zone of the
layer. Furthermore, examination of some of the statistical quantities obtained
l o from the results of direct numerical simulations indicates the asymmetric
nature of the mechanism of mixing processes in the mixing zone of the layer.
INTRODUCT ION
The advancement of supercomputer technology in recent years has had a major
¢ influence on increasing our understanding of the mechanisms of many complex
physical phenomena such as turbulence. The availability of high-speed, large-
memory computers has made it possible, in many cases, to simulate turbulent
‘ flow problems directly by solving the appropriate basic governing transport
equations without any need for additional "turbulence modeling." Such modeling
is required when these equations are statistically averaged. In a complex
system such as a chemically reacting flow, modeling is extremely difficult
‘ because of our lack of knowledge on the detailed dynamics of the flow. Without
. TP-186/2-87 1
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ising turbulence modeling, direct numerical simulations can provide the de-
tailed information needed to increase our understandi.; of the physical pro-
cesses imvolved in turbulent flows. An increase in understanding various
aspects of the physics of turbulent reacting flows is evident in recent works
(e.g., Riley et al. [1]).

Direct numerical simulations of turbulent reacting flows are presently
applied to flows with limited dynamical and chemical parameter ranges.
Continuing efforts in evaluating the advantages and also the limitations of
this technique are required before the knowledge acquired can be applied to
flows wich practical parameter ranges. The application of direct numerical
simulations to a flow with simplified geometrical configurations and well-
controlled conditions is certainly the first step in understanding the physics
and in evaluating the capabilities of the method.

A mixing layer, in which two parallel streams with different velocities
begin to mix and react downstream of the trailing edge of a splitter plate
partition, presents an ideal configuration for studying the physical processes
in the mixing and reaction zones that exist in real diffusion-controlled com-
bustors. Direct numerical simulations have been applied in studying a model
problem of such flows with encouraging success [1, 2]. However, most of the
previous work has employed a temporally developing mixing layer as a model.
Temporally growing mixing layers refer to flows that, in a Galilean-transformed
frame of reference, are assumed to evolve in time rather than in space. This
is a good approximation for flows in which the difference between the
freestream velocities of two streams is much less than the averaged velocity.
This approximation allows simplifications in the formulation of periodic
boundary conditions. A pseudospectral numerical method using Fourier series
can then be employed to solve the appropriate transport equations.

Comparison of the simulation results obtained for a temporally developing
mixing layer with experimental results is encouraging. The comparison shows
that there is qualitative agreement between numerical simulations and labor-
atory data for the average reactant concentrations and the concentration
correlations. However, there are some basic phenomena that cannot be explained
by temporal simulations, such as (1) asymmetric mixing observed in mixing layer
experiments [3], and (2) stabilization, quenching, l1ift-off, and blowout of

turbulent jet flames [4]. A fundamental understanding of these phenomena

TP-186/2-87 2
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Here, we have

requires detailed calculations of spatially growing flows.

N developed a numerical technique that is capable of simulating a spatially

¢ developing mixing layer as a first step to further develop the technique of

direct numerical simulations.

This paper presents some preliminary results of our two-dimensional flow

simulations using the resulting code in an attempt to address the first of the

L @ above-mentioned phenomena associated with spatially growing flows. The flow

fields under consideration are dominated by large-scale fluctuations associated

. with coherent structures. The chemical reaction that occurs between the reac-

b tants on two sides of the layer is assumed to be infinitely fast, so that

- complications due to complex kinetics need not be considered. Therefore, the

transport of a conserved Shvab-Zeldovich scalar variable is computed. There

is also a nonparallel growth mechanism of the layer mainly due to diffusion,

vortex rollup, and subsequent pairing of the neighboring vortices. The effects

¢ of this nonparallel growth as well as the asymmetric mixing in the shear layer

are studied. Analysis of flame extinction and lift-off phenomena requires

consideration of nonequilibrium chemistry. This, as well as the effects of a

> three-dimensional random turbulence field, are presently under study and will

@ be reported in the future.

In the next section, the governing equations, boundary conditions, and

numerical algorithms for the present problem are discussed. This is followed

by the presentation of results and some conclusions.

PROBLEM FORMULAT ION

The mixing layer under consideration is shown in Figure 1. The reactants

are introduced as dilute traces in a carrier passive gas. The chemical heat

- release is assumed negligible. Therefore, the density of the mixture can be
assumed constant and equal to that of the carrier gas. Under these assump-
tions, the hydrodynamics and the transport of chemical species are decoupled.
The latter is governed by passive transport equations with a given hydrodynamic
velocity field.

The velocity field satisfies the incompressible Navier-Stokes equations:

pL(U, W =-W (1)

i Ve = 0 (2)

TP-186/2-87 3
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where P is the pressure, p is the density, which is assumed to be constant, v
is the kinematic viscosity, U is the velocity vector and L is the convectirs

diffusive operator defined by

U
L(U,\))=3%+_q-vg—vV2U. (3)

Species A is injected from the high-speed stream on the upper side of the
plate, and species B is introduced from the low-speed stream, The chemical
reaction bztween the species field is assumed to be fast and irreversible,

such as
A+B+C+D . (4)

The molar concentrations of the reactants (species A and B) and the product

(say, species C) satisfy the following reaction-convection-diffusion equations:

L(CA, D) = L(CB, D) = -W (5
L(CC, D) =W (6)

where W is the reaction rate, and the stoichiometric coefficient is assumed to

be equal to 1. The molecular diffusivities, D, of the species are assumed to

be equal, 1.e., Dij = Dji =D, If we define a Shvab-Zeldovich variable by
f =
¢, * S > (N

then the transport equation for f satisfies
L(f, D) =0 . (8)

As shown by Williams [5] and Bilger [6], assuming an infinitely fast chemical
reaction between species A and B, one would be able to determine the
instantaneous fields of all the species imvolved.

In order to solve the set of Equations (1) through (8), boundary and
initial conditions are needed, For the cross-stream direction, we assume the
flow to be periodic with free-slip boundary conditions. At the inflow, the
initial conditions for the Shvab-~Zeldovich variable, f, are given by the

following functional form:

o 2
£(0, Y) = S exp - EE de . (9)
YO T Jw Yo
TP-186/2-87 4
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The initial conditions for the ~eun streamwise velocity are given by a hyper-
bolic tangent velocity profile, and the mean cross-stream velocity component

1s set equal to zero:

fu(y, ol (10)

- A

uly) = U, {tanh (2¢Y/)) + 2] (i)

where U1 is the slow stream velocity, and A is the vorticity thickness defined

by

A= AU/(du/dyY) . (12)
max

The term A U is the difference between the velocities in the two layers.
It is well-known that a shear layer subject to white noise will develop
coherent structures with predominantly the most unstable mode of its insta-
¢ bility waves, and the subsequent pairing is caused by the subharmonic distur-
X bance of the predominant mode. Therefore, in order to initiate the vorticity
rollup and pairing, a small perturbation, in the form of the most unstable
. mode and its subharmonics, calculated from linear stability theory [7, 8] is

{ (™) added to this mean profile. In terms of stream function, we have

W= Y r e b te (13)

mean

) where wmean is the stream function associated with the mean flow, ¢i 1s the
L

stream function for the most unstable mode, Qb is that of the first subharmonic

of the most unstable mode, and g and €, are the amplitudes of the imposed per-

e

turbations. The presence of the fundamental mode in the mixing layer produces
a single vortex rollup, and when the subharmonic perturbation is superimposed,
a second rollup in the form of the merging of two vortices occurs [9]. The
vortex rollup and pairing have dominant effects on the chemical reactions and
the rate of formation of the products.

The downstream boundary is an artificial computational boundary and not a
natural flcw boutdariy. The bemdary conditions there are difficult to formu-
late in a rigorous sense. We have assumed a zero-gradient condition on the
velocity and species fields. This is not an exact representation of the
outflow behavior. However, if the flow velocity is outgoing at the downstream

boundary, which is the case here, the vorticity and species transport equations

- TP-186/2-87 5
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::::"‘ are hyperbolic when the molecular diffus’ ~ is small. Therefore, the upstream
v influence may be weak. The effects of this outflow boundary condition on the
('._ solution are later assessed by comparing results of the simulations for the
: : same flow with various lengths of the computational domain.
; The periodicity of the flow in the Y direction enables us to employ a
o g pseudospectral numerical method {10] in that direction. In the streamwise
‘7 direction, however, an overall second-order finite.difference scheme (Leonard,
.,:',':;f [11]) is employed with applications of a quadratic upwind differencing for the
\:;‘ comvection term where the leading dispersive truncation error of the second-
\ order central scheme is removed. This scheme is expected to be accurate for
“ - the fine grids employed in these calculations. We use the Adams—Bashforth
E::_: [12] technique for time discretization, which is a second-order-accurate
:Et scheme .
¥ _‘?,. The computational domain was selected to be a region bounded by (0 < X < 320
o and (-8X < Y < 8)). There are 128 equally spaced finite difference grid points
i:\:; in the X direction and 64 Fourier modes in the Y direction. Since the details
‘.:E of the chemistry are neglected and a fast chemistry model has been employed,
:-.:f this computational domain seems to be accurate enough for our solution proce-

dure. The incremental time step was selected to be small enough to ensure

both accuracy and stability. The value of At* (At*¥ = At AU/)) was selected

o
- to be 0.0125.
s
o The flow is conveniently characterized by two non-dimensional parameters:
~ first, the Reynolds number, Re = AU v/A, based on the initial shear layer thick-
%
:_'.’:\-‘. ness, the mean velocity difference across the layer, and the kinematic visco-
B
“.1-:. sity; and second, the velocity ratio, R = AU/(U1 + UZ)' The Shvab-Zeldovich
o . . .
:.'-:-!' variable is characterized by the value of the Peclet number, Pe = AU D/X. The
.,,,_ differential equations governing the transport of the hydrodynamic variables
) ":( (U and P) and the scalar variable (f) can, in general, be solved for different
\ & -
Ln..; values of the non-dimensionalized parameters Re and Pe in order to examine the
" s
".2.,-_ effects of these parameters on the structure of the shear layer. The limited
Ra®w
L resolution due to required computational time and computer memory, however,
-
\:’.:f imposes a restriction on the maximum value of these parameters in an accurate
S
NS simulation. The accuracy tests of the pseudospectral method and the finite
\.Il.'
-."_—.' difference scheme employed in the present calculations have been reported by
. Riley et al. [1] and Leonard [11}. In accordance with these studies, we have
‘f\)
> ::-.:: selected moderate values of Reynolds and Peclet numbers and the computations
N
P
AN
AT
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have been performed in a domain with enough number of grid points to ensure
the accuracy. The validity of the results obtained from the simulations is
warranted by the lack of spurious 'under- or over-shoots' in the calculated
values of the hydrochemical variables, as will be shown in the next section.
As discussed by Ho and Huerre (9], the two-dimensional vortex dynamics of
p the flow is not very sensitive to the Reynolds number, and only the shape of
. the vortices depends on the value of the Reynolds number employed. Therefore,.
. simulations even at moderate Reynolds numbers provide useful information about

the effects of the dynamics of vorticity on chemical reactions.

PRESENTATION OF RESULTS

K. Effects of Coherent Structures

As discussed in the previous section, a small perturbation at the inflow

b is required to trigger the initial vortex rollup. The perturbation levels,

€ and €,, are both set equal to 0.05. The velocity shear parameter R is equal

3 to 0.5, and the values of the Reynolds and Peclet numbers are set equal to 50,

; We present normalized vorticity contour plots at t*¥ = 31 for the case in

. which the most unstable mode is the only perturbation applied at X = 0. Figure 2

indicates the formation of rolled-up vortices at equal wavelengths, These

K vortices diffuse along the mixing layer as indicated by the decay of the peak

\ . . .

\ value of the vorticity dewnstream. The formation of the rolled-up vortices is
® also evident in the contour plot of the Shvab-Zeldovich variable presented in

Figure 3. From these two figures, it is clear that the perturbation at the
inlet causes the rollup of the vorticity near the inlet. As the fluid is
convected downstream, additional vortices are created at equal wavelengths

) from each other. The same behavior was also observed in numerical and experi-

. ‘ mental studies of McInville et al. [13] in their studies of the large co-

? herent structures in a forced shear layer. As the vortices reach the outflow
; boundary, the zero-gradient condition seems to allow them to travel out of the
; . computational domain. Employment of this weak condition at the outflow may

cause some errors near the outflow boundary. Previous numerical experiments
by Givi [14], however, show that the regions of the error associated with this
[ condition are concentrated at a small area near the outflow and do not

. substantially affect the inner region of the computational domain. To assess
the validity of this assumption, some computations were performed in two

( computational domains. The transverse dimensions of these two are identical,

while one of the cases has a streamwise domain half the size of the other.

. TP-186/2-87 7
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b

;*\ The grid spacing in the streamwise direction is maintained. Comparison of the
10

W results clearly showed that the boundary conditions imposed at the outflow
bt

boundary do not affect the solution in the interior of the computational

o—

domain. Therefore, it seems justified that a zero-gradient boundary condition

X

at the outflow is adequate for our purposes.

' -
by \fﬂlg &

The effects of adding the perturbation corresponding to the first subhar-

P

-
a

»

monic mode at X = 0 are shown in Figure 4. In this figure, we present the

L)

,\i rollup and merging of the vortices at times of t* = 31 and t* = 39. The

:;& merging of the vortices caused by the subharmonic perturbation, as computed
Z\; here, has been observed in experiments of Ho and Huerre [9]. These merged

e‘ vortices, again, diffuse and smear as they move downstream, and no further
:~; merging is observed. The same behavior was also observed in the calculations
::E of Davis and Moore [15]. The vortex merging associated with this subharmonic
§~4 mode is also clear from the Shvab-Zeldovich variable contour plots shown in
’.' Figure 5. Again, the errors associated with the outflow boundary are concen-
»;3 trated only near the outflow and do not seem to affect the interior of the
Aiﬁ computational domain.

liﬁ Contour plots of the computed product concentrations of the chemical

{FQ reaction are presented in Figures 6 and 7, In Figure 6, only the perturbation
7:¢: associated with the most unstable mode is added to the mean flow, and in

'ﬁ: Figure 7, the perturbations associated with the fundamental frequency and its
;.: first subharmonic are added together to the mean flow. The regions of high
%5\ product concentrations are, as expected, near the flame sheet, where the value

of the Shvab-Zeldovich variable is equal to its stoichiometric value (f = 0.5).
The vortex rollup brings unreacted species together from both streams to the

chemical reaction zone. This region is marked by a very steep gradient of the

; chemical product near the braids of the vortices but is more diffusive in the
,R; core of the vortex. The vortex rollup increases the inter face between the two
1%?_ streams by stretching the reaction zone and, therefore, increasing the amount
oy . . . .

:af. of products generated. A comparison of these two figures indicates that the
Kl vortex merging results in increased formation of product in the mixing layer.
Ny In these computations, the increase of flame sheet surface due to rollup
A"".‘ I3 . - I3 . .
AN of vortices is about 97 percent in comparison with unforced and nondiffusive
o 1

"y . . . . . .

A computations, resulting in a 48-percent increase in total integrated products
’;“' formed in the mixing layer. Merging of the vortices increases the flame sheet
. surface area by 163 percent and the total amount of products by 69 percent in

l\:‘v
e
A
>
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comparison with the unforced and nondiffusive case. Bearing in mind the ’au
level of initial disturbance, this high level of response may one day be
exploited in a practical device.

Comparison of Figures 6 and 2 and also Figures 7 and 4 shows the similarity
between the profiles of the vorticity and the chemical product. Both are high
near the reaction zone, gradually diffusing outward with very similar profiles.
This is to be expected, since the chemical reaction is to occur where the two
reactants meet near the interface, which is also a region of high velocity gra-
dient. The same conclusions were also drawn from earlier work on spe: :al cal-
calculations of temporally growing mixing layers [1]. However, the asymmetric
nature of the mixing mechanism in the shear layer is well represented in the
spatially developing calculations, which are discussed next.

Statistical Variables

The results of direct numerical simulations have been studied to examine
the validity of some of the previously used turbulence models in which the
large coherent structures have not been taken into account. In previous work
[16, 17], many different possibilities for the closure of the hydrochemical
equations in parallel shear flows were discussed. Among the models considered,
the one with the best overall performance was the combination of a modeled
joint probability density function (pdf) for the scalar variables and the
K-€ model of turbulence (Launder and Spalding, [18]) for the hydrodynamic
closure. A formulation based on a transport equation for the pdf of scalar
variables has the advantage that the effects of chemical reactions appear in a
closed form. However, models are needed for the closure of the molecular
mixing term and also the turbulent convection. Givi et al. [17] employed a
qualesence/dispersion model for the closure of the molecular mixing term and a
gradient diffusion approximation for the closure of the turbulent flux of the
pdf. The results were compared with experimental data of Masutani and Bowman
[19] in similar hydrochemical conditions.

As far as the first few moments are concerned, the results obtained from
the pdf transport equation are in reasonable agreement with experimental data.
However, a major difference between the calculated and measured shapes of the
probability density function is observed. This is indicated in Figure 8. 1In
this figure, the pdf's of a nonreacting scalar variable (similar to the varia-
ble f defined above), are presented at a streamwise location. The profile

obtained from experimental measurements of Masutani and Bowman [19] is also

TP-186/2-87 9

"I'--"Iu"’" Wy I
-...a")‘.r.’-_.r.r _‘_.,-' ".- B _,-_,}".r """ ". N’ﬁ-" Eatn A1 '( { ‘.‘o. ARARELL L A

pt o S Lt E gt P

W




nae . B & PTRTT g O WS T W e e —
* - " ; - [PPSR f . PO RN N R

'

L

N

[N

1 S . . . . .

o presented on the same figure. The experimental results indicate an interme-
LY

1oS . . . .

P diate peak at a fixed value of the normalized concentration between the two

1 _'-\.

delta functions at 0 and 1., In the predicted f's two spikes also exist at
P P

N the normalized concentrations of 0 and 1, indicating the concentrations at
! Eﬁ freestreams. The height of the pdf in the middle region is in reasonably
:;:E correct order-of-magnitude agreement with the experimental data. However, the
\ 1. location of the predicted pdf peak, with respect to the normalized concentra-
.af: tion, gradually shifts as the layer is traversed. This is a major difference
~:3; between the predicted and measured pdf'’'s, as the modeled pdf transport equation
95;3 is unable to predict the bimodal pdf's observed experimentally. As suggested
by Givi et al. [17], Koochesfahani [3], and Masutani [20], this discrepancy is
R mainly due to the shortcomings associated with the gradient diffusion modeling
Ezﬁ of the turbulent flux of the pdf. In highly intermittent flows such as mixing
i?t% layers, the continuity of turbulent flow is interrupted by the presence of the
t::: nonturbulent surrounding flows. Therefore, a simple gradient diffusion model
%;: is not expected to account accurately for this discontinuity,
:5 Direct comparison of the shape of the pdf calculated from direct numerical
’%Ei similations with that of experimental measurements is not possible due to the
: different Reynolds numbers used. However, a great deal of understanding of the
ﬁ?ﬂ influence of the large=-scale structures in the mixing mechanism of the shear
;&;iz layer can be gained by examining the computed concentration pdf. The profile
‘$?if of the pdf's calculated from the results of the direct numerical simulation at
f;f the streamwise location of X = 24X is presented in Figure 9. This location
.o corresponds to the point where the first merging between the two neighboring
;;ﬂ; vortices occurs. It is indicated in this figure that at any cross-stream
:E%g location away from the freestreams, the pdf has approximately three peak
;“' values. The first peak is closer to the low-speed fluid concentration, the
¢ ﬁ second peak is closer to the high-speed fluid concentration, and the third
yi? peak is in a mixed concentration between the other two but closer to the
‘i:l high-speed side. The value of the pdf of the mixed concentration is larger
.:‘. than the pdf corresponding to other concentrations; also, the pdf of the
:i: concentration closer to the high-speed fluid side has a larger peak than the
';a; pdf of the low-speed concentration. This trimodal nature of the pdf, and also
i:i the fact that the mixed fluid pdf has a concentration near the high-speed side
';f% concentration, indicates the asymmetry of entrainment due to large-scale
‘}i; structures in the mixing region of the shear layer and also indicates that
o
Pl
SN TP-186/2-87 10
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K more fluid from the high-speed stream than the lowspeed side is drawn into

h the mixing core of the layer. Comparison of this figure with Figure 8 indi-
cates that the pdf's obtained here have a structure closer to the experimental
observations of Masutani and Bowman [19] than the previous calculations

employing a modeled joint pdf transport equation (Givi et al., [17]). However,

PR

the calculated predominant peak of the pdf at the mixed fluid concentration is
less pronounced than that observed experimentally by Masutani and Bowman [19].

This is possibly due to the fact that, in the present two-dimensional

N

calculations, only the isolated effects of the large coherent structures are

examined, and the effects of three-dimensional random turbulent fluctuations

are not presented. Nevertheless, the results obtained from direct numerical

simulations indicate that the mixing mechanism in the core of the shear layer
is asymmetric, and the mixed fluid has a concentration closer to the high-speed

. fluid concentration., This agrees with the experimental observations of

Masutani and Bowman [19] and Koochesfahani [3}. Three-dimensional flow
simulations with random turbulent fluctuations are currently under study and

are expected to result in better agreement with experimental data.

3 Y

The mean and rms values of the conserved scalar obtained from the inte-

—
..

gration of the pdf profiles, presented above, are shown in Figure 10. This

-

sy s E A E

figure shows that the mean value of the concentration has an apparent '"plateau"
g PP P

in the middle region of the shear layer. This "plateau' is at a concentration
where a predominant peak occurs in the pdf (Figure 9). Similar behavior has

also been observed in experimental measurements [3] and indicates the

x?

influence of the large-scale structure on the mean value of the concentration.

) The resulting rms values of the normalized non-reacting concentrations across

| the layer, obtained from the direct numerical simulations, indicate that there

are two apparent maximums in the rms profile. These two points correspond to

the location where the gradient of the mean value is highest. The same

behavior was also observed in the experimental results of Masutani [20].

' Calculations using a gradient diffusion model for the pdf turbulent transport

' are unable to predict this detailed behavior, as the calculations of Givi

: et al. [17) indicate. The predicted results of the rms concentration by Givi
et al. {17] form a fairly smooth bell-shaped profile with a much less clear

. double "hump'" in the middle region. However, the pdf calculation does show

that the location of the rms maximums coincides with the location of the

L highest gradient of the mean value.
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¢:. From the discussion given above, it is clear that the intermittency caused
§: by the large coherent structures contributes greatly to various vital statis-
(~:‘ tics of turbulent flows. The results of direct numerical simulations can
SN illuminate the qualitative behavior of large-scale structures in intermittent
gi: flow, such as the spatially developing mixing layer considered here. Quantita-
:ﬁ: tive comparison with the experimental data, however, is not yet possible. A
:x“ three-dimensional flow simulation may be required for meaningful quantitative
2 comparison with experimental results.

3 CONCLUSIONS ARD FUTURE WORK
K Numerical simulations have been performed for the large-scale vortex

rov's dynamics in a forced spatially developing, reacting mixing layer. A dombina-
?:&: tion of a pseudospectral and a second-order finite difference technique has
; %{ been employed to study the effects of the rollup of the vortices and of their
H:if merging on the rate of formation of the reaction product. As an earlier

}:i simulation [1, 2] using a temporally developing approximation indicates, the
zgii vortex rollup and merging cause the stretching of the interface between the
;&; reactants, and thereby increase the stream surface area on which the chemical
'*\1 reaction occurs. In addition, the present simulation. of a realistic
Q_i; spatially developing, chemically reacting mixing layer exhibit the asymmetric
y‘:: properties of the entrainment, which have been observed in experimental
g: results [19].

The results of direct numerical simuiations reported here and recent

CF

o, experimental measurements indicate the importance of large coherent structures
o . .. . .

A 1n the mixing region of the shear layer. This suggests the need for better
.

:{j turbulence models in order to predict accurately the mechanism of mixing and
;;“ chemical reaction in intermittent flows such as mixing layers.
L Much remains to be done in our continuing effort in numerical combustion
) '-4., 3 . 3 3 3 -

w simulations. Consideration of a temperature-dependent reaction rate with

i:f intermediate Damkohler numbers has just been successfully finished for a

:”' temporally growing mixing layer (Givi et al. [21]) and should be included with
‘}}: the spatially growing mixing layer studied in this paper. This simulation can
:}: address the questions regarding the quenching and extinction of diffusion

‘:i: flames. Next, three-dimensional calculations involving a shear layer with a
5 . . . .. . .
s L. raandom turbulence field will be studied. This is a step toward simulations of
v turbulent flow and will provide 2 better understanding of the physics of
[
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turbulent diffusion flames. The effects of chemical heat release, at a

temperature-dependent reaction rate, on the flow field and product formation
in a spatially developing mixing layer would also be very interesting and will
be addressed in future papers. Finally, it would be interesting to eXamine
the effects of the vortex merging further by looking at the influence of even
higher subharmonics and also the effects of phase relations between the

different modes on the chemical reactions and the flame convolution in a

spatially evolving mixing layer.
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FIGURE CAPTIONS

Figure 1.

Figure 2.

Figure 3.

Figure 4,

Figure 5.

Figure 6.

Figure 7.

Figure 8.

TP-186/2-87

Schematic diagram of the two stream plane mixing layer and the
hyperbolic tangent streamwise velocity boundary condition at X = 0.
Species A and B are introduced into the high- and low-speed

streams of the layer, respectively.

Plot of non-dimensionalized vorticity contours at t* = 31 for the
single rollup case. 0 <X/A <32 and -8 <Y/X < 8. Contour
minimum is -2.10, contour maximum is 0, contour interval is 0.l.

Plot of Shvab-Zeldovich variable (f) contours at t* = 31 for the
single rollup case. 0 < X/A < 32 and -8 < Y/X < 8. Contour
minimum is 0 (1nd1cat1ng no species from the high-speed stream),
contour maximum is 1 (indicating the species from the high-speed
stream), contour interval is 0.1,

Plots of non-dimensionalized vorticity contours for the double

rollup case. 0 <X/A <32 and -8 <Y/X <8. (a) t* =31,

contour minimum Ts ~2. §b, contour maximum is 0, contour 1nterval is 0.1.
(b) t* = 39, contour minimum is -1.76, contour maximum is 0, contour
1nterva1 is 0.08.

Plots of Shvab-Zeldovich variable (f) contours for the double rollup
case. 0 <X/X <32 and -8 <Y/X <. Contour m1n1mum is 0,

contour maximum is 1, contour interval is 0.1 (a) t* = 31,

(b) t* = 39. (Also see the caption on Figure 3.)

Contour plot of concentration of the product of chemical reaction in
the limit of infinitely fast chemistry at ™ = 31, Single rollup
case, 0 < X/A <32 and -8 <Y/A < 8. Contour minimum is 0
(1nd1cat1ng no reaction), contour maximum is 0.5 (indicating maximum
reaction), contour interval is 0.05.

Contour plots of concentration of the product of chemlcal reactlon in
the limit of infinitely fast chemistry at (a) t* = 31, (b) t* = 39,
Double rollup case, 0 < X/X < 32 and -8 < Y/\A < 8. Contour

minimum is 0.5, contour interval is 0.05. (Also see the caption on
Figure 6.)

Comparison of predicted and measured PDF's of the conserved scalar

variable (f) at points across the width of the mixing layer.

(a) predictions based on a modeled transport equation for PDF (Givi
et al. [17)), (b) experimental data obtained by Masutani and

Bowman [19]. The cross stream coordinate (y) is normalized by use

of y°o = [y(< £ >=0.5)], the virtual origin of the mixing

layer (x°,) and the streamwise distance (x). These PDF's

represent conditions at a distance of x = 7 cm from the tip of the

splitter plate used in the experiments of Masutani and Bowman [19].
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Figure 9.

Figure 10.

4963R

TP-186/2-87

PDF's of the conserved Shvab-Zeldovich scalar variable (f) at
points across the m- .lng layer calculated directly from the
results of present direct numerical simulations. These PDF's
represent conditions at a distance of X = 24 )\ from the tip of
the splitter plate.

Calculated mean and RMS values of the Shvab-Zeldovich scalar
variable (f) from the results of direct numerical simulations,

versus the non-dimensionalized cross stream coordinate (Y/A) at
X/X = 24.
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DIRECT NUMERICAL SIMULATIONS OF THE PDF'S OF A PASSIVE SCALAR IN A
FORCED MIXING LAYER

P. Givi Flow Research Company, 21414-68th Ave. South, Kent, Washington 98032

P. A. McMurtry Department of Mechanical Engineering, University of Washington,
Seattle, Washington 98195

Abstract -~ The probability density functions of a passive scalar quantity
are calculated in a perturbed mixing layer by means of direct numerical
simulations, The results indicate that the two-dimensional rollup of the
unsteady shear layer, and the pairing process in particular, contributes
greatly to the generation of the predominant peak of the PDF's within the
mixing region.

Key Words - Direct Numerical Simulation, Mixing Layers, Probability Density

Functions, Coherent Structures, Entrainment.

INTRODUCTION

Probability Density Functions (PDF's) have proven very useful in the
theoretical treatment of turbulent reacting flows since the early work of
Hawthorne et al. (1949). An approach based on the solution of a transport
equation governing the probability density function of the scalar quantities
has the advantage that it provides a complete statistical description of all
the scalars (Pope, 1979). Therefore, the effects of chemical reactions appear
in a closed form eliminating the need for any turbulence modeling associated
with the scalar fluctuations. However, models are needed for the closure of
the molecular mixing term and also the turbulent convection (0'Brien, 1981),.

In most of the previous work employing the PDF approach, the effects of
molecular mixing have usually been modeled by using different stochastic
models originating from the same "family™ of the coalesence-dispersion models
(Pope, 1982), whereas simple gradient-diffusion approximations have been
employed for the closure of the turbulent flux of the PDF (Givi et al., 1984).
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,:;: Among these previous works, Givi et al., (1985) used a Monte Carlo

L numerical routine for the calculations of a modeled transport equation
s>‘: governing the evolution of a passive scalar PDF in a nonreacting two-stream
aﬁw turbulent mixing layer. The results of the prediction were compared with the
2&», experimental data of Masutani and Bowman (1986), which were obtained under
gh4 similar hydrodynamical conditions. Good agreement between predicted results
g;1~ and the measured data was obtained for the first two moments of the scalar
i quantity, There was a major difference, however, between the calculated and
2 ;S measured profiles of the PDF's, The experimental results indicated that the
:_?ﬁ apparent functional form of the PDF changes very little across the mixing

layer and has an intermediate peak at a fixed "preferred” value of the

'ﬂ;& concentration (although the magnitude of this peak changes as the mixing layer
Eg? is traversed). This behavior was originally documented in the measurments of
}t3 Konrad (1976) and Koochesfahani (1984) in the mixing transition and post~-
»;%? mixing transition (Breidenthal, 1981) regions of the layer and indicates that
‘ixi a given mixed fluid concentration has the same probability relative to other
 $§; mixed fluld concentrations, regardless of the position in the layer. The
l:‘: predicted results, however, indicate that the location of the PDF peak, with
(\i$ respect to the concentration coordinate, changes as the layer is traversed,
:?3 meaning that the PDF of the mixed fluid goncentration varies with the cross
;&i stream direction of the layer,

o

‘.

The major reason for this discrepancy, as suggested by Givi et al, (1985)

0

and Masutani and Bowman (1986), is due to the shortcomings associated with the

S
Z:EEE gradient diffusion modeling of the turbulent flux of the PDF and 1is fairly
ZE;S independent of the modeling of the molecular mixing term (Kosaly and Givi,
!}Aﬁ 1987). In a highly intermittent flow such as a mixing layer, regions of
55@ turbulent fluid are interrupted by the presence of nonturbulent surrounding
i:% fluid., A simple gradient diffusion model 1s not expected to accurately
&Ea account for this discontinuity,
At By the use of direct numerical simulations, it is now possible to simulate
:;:3 the mixing layer directly without resorting to turbulence models (Riley and
;Eﬁj Metcalfe, 1980). Direct numerical simulation refers to the numerical solution
I}ﬁ: of the exact transport equations of turbulent flows by means of very accurate
5§§$ and efficlent numerical methods., Transport coefficients are chosen to assure
‘%iﬁ that all relevant flow characteristics are accurately resolved so that no
:Ej; turbulence modeling 18 required. The results of such simulations can be used
7.
s
‘.,~ TP-210/09-87 2
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B R A S e R e i e L,




M et et A

R N Y
A B R S 3

S

s

TR BRI Pl o

S0 0,2 P R S el

-

ST+l

to obtain useful information on the statistics of the variables characterizing
'¢ the structure of the flow, which in turn can be used as a basis for turbulence
modeling,
In this communication, the results of direct numerical simulations are
used to construct the PDF of a passive scalar quantitiy in a perturbed two-
° dimensional mixing layer. The profiles of the PDF constructed in this manner
are used to address the shortcomings associated with the modeling of the

turbulent flux of the PDF in the transport equation governing 1ts evolution,

PY RESULTS
A pseudospectral numerical code developed by McMurtry et al. (1986) was
modified to simulate a two-dimensional temporally evolving mixing layer under
the influence of harmonic forcing. The numerical resolution was upgraded from
P the previously used 64 x 64 grid to 256 x 256 equally spaced Fourier modes.
This upgrade was required for better statistical analysis of the data used for
constructing the PDF's. The flow is assumed periodic in the streamwise
direction and free slip, impermeable boundary conditions are employed at the
@ transverse boundaries, Although, the laboratory splitter plate mixing layers
evolve spatially downstream and the numerical simulations evolve temporally,
important similarities in the dynamics of these two flows make it useful to
study accurate numerical simulations of the temporally growing layers. By

simple Galilean transformation, a flow quantity averaged in the streamwise

direction can be related to the time average of the same quantity at a fixed
location in a splitter plate configuration, These averaged quantitities are
dependent on the tranverse coordinate and the time. Again, the inverse
- Galilean transformation relates time to the streamwise location in a splitter
plate configuration. There 1s one structure within the periodic domain at
each time step, Statistical analysis are perfromed by sampling 256 data
points in the streamwise direction at each transverse location and at each
time step. The presence of periodic boundary conditions allows us to use
accurate pseudospectral numerical methods; these methods are discussed by
McMurtry (1987) and will not be repeated here.

The flow field is initialized with a hyperbolic tangent mean streamwise

velocity profile and perturbations corresponding to the most unstable mode of
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this profile and the first subharmonic of the most unstable mode. The

properties of these modes have been evaluated from linear stability theory
(Michalke, 1964)., The fundamental mode in the mixing layer produces a single
vortex rollup., When the subharmonic is added in, a second rollup, or pairing,
can occur,

The normalized initial value of the conserved scalar concentration, f,
varies from O in the bottom stream to 1 in the top stream, and its shape 1is

approximated by the following functional form:

Yy
1 . 2
£(X,7,0) = ———r j exp(~£/y ) 2dg
Yo /n 0

The flow 1is conveniently characterized by two nondimensional parameters: the
Reynolds number, Re = zUs/y, based on the mean velocity difference across the
layer, the velocity half width, and the kinematic viscosity; and the Peclet
number, Pe = Re Sc, where Sc is the molecular Schmidt number., The values of
these two parameters were set equal to 200, so that the scales would be
accurately resolved on the 256-256 grid points employed in the numerical
simulations, The value of yo was chosen so thai¢ the initial concentration
thickness and the initial velocity thickness were identical, The time depen-
dent transport equations governing the hydrodynamical variables (velocities
and pressure) and the scalar variable (f) are solved with use of the pseudo-
spectral code, the results of which are discussed next.

The contour plots of the conserved scalar variable are shown for the
purpose of flow visualization, 1In Fig. 1, we present the time development of
the contours of the variable f at four different computational times,
Initially, the perturbation associated with the fundamental mode grows until a
time of t* (t*=tau/s) equal to 12, when the first rollup occurs. Proceeding
in time results in the diffusion of the core of the vortex and the growth of
the subharmonic mode, which expresses itself in the form of a second rollup and
the pairing of two neighboring vortices. This second rollup is completed by a
time of t*=36. Proceeding further in time results in the diffusion of the
vortex core with no additional rollup.

The profiles of the PDF's of the variable f obtained by statistical
analysis of the instantaneous values of f are shown in Fig. 2, 1In this figure,

the PDF has been plotted as a function of the instantaneous concentration f,

TP-210/09~87 4
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and the cross~stream direction of the shear layer, These PDF's represent
) conditions at the initial stages of the growth (t*=3) and the final stage
after the paliring process is completed (t*=36).
A comparison between the two parts of Fig. 2 reveals the effects of vortex
dynamics on the structure of the PDF's. Fig. 2a shows that, at the early
N\ stages of the development, before any rollup or pairing has occurred, the
PDF's can be simply characterized by two delta functions that are located at
I f=0 and f=1, with only a negligible amount of mixed fluid at the mixing core
i of the layer, This indicates that, at any location in the cross-stream
‘. direction, the fluid originates from either the top stream or the bottom stream
without any significant amount of mixing in the core. Fig. 2b shows that after
the occurance of the rollup and the completion of pairing, a third spike
» appears in the profiles of the PDF at a region in the neighborhood of a concen-
b o tration value of 0.5. The presence of this third peak suggests the existence
: of a preferred mixed fluid concentration equal to 0.5. The combined effects
of vortex rollup and diffusion are to engulf fluids from the two streams and
mix them in the cores of the vortices. As the layer is traversed, the
o preferred value of this concentration does not seem to change considerably and

remains in close proximity to £=0.5.
The trimodal shape of the PDF is consistent with that observed experimen-

' tally (Koochesfahani, 1984)., However, the experimental measurements were
A performed in the transition and post~transition regions of the mixing layer,
r whereas the numerical data presented here resulted strictly from a two-

! dimensional simulation., This indicates that the two-dimensional rollup of the
unsteady shear layer can be considered as one possible mechanism by which the

Iy third peak 1s generated in the PDF profiles,

\ It should be mentioned that the presently calculated third peak of the PDF

\ at the preferred mixed fluid concentration of f=0.5 1s less pronounced than

' that observed experimentally by Masutani and Bowman (1986). This may be due

. to the fact that in the present calculations, the effects of random turbulent
motion, which can further enhance mixing, are not taken into account, In order
to consider the contributions of turbulent motion into the generation of the
third peak in the PDF profile, three-dimensional simulations are required.

\ Furthermore, the asymmetry of the mixing mechanisms, which has been both
experimentally (Koochesfahani et al,, 1985; Koochesfahani and Dimotakis, 1986;
Mungal and Dimotakis, 1984) and numerically (Givi and Jou, 1987) observed for
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spatially evolving flows cannot be represented in the temporal simulations
presented here., The asymmetric mixing mechanism results in a preferred concen-
tration value that is closer to that of the high speed stream and may depend
on the ratio of the free stream velocities (Dimotakis, 1986). In the present
temporal simulations, the ratio of the magnitude of the free stream velocities
is equal to unity and the structure of the flow is symmetric with respect to
the streamwise coordinates (as shown by the symmetry of the PDF's with respect
to the location (f,y)=(0.5,0) in Fig. 2). Therefore, the numerical simulations
cannot predict any other than the arithmatic average of the concentration
values of the two streams (i1.e., 0.5). Nevertheless, the results indicate that
the rollup of the unsteady shear layer contributes greatly to the generation of
the predominant peak of the PDF's. The exact role of the small scale turbu-
lence motion on the enhancement of such generation requires full three-
dimensional simulation and is the subject of our future research,

Finally, the reason that the methods based on simple gradient diffusion
modeling of the turbulent flux of the PDF, such as that employed by Givi
et al, (1985), cannot predict the trimodal shape of the PDF obtained in the
present simulation is due to the fact that such methods do not consider the
influence of intermittency caused by the large coherent structures in the
formulation, The results of the direct numerical simulations reported here
indicate the importance of such structures in the mixing region of the shear
layer and suggest the need for better turbulence models in order to accurately

predict the mechanisms of mixing and entrainment in such flows.
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FIGURE CAPTIONS
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& Figure 1: Plot of the Conserved Scalar Variable (f) Contours at Four
: Different Computational Times. Contour Minimum is O, Contour
b Maximum 1s 1, Contour Interval is 0.1, (a) t*=3, (b) t*=12, (c)
T
= t*=24, (d) t*=36.
i
ﬁ Figure 2: PDF's of the Conserved Scalar Variable (f) at Points Across the
4
% Mixing Layer Width, (a) t*=3, (b) t*=36,
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Direct Numerical Simulations of Turbulent
Reacting Flows
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ON DIRECT NUMERICAL SIMULATIONS
OF TURBULENT REACTING FLOWS

W.-H. Jou’
Flow Research Companyg. Kent. Washinglon 95032

James J. Riley!

Uneversidy of Washinglon,

Abstract

We present a deseription of the emerging field of di-
rect numerical simulations of turbulent. chemieally-
reacting Hows. The types of direct nmmerical simu-
lations. physical issues related to implementing the
simulations. as well as the various munerical mweth-
ods nsed are described.  Examples are presented of
tecent applications of direct numerical simnlations to
a variety of problems. displaying both the potential of
the method and also some of its limitatious. Finally,
our view of the potential role of direct numerieal sim-
ulations in future vesearch on turbulent. chemirally-
reacting flows is presented.

1 Introduction

Turbulent flow dynamics are often a critical element in
combustion processes. For example. in non-premixed
reactions the overall rate of product formation is usu-
ally controlled by the ability of the turbulence to mix
the reacting species down to the microscale.  The
present ability to model turbulence in combustion pro-
cesses is very limited, however, due to the lack of un-
derstanding of the physical processes involved. This
has led Waltrup! (see also Northam?®). e. g.. in a dis-
cussion of the development of liquid fueled. super-
sonic combustion ramjets, to list research into turbu-
lent shear layers and turbulent houndary layers as the
highest priority items deserving further research.
Most modeling of turbulent reacting flows to date is
based upon either the Revnolds- (or Favre-) averaged
equations, or the probability density function equa-
tions (or some combination of the two). Both ap-
proaches suffer from the closure problem. and henee

*Senior Research Scientist. Member ATAA
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rely lieavily on empirical modets which are of question-
able validity aud generality, especially for combustion
processes. An alternative predictive approach to this
probleni. which avoids somne of the problems of these
other methods. is direct numerical simulations. This
approach. as applied to chemicallv-reacting flows, is
i its infancy. A significant amount of work using
this methodology has been initiated over the past few
vears, and the method has tremendous potential in
the Puture. as computers becotme larger and faster,
and as numerical methods hecome more efficient and
more aceurate. The objective of this article is to ex-
plain the basic methodology of direct numerical simu-
lations when applied to turbulent. chenticatlv-reacting
flows. The discussion will include the various methods
of approach. the different numerical methods which
are presently used, and the problems which can and
cannot be addressed with this methodology. Since we
are emphasizing the methodology. this article is not
weant to be a complete review of past and current
work. We will draw on examples from this work only
to the extent that it hielps to explain the methodology.

Direct numerical simulations involve the numerical
solution of the time-development of the detailed. un-
steady structures in a turbulent flow field. Using very
eflicient. numerical methods and, usually. supercom-
puters. the fully nonlinear governing equations are
solved directly so that. at most. only the smaller-scale
motions need to be modeled. Statistical data are then
obtained by performing averages over the computed
flow fields. The procedure is analogous to laboratory
experiments, but has the advantages that (i) most of
the physical quantities of interest are known and their
relevant statistical propertics can he computed (since
the entire How field is known at every time step). (it)
the parameters can easily be varied. and (iii) experi-
meuntal conditions are more controllable. The advan-
tage over other numerical approaches is that the clo-
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sure problem can be circumvented. and the behav-
1or of large-seale structures divectly addressed. The
main disadvantage is the limited spatial and temporal
resolution available. which limits the range of space
and time scales (and hence maxium Revunolds and
Damkaéhler numbers) that can be included in the sim-
ulations. At the present time direct numerical sim-
ulations are limited to use as a research tool. 1t is
possible. however, that within the next decade certain
types of direct numerical simulations will he used in
applications.

The approach has been used successfully in the
study of turbulent. nonreacting flows. For example. it
has been applied to testing turbulence theories, from
analytic theories (Orszag and Patterson®: Herring et
al') to second order closure modeling assumptions
(Herring®: Sehumann and Patterson”™: Bardina et al®).
Lmportant advauces Lhave heen made in the study of
the atmospheric boundary faver (Deardorfl™) as well
as of neutral boundary lavers (Moin and Kim"), of
homogeneous shear and homogeneous straining flows
(Rogallo™). and of density-stratified flows (Riley ot
al*ty. The method has heen validated by compar-
ing simulation results with laboratory data for the
cases of homogeneous. turbulence decay (Mansour et
al'?), turhulent wakes (Riley aud Metcalte!3), turbu-
lent mixing layers (Riley and Metealfe!?), and turbu-
lent boundary layvers (Moin and Kim™).

In this paper we will first discuss in detail the
methodology involved in direct numerical simulations
of chemically-reacting turbulent flows. This involves
discussions of the various types of direct simulations.
of some physical issues related to the implementation
of direct simulations, and of the numerical methods
employed in simulations to date. We uext discuss ex-
amples of direct simulations, pointing out in partic-
ular some of the ways that direct simulations can be
used to address important issues. Finally we will dis-
cuss how we believe the methodology should be used
in the future. including the critical areas of research
in further developing the methodology. and problems
that are best addressed by this methodology. For an
excellent review of the methodology and applications
of direct numerical simulations to nonreacting flows
see Rogallo and Moin'?,

2 Methodology

As the field of direct numerical simulations has de-
veloped over (he past [T vears, a vatiety of iniple-
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mentations has emerged. and several different numer-
tcal methods emploved. In this section we will dis-
cuss these different implementations and the nuner-
ical methods nsed, as well as several phvsics issnes
which must be addressed if one is to properly apply
the methodology.

2.1 Direct Numerical Simulations

By the term direct numerical simulation we mean a
numerical calculation which solves for the time devel-
opment of detailed, unsteady structures in a turbulent
flow field. In particular. we exclude any calculation us-
ing the Revnolds- (or Favre-) averaged equations. even
if applied to a (statistically) unsteady turbulent flow.
There are several implementations of direct numerical
simnttlations. which can be classified as follows,

Full turbulence simudations (FTS) are caleulations
in which all of the dynamically significant fength and
time scales of motion are included. This implies re-
solving length scales ranging from the size of the do-
main of interest down to scales smaller than those
at which viscous dissipation and chemical reaction
oceur. We can obtain an estimate of this range of
scales for nonreacting flows by examining the ratio
of a length scale characterizing the energy-containing
range (L, ) to the Kolmogorov length scale (L), which
characterizes the dissipation range. The Kolniogorov
length scale is defined by Ly = (13/6)1/3. where ¢ is
the energy dissipation rate. Estimating ¢ by u/L,
(Batchelor!”). where «' is an rms turbulent velocity
scale. the ratio of the energy-containing scale to the
Kolmogorov scale is approximately

k L, (u.'L€ )3/4
Ly (3¢)i/ v '

(1

We see that this ratio of length scales is roughly pro-
portional to Ri/“, where Ry = u'L./v is a Reynolds
number based upon the energy-containing range of
scales. Therefore the nuniber of grid points \" in a
particular direction is expected to be proportional to
R:;_“. so that. in a three-dimensional simulation. the
total number of grid points will he proportional to
(«'L, /v)*!4. Most techuological flows have Reynolds
numbers in the tens of thousands or more. which
would require more grid points than computers of the
present or near future could handle. With present-
day supercomputers. the maximum Reyvnolds numbers
achieved in such simulations are in the range of several
hundred. This limits this approach to hasic research

studies.
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Full turbulence simulations originated with the
work of Orszag and Patterson®
mogeneous decaying turbulence and the valdity of

who studied ho-

certain analytical theories of turbulence.  The ap-
proach has heen emploved further in many basic re-
search issues, including turbulent dilfusion (Riley and
Patterson!®). magnetic turbulence (Schumann'®y. the
behavior of pressure/strain-rate correlations (Schu-
mann and Patterson”; Feiereisen et al'™). turbulent
wakes (Orszag and Pao®™; Riley and Metcalfe!?). tur-
bulent mixing layers (Riley and Metcalte!?), and tur-
hatlent Loundary layers (Moin and Kim*"). Examples
of full turbulence simulations of chemically-reacting
flows are the work of Riley et al®! and MeMurtry e
al?*.

In order to avoid the Reyvnolds number limitations
inherent in full turbulence simulations. Lilly* and
DeardorfT?! introduced the methodology which is now
know as large eddy simulations (LES). In large eddy
stmnlations the equations of motion are prefiltered to
eliminate the scales of motion smaller than those re-
This produces
equations analogous to the Reyvnolds averaged equa-
tions, only the averaged (filtered) termis now represent
the unresolved motions.

solvable on the computational mesh.

Models are proposed for the
filtered termis, and then the equations are solved for
the resolvable scales of motion (large eddies).

The advantage of this approach over FTS is that it
has the potential to treat very high Reynolds number
(and very fast reaction) flows. The disadvantage is
that ad hoo raodels are necessary to close the egia-
tions. wlich introduce some nncertainty into the va-
Hidity of the results. The advantage of the method
over solving the usual Reyuolds-averaged equations
is that the large-scale turbulent motions are treated
almost exactly. and only the smaller scales are mod-
eled. In the Reynolds-averaged approach. however,
all scales of the turbulence are modeled. Lherefore
it would be expected that the LES would provide a
more accurate simulation of the turbulence. that the
LES results would be less sensitive to modeling as-
sumptions (since scales comprising only a small per-
centage of the energy are usually modeled). and that
this sensitivity would decrease as the resolution in-
creases. Another advantage is that information about
the detajled structures of the larger-scale motions is
provided In LES. The disadvantage is that iengthy
computations of unsteady three-dimensional (or pos-
siblv two-dimensional) Aows are required. whereas, in
the Reviolds-averaged approach. usually steady-state
and lower dimensional equations are considered. Fur-

\ "
RN

thermore a much larger range of tength and titve scales
is necessary in the LES approach. so that a signifi-
cantly greater computational effort is required,

Large eddy simulations ean be classifiedd into two
two-dimensional (or axisvimmetric), and
three-dimensional.  In two-dimensional LES.
dition to filtering out the subgrid-scale motions, the
equations are also averaged in one spatial direction.
This results in a much simpler numerical problem.
More of the seales of motion need teche modeled, how-
Further-
key three-dimensional aspects of turbulence,
whiely
can be simu-

categories,

i ad-

ever, decreasing the reliability of the model].
more,
e g, vortex-tube stretehing. are eliminated.
considerably limits the dyvoamics tha
Lated.
plied to the stwdy of plane turbulent mixing layers.
where it is argued that a significant partion of the tur-
Studies Tiave
Patnaik
s Jon and
s Menon aud Jou™) aud reacting Hows (e g
: Ghonteny et al?s McMurtry ot

Tuo-dimensional LES have Leen maly ap-

hulence dynamies are two-dimensional.
heen carried out of hoth nonreacting (¢, g..
et al??: Riley and Metealfeld: Lesieur et al'
Menon®?
Ashurst and Barr®"
al?).

Three-dimensional LES have been used in a variety
of problems. Ju-ginning with the houndary Layer stud-
ies of Deardorflf™*, and continuing with caleulations
of homogeneous decay (Mansour et al'®). channel
Hows (Moin and Kim™: Grotzbach and Seliumann®!).
and more recent work on the atinospheric houndary
layer (Moeng3?). At the present no three-dimensional
LES of chemically-reacting turbulent flows have heen
performed.

2.2 Some Physics Issues

In direct numerical simulations it is important to es-
timate the length seales of the physical phenomena
of interest so that an appropriate choice of the ap-
proaches discussed above can be made. and so that
the phenomena can be adequately resoived numeri-
cally. This is particularly true when full turbulence
simulations are employed. Usually it is also impor-
tant to estimate the parameter range for which the
simmlations can accurately predict the phenomena of
iuterest.  Given the performance of supercomputers
available now and in the near future, approximately
two decades of length scales can he resolved in a three-
dimensional simulation. As mentioned in the previous
section. using Equation (1) to estimate the maxinum
Revuolds number in terms of the ratio of the largest
to the smallest length seales which can be resolved.
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the maximum Reyoolds nuinher is found to he several
hundred.

When chemical reaction is included.  additional
physical parameters are involved. We shall use a pop-
premixed reaction to demonsteate how the physieal
parameters related to chemical reaction may allect the
scaling and thus the technique for direct nuiaerical
<simulations. For convenience in our diseussion we as-
sume that the Prandtl and Lewis numbers are bty
unity. so that only one dissipative coeflicient. namely
The chem-
ieal reaction rate is characterized by the Dambkohler
number Da;p defined as

the viscosity. is an independent paranetey.

rf '\ L('

'

Da; = ()

where ¢ s the the rate coeflicient. €' a charneteris-
.'1I|'|
Lo alength seale characterizing €', This Damkahler
nuiber gives an estimate of the ratio of the reaction

tic valne of the chemical concentration field ¢

terms to the adveetion termns in the conservation equa-
tion for the chemical concentration. and when it is of
the order unity. the diffusion length scale. 1. e the
Batchelor length scale (Drr/)V?. and the thickness
of the reaction zone are of the same order. (Ilere D
is the molecular diffusivity of ). A shnlation which
resolves the diffusion scale will then also resolve the pe-
At high Damkohler numbers. for hinary
reactions the ratio of thickness of the reaction zone
to the diffusion length scale decreases as O(Du_l/’)
(Gibson and L1b|>\33) Inside the reaction zone. the
species concentration is small and of the same order
in Day as the thickness of the reaction zone. Thus,
well designed direct numerical simulations can prob-
ably handle up to about Du; 30 without losing
numerical accuracy.

For very high Damkobler numbers. the reaction
zone caundt be resolved using current!ly available com-
puters. It is well known. however, that the rale of
chemical reaction is controlled by the rate ol diffu-
ston of the reactants into the reaction zone. which is
extremely thin. If the reaction zone is treated as a
sheet with zero thickness, the gradient of the concen-
tration of the reactants is discontinuous there. The
numerical solutions of the species concentration equa-

action Zoe.

For a flow with constant density,

acentate tesults can be obtained by nmerieal simula-

conserved scalar.

tons using this approach (Riley et al*!y

For a fow in which the chemical heat velease affects
the dynamics of the fluid through variable density, (e
Although the species
concentrations as well as the temperature field, and
thus the density ficld, can <stll be inferred from the
conserved scalar. the st spatial derivatives of these

<ituation is somewhat different.

quantities are discontinuous at the reaction sheet. In
the <olution of the conservation equations for a vari-
flow,
firld ape l'vqllil'i'(|.
Gibl’s phenomena may thus result near the reaction
<heet inany
the veaction sheet,

able density spatial derivatives of the degsity

Nutrerical inaccuracy due to the
numerical method intended 1o capture
This dhseontinuity i derivatives is
due to the discontinnous nature of the velationship he-
tween the conserved seafar and temperature (see |-
ure 1), and may be circumvented
relations<hip. In physieal space, this sioothing proeess

by smioothing this

artificially broadens the reaction zons into a region of
finite thickness. The structure of this reaction zone
is then entively artificial. I the smoothing process,
can be contained within a scale small with
respect to the diffusion length. the eflects of the ar.
tificial broadenimg of the reaction zone on the luid
dynaies as well as on the species diffusion may not
he affected. Since the reaction is diffusion controlled.
it s expected to be independent of the striucture of
temperature and density field within the artificial re-
action zone. The potential of this method has not yet
heen explored.

however,

For a reaction with an Arrhenius temperature de-
pendent rate, an additional parameter E, the acti-
vation energy nondiucusionalized by the adiabatic
fame temperature, is present. ‘L'his additional pa-
rameter is usually large so that the large activation
energy asymptotic analysis (Williams®; Bucknas-
ter and Ludford3®) can provide valuable information.
Since the Damkohler number, the nondimensional ac-
tivation energy. and the Reynolds number are all large
numbers, there is a relative ordering among these pa-
rameters which determines the structure of the flame.
It is known that in a flow field where the local dis-
sipation rate is high enough. flame extinction occurs

:"’_-. tion may encounter loss of accuracy. Fortunately, a  (Linan®%: Givi et al®). Heat is diffused away from
:::': conserved sealar. which is smooth across the reaction  the flame rapidly enough so that the chemical heat re-
Lo sheet, can be defined for cases in which the species  lease fails to sustain the flame temperature at a value
:':- diffusion cocflicients are equal and the Lewis nutnber  above whieh the chemical reaction occurs.  Because
o is nnity (Williams*). The species concentrations, in- of the exponential nature of the temperature depen-
_:::::' cluding the reaction produet, can be inferred from the  dent reaction rate, the heat release is reduced rapidly
ey
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onee e temperature falls below the lame temper-
atuwre. To establisle the relative ordering of the na-
rameters imvolved, we start with the known sealing of
the lame thickness of QCE ™YY when the flame extine.
tion occurs (Linan®"). The species concentration in
the flame <heet is also of the same order in £ There-
fore. the halance hetween the diffusion term and the
reaction term gives

"‘TU*.’?, ~l'f(‘»\[‘_‘_l~.\|r(-—E)A (3)
LiE-+
wheye the activation energy Eis novmalized by the
shiabatic Toaone tepperatare, and ryois the frequency
factor of the chemical reaction. This relation can he
rewritten m terms of a cedefined Pankoller tnmber
1Y, as
—1/

1),,:%:()(“. (l)
where Fauation (1) has heen weed, and Dap only in-
chivdes the frequenes factor ppo Tlisis the relative or-
dering amonge the theee parameters Ry o Daypoand F
for Yoeal Hame extinenion to occur. 1o this parameter
range. the assumption of chemieal equilibriunn in the
reion outside of the flame sheet i o loneer valid,
as part of the flow field is cliemically frozen. W the
Damkohler aumber is so large that the above refa-
tion is nol satisfied, the chemical reaction 1= agatn in
cauilibrinm and the (Bune thickness is sealed by an
additional factor of Da='/3,

In many practical flows, both the Revnolds nun-
ber and the Damkohler number are very large and ave
hevond the range for accurate full turbulence simula-
tions. Interesting information on flame extinetion oc-
currtng i a high Revnolds number. high Damkobler
munthber flow may, however, be obtained by a simu-
lation with moderate Reynolds number. Damkoliler
number and activation energy il the above relation
can be satisfied. This conclusion. of cotrse, is based
on the assumption that a high enough Reynolds nim-
her can he attained in the simulations <o that the es-
timate given by Equation (1) can be emploved. With
continued improvement in the computational power of
supercomputers, the simulation of dissipative behav-
ior of a turbulent flow becomes increasingly possible.

Sinee hoth chemical equilibrinm flows and chemi-
cally frozen flows can be computed using a conserved
scalar. one may be temipted to think that such an ap-
proach.with the reaction sheel treated asyvmptotically
as a discontinuity, can he used when the activation en-
ergy s very high, The problem. however. turns out
tor he nontrivial. - Along the sheet where the valpe

of vonserved scalar is at the stocliometeic ratio. the
instantancous local Dambkablor ol can bee vonn-
pited aned the flame sxtinetion ergterion of Linan ™
ean be applied. The diflicalty Lies in the faet that the
How field outside of the reaction zone is divided into
a part that s in chemieal equilibriun and a part tha
is chemically frozen. The teansition at the edge of the
flame sheet to chemically frozen flow mnst he treated
I the reaction zone is treated as a sheet, this trausition
region is a point flame tip. The relationships hetween
the conserved cealar aud other relevant sealar quan-
tities are diflerent for an equilibrinm Aow and for a
frozen flow. Tas not elear how the sealar variable< in
a mixed equilibrium-frozen flow can Le inferred from
a conserved sealar. even il the edae of the flame slieet
can be located, Tngenions fnethods mnst he fuvented
for treatment of the flame <heet with Joeal extinetion
i a full tarhulence simulation,

Despite the technical obstacles one may encounter,
the treatment of the reaction zone as a discontinu-
ons <heet 1 the simulation of turbulent reacting flows
seens to be an hportaul direction i the futnure.

2.3 Nummerical Methods

With the wnderstanding of the tength scales of the
physical phenomiena involved and of the accuracy re-
quiretnents of vartous approaches of direct nuierical
<imulations, an appropriate numerical scheme must
he chosen for resolving the physics. Varlons nuner-
ical seliemes can be used i divect numierical simula-
tions of turbulent reacting flows. These methods can
he classtfied into three miain categories: spectral and
prendo-spectral methods. finite difference and fnite
volume methods. and vortex methods. These meth-
ods vary in accuracy. computing efficiency, and flexi-
hility in treating boundary conditions. Each method
has certain advantages and disadvantages. with no one
method the obvious choice fur all problems. In select-
img a numerical method for a specific problen, it is
important to understand the properties of methods,
so that one may make the optimum choice of numeri-
cal method for the particular problem of interest.
Much of the work on direct numerical cimulations of
nonreacting turbulent flows has employed spectral or
psetido-spectral numerical methods.! The application
of these methods to turbulent reacting flows was initi-
ated by Riley et al?l, and contimed hy MeMurtry ot

"his has led. in fact, to some confusion. as some people
have tender to equate divect nunerical simulations with spee-
tral numerical methods.




al?? Givi et al®. Leonard and HillP, and McMurtry
et al3,

In the spectral or pseudospectral methnd (see Got-
tleh and Orszag!
of these methods), the dependent variables are ex-
panded in truncated series of orthogonal funetions
satisfving the requiced boundary conditions. Spatial
derivatives are then evaluated locally in the trans-
formed domain, while nonlinear products are evalu-
ated locally in the physical domain. Mainly Fourier
series and Clhiebyschey polyvnomials have heen used.
With these functions. the mapping between the physi-
eal space and the configuration space can he efficiently
performed using a Fast Fourter Transform algorithm.
Thie spectral method, whichis equivalent to a Galerkin

for a rather complete discussion

method, involves eliminating entirely the aliasing er-
rars that arise in evaluating the nonlinear teris. The
peendospectral method, which is equivalent to collo-
cation. retains <ome of these aliasing terms. The pseu-
dospectral methods, which are much ensier to imple-
ment and run several thnes faster, have been most of-
ten used, althongh not exclusively (e, g.. Orszag and
Patterson?: lerrtl: Rogallo!). Various tine-stepping
schemes have heen cmploved with these methods, in-
cluding leap-frog. Adams-Bashforth. and higher-order
Runga-Kutta scliemes.

cient to resolve the dependent variables, a Luild-up
of amplitude near the cut-off wave number ocenrred,
leading to significant errors in the solutions,

There are several drawhacks with this method. The
class of complete basis funetions which allow pateh-
ing the houndary conditions and which also possess
the properties of rapid convergence are himited. The
application of Fourier sertes is restricted 1o prob-
lems with periodic or with free-slip houndary condi-
tions. While Chebysehev polynomials can be applied
to problems with arbitrary houndary conditions. the
Jdistribution of collocation points for the method may
not Lie ideal for many problems.  These colloration
points are densely packed near the houndary with
spacing ol O(NVF).
particularly in the far fickl, to adjust the spacing to g

Additional mapping is required.

more reasouable distribution. The method in its orig-
inal form is limited 1o its eapabilities for compnting
flows aronnd a complex geometrical shiapes and for
treating wflow and outflow boundary conditions. Re-
cent wark on the spectral element method (Korezak
and Patera??:
considerable progress in removing these limitations.

Ghaddar et al?y. however, has nude

Spectral methods. hecause of their inhierent nonloead
properties, also have diflicnlty i capturing disconti-
nuities such as shocks while maintaining spectral ac-

::_‘;: Spectral and pseudospectral methods have the ad- curacy. Gibh's phenomenon develops at the disconti-
,:.#:_1 vantages that phase errors are very small and rates  nuities. degrading the aceuracy of 1the solution.

‘::': of convergence are very high. If the dependent vari- Finite difference methods can be constructed to ar-
._::\ able is sufliciently smooth aud the orthogonal func- hitrarily high order of accuracy. hut with increasing

tions have heen properly chosen. then as the number
of orthogonal functions .V hecomes large. the trun-

computational eflort. In general, second or fourth or-
der schentes are used in computing complex llow fielils.

O.

0go
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et cation error decreases faster than algebraically (Got- Unfortanately, the large dispersive and dissipative er-

:'-': tlieb and Orszag'?). Various authors (e. g.. Peyret and  rors in second order central difference schemes produce
- e 49 . . ., N
S Laytor®?: Haiilvogel et al*®) have found that the psen-  results which are not acceptable for moderately high
—ta . . '

b dospectral methods are at least twice as accurate i Reynolds nuimber flows or for flows with shock waves.

()
.
L
2

each spatial dimensions compared to linite diflerence
schemes using the same resolution.

To circumvent this problem, either explicit artiticial
dissipation is added to the scheme, or the scheme is

In order to explore the capabilities of pseudospectral  constructed in such a way that artificial dissipation is

ﬁ,}c.

AV numerical methods when applied to chiemically react-  implicitly included. Examples of the former can he
:-.l‘;; ing flows. Riley et al?! applied the method to the color  found in Beam and Warming!” and Jameson et alt*.
NIe problem with diffusion and reaction. It was found that  and those of latter in MacCormack’s*™ scheme and the
A both diffusive and dispersive errors decay rapidly with  QUICK (Quadratic Upstream Interpolation for Con-
Al N (the number of Fourier modes) when a sufficiently  vective Kinematics) scheme (Leonard?™). The meth-
Ay € . . . . . . .
[~/ . sinall time step is used. Because of this high conver-  ods cain thus be applied o smooth flows at moderate
S gence rate and the lack of phase errors, high gradient  Reynolds number. In fact. many schemes can com-

, s 5 A )
-, regions coulil be accurately and efficiently computed  pute flow with extremely high Reynolds number while
b with o moderate number of Fourier modes, This prop-  retaining numerical stability.  The Reyvaolds nun-
1 Sl .. . . . . . .

- erty of the method is important for simulations of a re-  ber in these computations probably loses its mean-

A ] 1 1 A

® acting flow where the molecular diffusion is of primary  ing. however. as the numerical dissipation dominates
29N - . co .

" concern. When the number of modes was not sulfi-  the molecular viscosity.  Therefore, only large-scale
\ » "
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phenomena may be captured accurately using such a
method at high Reyunolds number. Heneeoin applying
these scliemes to reacting flows. one should he careful
i the wnterpretation of the results. Examples of us-
me MacCormack’s sclteme for large eddy sinmlations
can be found n the simulations of flow in a propulsion
deviee (Menon and Jou?: Jou and Menon®?).

To prevent artificial viscosity from smearing discon-
tingities {e. g.. shocks) over a large number of grid
points while eliminating spurious oscillations around
a discontinuity. a class of numerical schemes has heen
Boris and Book™ were the first to con-
struet a finite difference scheme. the Flux Corrected
Transport scheme. which preserves the monotonicity
of flow variables in a high gradient region. Recent de-
velopmient of the so-ralled Total Variation Diminish-
ine (TVD) schemes (e, g, Harten®!: Davis™: Roe®3:
Yee?t) also belong to this category. The essential feq-
ture of these schemes 1s a “smart” artificial viscosity,
in the form of a flux fimiter. which is small in the
region of smooth flow. but which reduces the numer-
ical scheme to a low order one near sharp gradients.
The solution can thus “negotiate”™ the sharp gradi-
ent without producing spurions oscillations.  Study
of the dissipative properties of TV'D schemes using a
color problem is discussed by Smolarkiewicz®. 1t was
found that the solution maintains the monotonicity
property. Dissipative errors. however, are substantial.
Agatn. molecular diffusioit can not be treated accu-
rately for a high Reynolds nmmber flow. even when
the computations are stable. This type of schieme is
«qt. te successful in computing very complex patterns
of detonation waves (e. g.. Guirguis et al®). Its ap-
plications to other reacting flows can be found in the
work by Kailasanath et al®”, where the flow is assumed
inviscid and the chemical reaction is modeled.

develaped.

For a full turbulence simulation of a reacting flow
in which no phenomenological model is desirable, the
detailed molecular dissipative processes are essential
elements of the physics. Thus. the careful construc-
tion of a finite difference scheme without numerical
dissipation in high gradient regions is important. The
Revnolds number. the Damkéhler number. and the
activation energy for these simulations will then be
restricted to moderate values. These restrictions are
likely to be more stringent for finite difference meth-
ods than those for pseudospectral methods. For large
eddy simnlations. however, the numerical dissipation
can be considered as a crude subgrid-scale model.

Finite cifference methods have advantages over

spectral methods in several aspects. It is easier (o

JEIY
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construct a finite difference code than a psendosjee-
tral code for fow with complex geometey, 15 properls
implemented, shock waves can he captured more acci-
rately with finite difference schemes. Fiually. for the
same nnmber of grid points. the computational «li-
cieney of a finite dilference seheme is generally higler
than for a pseudospertral scheme.

An  tnteresting  numerical method  for
thermo-fluid probleis is the vortex. or pethaps more

solving

appropriately. the distributed singularity. methaod
Examples of the application of this method to react-
ing Hows can be found in the research of Ghoniem
al® . Ghoniem and  Givi® and  Ashurst
Barr® for two-dimensional flows.  Applications to
three-dimensional nonreacting flows are just emerging
(Leonard®' s Ashurst and Meiburg™: Glhonieni el al™!).
Only two-dimensional flows will be discussed Lere. iy
solving the governing equations subject to the simall
Mach mnnber approximation. the velocity field is de-
composed into a solenoidal part and a patential part:

et and

u=VAT?+ TP

If the vorticity distribution is discretized and its spa-
tial distribution is known. then the solenoidal velocity
fie)d can be obtained using a Green’s function which
satisfies the required boundary conditions. Note that
the Green's function can be singular at a convex cor-
ner. The heat of combustion produces a local di-
Iatation which is idealized as a mass sonrce terns in
tlie Poisson equation governing the potential field b,
Again, a Green's function approach can he employed
to find the potential flow field. The combined low ve-
locity induced at the locations of each discrete vortex
and dilatation source convects these sources to new
locations. 1f a convex corner is present, then new vor-
tices must be shed at the corner in order that the
Ikutta condition be satisfied there. Viscous diffusion
is simulated by a random walk of the discrete vortices.

In its application to the combustion of a preiixed
gas. the flame sheet is treated as a discontinuous sur-
face and its location is tracked using the local [aminar
flame velocity (Sethian®?). It is equivalent, in spirit. to
the shock-fitting method in the computation of com-
pressible flows with shock waves. The smoothing of
flame location. however. may he required to prevent a
saw-1ooth instability (Pindera™). This is equivalent
of adding some form of artificial dissipation. the ef-
feets on the accuracy of the computation of which are
not understood.

Since the flow field away from the sources is ex-
pressed analytically in terms of the Green's function,
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only highly complex source regions require diseretized
numerical computations. Presumably. the compnita-
tions can be made much more eflicient than the nu-
merical solution of the primitive equations. No ditect
comparisoi. however, hetween the computational offi-
ciencies of the distributed singulacity method and the
diseretized field methods is available.

The miethodology described above applies to con-
stant denstty  flows, but  with concentrated
sources to represent local voluine expansion due to

mass

heat telease. Certain dynamies age lost. however. For
a flow with density discontinuity. such as a flame front
in a premixed reaction, the velocity indured by the
vortices and computed on each side ol the discantinn-
iy hy the Biot-Savart law will be equal. The dynamie
houndary condition at the denstty discontinuity thepe-
fore cannot be satisfied unless new vortices are itro-
duced there. This is the manifestation of the effect
of baroclinic torque. Recently. the generation of vor-
ticity at the flame front was taken into consideration
by Pindera’™ using the vorticity jump condition across
a discontinuity derived by Haves. The effects of this
haroelinic torque on the evolution of the flow ficld wepe
shown to be very strong,

The vortex method presents a useful tool (o com-
pute in two spatial dinwensions (he farge-scale fea-
tures of complex phenomena associated with react-
ing Hows. The computation is stable for very high
Revnolds mumber. Whether the resulting flow field,
however, contains all features of a high Reynolds nun-
ber turbulent flow is still a subject for debate. The
results of simulations using this method in two di-
mensions must be interpreted in the context of a
targe eddy simwlation. Applications of this methad to
three-dimensional nonteacting ttows have just begun,
and the three-dimensional vortex stretching mecha-
nisut can thus now be simulated. As discussed in the
previous section, the spectral bandwidth of a flow in-
creases as the Reynolds number increases. Therefore.
although the vortex method may produce stable cony-
putations. in order to describe all scales of turbulence
accurately the nuber of singular vortex elements may
increase with Revnolds number at a similar rate as the
computational elements in a psendospectral or a finite
difference caleulation.

3 Examples

In this section we introduce examples of diveet nu-
merieal situlations in order to demonstrate how such

8
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sinmlations can be used in the study of tarbulent.
chemicallv-reacting tlows. We begin with a scquenee
of related mnnerical expernnents.

3.1 A Step-by-Step Sequence

Perhaps. the hest way to illustrate the use of divect
putnerical simulations of reacting turbulent flows is
to describe some examples from the recent literature
These examples are not weant to be exhaustive, hat
are chosen to illnstrate the general approach. We shall
hegin with a series of stndies in which we have heen
directly involved. This series starts with the very shm-
ple ease of a constant density How and graduatly the
complexity of the physical model is inerensed. I do-
ing ~o. each of the physical mechanismis can be tarned
on and off in order to izolate their individual efleets
on e overall hehavior of the flow and ehemieal reac-
tion. In this manner a systematic understanding of the
phvsies of turbulent reacting Mows ean he obtained.
Tl series started with the work of Riley et al®!,
The How under consuderation 1s a two stream mixing
laver with one reactant on each side. The fluid s as-
sumed to he constant density. so that the Huid dynam-
jes are independent of chemical reaction. The species
concentrations are influenced by advection, molecu-
lar diffusion. and chemical reaction. The chiemical re-
action is taken as a binary. single step. irreversible
(Heuce. in
particular. the reaction rate is temperature indepen-
dent.) This stmple model addresses effects of the flu. |
dynamics on the chemical reaction. but not vice versa
In order to avoid the significant nmmerical difficultie
associated with inflow and outfiow Lhowndary condi-
tions, and to take advantage of Fouricr pseudospectral
numerical methods, the flow is assumed to he peri-
odic in the streamwise direction. ‘Lherefore the tem-
porally growing mixing layer was studied. whereas in
lahoratory Hows the spatially growing layer is investi-
gated. The temporal problem is. however. closely re-
lated to the spatial problem when viewed in a referenee
fraane moving at the average velocity. and many of
the dynamic characteristics of the spatial problem are
contained in the temporal case. Full turbulence siin-
ulations in three spatial dimensions were perforned
using GIx64x61 point Fourier decomposition of the
flow variables. ‘[ypical values of important parame-
tets for the simulations are: Re = "Ly ofv = V2.
Day =vC L.JU =025, and Se = v/D = 0.6. (Here
I is the velocity difference across the mixing layer,
and Lo is the mean velocity half-width). Also. cases

reaction with a constant rate coeflicient.
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with infinite Damkohler number were computed using
a conserved secalar approach.

Figure 2 shows a series of concentriation contour
plots in a streamwise section. displaying the time-
development of the laver and. in particular. the gen-
eral hehavior of the reaction zone. Fven with this
limited range of parameters, several important olser-
vations and conclusions are obtained concerning the
fluid dyvnamical effects on chemical reactions. Qnal-
itatively. the coherent structures in a turbulent flow
increase the interface between the two species. thus
increasing the overall reaction rate. Quantitative in-
formation is obtained by taking (spatial) averages of
vartous flow variables frony the results of simulations,
Mean product thickpesses are computed at vartous
tines, and show that the profiles of chemical species
concentrations are self-similar. A\ most interesting re-
sult is obtamed from the averages of the reaction term
at varions times. With constant reaction rite. the re-
action term can be averaged to give

r( (g = l-(-—‘ﬁ + 1" (g

The mdividual components of the above velation as a
function of the cross stream coordinate are given in
Figure 3. The two terms on the right hand side are of
the same order of magnitude and are of opposite sign.
It s very clear that the modeling of the correlation
of the finctuations of species concentration must he
performed carefully to ensure that the overall chemi-
cal reaction rate is accurately computed. A surprising
result from the study is the weak dependence of the
product thickness on the Damkohler numiber.  The
product thickness for the infinite reaction rate case,
whicly is completely diffusion controlled. is only aliout
107 greater than for cases with moderate Damkohler
nwmbers. Finally the similarity profiles for the aver-
age product, computed from the infinite reaction rate
case, compared favorably with the experimental re-
sults of Mungal®™. giving sowe confidence in the re-
sults of simulatious.

The parameter range investigated in these exper-
iments was very limited. The effects of Dankohler
number can probably be examined in further detail
by performing simulations with values of up to ahout
20 to 30. The behavior of solutions can be stud-
ied as the reaction rate is systematically inereased.
The grid resolution has restricted the scales of tur-
hulence being simulated. With a supercompnter sucl

as National Acrodynamic Simulator. a 256x256x256
grid point simulation is possible and would greatly
enhance the understanding of the physical process at

higher Reynolds and Damkohler numbers

After addressing the flid dynamieal effects on
chiemiteal reaction. a logical extension of the work is
to investigate how the chemical reaction modifies the
flow field. The chemieal reaction can aflect the fluid
dynamics through the variable density. which is cansed
by the thermal expansion of the fluid associated with
chemical heat release. This aspect of the problem
was addressed by MeMurtry et al*?3% These au-
thors assumed that the characteristic Mach number
of the flow is much smaller that unity. (In practice
this was accomplished by keeping the Mach number
of the flow sulfictently small (< 0.3) and the chemical
reaction sufficiently weak.) For the fully-compressible
flow equations inchuding chemical heat release, a for-
mal expausion of the imdependent variables, in terms
of a power series in the Macl number, is made. This
results in a set of equations as the lowest order ap-
proximation in which acoustic waves. a rvesult of the
elastic properties of the gas medinm. are filtered out
from the system. while the density variations due to
heat release effects are retained (Rehm and Baum®™
Sivashinsky™. Buckmaster™". Majda and Sethian”™®,
MeMurtry et al®®). The advantage of using this set of
approximate equations is that the numerical method
does not need to track high frequency acoustic waves,
Thus larger time steps can be used, so that the compu-
tation is much more efficient. With the variahle den-
sity of the fluid taken into constderation. the cher .cal
reaction and the fluid dynamics are truly coupled.

MeMurtry et al®? first developed a psendospectral
numerical scheme which solves the eynations for vari-
able density flows in two spatial dimensions. The flow
under consideration is the temporally developing mix-
ing layer as formulated by Riley et al®!. Qualitative
effects of the heat release are obtained, e. g., by com-
paring vorticily contour plots from these simulations
to those obtained with no heat release (see Iigure 4).
The roll-up of vorticies is substantially suppressed by
the heat release, as is evident from this figure.

In a two-dimensional flow. the vorticity transport
equation can he written in the following form:

b (‘ﬁ) = L,,\"pA\_p+ £ V.
Dt \ p p* I

Here w is the vorticity vector. p is the density, and
p the pressure. There are two principal mechanisms
by which the density of the fuild can affeet the vortie-
ity dynamics. The first is through baroclinic torques.
represented by the first terin on the right hand side.
‘These torques are most effective in the neighborhood
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of the reaction surface. where the density is lowest and
the density gradient highest. This surface separates a
region of production of vorticity from one of destrue-
tion. The ultimate effect appears to be to reduce the
vorticity in the center part of the mixing laver. while
inereasing it at the outer edges. thus causing a more
diffuse vorticity field. Without the barorlinic torgues,
the vorticity per unit mass. w/p, would be conserved
following the flow when viscous diffusion is neglected.
Thus decreasing the local density and hence increas-
g the local volume (e. g.. through heat release) wiil
resnlt in a decrease in the strength of the vorticity.
Again the vorticity in the layver is made more diffuse.
The combined effect is 1o weaken vortex rollup. rans-
ing less reactants to be entrained into the laver, awd
hience resulting in lower product formation.

Based on this preliminary work in two dimensions.
MeMurtry et al® developed a three-dimensional sim-
ulation code using the same methodology. In three-
dinrensional sunulations. the additional effect of vor-
tex line stretehing is included. so that the sinmlations
can more properly represent turbulence. Tyvpical pa-
rameter values of Re = 500 and Dy = 2 were chosen.
Here Re = A8 /r. where Al is the mean velocity
difference across the laver. and & is the initial vortic-
ity thickness of the layer.

Secondary iustabilities in the form of streamwise
vortices have heen observed in the siimulations of a
constant density How (Riley et al®!). Figure 5 shows
a comparison from McMurtry et al?” of instantaneous
coucentration contour plots in a cross-streamn section
for cases with and without heat release. revealing the
three-dimensional nature of the flow. The heat re-
lease suppresses the secondary instabilites as well as
the spanwise vartex rollup. The simulations generally
confirmed what was observed in the two-dintensional
case. In addition. the turbulent Favre-averaged kinetic
energy equation was examined. and the magnitude of
each termi in the case with lieat release was compared
to that from a constant densily case in order to better
understand the effects of heat release. The turbulence
production resulting from the work done by turhulent
stress is shown to decrease in the case with lieat re-
lease. It is interesting also to examine the lelt hand
side of the turbulent Kinetic energy equation:

d . _.._ D _. T U

P+ Upd) = p(pa)+7q v - U.
[leve @q is the Favre-averaged turbulent kinetic en-
eray. The left hand side can thus be written as the
substantial derivative of the turbulent kinetie encrgy
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and a term which gives the contribntion from the di-
Tatation ¥ - U. The dilatation fiehl is. of conrse, the
result of thermal expansion due to heat release. 11 the
term with difatation field is moved to the right hand
stle of the Favre-averaged turbulent Kinetic energy
equation. it will represent destruction of turhulent ki-
netic energy due to thermal expansion. a ronelusion
consistent with that obtained by using the vorticity
transport equation.

The type of methadology used in this study has sig-
nificant potential in future research. In particular.
the use of a conserved scalar for infinite Damkahler
miniher cases. with possible artificial smoothing of the
Hame structure. is a potentially fruitfol research di-
rection.  Higlt Dammkobler nambher simalations, with
Duay = O(30). may he performed to validate the in-
finite Damkohler number results using flame smooth-
ing.

With a prehiminary understanding of the heat re-
lease effects on turbulent mixing. the 1 xt step has
heen to examine how a temperature dependent chem-
ical reaction rate would alfect the flow field. and
According to the asviptotic analysis of
ignition-extinction phenomena by Linau®®, a diffusion
flame in a medium with given activation energy miay
be extinguished when the local scalar dissipation rate
exceeds a certain limit. For convenience of discus-
sion. we assume that the temperature, concentration,
and all the gas propetties are the same for both the
fuel and oxidizer. and that the frequency factor for
chemical reaction and the density of the gas are hoth
constants.  The extinction limit is given by a lower
bound on the local. instantaneous reduced Dammkobler
nunber as

vice veisa.

0.126Dap | Z|"HE~3~E) < 0.315¢.

where Z is an appropriately defined conserved scalar,
|V Z| is evaluated locally at the stochiometric surface,
and Duj; is the second Damkohler number, defined
in terms of the free stream values and a characteris-
tic length. For more details of this extiuction limit.
see Williams?, Peters and Willianis™ argued that. in
the turbulent diflusion Name of a jet. the scalar dis-
sipation rate near the jet exit is so large that regions
of local extinction (holes) in the flame sheet may be-
come connected so that the flame sheet is ruptured.
A flame can thus not be sustained there. Hence, the
fame lifts off and stabilizes at a location furthier down-
streamn. where the local dissipation rate is smaller than
the extinction limit. This explanation of flame liftoff
is certainly plausible. although it ix difficult to confirm

10

.o. .nhl.t.. LA '.‘u AX ..'

||. ]




T P
e g R ¥, AN O

”~

AN A Y

€

Tt A 1

-,

J).‘Ij)l’

P
r_A

.4--

sy

i

11

N TN e e o
J !":‘l 'l;!h;:‘l"x ' }l" W% 0‘ .

experimentally.  Numerical simulations of this phe-
nomena can be used to learn more about the strue-
ture of the flame sheet in a turbulent flow. and also
to obtain a better understanding of the details of the
mechanism of the rupturing of the lame sheet,

Givi et al®™ initiated an investigation of this proh-
lemn using a temporally growing mixing layer simula-
tion. The simulations were two-dimensional. and typ-
ical parameter values were Re = 200, Da; = 1), and
an activation energy of £ = 3 when normalized by
the adiabatic flame temperature. Figure 6 shows the
contours of instantaneous rate of reaction. Along the
braids of the rolled up vortex, where the strain rate is
high. the temperature is reduced to a very low value
and the flame hecomes extinet. Givi et al also solve
the equation for a conserved scalar field. For the in-
finite reaction rate case, the surface where the scalar
achieves the stochiometric value is the lane sheet. An
examination of the extinction condition given above,
obtained from asymiptotie theory, shows that, at the
edge of the flame sheet in the siimulation. the dissipa-
tion rate does satisfy the extinction criterion.

Further interesting questions regarding flame ex-
tinction can be addressed using numerical simulations.
For example, after the flame becomes extinet, the re-
actants diffuse towards each other to form a premixed
fucl mixture. Subsequent events are not clear. For
example. when the dissipation vate has decrensed to
a fow enough level as a result of diffusion. would the
flatue then propagate into the mixture in the form of
a premixed flame? The preliminary simulation results
idicate that reignition does not occur, and the react-
ing sheet continues to shrink. Of course. only cases
within a restricted range of paramelers were simu-
lated. Whether the conclusion cau be generalized or
not remains to be determined. The mechanism hy
whicl the flame is reignited is hmportant in under-
standing the nature of flame liltofl. To further inves-
tigate the stencture of a flame sheet, a numerical code
for simulating the three-dimensional turbulent motion
in a plane jet with chemical reaction is currently he-
ing developed (Givi and Isreali’™). Simulations of the
flame extinction phenontena using this code will pro-
vide a more complete picture than the previous two-
dimensional simulations. As we have discussed. the
activation energy in a practical system is large. The
flame. when it exists, has a thickness of the order of
E=! compared to the diffusion scale. Therefore nu-
merical resolution is a serious problem.  Yet a con-
served scalar approach is not suitable since only part
ol the flow fiell is in chemical equilibrian: the re-

- Y .

1

mainder is chemically frozen. An ingenions approach
is needed which would treat the Qame sheet as o dis-
continuity.

3.2 Other Examples

An example of the use of full turbulence simulations
to test theoretical hypothieses for chemically-reacting
turbulent flows is given by Leanard and Hill3>. They
studied the behavior of two chemircal species under-
going an irreversible. isothermal. second order chem-
ical reaction in a homogeneous. incompressible, de-
caving turbulent flow. The initial concentrations for
the two species were in stochiometric proportion and
were defited as square waves whichi w ere out-ol-phiase
so that the reactants were approxtmately segregated.
In order to determine the effect of the reaction rate on
various statistical properties. three calculations were
performed. for Damkohler numbers of 0. 5. and {0,
Psendospectral mumerical methods were nsed. the cal-
culations being performed on 32x32x32 point compn-
tational grids. The initial turbulent Reynolds number
(hased upon the Taylor microscale) was 25, and the
Schmidt numiber for hoth species was 0.7,

Two hypatheses were tested. The first was Toor's™!
hypothiesis. wiitch was made for reactants whicl are
mitially in stochiometric proportion and have equal
diffusivities, Based upon results from certain limiting
cases. Toor hypothesized that the reactaunt concentra-
tion covariance (", ("p was independent of the reaction
rate and therefore could be determined from a mixing
experiment (without cheniical reaction). Palterson™
proposed a model for the joint probability density
function (pdf) for (4, C'p) which does not explicitly
depend on the initial stoichiometry and which enables
the prediction of various terms in the moment egua-
tions for C'y and C'g, e. g.. the reaction covariance
term.

From the numerical simulations Leonard and Hill
computed. in particular. the reaction covariance term
for the three cases [or different Damkohler numl-ers.
They found that, as hypothesized by Toor. this term
was approximately independent of tlie reaction rate.
This allowed. e. g.. the closure of the equations for &N
and Cp. and their accurate estimation. The predic-
tions of Patterson’s model did not compare well with
simulation results. In order to explain this discrep-
aney the joint pdf of (" and (‘g were computed from
the simulation results, and were found to not retain
the form assumed by Patterson.

The results of Leonard and Hill are only preliminary.,
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The resolution was fairly course and the Reyvnolds
munber, especially towards the end of the simulations,
was very low. The work gives a good example. how-
ever, of how direet numerical simulations can be used
to test theoretical hypotheses regarding chemieally-
reacting turbulent flows. We expect that this will he
one of the principal uses of direct manerical simula-
tions in the near future.

Another use of direct numerical simulationsis in the
prediction and study of reactant (and other parame-
ter) probability density functions. There are a numbher
of advantages in theoretical approaches to chemircally-
reacting turbulent flows which employ the pdf conser-
vation equation (see. e. g.. O Brien™). For example.
the reaction termn in the pdf equation is closed. and
the conserved scalar approach can be readily utilized.
Closure problems for other terms. e g.. the mixing
terms. remain a primary difficulty. however. Another
difficulty with this approach is in the solution of the
resnlting equations. The dimensionality of the equa-
tions is the sum of the usual Jdimensions (e. g.. X. 1)
plus the usual dependent variables. Therefore for pe-
acting flows the dimensionality of the system can be-
come very large. obviating a solution by standard nu-
merical methods. To circumvent this problem. Monte-
Carlo methods have ben used to indirectly =olve the
the pdf equation (and to ohtain other statistical quan-
tities: Pratt™*: Pope™).

In the Monte-Carlo approach. in order to solve the
pdf equation an auxiliary problem. sometimes called a
Langevin problem. is often introduced. The Langevin
problewm is a (theoretically) realizable process which
has. as its pdf equation. the original pdf equation of
interest. To solve for the pdf (or other statistics) of
interest then, the auxiliary problem is solved (often
many times), and either ensemble, time, or spatial av-
erages are perforined. The advantage of this approach
is that the Langevin problem is usually much eas-
ier to solve numerically, and the computational time
increases approximately linearly as additional depen-
dent variables are included.

When applied to chemically-reacting turbulent
flows. the Langevin problem for a modeled pdf equa-
tion is usually some simplified reacting flow system.
As more sophistication is added to the modeled terms
in the pdf equations. the Langevin problem becomes
wore like the original turbulent reacting flow. The
realismy of the pdf equation is then indicated by the
sophistication of the corresponding Langevin system.
As pointed out by Riley and Metcalle™  direct numeri-
cal simulations can be considered as Langevin systems
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for particular pdf model equations. And in fact cou-
stelerable physies ean he incorporate into this system.
miaking the pdf madel highly realistic.

Past Langevin systems used in Monte-Carlo aps-
proaches to solving the pdf equations have not di-
rectly included. e g the physies of the large-scale
structures occurring in the flow. nor of the Schinndt
and Reynolds number effects on micromixing. Those
features were recently included in a study by Lin and
Pra(t™" of a chemically-reacting. spatially-growing free
shear laver. They considered a diffusion flame with
an isothermal. irreversible. infinite-rate, bhinary chem-
ical reaction. A two-dimensional large eddy simula-
tion was emiployed. using a modilied vortex method to
cotpute the wnsteady (incompressible) velocity field.
The chiemical reaction was treated using the conserved
scalar approach. and. in particnlar. molecular mixing
was treated using Curl's™ model. The mixiug rate
7 was deterniined from the estimation by Broadwell
and Breidenthal™ of the time seale required to diffuse
across the Kolmogorov length scale. They used
e

1= (' w(x. 1) 5, .
Se

where (7 is an empirical constant and w is the local
arid-seale vorticity. Their work can be considered one
of the first where subgrid-scale models were employed
in a large eddy simulation involving chemical reaction.

Lin and Pratt carried out simulations for three dif-
ferent velocity ratios (r = Iy /l7 = 0. 0.3, and 0.6).
and two different Schmidt numbers (0.7 and 600).
The latter corresponded to values for experiiments car-
tied out by Konrad™ and Breidenthial®!, respectively.
Tlheir results for various velocity statistics gave rea-
sonable agreement with laboratory data. except for
the Tateral rms velocity. Predictions of various con-
centration statistics, in particular, the dependence of
the nondimensional product thickness on the Schimidt
nuniber, showed reasonable agreement with the labo-
ratory data.

We think that the utilization of direct numerical
simulations for Langevin systems for pdf model equa-
tions has considerable potential. It allows the input
of rather sophisticated models into the pdf equations.
On the other hand. pdf models might suggest partic-
ular subgrid-scale closures to he implemented in large
eddy simulations.

The nnmerical simulation of compressible, turbu-
lent. cliemically reacting flows is in an embryonic
state. There are specific physical phenomena in which
acoustic waves are an integral component. For ex-
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( @ ample. turbulent reacting flows in a ramjet com-  quantity for visualizing acoustic disturbances,
K bustor may interact with acoustic waves to produce Figure & shows an jnstantancons didatation field to-
: large an_rplitmlu pressure oscillations (e o Smith and gether with the corresponding vorticity field. [t was
~ Zuknski®).  Furthermore Kelvin-Helinholtz instabil-  found that the near-field diliiation is dominated by
: ities are much weaker in supersonic wixing layers,  the pseudo-sound and the propagational aspects of
which may result in drastic reductions in the rate of  acoustic waves are lost. The dilatation field thus gives
\ chemical reaction. Several preliminary attempts have  he detailed characteristics of the acoustic sources.
: heen made to simulate these flows. For the ramiet  Around each vortex a quadrupole dilatation field is
' problem. Menon and Jou? and Jou and Menon®" used  clearly identifiable. Near the region where large vortex
: direct numerical simulations to address the interaction  structures impinge on the nozzle. the structure of di-
0 hetween vorticity fluctuations and acoustic waves ina latation field appears very complex. The wavelengths
N combustor with no chemical reactions.  Guirgis et of the longitudinal acoustic waves in the combustion

al”® included chemieal reaction in a similar configu-
ration. We shall briefly review the work of Jou and
Menon®™ as an example of how one cau deduce acons-
tic information from the results of the simulations.

Menon and Jou®® considered the How in a simpli-
fied model of a ramjet combustion chamber by solv-
ing the compressible Navier-Stokes equations in ax-
syimmetric form uging MacCormack’s* explicit algo-
rithm. Because the computer requirements for a three-
dimensional simulation of this flow are hevand the ca-
pability of the existing computers. they addressed the
effeets of large scale vortical structures, which may
he predominantly axisvmetric in this case. It is ex-
pected that only the longitudinal acoustic mode will
interact with the vortical disturbances to produce the
low frequency pressure oscillations prevalent in the
combustor. Thus. axisymmetric vortical disturbances
may be predominant. The flow field was started from
rest by lowering the downstream pressure (o a pre-
scribed value. After an initial traunsient period. the
flow field settles into a stationary oscillatory state,

As shown i the vorticity contour plot in Figure 7,
the shear layer behind the backward facing step rolls
up into vorticies, and the merged large structures sul-
sequently inmpinge on the nozzle wall downstream. To
understand the physical phenomena, the acoustic field
is visualized in a unigue way. If one defines the acous-
tic component of the disturbances to be that of an
unsteady potential flow {Yates™), the instantaneous
dilatation field D and the acoustic potential & are re-
fated as lollows:

chamber are of the order of the length of the comlins-
tor. aud hence are mueh larger (han the length seale
of the tmpinging vortex. Thus, the aconstic sonrees
near (he vortex impingement point can he considered
compact. The behavior ol such a comipact source can
he represented by its multipole expansion in terms of
a distributed dilatation field. Therefore. we take the
first two spatial moments of the complex dilatation
ficld over a region to give the monopole and dipole as:

Q2:—//‘_‘Dx(lt'-{--(‘!—}//;xd\'.

The time variation of the vorticity fluctuations in the
sane region are also determined hy integration over
the same volume. Figure 9 shows the time variation
of the monopole. the dipole and the vorticity. It is
evident that. as the large vortical structures impinge
on the nozzle wall, a strong dipole which is approx-
imately 180° out-of-phase with the vorticity fluctua-
Lion is present.

Jou and Menon®" used this information to construct
a model for acoustic wave/vortex interactions. This
tmethod of simulation and data analysis demonstrates
the potential nse of numerical simulations of compress-
ible flow in analyzing the behavior of flow variables
such as the dilatation field which are ditlicult or im-
possible to measure experimentally. The extension of
this simulation method to cases with chemical reac-

Ve="D. tion. which may create strong acoustic monopoles. is
Comparing this with the equation relating the vortic-  currently under investigation. Extension of this code
ity to the stream function (Y 2¢ = —w). which repre-  to three-dimensions requires the capabilities of the

senits the solenoidal field., it is seen that the dilatation
field plays a role in acoustics analogous to that of vor-
ticity for a solenoidal field. Since vorticity has been
sneeessfully used to visualize rotational disturbances,

next generation of supercomputers. Preliminary sin-

ulations of the rombustion and How field in a ramjet

have been reported hy Kailasanath et al. 57
Supersonic cotubustion is an active area of research,

: the dilatation field may be taken as a representative  partly because of the currently interest in the National
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Aerospace Plane. Drummond™ attempted to simulate
a mixing layer with a realistic hydrogen-oxygen reac-
tion. Some further results were presented hy Zang et
al®. The Mach number of 1.5 and Revnokls num-
ber of 3700 were chosen. The finite-thickness trailing
edge of a splitter plate was suspected of plaving a pri-
mary role in triggering the mstabilities in a supersonic
flow. The results are prelimiinary. and require further
research.

4 Conclusions

Direct munerical simulations of turbulent reacting
lows have hegun to attract interest among combustion
setentists, fluid mechanictsts and numericists, The
present article reviews sone research on turbulent re-
acting flows using direct simnlations. emphasizing the
methodology. the kinds of results obtainable, and the
strengths and limitations of the approach.

There are two implementations of direct numeri-
cal simulations: full turlsnlence simulations (FTS).
in which all of the dynamnteally significant space and
time scales are resolved: and large eddy simnlations
(LES). in wlich the governing equations are filtered
at the numerical grid scale. and the subgrid-scale mo-
tions nodeled.
lution FTS is restricted to moderate Reynolds and
Damkohler numbers (although the conserved scalar
approach can for certain cases eliminate the latter re-
striction). whereas LES can be applied. at least in
concept. to high Reyuolds number. high Damkohler
flows.  Three general classes of numerical methods
have been uscd in the implementation of direct siw-
ulations: spectral methods. finite-diflerence methods.
and vortex methods (and some combinations of the
three). Each numerical method has its own advan-
tages and disadvantages. with no oue method the ob-
vious choicé for all problems.

The potential advantages of direct numerical sim-
ulations. when the method can be applied. are the
following: the flow can be examined in detail. since all
(uantities are known at each point in space and time:
parameters can be easily varied and experimental con-
ditions are easily controlled: large-scale structures are
directly addressed: and results are less sensitive to the
models used. since only. at most, the smaller scales
are modeled. The main disadvantage is the limitation
in the spatial and temporal resolution available, which
can he severe, Typical applications at the present are
stinilar to those of lahoratory experiments. 1. e.. under-

Because of limited numerical reso-
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standing particular physical processes, and developing
and testing of modlels.

In the foreseeable future anly two to three decades
of length scale can be resolved using the- most power-
ful computational facilities available. Full turbulence
simulations require the resolition of all relevant length
scales. down to the Kolmogorov scale for a noureact-
ing flow. Thus. only flows with moderate Revnolds
number can bhe simulated. Furthermore. in chemically
reacting fHows. the Damkaohler number and the acti-
vation energy are usually very large. An additional
length seale, the thickness of the reaction zone. which
can be mucly smaller than the Kelimogorov seale, must
be resalved, Fortunately, in the liunit of chemical equmi-
librium and for a restricted class of transport coelli-
clents, a conserved scalar can be delined for which
the governing equation is stimple. Under this simpli-
fication, the reaction zone degenerates to a discon-
tinuous sheot. Therefore, if the discontinuity can e
captured. full turbulence simulations using the con-
served scalar approach will then require the sae res-
olution as the nenreacting case. This direction is oue
of the most promising for future research. With mod-
erate Revnolds number. the simulations can be used
as a research tool to provide important information
on the intricate interactions between fluid dynaniics
and chemical reactions. The nature of these intecac-
tions may. in many cases, be approximately indepen-
dent of the Revnolds number. This information can
then be utilized to construct turbulence models for the
computation of chemically reacting flows with higher
Reynolds number, and subgrid-scale models for large
eddy simulations.

There are. however. phenomena for which it is not
clear how an approach using a discontinuous reaction
zone can be formulated. An example is the simulation
of local flamne extinction and ignition. Local asymp-
totic analysis using large activation energy provides
a criterion for extinction. Construction of a glohal
solution using this local information in a numerical
simulation may. however, he difficult. The question of
the behavior of the flame tip. which interfaces a re-
gton in chemical equilibrium with a frozen region. and
its role in extinction and ignition will require further
research.

For computations of turbulent reacting flows with
parameter ranges encountered in most practical sys-
tems. large eddv simulations are required.  Thus.
the developiment of accutate subgrid-scale models is
a most urgent task. (See Oran and Boris™ for
a discussion of some of (. illicultics iu develup-
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ing subgrid-scale models for chemically-reacting flows,
and some criteria that a subgrid-scale model should
meet.) Present subgrid-scale models for nonreacting
tlows rely on several physical hypotheses. In partic-
ular a continuous flux of energy (or scalar variance)
from low to high wave numbers is assumed. which nu-
plies at most a weak dependence of the larger scales of
motion on the smaller scales. Furthermore. some sort
of universality (e. g.. a Kolmogorov spectrum) at high
wave numbers is hypothesized. The validity of both of
tiese hy potheses is probably also required for the sue-
cessful application of LES to turhulent, reacting flows,
For example, if the direct effects of the subgrid-scale
maotions on the computation scales of motion are very
strong. then it is unlikely that accurate subgrid-seale
muodels can be developed and reliable large eddy sim-
ulations performed. 1If the ellects of the subgrid-scale
mations are weak. however, then there is reason to
conclude that the LES may be successfully employed.

For large Damkohler number reactions the smadler
soodos ean he very energetic due (o the chemistry at
the narrow Hame sheet. Hence the small scale hehav.
ior would he expected to be very different from that of
notireacting flows, so that the development of subgrid-
scale models may be very difficult.  One approach
which appears to be providing useful information
for nonreacting flows is renormalization group theory
(Yakhot and Orszag"’.), which can be formulated to
directly address subgrid-scale issues. This approach
also relies on the assumptions of energy flux and uni-
versality mentioned ahove, however, and so may have
to he somewhat modified to treat chemically-reacting
turbulent flows.

For direct numerical simulations of compressible,
chemically reacting flows, several inportant issues re-
quire atlention. The first is the treatment of sound
waves.  Unlike vortical disturbances which decay
rapidly away from the source, acoustic waves may
propagate great distances and, upon interacting wilh
a boundary. be reflected and refocused into the turbu-
lent region. A simulation of a subsonic flow using a fi-
nite domain may excite certain acoustic eigenmodes if
the boundary of the computational domain is a surface
which reflects sound waves. Therefore, careful formu-
fation of the boundary conditions is required to simu-
late the true physical properties of the computational
boundary. A second issue involves the computation of
shoek waves in a supersonic flow. In order to capture
shock waves without spurions oscillations. most of the
nuerical schemes must contain some form of artifi-
cinl dissipation. To resolve the Yissipation scale in a

-
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full turbulence simudation. justantaneous high gradi-
ent regions must be properly treated. Althongly niost
of the finite difference schemes with Ligh giadient pe-
gions will be stable, the relative magnitudes of the ar-
tificial dissipation terms and those of the real dissipa-
tion terms must be monitored continnously to epsuye
the accuracy.
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Dircct Numerical Simulations of a Reacting, Spatially Devcloping
Mixing Layer by a Spcctral-Element Mcthod

P. Givi and W.-H. Jou
Flow Research Company
Kent, WA 98032

Abstract

The spectral-clement method, a numerical scheme that combines the accuracy of spectral
methods with the versatility of finite element techniques, has been employed to study the
mechanisms of mixing and chemical reactions in a diffusion flame stabilized on a two-stream
planar mixing layer. The results of simulations of the harmonically forced, spatially
developing flow are statistically analyzed to examine the compositional structure of the flame
near quenching. The results indicate that as the flame approaches extinction, the mean and
the rms values of the rcactant concentrations decrease while those of the product
concentration and temperature increase. This behavior is enhanced by increasing the
hydrodynamics characteristic time (reducing the local Damkohler number) and is consistent
with that observed experimentally.

1. Introduction

Many recent investigations [1-3] on the developments of theoretical models capable of
describing the behavior of nonequilibrium turbulent diffusion flames, point to the nccessity of
obtaining cxperimental data for the purpose of validation of the closure assumptions
cmploved in these models, The results of some recent experiments [4,5] have proven
extremely valuable if not completely adequate. However, since detailed experimental
measurements are difficult to obtain, it would be useful to supplement the measurements with
some results obtained by the method of direct numerical simulations. This method refers to
solving the exact governing hydro-chemical transport equations without resorting to
turbulence modeling [6]. Time evolutions of the thermochemical variables are computed by
using highly accurate numerical schemes. Therefore, detailed flow field information is
available within the computational space-time domain, from which statistical properties and
other relevant information can be extracted. There are, certainly, restrictions on the
resolvable space and time scales, which in turn restrict the range of physical parameters that
can be accurately simulated. However, depending on the particular physical phenomenon of
interest, certain thermo-fluid dynamic similitude exists [6]. By simulations of flows in a
restricted parameter range while satisfying the required similitude, the results arc uscful for
extracting some important information for understanding the behavior of that particular
phenomenon. This approach is followed in this paper to investigate the noncquilibrium

phenomena of extinction in a non-premixed flame.
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Although direct simulations of chemically reacting mixing layers have been investigated
previously, the numerical model of a temporally developing, spatially periodic layer has
usually been used [7-10]. Although the simulations yield a wealth of information on the
behavior of a reacting mixing layer, there is always some uncertainty of what might have been
missed by such an approximation. For example, it has been established that in spatially
developing mixing layers, the mechanism of mixing between the fluids from the two streams is
asymmetric [11-13]. This behavior cannot be predicted by assuming spatial periodicity, and a

spatial evolution model should be employed to simulate such flows more realistically.

In this paper, we shall describe the development of a spectral-element code capable of
accurately computing a spatially developing, chemically reacting mixing layer. This method
enables us to simulate flows at higher Reynolds (Peclet) numbers than those of previous
approaches using conventional second-order finite difference schemes [10,14]. The resulting
code is used for simulations of a spatially developing shear layer under the influence of a
nonequilibrium chemical reaction. The results are statistically analyzed to obtain valuable

information on the compositional structure of the reacting flow.

A three-dimensional code has been developed. In the present paper, however, only the resuits
ol two-dimensional simulations are presented. Detailed three-dimensional simulations that

include the effects of small-scale turbulence will be reported in the future.

2. Formulation

T
".

:‘::;;- A mixing layer in which two parallel streams with different velocities begin to mix and react
:‘:E downstream of the trailing edge of a splitter plate partition presents an ideal configuration for
::-C:, studying the physical processes in the reaction zone of a real combustor. A schematic diagram

. of the layer considered here is shown in Fig. 1. The reactant Cp (fuel) enters the
::;'; computational domain on the upper, high-speed stream, while the other reactant C, (oxidizer)
.-:*: cnters on the lower, low-speed side. The chemical reaction between the two specics is

assumed to be single step and to obey the temperature dependent Arrhenius law.
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A+B—Pp (1

The effect of chemical heat release is assumed negligible, which together with the further
assumption of a iow Mach number flow, results in a constant density formulation. Under
these assumptions, the hydrodynamics and the transport of the chemical species and
temperature are decoupled. The incompressible Navier-Stokes equations together with the

species diffusion-reaction equations are the governing equations to be numerically integrated.

The appropriate reference quantitics for normalizing the transport equations are the velocity
difference between two streams AU, the free-stream temperature T, the free stream
concentrations C,o, and Cpee, and the unperturbed shear layer thickness at the entrance o.
With these reference quantities, the relevant parameters are the Reynolds number Re, the
Damkohler number Da, the Zeldovich number Ze, and the heat release parameter Ce. The
values of the Prandtl and Schmidt numbers are assumed to be unity, and the magnitudes of

other non-dimensional parameters used in the simulations will be given below.

Spcctral Element Mcthod

In the flow configurations shown in Fig. 1, impermeable free slip boundary conditions are
cmployed on the upper and lower boundaries. Therefore, pseudospectral methods with
Fourier transforms can be used in the cross-stream direction Y for the discretization of the
governing cquations. This technique was used in previous investigations of a spatially

periodic, temporally evolving mixing layer [7-10].

In the stream-wise direction, the flow field is not periodic, and basis functions other than
Fourier series must be used. Presumably, Chebyshev polynomials can be employed for a
problem with non-periodic boundary conditions. In practice, however, the distance between
the neighboring Chebyshev collocation points near the boundaries becomes extremely small if
high order polynomials are used to discretize a large computational domain. Consequently,
time integration becomes very stiff because of numerical stability restrictions [15). A
compromise betwcen numerical accuracy and efficicncy can be achieved by using the

spectral-clement method [17). This p-type finite clement mcthod divides the strcam-wise
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domain into Ng number of clements. Within each element, the thermo-fluid varjables are

represented by Chebyshev polynomials. The governing equations are approximately satisfied
by the discretized system at the collocation points within each element. The compromise
between the accuracy and the efficient time integration can be achieved by adjusting the
number of finite elements and the order of {he Chebyshev polynomials in each element. By
increasing the number of elements and using moderately low order polynomials within each

element, the stiffness in time integration can be avoided while high accuracy is maintained.

For the purpose of demonstrating this technique, we shall consider the solution of the species
transport equation in which the velocity field is given:

o

— . 1
= -V — — g2
y V-(uC) w+Pe A & (2)

where Pe is the Peclet number and « is the reaction rate. To advance the dependent
variable C in time, the fractional time stepping scheme is used. The solution is first advanced
10 an intermediate time by using a sccond order accurate Adams-Bashforth scheme for the

nonlincar term in Eq. (2), i.e.,

-

c -c"
At

(SR

(V-mm—a)n—%(V-(FC)—Q)H (3)

where At is the time increment, and the superscripts # and * refer to the previous and the
intermediate time steps, respectively. The spatial discretizations in the above cquation are

performed by employing spectral methods using Fourier transforms in Y and Chebyshev
¢xpansions in X.

The advancement of the scalar equations from computational time n to n+! is accomplished
by the completion of the viscous (diffusion) step. In this step, the influences of both spectral
methods and finite element techniques become apparent. Taking the Fourier transform of the
equation in the cross-stream direction, we have:

a2¢™!

dx?

Peyorit = _Pe gt (4)

(K2
(K+Al At

Where K is the Fourier wave number in the Y-direction, and ~ denotes the variables in the
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Fourier domain. Now we can use the variational principle [17] to solve this equation.

According to this principle, solving Eq. (4) is equivalent to minimizing the functional

_ L 9CT ) a PeyEniiyg

= [l-5 (5 - g K2+ (C)
Pe = *=nt <
+ A[C C  ldx (5)

within each element.

Using the Lagrangian interpolant (Chebyshev expansion) of C™ as a trial function in Eq (5)
and requiring that the variation of / with respect to the nodal values vanishes, we obtain a set
of clemental equations for the interior nodes within each element. By using a direct stiffness
mecthod [17] we can construct the system matrix from the elemental matrix {16]. Solutions of
the resulting linear algebraic systems give the unknown variables at the interior and the
interlace collocation points for all wave numbers (K’s) in the other direction of the flow. The

variable at the new time level, i.c., C™ is recovered by the inverse Fourier transform of C.

Boundary Conditions

The inflow and outflow boundary conditions are required to complete the formulation of the
present problem. Ideally, a random velocity field with a spectrum similar to what was
measured experimentally can be specified. In the present simulations, however, only the
dominant two-dimensional {eatures of a turbulent shear layer are examined. It is known that
the mixing layer is most responsive to disturbances corresponding to the niost unstable
instability wave and its subharmonics. Therefore, these disturbances are imposed at the

inflow boundary for capturing the dominant two-dimensional coherent structures. The inflow

velocity profile is therefore given by :




U( 0, ¥, [) = Uo(y) + Real [Al Ul(y)ei(wt+¢1) (6)

+.4 1/2 Ul/z(y) e |'/2(u£ + ¢2) + A 1/4 61/4()’)8'/4 (UC + (b‘)]
where the unperturbed velocity profile is

O) = (U + S tanh ()12, )

and U,(y) are the eigenfunctions of the most unstable mode and its subharmonics computed
from the Orr-Sommerfield equations for the unperturbed velocity profile. A, are the
amplitudes and ¢, are the phase shift between the modes. The amplitudes in the simulations

are chosen so that the rms disturbance is approximately 12 percent of the mean flow velocity.

At the outflow boundary, a weak condition of zero second derivatives is applied for all
variables. From Eq. (4) this condition can be written as ;

Pe z°

At

( E"+1 )oufﬂow = (8)

Pe

K2+
At

Numerical tests were performed to examine the extent of the influence of this approximation.
It was found that the cffects of the approximate boundary condition are confined within the
last finite element. This is consistent with that found by Korszak [18]. Therefore, the solution

in the last computational element was discarded in our simulations.

3. Results of Simulations

Computations were performed in a domain with the size 340> x>0, 6.750>y>—6.750.
There are 64 Fourier modes in the cross-stream direction and 52 finite elements are used for
the stream-wise discretization. A fifth order Chebyshev polynomial is used to approximate
the variables within each eclement. This discretization is equivalent to, at least, a fifth order
accurate finite difference technique even if the spectral convergence is not considered. This

results in a total number of 211 points in the stream-wise direction. With this 211x64 grid

rcsolution, accurate simulations with Re = Pe = 100 and Ze = 20 are possible. The
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computation time increment is sclected to be At = 0.04, which is small enough to accurately
simulate a chemical reaction with Ce = 8. Simulations are performed with two different values
of AU while other parameters are kept fixed to assess the influence of the characteristic flow

frequency on the compositional structure and the temperature within the reaction zone.

The magnitudes of the phase shifts between the modes ¢; in Eq. (6) are randomly selected
from a random seed with a top hat probability density function. This technique was suggested
by Reynolds [19] for nonreacting flow simulations. This selection was performed in such a
way that <¢,> = 0 and the fluctuating phase shift with <¢’JA2> = 5°, where <> indicates the
mean value of the random numbers selected from the seed. The implementation of these
phase shifts is the only mechanism to introduce randomness into an otherwise deterministic
simulation. This is to mimic partially the random perturbations which are present in
laboratory turbulent flows, in a two-dimensional simulation. In the three-dimensional
simulation of a mixing layer currently being undertaken, the random phase shift will be

replaced by specifying an initial random turbulent spectrum [20].

For the purposc of [fow visualization, a timc scquence of contour plots for a conserved
Shvab-Zeldovich scalar variable is presented in Fig. 2. The variable 7 is dcfined as
Z =(Cp—Co—Cpo)/(CpeotCac) and has normalized values cqual to unity and zcro in the
fuel and oxidizer streams, respectively. This figure shows how the small perturbations at the
inflow are amplified to form large scale structurcs dowasiccam. The periurbations associated
with the most unstable mode alone would cause the initial roll-up of the vortices, which are
created at equal wavelengths from each other. Adding the perturbations corresponding to the
first subharmonic mode results in a second roll-up in the form of the merging of neighboring
vortices. Finally, the presence of the perturbations corresponding to the second subharmonic,
generates a third roll-up (second merging) at a region near the outflow. It is observed in this
figure that as the vortices reach the outflow, the zero second derivatives condition seems to
allow them to travel out of the computational domain. As mentioned in the previous section,
the errors associated with this boundary condition tend to be confined within the last

computational element. Within this domain, the computed spreading rate of the mixing layer

88—6 is approximately 0.105, which is slightly higher than the measured value of 0.07 [21] for a
gy

planar layer with the same free-stream velocity ratio.
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The vortex roll-up of the unsteady shear layer brings unreacted species from the two streams

oy

'.-’x

into the chemical reaction zone. This region is marked by a very steep gradient of the Shvab-

s
P’

Zeldovich variable across the braids of the vortices, while in the core of the vortex the

[
]

A

magnitude of the gradient is small. The stretching of the reaction zone by the vortex roll-up is

oA
L

further enhanced by each subsequent roll-up, and the diffusion across the high strain braids is

further increased.

75,

If an infinitely fast chemistry was assumed to describe the chemical reaction, the enhancement

.
".r: of the mixing by the vortex roll-up would directly result in the augmentation of the chemical
;vl;: reactions and the increase of product formation. For the finite rate, nonequilibrium chemistry
‘:" ) employed in the present calculations, however, this may not be the case, as the increased
gw:: mixing rate might have a reverse effect on the product formation rate. To examine this effect,
; ::? the time sequence of the product concentration and that of the instantaneous reaction rate are
._'tj’:f presented in Figs. 3 and 4, respectively. Figure 3 indicates that the amount of products along
K ; the Z = Z,, iso-surface attains a maximum value at the core of the vortex and rcaches a
I.;. minimum at the braids. Figure 4 shows that the reaction rate is fairly uniform along the
:.". mixing laver ncar the inlct where the reactants are first brought into contact. Further
EE::: downstrcam [rom the inflow, as the magnitude of the instantancous dissipation increases duc
':::' to vortex roll-ups and pairings, the reaction rate approaches zero at the braids of the vortices,
J\’ and the flame locally quenches at those locations. This mechanism of flame cxtinction is
‘\-_:"': consistent with the previous temporal simulations of Givi et al. [9] and also with the
i E. cxperimental observations reviewed by Tsuji [22]. As explained by Peters [1], at the regions
:’.’; of high strain the supply of the reactants is greater than what can be digested by the chemical

rcaction. Thercfore, the local temperature decreases below a critical value and the flame

3

) . . .
o becomes very rich with both reactants. As a result, the flame cannot be sustained.
I~
"‘i
>
o
® Statistical Analysi
S tatistica na YSi1s
-'\'
o
oL
;'\.'- To examine the compositional structure of the flame near extinction, the instantaneous values
i
" .
3-:" of the species concentration and temperature at a downstrcam location were statistically
ond analyzed. This analysis was performed by recording the instantaneous values at every time
S
) o step within the period 144 <t <288. At t =144, the clapsed time is long cnough for the flow
: { to swcecp through the computational domain once. Therefore, the cffects of the initial
e
L)
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transients are eliminated. During the recording period, an ensemble of 3600 instantancous
valucs was recorded at selected grid points for analysis. As was mentioned previously, the
chemistry parameters and the velocity ratio were kept constant, while the velocity difference
across the layer was changed in the simulations to assess the influence of the mixing intensity
on the structure of the flame. In the discussions below, Case I corresponds to AU = 0.5, and
Case II corresponds to AU = 1. This is, effectively, equivalent to changing the magnitude of
the local Damkohler number as discussed previously by Givi et al. [23] and Dibble and Marge
[24).

For both Case I and Case II, the mean profiles of the fuel (species B) and of the products
(species P) at the stream-wise location x = 170 are presented in Figs. 5 and 6, respectively. It
is shown on these figures that as the mixing rate is increased, the mean value of the fuel
concentrations increases. This suggests that as the flame approaches extinction, the
concentration of the reactants in the reaction zone increase and, as a result of local flame
quenching, the rate of product formation decreases. The same behavior was also observed in
the mean temperature profiles (not shown here), which indicates that the mixture tends to be

hotter at lower mixing rates.

The influence of mixing on the sccond order moments of the scalar quantities is presented in
Figs. 7, 8, and 9, which show the profiles of <C’,%>, <C’g*> and <C’p?>, respectively.
Figurcs 7 and 8 indicate that as the flame approaches extinction, the magnitude of the
fluctuations of the concentration of reactants decreases. On the other hand, Fig. 9 shows that

the rms fluctuation of the product concentration is higher for Case I. Again, similar behavior

was observed for the temperature fluctuations (not shown here). As the mixing rate increases

and the flame is quenched, the magnitude of the temperature fluctuations decreases.

The rcsults of our numerical simulations are in favorable agreement with the recent
cxperiments of Masri ¢t al. [5]. Their spontancous Raman/Rayleigh measurements of species
concentration and temperature in a non-premixed methane flame indicate that as the flame
approaches extinction, the mecan values of the concentrations of the reactants CH, and O,
increcasc, while those of the products dccreasc. This is consistent with our calculations, as
displayed in Figs. 5 and 6. The expcrimental mecasurements also indicate that the rms
fluctuations of the product concentration, temperature, and O, decrease, whereas those of the

CH, concentration slightly incrcase with the increase in the intensity of mixing. While the
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results of our numerical simulations indicate the same behavior for the product specics (Fig. 9)
and thc mixture temperature, they show an increase of the fluctuations of both of the reactants
A and B (Figs. 7 and 8). This discrepancy between the results of our simulations with the
experimental data may be due to the use of a one-step kinetic model for the chemistry in our
simulations. It is well known that, although such approximations may be valid for simulating
hydrogen flames, they are inadequate in predicting the compositional structure of
hydrocarbon flames near extinction [25]. Experimental measurements {26,27] and recent
numerical investigations [28,29] of the transport equations for the structures of methane
diffusion flames with detailed chemical kinetics in parallel flows show that increasing the
magnitude of the local strain rate results in an increase in the leakage of the O, through the
recaction zone but no CH, leakage [25]. This behavior is contrary to the activation cnergy
asymptotics with one-step chemistry, and multi-step kinetic mechanisms have to be
incorporated to yield the correct behavior [25]). However, the flame structure predicted by
our direct numerical simulations shows the same qualitative behavior as thosc observed in the
laboratory for both hydrogen [30] and methane [29] flames. Future calculations with recently
developed multi-step chemical kinetics chemistry models [31,32,33,2] arc required for better

comparison to nonequilibrium mcthane flame data.

4. Conclusions

A spectral-element numerical algorithm has been developed for the numerical calculation of a
harmonically forced rcacting mixing layer. This method combines the cdvantage of the
versatility offered by finite element techniques with the accuracy of the spectral methods in a
more flexible manner than that can be found in either technique alone. This approach allows
the application of non-periodic boundary conditions and, therefore, is applicable to the

simulation of spatially evolving flows.

The results of our numerical simulations indicate that as the magnitude of the instantaneous
dissipation rate is incrcased, the diffusion flame cannot keep pace with the large diffusive flux
of the rcactants into the rcaction zone. As a result, the magnitude of the temperature drops
and thc reaction rate locally reduces to zero. The compositional structure of the flame was

studied by cxamining the statistical behavior of the specics concentrations and the

temperature ncar extinction, It i1s shown that by increasing the intensity of mixing (dccreasing

hdid
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the local Damkohler number), the effects of finite rate kinetics are more pronounced. The

results of the statistical analysis indicate that as the flame approaches extinction, the mean and
the rms values of the reactants concentrations increase whereas those of the product species
and temperature decrease. This is consistent with the recent measurements of Masri et al. [5]

for a nonequilibrium methane flame near extinction.
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Figurc Captions:
Figurc 1. Geometrical configuration showing the spectral elements and the collocation points.

Figure 2: Time sequence of Shvab-Zeldovich variable contours. Contour minimum is 0,
contour maximum is 1.0, contour interval is 0.05. (a) t=176 (b) t=208 (c) t=240.

Figure 3: Time sequence of product concentration contours. contour minimum is 0, contour
maximum is 0.8, contour interval is 0.05. (a) t=176 (b) t=208 (c) t=240.

Figure 4: Time sequence of instantaneous reaction rates contours. Contour minimum is 0,
contour maximum is 0.039, contour interval is 0.001. (a) t=176 (b) t=208 (c) 1=240.

Figure 5. Mean concentration values of species B at every other grid point in Y.
Figure 6: Mean product concentration values at every other grid point in Y.
Figure 7: Mean fluctuations of species A at every other grid point in Y.

Figure 8: Mean fluctuations of species B at every other grid point in Y.

Figure 9: Mean fluctuations of product species at every other grid pointin Y,
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APPENDIX VI

Non-Premixed Reaction in Homogeneous Turbulence:
Direct Numerical Simulations
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INTRODUCTION
In accordance with Toor's original paper (1962), consider an irreversible,
one-step 1sothermal reaction of the type A + B + Products in a non-premixed
homogeneous turbulent flow. Let A(x,t) and B(x,t) define the instantaneous
concentration of the two species and decompose each concentration into an
ensemble mean value (denoted by < >) and its fluctuation from the mean

value (represented by small letters):

A= <CA>+ a
B=<B>+b L

Under the assumptions given above, the transport equations governing the

evolution of the mean concentrations are

d< A>
L(< A>) - W (2)
L(<B>) = -W (3)
W=XK [< A>< B> + < ab>] (4)

where W is the mean reaction rate, K 1s the kinetic speed of the reaction,

and L is the convection-diffusion operator, which is the same for the two
reactants 1f their diffusion coefficients are identical. The second term on
the right-hand side of Equation (4) 1s unclosed and needs to be modeled. This
tern can be written, in normalized form (Toor, 1975; Kosaly, 1987),

< ab>t

) = st ()
o

vhere the subscripts t and o refer to the time and the initial time (i.e., the
inlet of a plug flow reactor), respectively. Turbulent mixing is characterized

by the root-mean—-square of one of the reactants in the absence of reaction:

a%(r) = —2

(6)

TP-208/12-87 1
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where m refers to "pure mixing” only. It is obvious that, in the limit of zero
rate chemistry, dz(t) and vz(t) are identical (Toor, 1975), i.e.,

a%(t) = 11a ¥3(t) (7
K+0
In the limit of infinitely fast chemistry under stoichiometric conditions, and

x
assuming a Gaussian shape for the probability density function (PDF) of the
mixture fraction J(x,t) [defined by J(x,t) = A(x,t) - B(x,t)], Toor showed that

a2(t) = 11m ¥2(t) (8)
K+

Based on Equations (7) and (8), Toor assumed that

wz(t) = dz(t) for any K €))

Equation (9) summarizes Toor's hypothesis.

In the recent paper of Kosaly (1987), it is shown that the application of
Toor's hypothesis 1is not valid for the predictions of plug flow reactors in
which the initial shape of the PDF of the variable J(x,t) is not Gaussian but
rather of bimodal chape determined by initial conditions. Kosaly showed that,
while dz(t) and vz(t) are identical for zero rate chemistry [i.e., Equation (7)]
and at t = 0 for all X, Equation (8) should be replaced by

1im ¢2(t) = 2 4%(p) (10)
K+ v

at later times. The factor 2/v was a result of algebraic manipulation assuming
the PDF of J becomes Gaussian (see Kosaly, 1987, for details).

In this note, we first provide a generalization of Kosaly's result and, by
use of direct numerical simulation (DNS), further investigate the validity of
Toor's hypothesis and the revisions proposed by Kosaly. In this application
DNS refers to the numerical solution of the aerothermodynamic transport
equations of turbulent reacting flows for the detailed time development of the

flow field. This technique uses no closure modeling, and no assumptions are

®
This assumption can be relaxed for symmetric PDF's (0'Brien, 1971).
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made pertaining to the turbulent behavior of the fluid. DNS has proven very
useful in computational studies of turbulence (see Rogallo and Moin, 1984,

for a review) and is used here as a means of performing experiments on the
computer. This approach offers advantages over laboratory experiments in that
the instantaneous values of the hydrochemical variables are kmown at all
locations at each time step, allowing better statistical analysis of the

data. Computer limitations restrict, of course, the ranges of time and space

scales that can be accurately resolved.

GENERALIZATION OF TOOR'S HYPOTHESIS

Kosaly's results can be generalized by defining the normalized variable ¢
and the standard PDF P(¢,t) as (Pope, 1982)

~ - o
4 = <70) (11)
5(;,1:) = P(¢,t) o(t) (12)

where P($,t) is the PDF of J, and o is the standard deviation. Assuming that
the PDF approaches an asymptotic time-independent form (whether Gaussian or

not), we have

PCort) = B(9) (13)
or -
P(4,t) ”ﬂ:t{;{’-f:-"r’l (14)

With an asymptotic shape of P(¢), Kosaly's results generalize to

\rz(t) =C dz(t) (15)
where
) S N 2
C=4 f o P(o) do (16)
0

For a PDF that asymptotically assumes a Gaussian form,

P(8) = =% exp (-92/2) (17)
2
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sif the value of C would be the same as that given by Kosaly (1987), 1i.e., C = 2/m.
mf The exact asymptotic shape of the PDF, therefore, determines the comstant of

( ' proportionality in Equation (15). The magnitude of this constant, which is

Ep valid only in the final stages of mixing, cannot be predicted mathematically

.\Sﬁ and can only be estimated experimentally or numerically.

3
:W‘ SIMULATION RESULTS
A A pseudospectral numerical method developed by McMurtry (1987) was modified
;4Q$ for the calculations of the homogeneous turbulent flow considered here. This

;ﬁ“g method 1s very similar to that employed previously by Riley et al. (1986),

‘( McMurtry et al. (1986, 1987), Givi et al, (1987) and Givi and Jou (1987) and,
P therefore, will not be explained here. ' The scalar fields are defined to be
Ny square waves with the two reactants out of phase and at stoichiometric condi-

”\'- tions. This is similar to that used previously by Leonard and Hill (1986,

J;' 1987). The flow field is initialized by specifying the turbulence spectrum
_i;i (similar to that used by McMurtry, 1987), and a forcing mechanism is employed

,ifj to keep the turbulence stationary by adding energy artificlally to the large
?ﬁ¥ scale motions (low wave numbers in Fourier space). This forcing was applied

i,:' in such a way to conpensate for small scale dissipation without affecting the

AN small scale statistics of interest (McMurtry and Givi, 1987). Periodic

;\‘5 boundary conditions are employed in all three directions, and the aerothermo-

oy dynamical varlables are spectrally approximated on 64X64X64 collocation points

%S within the computational domain. The values of the Reynolds and Peclet numbers

{:%{ are kept within moderate levels to ensure the accuracy of the simulations on

:jﬂ the grids used. Calculations were performed with zero rate and infinitely

“iﬁ fast chemical reactions to assess the influence of the chemistry on the decay

‘:?" rate of the unmixedness parameter (¥%). In the zero rate chemistry

:\ig simulations, the value of K was set to zero in Equation (4), whereas, in the
1:;: infinitely fast rate chemistry calculations, the statistical variations of the
'{% two reactants A and B were related to that of the conserved scalar variable J

‘;“\ (Bilger, 1980; Kosaly and Givi, 1987).

tiii For the purpose of flow visualization, two-dimensional contour plots of

'nit species A are presented in Figure 1. Parts (a) and (b) of this figure
:&; correspond to zero rate and infinitely fast chemical reactions, respectively.

23 Time 1s normalized by the large-scale turbulence frequency, and the

ﬁtil nondimensional time of t = 1.2 corresponds to the case when the average
o
I
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concentration of species A under reacting conditions has reduced to 30% of its
initial value. This figure exhibits the effects of three-dimensional
turbulent motion on the distortion of the scalar field and the mixing of the
two initially segregated reactants (the contours form parallel lines at t = 0).
The effects of chemical reactions are to increase the steepness of the scalar
gradients and, obviously, to reduce the instantaneous values of the reactants
as indicated by a comparison between parts (a) and (b) of Figure 1. The influ-
ence of the chemical reactions on the decay rate of the unmixedness is shown in
Figure 2, In this figure, the ratio wz(t)/dz(t) is presented versus time for
zero rate and infinitely fast chemical reactions. For zero rate chemistry, the
ratio, obviously, remains at unity. For the reacting case, at the initial time
(t = 0), the influence of chemistry is nil. At later times, however, the value
of the unmixedness for the fast chemistry is lower than that under zero rate
chemistry., The results shown in this figure indicate that, for initially non-
premixed reactants, the decay rate of the unmixedness 1s not independent of the
chemical reactions and depends on the magnitude of the local Damkohler number.
The theoretical discussion given in the previous section on the lack of
agreement with Toor's hypothesls is verified by examining the temporal evolu-
tion or the PDF of J (i.e., P(¢,t), -1 < ¢ < 1) in Figure 3. It is clearly seen
that the evolution of the PDF from its initial bimodal shape (composed of two
delta functions at ¢ = +1 to its asymptotic shape (composed of a single delta
function at ¢ = 0) cannot be characterized by its first two moments (i.e., 0
and o). Therefore, Equation (9) is not valid for intermediate times, and the
application of Toor's hypothesis 1s not appropriate for the prediction of the
conversion rate in plug flow-type reactors with initially segregated reactants.
Figure 2 further indicates the interesting result that the ratio of w2/d2
for the infinitely fast chemistry approaches the value of 0.64 (= 2/x). This
value corresponds to the case if 5(;) asymptotically adopts a Gaussian Profile
(Kosaly, 1987). To ascertain the asymptotic shape of the PDF, the temporal
variation of the kurtosis (u4 = normalized fourth moment) of species A is pre-
sented in Figure 4, It is seen that, under no chemical reaction, the value of
this variable approaches Mg = 2.9, The asymptotic values of the normalized
sixth (superskewness) and eight moments are g = 13.9 and ug = 98, and all the
odd moments remain close to zero (not shown here). A comparison of these

values with those of a Gaussian profile (i.e., u, = 3, = 15, and ug = 105)

Yo
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indicates that the approximation of a Gaussian PDF for the €‘nal stages of mix-
ing of a nonreacting scalar is justified. Better agreements -1ld require a
larger sample size than the presently used 643 data points for more accurate
statistical analysis. For the reacting case, however, the values of the
normalized fourth and higher order moments are larger than those of an inert
scalar., This is shown in Figure 4 for the Kurtosis of one of the reactants

and is consistent with our previous calculations (Kosaly and Givi, 1987).
Therefore, a Gaussian PDF assumption is not justified in this case.

Finally, it must be mentioned that the results of our present calculations
are not in agreement with those previously obtained by Leonard and Hill (1986).
In their calculations, the ratio of \y2/d2 initially decreases from unity with
time but asymptotically returns to unity for longer times. This lack of agree-
ment with Leonard and Hill's calculations may be attributed to the fact that,
in their finite rate chemistry simulations, the magnitude of the Damkohler
nunber 1s not large enough to justify the infinitely fast chemistry assumption
adopted here.

The results of this work and those of Kosaly (1987) indicate the need for
detailed measurements in plug flow reactors for comparison with numerical
simulations. The present simulations indicate that Toor's hypothesis (vz = dz)
should be modified by Equation (15) for infinite rate chemistry at the temporal
asymptote., For finite rate chemistry and intermediate times, however, the
application of the hypothesis is not valid and full simulations are required.
The numerical experiments reported here indicate that the asymptotic shape of
the PDF of a conserved scalar characterizing mixing is approximately Gaussian.
This suggests a value of C = 2/ in Equation (15).

5619R
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NOTATION

A,B = instantaneous concentration of reacting species
a,b =  instantaneous concentration fluctuation of reacting species
dz(t) = < ai>t/< ai>o
J = A-B
K = kinetic reaction rate
P = PDF
t = time
W = reaction rate
] = gtandard deviation

= gcalar space
vz(t) = < ab>t/< ab>_
Indices
o = initial
m = pixing in absence of chemical reaction

Other Notations

<> =  ensemble average
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FIGURE CAPTIONS

Figure 1: Plots of species A concentration contours at t = 1.2.
(a) nonreacting case, contour minimum is 0.06, contour maximum is
0.72, contour interval is 0.06. Labels are scaled by 1000.
(b) reacting case, contour minimum is 0, contour maximum is 0.66,
contour interval is 0.06.

Figure 2: Temporal variation of y2/dZ2.

Figure 3: Temporal variation of P(¢).

Figure 4: Temporal variation of uy.
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Direct Numerical Simulations of a Non-Premixed
Homogeneous Turbulent Flow
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ABSTRACT

Direct nunerical sinulations have been performed to study the mechanisms
of mixing and chemical reaction in a three-~dimensional, honogeneous turbulent
flow under the influence of the reaction of the type A + B » Products. The
results are used to examine the applicability of Toor's hypothesis [1] and also
to determine the range of validity of various coalescence/dispersion (C/D) tur-
bulence models that have been used previously to model the effects of turbulent
nixing in such flows [2]. The results of numerical experiments indicate that
the probability density function (PDF) of a conserved Shvab-Zeldovich scalar
quantity, characterizing the mixing process, evolves from an initial double-
delta distribution to an asymptotic shape that can be approximated by a
Gaussian distribution. During this evolution, the PDF cannot be characterized
by its first two nmoments; therefore, the application of Toor's hypothesis is
not appropriate for the prediction of such flows. The results further indicate
that the initial stages of mixing are well represented by the Dopazo-0'Brien
C/D model, whereas, at intermediate times, the experimental results fall
between those obtained by the two closures of Dopazo and O'Brien {3] and
Janicka et al. [4], and deviate the most from those of Curl [5]. Therefore, a
C/D model between the two closures of Dopazo-0'Brien and Janicka et al. is
expected to result in favorable comparison with our data. The final stages of
nixing are not well predicted by any of the C/D closures in that none of the
nodels is capable of predicting a Gaussian asynptotic PDF for the
Shvab-Zeldovich scalar variable. The results of our numerical experiments may
be used to generate a C/D model (or models) that can predict all the stages of

nizxing accurately.
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1. INTRODUCTION

In a recent paper, Kosaly and Givi [2] studied the mechanisms of nixing and
reaction in a non-premixed, homogeneous turbulent flow under the influence of
an isothermal chemical reaction of the type A + B » Products. In their
calculations, single-point probability density function (PDF) methods were
enployed for the transport of scalar quantities, and various coalescence/
dispersion (C/D) mixing models were used for the closure of the molecular
mixing term in the PDF evolution equation. Calculations wvere performed with
zero—~rate, as well as infinitely fast chemical reactions, and the results
indicated sensitivity to the choice of the C/D model employed. In that work,

a set of new observations was presented that helped to clarify the relationship
between the different types of C/D models. Also, new insight was gained
regarding the nature of C/D modeling by comparing the results of such nodels

to those obtained by applying Toor's hypothesis [1,6,7]. Despite encouraging
results, it was concluded that, since C/D modeling is fundamentally phenomeno-
logical in nature, comparison to experimental data is the only way to deternmine
its applicability and range of validity.

In the present work, we intend to provide such experimental data for the
purpose given above. The data provided here, however, are not obtained fronm
conventional laboratory measurements but rather using the amethod of direct
nunerical sinulations (DNS). DHS refers to the numerical solution of the exact
aerothernodynamical equations (nonaveraged) of the unsteady, turbulent reacting
flow field. No turbulence modeling is used so that no assumptions are made
concerning the turbulent behavior of the fluid. Computational requirements of
DNS are very severe, however, and restrict the range of time and space scales
that can be resolved. Full sinulations require on the order of hours of CPU
time on the fastest available computers and are limited to relatively simple
systems, as studied here. Despite these limitations, this approach has proven
very useful in computational studies of turbulence (see Rogallo and Moin [8)
for a review) and turbulent reacting flows (Riley et al. [9]; McMurtry et al.
[10]; Givi et al. [11]; Givi and Jou [12]). In conjunction with laboratory
neasurenents, DMNS offers a useful alternative of probing data when experimental
techniques may fail.

Here, direct numerical simulations are employed to study the process of
nixing and the influence of chemical reaction in a non~premixed, homogeneous,

constant-density flow under the influence of a single-step, irreversible,

TP-209/12-37 2
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isothermal reaction of the type A + B » Products. This type of reacting
systen has been extensively used by Toor and associates (see Toor [1l} for a
¢ review) and provides a simplified systen in which the effects of mixing and
chenmical reactions can be isolated. The DNS results are compared with those
obtained by calculation based on C/D closures to address the shortcomings
assoclated with the presently used C/D models. A comparison between the
results of simulations and Toor's results is also presented, and the validity
of applying Toor's hypothesis for initially segregated binary scalar field is
discussed. Pure mixing, finite-rate, and infinitely fast reaction rate cal-
culations are performed to examine the effects of chemistry on the transport
¢ of concentration fluctuations. Higher order concentration moments are also
calculated, and the results are compared with calculations based on C/D
closures to further study the sensitivity of high concentration moments to
chemistry.
) In the next section, the methodology of direct numerical simulation applied
to a non-premnixed turbulent flow field is discussed. A brief description of
the geometrical configuration and flow initialization are also given. In
Sections 3 and 4, we briefly review Toor's hypothesis and C/D modeling in
anticipation of our numerical results, vhich are presented in Section 5.
These results are usad to examine the validity of Toor's hypothesis and, in
general, to study the statistical behavior of the reacting species. The
evolution of the PDF of a conserved scalar is presented to further clarify the
¢ process of mixing in this system. Comparisons of the simulation results, and
those of various C/D models are also made in this section. The results are
summarized in Section 6, and we also summarize and present the conclusions of

our findings.

2. DIRECT NUMERICAL SIMULATIONS

The subject in these numerical experiments is a three-dimensional

homogeneous turbulent ("box") flow field under the influence of an isothermal
® binary reaction of the type A + B » Products (Fig. 1). To impose

homogeneity, periodic boundary conditions are employed in all three directions

of the flow identifying the "box" as a homogeneous member of a turbulent

universe. This periodicity allows the mapping of all the aerothermodynamical
¢ variables from the physical domain into a Fourier space using Fourler

transforms. Therefore, rather than approximating the variables on discrete

. TP-209/12-87 3
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erid points (which is usually the case for typical finite difference schenes),

5

-'-5":"

they are represented by functions passing through the collocation points,

z
»

This allows the use of pseudospectral numerical methods for simulating thne

:¢: flow in the wave number domain [13]. Compared to typical finite difference
PV .

‘::\ schemes, this approach has the advantage of resolving the various small scales
A

A of the flow more accurately (and in fewer grid points), making it more

A

attractive for turbulence sinmulations. The values of the nondimensional

L

5f: parameters characterizing the flow (i.e., Reynolds, Peclet, and Damkohler

JE: nunbers), however, must be kept at moderate levels to ensure the accuracy of
3: the simulations (as will be discussed in the next section).
[n7n
( The flow field is initialized by zero mean velocity and random three-
NN dinensional velocity fluctuations. These fluctuations have a specified energy

:: spectrum and are imposed in such a way to satisfy continuity [14]. The initial

o

:;: spectrum used in these simulations is given by:

®
L k2 AZ
N E (k) = gy, A ———5—— (1)

“
L7 u 3d (1 + k2A2)3

J‘"n

“
<
AT This spectrumn is a fairly broad-banded spectrum; A is the integral length

-y scale and €34 deternines the amplitude of the fluctuations. All the
::ft variables are spectrally approximated on N = 643 collocation points within

Sif the couaputational domain. The spatially honogeneous flow evolves in tine,

o and, at each time step, N defines the sample data size for the purpose of

“a_ statistlcal analysis. A forcing mechanism was employed to keep the turbulence
:;5 stationary by adding energy artificlally to the large-scale motions. This

e
s\j- forcing was applied in such a way to compensate for small-scale dissipation
s <

>0 without affecting the small-scale statistics of interest [15]. The scalar

®
<. fields are defined to be square waves with the two reactants out of phase and
:‘:ﬂ at stoilchiometric conditions. This is shown schematically in Fig. 1, where it
:ﬁ% 1s seen that the two reactants are Iinitially unmixed. The normalized initial
Tr concentration values vary only in Y-direction and are constant in each X-Z

®
A planes. In accordance with Toor's hypothesis, the reactants are assumed to
f;f have ldentical diffusion coefficients and are introduced at stoichiometric
- conditions.

N

.'
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To identify the nondimensional groupings, the variables are nornalized by a
velocity scale characterizing the turbulence (Uo =\/:72), a concentration scale
(Maxinumn A = Am), and a length scale, Lo’ conveniently chosen such that the
nondimensional computational domain size is 2n. With such normalization, the

nondimensionalized instantaneous transport equations are

g *U=0 (2)

= U e - 2y = - (
L(U,Re) at+U W=z 7U vP (3
L(A,ReSc) = L(B,ReSc) = -W (4)

where L is the convective-diffusive operator, and, for a second-order reactionm,

W=Da AB (5
kA

Da = 0TI Damkohler number (6)
oo
U LO

Re = Ov Reynolds number 7N

Sc = g- Schrnidt nuaber (3)

The Danmkohler number, the Reynolds number and the Sclimidt number are the
important nondimensional groupings that appear in the formulation. The value
of Sc can be set to unity, since this 1s approximately correct for gaseous
reactants. The values of other nondimensional parameters are limited by the
available resolution of the numerics employed in the computations. For both
zero-rate and infinitely fast chemical reactions, solution of a conserved
scalar variable with no chemistry source [similar to Eq. (4) with W = 0]
predicts the conversion rate. For finite-rate chemistry, the full solution of
Eq. (4) is required.
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3. TOOR'S HYPOTHESIS

For the purpose of exanmining Toor's hypothesis, we decompose each concen-

tration, A(x,t) and B(x,t,), into an ensemble mean value (denoted by < >) and a

fluctuation from the mean value (represented by small letters):

A= A>+a (9)

1

B = <B>+Db (10)
The transport equations governing the mean values are

L{<A>,Pe) = L(<B>,Pe) = -M> (1)

<W> = Da(<A><B> + <ab>) (12)

The first term on the right-hand side of Eq. (12) is the homogeneous nean
rate, and the second term is the unmixedness term, which needs to be nodeled.

This term can be written in normalized form [1]:
2 -
v (t) = <ab>t/<ab>o (13)

where the subscripts t and o refer to time and the initial time (i.e., at the
inlet of the plug flow reactor), respectively. A conserved, Shvab-Zeldovich

scalar variable, J(x,t) is defined by [16]
J(x,t) = A(x,t) - B(x,t) (14)
Turbulent mixing is characterized by the rms of the Shvab-Zeldovich variable:
a2(e) = o*()/ %0 (15)

It is obvious that, in the limit of zero-rate chemistry, dz(t) and wz(t) are
identical:

lim 2

d2<t) = paso ¥ (t)

(16)

TP-209/12-87 6




[n the linit of infinitely fast chemistry, under stoichiometric conditions, and
assuning a Gaussian shape* for the PDF of the Shvab-Zeldovich variable, Toor
showed that

1im

oan ) (a7

dz(t) =

Based on Egs. (16) and (17), “»or assumed that
2 _ 2
d“(t) = y°(t) for any Da (18)

Equation (18) defines Toor's hypothesis., This hypothesis has been used for
calculations of a variety of reacting flows (for reviews, see Givi [18] and
Brodkey [19]). 1In this paper, its validity is studied by means of numerical

data presented in Section 5.

4. COALESENCE/DISPERSION MODELING
The general C/D model is expressed by a transport equation for the PDF of
the Shvab-Zeldovich variable, J(x,t) [defined by P(¢,t)}. In the homogeneous

flow considered here, the evolution of the probability is given by Pope [20]:

3P(s,t)

pes -280P( ¢,t) + 28Q ff d¢'de"p(e',t) p(e"t)

(19)
+ o
x [ daal@sle- (-2 e - F ale'+sM)]

The kernal A(a) is the PDF of a, and the random variable a is a measure of
nixing. The function A(a) is zero outside the interval (0,1) and is non-
negative and normalized to unity within (0,1). The parameter B is defimed by
Pope:

B = —— (20)

*This assumption can be relaxed for symmetric PDFs [17].
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where

1
a_ = j- o Aladda (21)
0
0
Multiplying Eq. (19) by ¢Z and integrating, the time evolution of the standard
deviation, which characterizes turbulent mixing, is defined:

rt
o(t) = o(o) exp[—_l Q(t')dt'J (22) f
0 ‘

where ( is the appropriate turbulent nixing frequency and needs to be specified.

To complete the closure, the function A(a) must be specified. Different
choices of A(a) result in different C/D models. Curl's original model [5] is
defined by setting A(a) = 6(a -~ 1). The closure of Janicka et al. [4] is
equivalent to using A(a) = 1 within [0,1]. The Dopazo-0'Brien [3] approxima-
tion is recovered by setting (Kosaly and Givi [2])

Al(a) = 1im s (a - ¢) (23)
e~0

Note that the models of Curl [5] and Dopazo and O'Brien [3] appear as two
opposite limiting cases. A(a) = 6(a — 1) is obviously the most extreme of all
the cases that peak at a = 1 and decrease as a tends to zero. A(a) = (a - ¢),
¢ ~ 0, at the other limit, is the extreme representative of the physically
acceptable shapes at a = 0 that decrease with increasing values of a. The
A(a) = 1 choice can be considered to be halfway between the two extremes.
Depending on the shape of A(a), obviously, there is an infinite number of

choices, each leading to a different C/D model. The sensitivity to the choice

of the model can be expressed by examining the central and standardized moments

of J(x,t), defined in order as

4+ o

4 () = _[ $"P(o,t)d ¢ (24)
(o) = un(t)/on(t) (n=1,2, ...) (25)
o
“
o TP-209/12-87 8
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It has been shown by Kosaly and Givi [2] that the first three nonents are
independent of the choice of A(a). It is the fourth (and higher even

nonents) that depend on the A(a) shape. For a constant Q,

1,(6) = [3 + §,(0)] e YOt _ 3 (26)
where
= (a+ 7a,-a/(a;- 3 a,) (27)

It is seen that all models with y > 0 yield M, * = as t » o, #which indicates
the shortcomings associated with the presently used C/D models.

The above relations hold for any imert scalar, i.e., species A without
chemical reactions. In the presence of chemistry, the situation is markedly
different for the behavior of the higher-order concentration moments. In the
previous work, Kosaly and Givi [2] showed that only the Dopazo-0'Brien closure
results in equal central moments in the presence and in the absence of chemical
reaction, and employing other C/D models predicts higher concentration moments
under reacting conditions than those under nonreacting conditions. However,
since all the C/D models enployed are phenomenological in nature, the
exanination of the exact role of chemistry on higher-order concentration
monents vas not possible. Here, examination is possible by means of numerical

experinents, as discussed in the next section.

5. RESULTS OF NUMERICAL EXPERIMENTS

Conputations were performed on a cubic domain with dimensions of 27. The

values of the Reynolds and the Peclet numbers were set to 100, so that the
simulations would be accurately resolved on a 643 grid. The Reynolds number,
based on the Taylor microscale and the turbulence rms level (this is the non-
dimensional parameter of interest for describing the turbulence), was
approximately 50 throughout the calculations. Calculations were performed with
zero-rate chenmistry (Da = 0), infinite rate chemistry (Da » =), and at inter-
mediate finite rates (Da = 2, 8, and 30) to assess the influence of the

chenical reaction on the statistics of the concentrations.
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?:: [t is well known that the formulation based on a one-point PDF [Eq. (19)]

: \$ does not include any information about the mixing frequency (). This

i. frequency has usually been modeled by ad hoc closures [21] but can be evaluated

s from the results of our direct numerical simulations. A discussion on the

étgs evaluation of mixing frequency, as well as other hydrodynamical variables

i:}: characterizing the turbulent flow field, is reported elsewhere (McMurtry and
'ji Givi [15]) and is not repeated here. For the time being, the influence of the

o turbulence frequency is included in normalized time, which is defined by

T

= .

::" t* = ()f a(t')de' = ~1In g-(ot—; (28)
o

; :. In the discussions below, this normalized time 1s used to exhibit the evolution

:E; of the chemical quantitles that are of interest to mixing and reaction of the

L35- scalars.

.!Ei The contours of one of the reactants (species A) are chosen for the purpose

F}ﬂ; of flow visualization. In Figs. 2, 3, and 4, we present the time sequence

;Et? development of these contours for (a) Da = 0, and (b) Da + =». These figures

- represent conditions at one particular X-Y plane cut through Z = 10 (Fig. 1).

- Nondinensional times of t* = 0.625, t* = 1,20, and t* = 3 correspond to the-

( case when the average concentration of species A, under the infinite rate

, chenistry, has reduced to 52%, 28%, and 4.2% of its initial value, respectively.
- These figures exhibit the effects of three-dimensional turbulcnt motion on the

?Ti_ distortion of the scalar field and the mixing of the two initially segregated

li:: reactants (with parallel contour lines). The effects of chemical reations are
:?; to increase the steepness of the scalar gradients and, obviously, to reduce the

:?}j instantaneous values of the reactants, as indicated by a comparison between

j:{ parts (a) and (b) of Figs. 2-4. The magnitude of this reduction increases

;:xi with the increase in the value of the Damkohler number. This 13 clearly shown
:E; in Fig. 5, where the influence of chemical reaction on the consumption rate of
A the reactant concentration is presented. It is indicated in this figure that,
.‘:‘, for finite values of Da, the combined effects of mixing and reaction are to

-;zé reduce the mean concentration of the reacting species. As the magnitude of the
w:: Dankohler number increases, more reactants are consumed and the rate of decay
s:f increases until it reaches a maximum value as Da + ». In this limit, the

.-\.'_ chenistry does not play any role, and the consumption rate is determined solely
0 E: by the mechanism of the molecular nixing.

e
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For the purpose of evaluating the C/D closure, the results of predictions
using such nodels as Da + = are presented in Fig. 6. All the calculations
using C/D nodels were performed by means of a Monte-Carlo numerical method
(Kosaly and Givi {2]) in a configuration with an identical statistical initial-
ization and mixing frequency, as used in the DNS. Implementation of the
Monte-Carlo method, developed originally by Pope [22], is discussed by
Givi et al. [21] for the present problem.

Figure 6 indicates that, at initial times, the results of numerical
experiments are closest to those of predictions using the Dopazo-0'Brien
closure. This is mainly due to the fact that the initial stages of mixing are
realistically described by those members of the family of C/D models with an
A(q) shape concentrated at a = 0 (for a theoretical discussion, see Kosaly
and Givi [2]). The Dopazo~0'Brien closure is the extreme representative of
shapes that peak at a = 0 and decrease with increasing values of a. Other
C/D models that do not possess this property for the shape of A(a) are not
expected to result in realistic predictions at the initial stages of mixing
(Kosaly and Givi [2]). This is clearly shown in Fig. 6 and indicates that, as
Curl's model is approached [i.e., A(a ) = 6(a = 1)], the agreement with
o the results of numerical experiments gets worse.

At later times, none of the C/D models is capable of accurately predicting
the conversion rate, and the experimental curve falls between the two cases
given by the results of Janicka et al. [4] and of Dopazo—-0'Brien. This

Y discrepancy between the results of C/D closures and those of DNS is attributed
to the fact that none of the C/D models results in acceptable asymptotic
(t » =) behavior. As indicated originally by Pope [20] and later by Kosaly
and Givi [2], all the C/D models predict infinite fourth and higher even
' standardized momeuts 2= t + o for the conserved Shvab-Zeldovich scalar
quantity, J [Eqs. (26) and (27)]. The exception is the Dopazo-0'Brien model,
which predicts an unphysical constant value for those moments.

The asymptotic behavior of scalar mixing cannot be predicted by a

mathematical theory, and its determination is the subject of our numerical

experiments. The time evolution of the PDF of the random variable J(E,t) is

presented in Fig. 7. As shown in this figure, at initial times (t* = 0) the
PDF 1s composed of two delta functlions at ¢ = + 1, indicating the two initially
¢ non-premixed reactants. As mixing proceeds, the gap between the two delta

functions is filled, and the original two delta functions smear and move closer

TP-209/12-87 11
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to each other. At noderate times (t* = 1.5), the PDF is couposed of a peak

at the nixed concentration of ¢ = 0, and proceeding further in time results in

a sharper peak at this mixed concentration. As time proceeds, it seems that

the PDF is approaching.a self-sinilar Gaussian profile. To ascertain this
asymptotic shape; the temporal variations of the standardized moments character-
izing the PDF must be examined. The standardized fourth (34) moment of the
variable J(x,t) is presented in Fig. 8. While all the odd moments remain in
close proximity to zero (not shown here), Fig. 8 indicates a monotontic

increase in the magnitude of all the even~order moments. In this experiment,

the values of the kurtosis, superskewness and superkurtosis approach the

4

values of L4 = 2.9, 36 = 13.9, and 38 = 98, respectively. A comparison of

Ay
LI

2y

%:: these values with those of a Gaussian profile (i.e., 34 = 3, 36 =15, 38 = 105)
:;: indicates that the approximation of a Gaussian PDF for the final stages of mix-
;5 ing of a conserved scalar i1s well justified and is in agreement with the find-
A ings of sone recent experimental results [23,24]. Note that the accuracy of
:&S our statistics is limited by the size of the data sample, i.e., 643. Future

%ﬁ Future higher-resolution simulations (i.e., 1283 or higher) might improve the

“ =

accuracy and, therefore, might result in better agreements for higher-order
nonents. In Fig. 8, the temporal variation of the kurtosis obtained by C/D
modeling is also presented. The unacceptable behavior of the models of Curl
and Janicka et al. in predicting a continuously increasing fourth-order noment,

and also the nonphysical constant value of the kurtosis predicted by the
Dopazo-C'Brien model, are shown in this figure.

bl

The influence of chemical reactions on the decay rate of the unmixedness is

v
1]

'tﬁ shown in Fig. 9. In this figure, the ratio (WZ/dz) is presented versus normal-
-

v ized time for zero-rate, infinitely fast rate, and three intermediate rates

o

oy (Pa = 2, Da = 8, Da = 30) chemical ractions. For zero-rate chemistry, the

S:ﬁ ratio, as expected, remalns at unity. For the reacting cases at the initial

b

Sb’ time (t* = 0), the influence of chemistry is nil. At later times, however, the
~

A values of the unmixedness for the reacting cases are lower than those under

o zero-rate chenistry. This 1s in contrast with Toor's hypothesis and indicates

;:i that the decay rate of the unmixedness is not independent of the chemical

N

:&' reactions and depends on the magnitude of the local Damkohler number. A theo-
Y

:i‘ retical discussion on the lack of agreement with Toor's hypothesis is given by

[

o

o

[

&:,'

rn

*r
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Givi and HcHurtry [25], who showed that, for initially non-premixed reactants,
Toor's hypothesis should be modified by replacing Eq. (17), at a tenmporal
asyuptote, with

c () = 1im  ¥3(b) (29)
Da+»

where the constant C is determined from the asymptotic shape of the PDF of J,

i.e., P(%,t)
© 2
cC=4 [[ w(o)w} (30)
0

This modification of Toor's hypothesis is due to the fact that the
evolution of P(4,t) from its initial binary shape to its asymptotic profile
(Fig. 7) cannot be characterized by the first two moments (i.e., 0 and o).
Therefore, Toor's hypothesis, which is based on the assumption of Gaussian
PDFs at all times, is not appropriate in this case, and Eq. (18) must be
replaced by Eq. (16) for zero-rate and Eq. (29) for Da + « at the temporal
asynptote. For an asymptotic Gaussian PDF, i.e.,

2
=L -9
p(¢) JTT exp( 5) (31)

the value of the constant C in Eq. (30) would be

c = (32)

ajn

which is the same as that given by Kosaly {26].

The validatica of this modification is clearly represented in Fig. 9.
Note that the ratio of wz(t)/dz(t) is always between unity and 0.64 = 2/m.
Also, note that the modification of the hypothesis [Eq. (29)] is valid only for
Da + « at the temporal asymptote. For finite-rate chemistry and intermediate
times, the application of the hypothesis is not valid and full numerical
simulations are required.

The results of our numerical experiments are further examined to study a
recent result of Hsieh and 0'Brien [27], who found that higher-concentration
monents are not sensitive to chemistry. The possible reason behind this

finding is investigated by comparing infinite-rate chemistry and pure mixing

TP-209/12-87 13




Q.
‘e: results in Figs. 10 and 1l1. In these figures, the skewness and the kurtosis
"& of species A are presented. For the purpose of comparison, the results
(“ obtained by employing various C/D models are also presented and, for each
f ' case, two curves are shown: one without chemistry and another with infinite-
5 : rate chemistry. It is clearly observed that, in the Dopazo-0'Brien
kﬂﬁ approximation, the two curves coincide, whereas the results of Curl's model
:/ﬁ show a maxinum difference between the two curves. In each case, the
;}E standardized moments are higher for the reacting scalar than for the conserved
4:2: scalar. As the moments of the nonreacting scalar approach the asymptotic
P . values corresponding approximately to those of a Gaussian distribution, the
{ noments of the reacting scalar approach nigher values, which indicates that
> the assumption of a Gaussian distribution for the reacting scalar is not well
it: justified. These results confirm Kosaly and Givi's speculations that it is
1ﬁ§ the use of moderate rate chemistry by Hsieh and O'Brien [27] that makes the
'L skewness and Kurtosis values similar to those calculated with pure mixing.
;ﬁ Increasing the rate of chemical reactions would probably change the results of
‘ij Hsieh and 0'Brien considerably.
i:: Figures 10 and 11 further indicate that the results of our numerical
( experiments fall between those of predictions using the closures of
;*:: Dopazo—0'Brien and Janicka et al. Therefore, a closure model between the two
'iF approxinations may be used for the purpose of predicting the intermediate
%f stages of nixing. At the later stages of the developments, however, none of

the C/D models are satisfactory in that they all (except the Dopazo-0'Brien

<)

f:. nodel) predict an increase without bound of all the fourth and higher order
o noments.

d.'
,*:j Pope [20] made an attempt to remedy this problem by introducing an age-

' biasing technique that, together with an appropriate A(a) shape [(Eq. 19)],
o
‘j: would result in an asymptotic Gaussian PDF. Although such a technique 1is very
is successful in predicting the asymptotic behavior correctly, the shapes of
5: A(a) suggested by Pope do not predict the initial stages of mixing
L accurately [28]. The results of direct numerical simulations presented here
e will be very useful in optimizing the A(a) shape, as well as in developing
.:; an age—biasing technique that can be used to predict the mechanism of mixing,
7:: both at the initial time and at asymptotic times.
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6. CONCLUSIONS

A pseudospectral algorithm has been employed to study the mechanism of
nixing and reaction in a non-premixed, three—-dimensional, homogeneous turbulent
flow. The evolution of the species field in an isothermal, one-step, stoichio-
netric reaction of the type A + B » Products was the subject of investigations
in our numerical experiments., Calculations were performed for zero-rate,
infinitely fast-rate, and intermediate moderate finite-rates chemical reactions
to assess the influence of chemistry on the transport of the scalar variables.

Mixing is characterized by the evolution of a Shvab-Zeldovich conserved
scalar quantity, J(x,t), defined by Eq. (14). The results of our numerical
sinulations indicate that the PDF of J, i.e., P(4,t), evolves from its
initial double-delta function distribution to an asymptotic shape, which can
be approximated by a Gaussian distribution. During this evolution, the PDF
cannot be characterized by its first two moments (except when it adopts the
asymptotic Gaussian shape). Therefore, the application of Toor's hypothesis
is not appropriate for the prediction of the conversion rate in such flows.

The results indicate that, while Toor's hypothesis (wz = d2) is valid for zero-
rate chemistry (Da = 0), it should be modified by (wz = Cdz) for Da » = and at
a temporal asymptote. The parameter C is determined by the asymptotic shape of
the P(4) [Eq. (30)]. 1In the present experiment where P(@)vadopts a Gaussian
asyuptotic profile, the value of this constant is equal to 2/+w, which is
consistent with that given by Kosaly [26].

The results of numerical experiments are further compared with those
obtained by employing various C/D mixing models applied to a homogeneous flow
with the same statistical initialization. The results indicate that the
initial stages of the mixing process are well predicted by applying the
Dopazo—0'Brien {3] closure. As mixing proceeds at intermediate times, the
experimental results fall between those obtalned by the two closure models of
Dopazo—0'Brien and Janicka et al. [4]. Therefore, a C/D model between these
two closures 1s expected to result in favorable comparison with our
experinental data. The final stages of mixing are not well-predicted by any
of the C/D models in that all of the closures predict an increase without
bounds of the fourth and higher-order concentration moments. The exception is
the Dopazo-0'Brien model, which predicts unphysical constant moments during
all stages of mixing. This shortcoming associated with C/D modeling has been
previously recognized by Pope [20], who suggested an improved mixing model by
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»€§ introducing an age-biasing technique to the C/D modeling. This inproved wmodel
N is plausible in that it results in a Gaussian asymptotic PDF; however, it is
:3 not capable of predicting the initial stages of mixing accurately. The results
( of our numerical experiments can be useful for c-nstructing a mixiang model (or
i:; models) that can accurately predict all stages of the molecular mixing. Such
‘:3 a task is one of the goals of our ongoing investigations.

‘:j While the assumption of a Gaussian asymptotic PDF is well justified for the
:‘ conserved scalar quantities (e.g., J), our experiments show that this is not
=.; the case for the reacting scalars. The results of our direct numerical

ZEE simulations indicate that the higher moments (third, fourth, ...) of the

)

specles under reacting conditions increase faster than those under no chemical

reaction. This is consistent with that found by C/D modeling and, again, the

P

,Qé experimental results fall between the two closures of Dopazo—0'Brien and

“3 Janicka et al. In all the comparisons with C/D modelings, our results show

jf the greatest deviatious from those obtained by using the Curl's model and

i: indicate that the nodels of Janicka et al. and Dopazo-0'Brien bracket the range
f§ of the C/D nodels that, in conjuncticn with an appropriate age-biasing

,f; technique, can predict our experimeantal results accurately. Thus, questions
‘*E such as "Does such model predicting a correct PDF evolution exist?” and if so,

"Is it universal?” are to be addressed in future studies.

'“."

1:: At this point, it should be pointed out that all the C/D models evaluated
::; here are mainly used for single-point PDF closures. This requires the
';ﬁ introduction of a mixing frequency into the formulation, as defined by

Eq. (22). Enmploying the results of direct numerical simulations to evaluate

)

5:? (or to generate) models for more than one—point-level closures (29, 30] remains
:ﬁf to be a challenging task. Also, it must be mentioned that the simulations

¢ presented here are similar to most of the laboratory investigations in that

“ f they include the results of only one experimental realization. More future
l\§ nunerical experiments with different initializations and possibly with better
;Sé nunerical resolutions (i.e., 1283 or 2563 grids) would be logical

);f extensions of the present work. The rapid advancements in super-computer

‘;' technology and the expected better capabilities of such machines in the future
72i will play significant roles in the continuation of the work presented here.
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FIGURE CAPTIONS

Figure 1.

Figure 2.

Figure 3.

Figure 4.

Figure 5.

Figure 6.

Figure 7.

Figure 8.

Figure 9.

Figure 11.

5623R

TP-209/12-87

Geometrical configuration showing a schematic diagram of the
initial Iinstantaneous reactant concentrations.

Two—dimensional plots of species A contours at t* = 0.625.
Contour interval is 0.05. (a) Da = 0, contour minimum is O,
contour maximum is 0.9. (b) Da + =, contour minimum is O,
contour maximum is 0.9,

Two-dimensional plots of specles A contours at t* = 1,20, Contour
interval is 0.05. (a) Da = 0, contour minimum is 0.10, contour

naxinum is 0.75, (b) Da » =, contour minimum is 0, contour
naximum is 0.65.

Two-dimensional plots of species A contours at t* = 3. Contour
inteval is 0.005. (a) Da = 0, contour minimum is 0.370, contour
naxinum is 0.495. (b) Da + =, contour minimum is O, contour
waximum is 0.135.

<A>¢/<A>, versus time for various values of the
Damkohler number.

<A>t/<A>, versus time for Da » =,

Temporal evolution of P(¢,*t).

Kurtosis of the random variable J(x,t) versus tine.

¥2/d2 versus time for various values of the Damkohler number.

Skewness of species A versus time with infinite rate chemistry and
with pure nixing. In the pure nixing case, the skevness is zero.

Kurtosis of species A versus time with infinite rate chemistry
with pure mixing.
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