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Abstract (cont.)

The NORSAR Detection Processing system has operated t6tr.ughout the
reporting period with an average uptime of 98.9 per cent. A total of

1940 seismic events have been reported in the NORSAR monthly seismic

bulietiti. The performance of the continuous alarm system and the auto-
matic bulletin transfer by telex to AFTAC have been satisfactory. Pro-

cessing of requests for full NORSAR/NORESS data on magnetic tapes has

progressed according to established schedules.

A new Detection Processing system has been implemented, providing

improvements especially in the data quality cnt,.king and reduction in

false detections caused by occasional data spikes. The NORSAR beam

table and event proceising algorithms remain unchanged. Processing
code has been developed for on-line regional array analysis based on
SUN 3 computer systems.

Field maintenance activtty has included regular preventive maintenance

at all subarrays and occasional corrective actions when required. No

special problems have been noted in the performance of field systems.
In addition, field maintenance personnel have participated in

establishing the new regional array in Finnmark, Northern Norway.

A study of Pn scattering has been conducted, using as a data base

NORESS recordings of six mining explosions in the Blisjo area, at an

epicentral distance of about 300 km. Wideband f-k analysis of these
event recordings show a pronounced and consistent anomaly in the fre-

quency range 2-4 Hz, which is also the frequency band of maximum Pn

energy, This is found to be consistent with scattering by topographic
relief of the Moho discontinuity, and the inierred location of the

proposed topographic feature coincides with the border of the Oslo

Graben.

A study of the effect of lateral heterogeneities on short period sur-
face waves (T ( 20 a), using numerical modelling with a coupled-mode

scheme, has been initiated. So far it has been found that the coupled-

local modes method can be applied to model wave propagation in
realistic structures, needing a reasonable amount of lateial zon- .i.

local modes to achieve satisfactory precision in transmission ind
reflection coefficients. The plan is now to apply this method to

laterally heterogeneous structures around Scandinavia, and compare the

results of the numerical modelling to surface wave data recorded at

NORSAR and NORESS.
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The problem of threshold determination for :egional event detection
has been investigated, addressing in particular the tradeoff between
d-tector sensitivity and ialse detections caused by noise fluctuations
01 sLochastic nature. It has been found that for the same false alarm
rate, thresholds of incoherent beams can be set at 4.5-7 dB lower than
for coherent beams. This implie that for Pn detection, coherent beams
will usually outperform incoherent beams, since the SNR gain is typi-
cally 8-15 dB. However, for secondary phase detection, the incoherent
beams will usually be the best, since the coherent bea. gain in these
cases is much lower. A particularly promising result is that Inco-
herent beamforming based on horizontal channels appears to provide
more effective noise variance reduction than is obtained using ver-
tical channels. Also a large number of noise detections can be iden-
tified as such using the slowness estimates provided by a small-
aperture array.

Initial data recorded at the new regional array in Finnmark, Northern
Norway, have been processed and compared to NORESS recordings. The
Finnmark array is found to provtde the same excellent (better than VN)
n_4 : suppression as NORESS in sclected filter bands, using "optimum"
subgeometries for beamforming. The background noise level at Finnmark
is even lower than that of NORESS at high frequencies (greater than
2 Hz), but somewhat higher than for NORESS at the -low frequency end,
due to closer distance from the coast. A feature of Finnmark recor-
dings not seen at NORESS is the presence of strong Rg phases for
mining explosions out to about 350 km epicentral disteLce. ,A two-week
test period of joint processing of the two arrays has shown that the
large majority of small events (ML<2.0) are detected by only one
array, whereas larger events (ML 2 .0) detected by either array in most
cases have at least one confirming phase detection from the other
array.

Analysis of P coda and Lg phases recorded at NORSAR for a set of 72
large explosions from the Shagan River test area near Semipalatinsk,
USSR, has shown that such data can provide event magnitude estimates
comparable in stability to world-wide network mb . A systematic dif-
ference in mb(P)-mb(Lg) has been observed for the northeast and south-
west portion of the Shagan River test area. There are indications that
this is mainly due to a bias in mb(P) estimates, and if so, the mb(ig)
values observed at NORSAR would be expected to give more reliable
relative yield estimates than can be obtained from P-wave data.

A large-scale study comprising NORESS recordings of 101 events from
the North Sea/western Norway region has been conducted with the aim to
determine optimum beam deployment for regional phase detection. The
study has reconfirmed that a number of narrow band filters applied in
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parallel and in combination with array beams based on filter-dependent
subgeometries produce the best detection performance. In particular,
the study has demonstrated the usefulness of high-frequeiucy (10-16 H7)
coherent beams for Pn phase detection. It has furthermore been shown
that high frequency incoherent beams (10-16 Hz) formed from horizontal
channels significantly enhance detectability of Sn phases. The best
results in Lg phase detection are found for low frequency incoherent
beams (1.5-4.5 Hz) combining both horizontal and vertical channels.
Further work will in particular be directed toward analyzing events
from other regions in zrier to determi-e a beam deployment that provi-
des optimized detection in the entire regional distance range.

The local geology of the two regional array sites in Norway nas been
studied, with emphasis on compiling information that '- considered
relevant from a seismological viewpoint. At this stage, the main pur-
pose has been to present results of various surveys conducted by the
Norwegian Geological Survey and NORSAR scientists. In the future, this
information is expected to become useful in explaining observed
features in the recorded seismograms from the two arrays.
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I. SUMMARY

This Semiannual Technical Summary describes the operation, maintenance

and research activities at the Ncrwegian Seismic Array (NORSAR) for

the period I April - 30 September 1987.

The uptime of the NORSAR online detection processor system has

averaged 98.9 per cent during the reporting period as compared to 99.6

for the previous period. 04C and 06C have been the most frequently

affected systems due to cable damage (04C) and synchronization

problems (06C). A total of 1940 seismic events were reported in the

NORSAR monthly seismic bulletins in this period, giving a daily

average of 10.6 events.

The new Detection Processor (DP) was put into routine operation on day

289. The detector program is executing on the IBM 4341/L01 computer

for the NORSAR array. There are no changes in the beam table. From day

320, the MODCUMP processor has been doing data acquisition only, as

the beamforming and filtering tasks have been moved to the IBM 4341.

The new detection process has lead to a significant reduction in load

on the event processor, due to a g'-atly reduced number of "spike"

detections. There are no changes in the event processor code. There

are also no changes in the 'online' RONAPP detection processing for

the NORESS array, but the new detector package now being used for

NORSAR has also been applied to NORESS data and is executing regularly

on tapes with data from the new Finnmark regional array.

A new program, SEGPRO - Segmented processing, has been developed to do

the onset determination as well as phase velocity and azimuth measure-

ments on detections reported from the new detector package. on a
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routine basis. A new event processor code is under development to pro-

cess NORESS and Finnmark array data.

The data acquisition and real-time processing systems for the new

Finnmark array will b based on three Sun 3 computers. The IBM/PC

currently used for controlling critical tasks in the NORSAR/NORESS

systems will also be used for the new array.

Muich time and effort has been spent by the field maintenance personnel

on preparatory work in connection with the new array in Finnmark, and

the actual installation of the array required extensive field work

during the summer of 1987.

Thea r-F-rc- activirv is sum~acized in section VII. Section VII.I

presents a scattering model of regional Pn wave propagation. Section

VII.2 describes preliminary tests for surface waves in 2-D structures.

In Section VII.3 false alarm statistics and threshold determination

'o, regional event detection are presented. Section VII.4 gives ini-

tial results from analysis of data recorded at the new regional array

in Finnmark. In Section VII.5 the potential of using NORSAR recorded P

coda and Lg waves to obtain stable magnitude estimates of large Semi-

palatinsk explosions is investigated. Section VII.6 describes

investigations of optimum beam deployment for NORESS using a North Sea/

western Norway data base. In Section VII.7 the local geology of the

regional array sites in Norway is presented.
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II. OPERATION OF ALL SYSTEMS

£l.1 Detection Processor (DP) Operation

There have been 88 breaks in the otherwise continuous operation of the

NORSAR online system within the current 6-month rep(rting interval.

The uptime percentage for the period is 98.9 as compared to 99.6 for

the previous period.

Fig. II1..1 and th- accompanying Table II.1.1 both shnw the daily DP

downtime for the days between 1 April and 30 September 1987. The

menthly recording times and percentages are given in Table 11.1.2.

The breaks can be grouped as follows:

a) Hardware failure 4

b) Stops related to program work or error 0

c) Hardware maintenance stops 6

a) Power jumps dm( breaks 5

e) TOD error correction 6

f) Communication lines 67

The total downtime for the period was 50 hours and 26 minutes. The

mean-time-between-failur!s (MTBF) was 2.5 days, as compared to 2.0 for

the previous period.

J. Torstveit
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11.2 Array communications

Table VII.2.1 reflects the systems performance in the reporting

period.

04C and 06C have been the most frequently affected systems due to

cable damage (04C) and synchronization problems (06C).

The communication machine (Modcump) has failed two times, in May and

September, a voltage and a "Floating point processor" failure,

respectively. The latter failure caused problems during the restarting

phase.

Summary

Apr In April most systems were affected especially in connection

with our attempts to localize the noise source common to all

communication channels. Systems were switched off one by one,

but also in groups of 2 and 3. Later NTA/Hamar and Lillestrom

did observations which revealed noise in the transmission

channel equipment between Hamar and Oslo. NTA switched to a

spare channel group which for a period gave us improved

performance.

May Apart from 06C which was affected weeks 19, 21 and 22 causing

0.5% outages, the systems were most reliable in May. The high

error figures were caused by a Modcomp failure week 19,

representing an outage of approx. 15.4% that week. Figures in

brackets represent system performance/reliability exclusive

Modcomp failure (see Table 11.2.1).
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Jun In spite of varying line quality at 06C weeks 25 and 26 and

relatively high error figure (9.5%) this period may be

characterized as satisfactory for the remaining systems,

although a 0.21% error figure at 04C could have been better.

Jul Defective cable between Berge Central and the 04C CTV was a

problem. Roadwork was going on in the 04C area, affecting the

communication cable which had to be cut/spliced at different

places along the path. NTA, who was responsible for the cable

work, assumed (by the end of the month) that it would take

another 2-3 weeks before the work could be finished.

02C (8.2% outages) was frequently affected, but NTA did not

localize the irregulariLy.

06C communication system had synchronization problems which

may have been a result of a "stressed" Modcomp, caused by

04C.

High performance by the remaining systems.

Aug Week 35 NTA finished the cable work at 04C, and the error

figures decreased to 0.06% that week.

NTA was told to check the 06C communication line thoroughly.

Outages occurred frequently, but the station was back in

operation after restarting the Modcomp.

Most satisfactory performance of the other systems.

Sept After the cable work finished week 34, 04C communication

system functioned most satisfactorily the three following

weeks (35, 36, 37), but 16 September data again disappeared.

After a temporary repaii the system was back in operation 23

September. Between 24 and 28 September the performance was bad.
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06C pattern did not change compared to July/August.

Resynchronization is possible and brings the system up again.

The NMC staff will as soon as they have finished the installa-

tion of the new array in Finnmark check relevant equipment

(power, modem, Loop Control, Logic, etc.), which may be

carried out in conjunction with NTA/Hamar and the NDPC staff.

O.A. Hansen
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III. ARRAY PERFORMANCE

Event Processor Operation

In Table III- some monthly statistics of the Event Processor opera-

tion are given:

Teleselsmic Core Phases Sum Daily

APR 87 264 69 333 11.1

MAY 87 254 62 316 10.2

JUN 87 275 60 335 11.2

JUL 87 332 85 417 13.5

AUG 87 205 57 262 8.5

SEP 87 210 67 277 9.2

1540 400 1940 10.6

Table 111.1 Event Processor Statistics, April - September 1987.

B. Paulsen
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IV IMPROVEMENTS AND MODIFICATIONS

IV.1 NORSAR detection processing

The 'new' NORSAR detection processor was put into routine operation on

day 289, after a long period of parallel processing for verification.

The change to the new detection processor was done under a period of

bad data conditions. Three subarrays were temporarily out of order,

and many communication errors were present. However, these bad data

conditions were exploited to gain valuable experience with the data

quality control part of the system. We now nave a program system that

controls all bad data conditions due to communication errors and

resynchronizations. Moreover, the data quality control procedure is

changed from treating only the special features of the NORSAR array to

a more general parameterized control routine. This routine performs

data control on the NORSAR, NORESS and new Finnmark arrays using the

same program code for all arrays.

The output from the detector system is in the form of accumulated

sequential files. One file gives a list of detections, another gives a

list of 'events' from the data quality control part. Data quality

control reporting includes time and length of data gaps for individual

channels and for the array due to communication errors and/or

recording gaps. Moreover, spikes are reported if detected, using max.

amplitude comparison between one sensor and the average or median

value of all sensors. (Other parameterized procedures may also be

selected). Using this procedure, spikes of significant amplitudes are

effectively removed.

The detector program is executing on the IBM 4341/L01 computer for

the NORSAR array. There are no changes in the beam table. Coherent
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beams 1 - 180 and incoherent beams I - 64 are directed as before

(Beam tables 451 and 271, respectively).

To reduce computer power requirements, the band pass filtering is

done using a 20 Hz sample rate, whereab the array beamforming is done

using 10 Hz sampling. This reduction in sample rate has in practice

shown no degradation of the signal-to-noise ratio within the frequency

bands used. We even get a better performance relative to the 'old'

system where the beamforming was done using two steps: Firstly,

subarray beamforming was done using a small set of beams, and then

array beamforming was done using this set of subarriy beams. The new

detector forms array beams using all sensors, with individual delays

for all beams, thus obtaining a better signal-to-noise ratio.

The 4341 computer executes MODCOMP communication, data recording task,

detection processing, event processing and AFTAC telex message

handling for the NORSAR array. For 60 seconds of data, the computer

spends on the average 50 seconds of elapsed time to execute all these

processes. The detection processor runs in a mode where it takes a

3-minute break every time it catclies up with real time.

In this mode, close to real time, the program may execute for several

weeks without interruptions. For this reason, the detector system has

a built-in task which may communicate externally, and performs file

management without interrupting the continuity in the data or the exe-

cution of the program. However, the detector program has so far been

stopped every 7 days to do manual maintenance of output files and

backup. (The "old" online disk loop with data and detection lists is

maintained.)
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IV.2 MODCOMP subarray communication

From day 320, the MODCOMP processor has been doing data collection

only, as subarray beamforming and filtering was removed from the

cuda. Ihe removing f brray beamformtng and filtering has relieved

the CPU comsumption on the MODCOMP, leading to a much better perfor-

mance on handling the SLEM communication.

IV.3 NORSAR event processing

The new detection process has lead to a significant relief on the

event processor, as most of the 'bad data events' are removed.

There are no changes in the event processor code.

An actual improvement in automatic processing results requires a new

time delay correction data base.

IV.4 NORESS detection processing

There are no changes in the 'online' RONAPP detection processing, but

the new detector package now being used for the NORSAR array pro-

cessing has also been applied to NORESS data and gives results inden-

tical to those of RONAPP. Potential gain in detection capabilities

using extended beam sets for NORESS are discussed elsewhere in this

report.

IV.5 Finnmark regional array detection processing

The detector package now being used for the NORSAR array data is now

execting regularly on tapes with data from the new Finnmark regional

array. Results from this detection processing are given elsewhere in

this report.
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IV.6 NORESS/Finnmark array event processing

There are no changes in the event processing for NORESS data. The event

processing consists of phase identification, phase association and

event epicenter determination, and subsequent plotting of relevant

data and f-k spectra.

A new program, SEGPRO - Segmented processing, has been developed to do

the onset determination as well as phase velocity and azimuth measure-

ments on detections reported from the new detector package, on a

routine basis. The SEGPRO package is regularly processing Finnmark

array data. The detector and the SEOPRO package togeth-r perform all

RONAPP functions, and are using the same data interface routines. This

means that the programs may use data from disk loops, tape, disk files

or any other media or format that is supported.

A new event processor code is under development to process NORESS

and Finnmark array data using these routines. The processor will use

the SEGPRO output files for detection parameters and f-k matrices,

thus preparing for a complete replacement of RONAPP.

The NORSAR and NORESS/Finnmark array event processors differ too much

to have a common program, but much individual coding for subprocesses

is common to all packages. The main topic for event processor develop-

ment will be code structuring.

Processes involving file management, plotting and computations will be

separated to form smaller entities. This is done both in order to get

smaller general purpose routines and to identify and separate codes

that may be machine dependent.
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IV.7 Hardware to be installed for processing of data from the new

Finnmark, northern Norway, regional array

Fig. IV.7.1 shows how the data processing equipment proposed in con-

junction with the newly installe regional array in Finnmark, Norway,

will be integrated into and networked with already existing resources

at NORSAR's Data Processing Center at Kjeller. The data acquisition

systems for the NORSAR and NORESS arrays (not shown in this figure)

are integrated into the total system in similar ways.

The data acquisition and real-time processing systems (termed FRE

online in the figure) for the new Finnmark array are based on three

Sun 3 computers. The bottom Sun 3/260 is interfaced to a CIM

(Communication Interface Module) which receives data from the Finnmark

field system using a dedicated satellite link. The communication pro-

tocol used is SDLC, which is also used for the NORESS installation.

The CIM system can buffer up to 20 minutes of data. In normal opera-

tion, data are sent on to the Sun system without delays.

Recording of both high frequency (HF) and array data from the new

Finnmark site will utilize disk loops that can hold 84 hours of array

data and also 84 hours of HF data. One disk drive will be assigned to

each of the two data types. The Sun 3/260 computer that handles the

data acquisition ta-1 will also be running a state-of-health program

to verify data quality and generate statistics on uptime, com-

munication errors and calibration results. All data will be per-

manently archived on tapes, in the NORESS format.

Data contained in the disk loops will be generally accessible using

NFS. The data will also be accessible from the IBM system using

NORSAR's network software for reading files that are stored on com-

puters in the network.
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The other Sun 3/260 system in the "FRS online-box of Fig. IV.7.1 will

be used for real-time processing and subsequent plotting of data.

Relevant plots will be produced on tie Versatec system. This Sun 3/260

computer is configured in exactly th same way as the acquisition com-

puter, so it can act as . backup for the acquisition task.

The Sun 3/110 will be useo for quility checking and array monitoring

purposes.

The IBM/PC is the system currently being used tor controlling critical

tasks in the NORSAR/NORESS system. This system automatically calls the

operator on duty in case of system failuies. The FRS online system

will be integrated into this alarm system. PC/NFS will be used to read

current status directly from file' stored in the Sun online system.

The third SUN 3/260 system will be used for data exchange, data analy-

sis and program development.

In addition to these four Sun computers, our hardware proposal con-

tains another two Sun 3/60 system; and a Sun 3/50 computer (ooly one

of the Sun 3/60 systems is shown ,n the figure). These systems will be

available in the network as generil purpose work stations.

J. Fyen

T. Kverna
B. Paulsen

R. Paulsen
S. Mykkeltveit
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Subarray/
area Task Date

NORSAR P.W. Larsen attended a project meeting 14 Apr
with Sandia in connection with the new
Finnmark array.

Karasjok P.W. Larsen participated in a survey in 15,16 Apr
Karasjok together with representatives
from Sandia.

NORSAR P.W. Larsen attended a meeting at NORSAR 28 Apr
together with the project manager and
Barlindhaug A/S, th, coosultants

Oslo NMC staff participated in a fiber optic 27-30 Apr
course.

NORESS Repaired a DHL 70 card tor site AO 21 Apr

NDPC Daily routine check of SP/LP data. Weekly April
calibration of SP/LP scismometers. Daily
check of communication systems.

04C P.W. Larsen met represLntatives from NTA/ 2 May
Hamar and road administration 2 May in
the 04C area to clarify responsibilities
in connection with 04C communication cable
rerouting.

06C Replacement of the ,ertical long period 19,20,21
centering device (RCD), incl. adjustments May

NORESS NMC staff assisted representatives from 19,20,21
Sandia Nat. Lab. (Dick Kromer) in connec-
tion with replacing the cable between HF-
equipment and the Megamux with a fiber optic
link connection.

NMC Continued planning and preparation in con- May
nection with the Finnmark array.

NDPC Daily check of SP/LP &ta. Weekly calibra- May
tion of SP/LP seismometers. Daily checks
of communication systens.
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Subarray/
area Task Date

OIB (05) Cable localized in connection with exca- 16 June
vation damage.

0IB (03) In connection with trenching, cable pointed 24 June
out.

02B (04) Cable pointed out. 17 June

04C (02) Cable pointed out. 19 June

06C (03) Cable work. 17,18,22
June

Karasjok Survey in connection with the new array. 11-15 June

Blisjo Various repair and maintenance work carried 16-20 June
out.

NORESS A fiber connector r,.paired at site C2 27 June

NDPC SP/LP daily checks. Calibration of SP/LP June
seismometers weekly. Daily control of
communication systems.

02B (tel.) Corrective maintenaace performed. 21,23 July

04C (03) Cable localized. 29 July

06C (04) Found damaged cable. 30 July

Karasjok P.W. Larsen attended a meeting in Alta 6 July
regarding contractual relations.

Karasjok P.W. Larsen visited Karasjok in connection 14-17 July
with start of the construction work (main
building and cable trenching).

FINE-A Visited and expanded the array with 5 new 29 July

C-points.

NDPC Daily check of SP/LP data. Weekly calibra- July
tion of SP/LP seismometers. Daily control
of the communication systems.
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Subarray!
area Task Date

06C Visit in connection with damaged cable. 7 Aug

OIR Visit in connection with damaged cable. 12 Aug

NDPO Daily check of SP/LP data. LP seismometers Aug
continuously checked with regard to mass
position (MP), and free period (FP). Ad-
justment carried out when outside specifica-
tions. Communication systems checked daily.

Karasjok NMC staff engaged in the new Finnmark array Sept
throughout the period.

NDPC In addition to ordinary daily/weekly checks/ Sept
tests, the AID converters of all the data
acquisition equipment (SLEMs) have been
checked with respect to their ability to
reproduce correct numbers.

Table V.1 Activities in the field and at the NORSAR Maintenance
Center, including NDPC activities related to the NORSAR
array, I Apr - 30 Sep 1987.

v.2 Improvements and modifications (NORSAR array)

No changes since last reporting period.

v.3 Array status

As of 30 Sept 87 the following channels deviated from tolerances:

01A 01 8 Hz filter
02
04 30 dB attenuation
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01B 05
08

04C 01
08

06C 04
05 Broadband filt.?r installed.
08

0.A. Hansen
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L.B. Loughran
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VII SUMMARY OF TECHNICAL REPORTS / PAPERS PREPARED

VII.1 A scattering model of regional Pn wave propagation

The Pn phase is crucial for the detection and location of regional

events. It Is therefore important to determine its characteristic

properties. The properties of Pn are well understood in one-

dimensional crust-mantle models: Pn is an ordinary head wave asso-

ciated with the Moho in models of uniform plane layers and Pn can be

interpreted as a sum of whispering gallery waves forming a so-called

interference head wave in models of spherical layers and/or models

having a positive velocity gradient below the Moho (Menke and

Richards, 1980). The phenomenon of the whispering gallery can explain

the relatively long duration and high frequencies of Pn at teleseismic

distances. However, it cannot explain the often observed relatively

large amplitudes in the later part of the signal. Similar charac-

teristics are observed at regional distances. To determine the cause

of these characteristics we have analyzed in some detail the NORESS

records of Pn from a suite of 6 mining explosions in the Blisjo area.

The explosion site is about 300 km from NORESS in an azimuth direction

of 240'. A typical record section of Pn from these explosions is shown

in Fig. VII.I.I.

It can be seen that the first arrival is relatively weak. In fact,

this arrival is easily missed for small events, whence Pn is often

associated with the dominant part of the wave train. We have applied

wide-band f-k analysis (Kvgrna and Doornbos, 1986) to the Pn wave

trains from all 6 events. Slowness solutions as a function of fre-

quency are summarized in the velocity-azimuth spectrum of Fig.

VII.I.2. The solutions show a pronounced and consistent anomaly within

the range 2-4 Hz; this is also the range where the signal has its

maximum energy (Fig. VI.1.3). Frcm an analysis of slowness as a func-

tion of time (Fig. VII.1.4 displays the results for one of the events)
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we infer that the first arrival has a slowness and azimuth consistent

with Pn in a one-dimensional crust-mantle model, and the anomaly is

related to wave energy being delayed by about 0.5-0.6 seconds. The

anomaly cannot be generated locally near the surface since this would

significantly perturb the wave front; the wavenumber solution shows

that the wave front is in fact very nearly plane. The observational

results suggest that these "Pn" waves are actually the result of scat-

tering at depth. Ray tracing backward in the direction given by the

measured slowness leads to the result that the 0.5-0.6 a time delay is

explained by a scattering source within the depth range 30-40 km. The

Moho her- ! sually taken to be at about 35 km denth. Hence the

observational results are consistent with scattering by topographic

relief of the Moho. An interesting geological aspect is that the

inferred location of the proposed topographic feature, 70 km from

NORESS in the southwest direction, coincides with the border of the

Oslo Graben.

Scattering will of course affect all waves interacting with a rough

Moho discontinuity. However, the scattered waves usually arrive in

the coda of a relatively strong primary wave. In contrast, the first

arriving Pn is relatively weaK due to the small coetficient of refrac-

tion through the Moho, and scattering due to topography of the boun-

dary may dominate the wave train.

To illustrate these concepts, we can apply a recently developed method

for modelling scattering by topographic relief (Doornbos, 1988). The

first applications of this method concerned the relatively complicated

case of a solid-liquid boundary. We have done sowe numerical experi-

wents with i liquid layer over a solid half space, letting velocities

and densities correspond to values in the crust and mantle. One of the

results is given in Fig. VII.1.5. Here we have assumed a boundary
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topography characterized by a correlation length of 6 km and an

average height of I km, and the wave field is taken monochromatic at

2 Hz. The figure shows energy flux of P transmitted upward through the

boundary, as a function of slowness of incident P. Two modes of scat-

tering are shown: (1) The specular flux E
° 

in the direction defined by

the plane wave-plane interface concept. The specular flux through a

rough interface is reduced with respect to the flux through a plane.

(2) The diffuse flux ESC due to multiple scattering in all (upward)

directions. ESC does not exist for a plane interface. The figure

illustrates well the sharp increase of the ratio ESC/EO as the

slowness approaches the critical value corresponding to Pn, thus sup-

porting in a qualitative way the scattering model for propagation of

this wave.

It should be noted that E
° 

and E
SC 

are not observable parameters. What

can be inferred is the flux at a receiver location on the surface. To

model this we need to know the arcal extent of topography, and the

decay factor accounting for attenuation of Pn along the Moho. Clearly

these parameters as well as those describing the t~pography needed to

compute ESC and E
° 

are presently not or only poorly constrained, and

further experiments are needed to establish useful constraints. Our

preliminary results nevertheless suggest that the scattering model of

Pn wave propagation is viable, and consequently that a careful

calibration is needed before using this phase for event location and

velocity determination purposes.

D.J. Doornbos, Univ. of Oslo

T. Kvmrna
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Fig. VII-1.1 Noress record of the Pn phase from an explosion in the
Hl~sjo area. The top trace is the single channel obser-
vation, and the lower trace is the steered beam, both
bandpaas filtered between 2.0 Hz and 4.0 Hz. Note the
relatively weak first arrival at about 2.0 seconds com-
pared to the stronge~r signal arriving 0.5-0.6 seconds
later.
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SLOWNESS ANALYSIS - BLASJ10 EVENTS
MOVING TIME WrINDOWIS - PN PHASE
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Fig. VII.1.4 Slowness estimates for one of the Blsjo events as a

function of time. The data were processed by the wide-
band method in the frtquency range 2.0-4.0 Hz. The

traced data were prea'igned to compensate for offset
across the array.
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VII.2 Preliminary tests for surface waves in 2-D structures

Introduction

Surface waves at short periods (T 20 s), and especially the Lg

crustal surface waves, usually exhibLt complex wavetrains. For

example, relative amplitudes of the 1g to body-wave phases observed at

the NORSAR array were shown to be strongly path-dependent (Kennett et

al, 1985), and large transversal motion was observed on Lg-phases pro-

duced by explosive sources in the North Sea (Kennett and Mykkeltveit,

1984).

Lateral heterogeneities are thought to be responsible for this

complexity, but due to the lack of methods which are available to

model surface wave propagation in laterally heterogeneous structures,

little of the complex wavetrains has yet been explained. In order to

get some further insight into these surface wavetrains, we have ini-

tiated a research effort aiming at comparing surface wave recordings

at the NORSAR and NORESS arrays with results of numerical modelling,

using a coupled mode scheme. The preliminary results presented here do

not intend to model a realistic situ:ition, but to check the applicabi-

lity of the method, and especially t) analyze the influence of its two

main parameters.

Method

We give here an outline of a coupled local mode method, the details of

which can be found In Maupin (1987). It is appropriate for propagation

across 2-D structures, the angle of incidence of the waves upon the

structure being possibly nonperpendi:ular to the symmetry direction y

of the structure. The wavefield is de composed into a laterally varying

sum of the local modes:
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+0 +
i(X,y,z,t) = f f (I Cr(X)ur(,Z;W,p)

- - r

(1)
x

exp(-i f kr( )d ;) e-ipy ei~t dp dw
0

where u is a displacement-stress vector of the elastic wavetield,

ur are displacement-stress vectors of the local modes, and (kr,p,O) is

the local wave vector of the mode r in the cartesian coordinate system

(x,y,z), at the frequency ,.

The lateral heterogeneity introduces a lateral variation of the wave-

numbers kr, as well as energy trait~sers between modes expressed by

lateral variations of the amplitude coefficients cr. The lateral

variations of these two quantftie' satisfy the equations:

dkr

-= Frr
dx

(2)

= 7 Fqr f • exp(i (kq-kr) d) cq

dx q~r (kq-kr) 0

where Fqr is an expression involving the local mode displacements and

tensions, combined with the elastic coefficients and density in inter-

face terms, and with their lateral derivatives in an integral over

depth.

The system (2) is transformed to yield a first-order equation in x for

reflection and transmission matrices, which is solved numericaly in x

using a fourth-order Runge-Kutta scheme.
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The method is tested on the contineotal margin model designed by

Badal and Ser6n (1987) (Fig. VII.2.1) to calculate Love wave

transmission by finite element method. We use an integration step in

x of 5 km and a variable integratior step in z of the form a(n-
1
) dz0

for the n-th step, with dzo = 0.5 kr. and a = 1.02. In the following

two paragraphs, we investigate the influence on the coupling matrices

of the precision with which the lociol modes are calculated, and of Lhe

number of modes used in the represeltation of the wavefield.

Influence of the number of zones

The local modes -r appear free of 1 teral differentiation in the

expression Fqr of equation (2). In order to facilitate their com-

putation, it is thus possible not to calculate them at each integra-

tion step in x, but to take them as constant inside zonus where the

total lateral variation of the structure is small enough for their

shape not to vary significantly. The coarser a zoning we define across

the laterally heterogeneous structure, the less accurate local dis-

placement functions we use in the calculation of the expression Fqr,

which in turn result in less accurate coupling matrices and local

wavenumbers.

In order to determine how fine the ;oning must be, we divide the con-

tinental margin of Fig. VII.2.1 inti 2, 5 and 10 zones. The coupling

equation is integrated with the thr e difterent zonings, using the

local modes at a period of 20 s, ca!culated at the center of each zone

by a classical Haskell-Dunkin method. The resulting local phase velo-

cities of the Rayleigh wave fundamental mode are shown on Fig.

VII.2.2a as a function of x. The phase velocities calculated at the

center of each zone by the Haskeil-Dunkin method, as well as the local

phase velocities calculated in each of the smaller zones using the

variational method, are shown on Fig. VII.2.2b for comparison.

L
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The variational method is designed to calculate tirst-order variations

of the phase velocity associated with velocity and density variations

as a function of depth, preferably for flat layer boundaries. Equation

(2) treats separately the effect oi phase velocities of sloping layer

boundaries and velocity variations inside the layers. It gives

obviously more accurate results thin the variational method in this

continental margin model, where the slope of the layer boundaries is

important.

The accuracy of the phase velocity improves significantly when using 5

zones irstead of 2, but remains stable between 5 and 10 zones. The

number of zones required to fit a given velocity curve can be foreseen

from the linear trend of the integrated phase velocity inside a zone.

The proper zoning for a given model and frequency depends on the cur-

vatures of the different mode phase velocity variations. The discre-

pancy observed between the integrated phase velocity and the zonal

phase velocities around x = 30 km nay be related to a systematic

discrepancy between the vertically varying velocity profile and the

set of homogeneous layers required by the Haskell-Dunkin method to

calculate the zonal phase velocities.

The zoning must be designed to calculate accurately not only the phase

velocities, but also the transmission and reflection matrices. Fig.

VII.2.3 shows the transmission matrices for the 6 first modes of

Rayleigh and Love waves at right angle to the continental margin when

the modes are calculated at 20 s jeriod for 2, 5 and 10 zones. The

zoning has a negligible influence on the transmission matrices. The

reflection matrices are zero whatever the zoning for this model.

When the propagation is not at right angle to the structure, Love and

Rayleigh waves are coupled. As the dispersion curves of Love and

Rayleigh modes of the same harmonic rank are usually very close and

may even cross each other, small relative errors in k produce large

errors in (kq-kr), leading to a baa of accuracy in the Rayleigh-Love
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coupling terms. The accuracy of the phase velocity has therefore a

stronger influence on the coupling matrices in that case.

Influence of the mode cut-off

To be complete, the wavefield repre:,entation (1) should include all

the surface wave modes and body-way,, terms, or the infinite set of

modes of a structure equivalent to the spherical Earth. For practical

reasons, we need to restrict the set of modes to those which have

somewhere along the structure a significant energy in the frequency

range we are studying. Except in particular cases of well-defined

waveguides, the coupling between modes usually decreases gradually

with harmonic rank difference and the mode cut-off is often chosen

somewhat arbitrarily. Therefore, it is important to know which ele-

ments in the coupling matrices are influenced by the drop-off of the

higher modes.

Transmission matrices for Love wave, crossing the continental margin

at right angle were calculated for the 6, 8 and 10 first modes at a

period of 10 s (Fig. VII.2.4). The influence of the mode cut-off can

essentially be inferred from on the last row and column of the matri-

ces. It is clear for example that the addition of modes 9 and 10 has

no significant influence on the trat,smission matrix of the first 7

modes, including the 6th mode which is very strongly coupled to neigh-

boring modes.

The important point to note here is that the energy of the higher

modes not accounted for is mainly fAd into the coupling terms of the

higher modes of the representation, and not systematically into the

diagonal terms. Therefore the cut-off does not produce an upper bias

of the self-transmission terms.
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Conclusion

We have shown that the coupled-locil modes method can be applied to

model wave propagation in realistiv2 structures, needing a reasonable

amount of lateral zones and local nodes to achieve a satisfactory pre-

cision in transmission and reflection coefficients. The method has

acceptable computing times (typicaLly 10 minutes of CPU time on the

IBM 4381/PO2 of NORSAR for the exanples displayed in Fibs. VII.2.3 and

VII.2.4). Next, we intend to apply this method across laterally

heterogeneous structures around Scandinavia, like the North Sea Graben

and the Tornquist-Teisseyre lineament, and compare the results of the

modelling with surface wave data recorded at the NORSAR and NORESS

arrays.

V. Maupin, Postdoctorate Fellow
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Fig. Vlt.2.1 Continental margin model after Badal & Ser6n (1987).
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2 zones
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Rayleijh modes Love moinG-s

Fig. VII.2.3 Transmission matrices in % for the 6 first Rayleigh and

Love modes across a continental margin model, at 20 9 of

period, using 2, 5 and 10 zones. The matrix elezents are

amplitude transmission coefficients for modes which

carry a unit energy flux.
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Fig. VII.2.4 Transmission matrices in % for the 6, 8 and 10 first
Love modes across a continental margin model, at 10 s of
period. The matrix elements are amplitude transmission
coefficients for modes which carry a unit energy flux.



VII.3 False alarm statistics an threshold determination

for regional event detection

In order to improve the event detection performance during automatic

processing of regional array data, the detection thresholds for the

different beams Need to be Llosely examined. In this context, several

factors should be considered:

i) We wish to make the detectin process as sensitive as possible

with emphasis on small evenzs, i.e., we want to operate on

a low threshold.

ii) We need to specify how many false alarms per time unit can be

accepted; e.g., operation of the NORSAR array has shown that

false alarm rates of up tc 5' % are acceptable.

iii) Too many false alarms will cause the phase association algorithm

to produce fictitious events.

iv) The number of false alarms increases with the number of beams.

In an extended beam set, we should only include the beams that

improve the detectability without significantly increasing

the number of false alarms.

In this study we have attempted to determine the thresholds for a

large beam set from false alarm coasiderations. The procedure has been

as follows:

1) Based on previous studies (KvMrna and Mykkeltvelt, 1986) and

the NORSAR staff's experience with processing of regional

array data (RONAPP), define the filter bands that appear most

appropriate for regional event detection. The resulting twelve

filters are given in Table VII.3.1.
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2) For each lilter band, find the best array sub-geometry and tne

corresponding steer'no delays for coherent beamforming. For

detection of P-waves we have attempted to have maximum 3 deci-

bels signal loss due to missteering. For coherent beam detec-

tion of S-waves, we have also applied the 3 dB criterion. The

resulting P-wave beam deployment spanned the velocity space

from 6.0 km/s to infinity, whereas the velocity space from

about 3.8 km/s to 5.3 km/s was spanned by the S-beams. This

resulted in 72 P-beams and 132 S-beams.

3) For each filter band, find tie best array sub-geometry for

incoherent beamforming of the vertical channels. The sub-

geometries were chosen from t'ne criterion that the noise should

be uncorrelated between chanr.is. Due to the wide response pat-

tern of the incoherent 'beams (Ringdal et al, 1975), only one

incoherent beam (with infinite velocity) was formed for each

filter band.

4) For each filter band, form ar incoherent beam from the

eight horizontal channels.

5) Under the assumption that the SNR is lognormally distributed

during noise conditions, it cin be shown that the cumulative

distribution of number of detections versus detection threshold,

approximately follows a straight line when both are plotted

with logarithmic axes (see Appendix I). In this study, we have

selected a time interval (1987/:072.04.30.0 -

1987/072:16.00.00.0), and run all beams with a low threshold.

From the cumulative distributions we have extrapolated the

noise slopes down to a common level, in this case 10 detec-

tions, and found the corresp(iding detection thresholds.



In addition to tho obtained thresh ld values, a description of the

beam deployment is given iL Table VlI.3.2a and Table VII.3.2b.

Fig. VII.3.l (a-i) show the cumula iye distributions ior the coherent

P-beams and the incoherent beams ide from the vertical channels.

The dashed tangent lines are the inferred noise slopes extrapolated

down to the 10 detections level. At this threshold we thus expect to

have 10 false alarms ("noise detections") in each filter band during

the examined time interval.

From Fig. VlI.3.i we can see that he threshold differences between

Cie coherent and incoherent beams 'ary between 4.5 and 7 decibels.

From this observation we can infer that for detection of phases where

we consistently can achieve cohereit beam gain exceeding these

threshold differences, coherent beim detection is superior to inco-

herent detection. From NORESS expe.ience (Kvarna and Mykkeltveit,

1986), coherent beamtorming of in phases will typically result in a

SNR gains between 8 and 15 dB, thus coherent beams are clearly

superior for P-phase detection. For secondary phases like Lg where we

may not achieve coherent beam gain exceeding the threshold differen-

ces, incoherent beamlorming may outperform the coherent procedure.

Another interesting feature seen from Fig. VII.3.1i) and Fig.

VII.3.1j), is the large number of detections exceeding the obtained

thresholds for the two filters 8.0-16.0 Hz and 10.0-16.0 Hz. These

filter bands have been subjected to additional detection analysis

of a 24 hours time interval, where we found that the majority of

the detections exceeding the obtaiied thresholds occurred during

working hours. A viable hypothusi; is therefore that most of these

detections are de to nearby man-midu activity.
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Fig. VII.3.2 (a-d) show the cumulative distributions for the inco-

herent beams from both the vertical ind horizontal channels. An

interesting feature is that the inferred thresholds from the inco-

herent beams based on 8 horizontal channels, is not higher than the

thresholds inferred from the incoherent beams based on 22 vertical

channels. This observation suggests that incoherent beamforming on

a mixture of horizontal channels mor, effectively reduces the

noise variance than using vertical ciannels alone.

The number of noise detections (10) chosen as a common limit for each

filter band in this study is of course rather arbitrary, and has been

made mainly for the purpose of achieving a common basis for com-

parison. In practical operation, it may be desirable to operate at

different faise alarm rates, and the corresponding thresholds may

easily be inferred, e.g., to reduce the number of detections in the

8.0-16.0 Hz filter band by a factor if two (Fig. Vl.3.1i), the

thresholds have to be raised by about 3 decibels.

It should be emphasized that the false alarms discussed in this

paper are due tc the stochastic nature of the noise, and

that intervals with different noise :haracteristics (Fycn, 1986)

may give deviations from these curves. Noise bursts and close

events which may be considered as false alarms do not follow

the lognormal distribution. To avoil detection of these signals,

the thresholds would have to be raised above the levels obtained

in this study. Fig. VII.3.3 showE a ristogram of RONAPP detections

with apparent velocities less than 3.0 km/s for a period of 86 days.

These signals are mostly generated by local activity in the

northeastern direction from NORESS. These detections can easily be

separated from the 'interesting' locil and regional events on the

basis of their apparent velocities. The incoherent beams that mostly



- 50 -

detect these local events, are albo our best tool tor detecting

regional Lg phases. So raising the threshold to avoid the low velocity

signals, would also imply missing a number of regional Lg detections.

This illustrates some of the conflLcting interests that has to be

taken into account when determining thresholds and detection beams.

In conclusion, the thresholds obtained from the extrapolated noise

slopes, indicate the lowest operational level. If in the detection

process we want to exclude signals generated by nearby activity or

local noise bursts, the thresholds should be raised. But as outlined

earlier, many other factors have to be considered for a final beam

deployment and the corresponding thresholds.

T. Kvmrna
S. Kibsgaard
F. Ringdal
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Appendix I

We assume that the quantity STA/LTA (short-term to long-term average)

computed at regular intervals on a seismic trace (beam or single chan-

nel) follows a lognormal distribution during noise conditions (Ringdal

et al, 1975).

Setting U = log (STA/LTA) we thus get the following probability den-

sity of this variable

2

f(u) =e
/2n2o

where 4(z) denotes the standard Gaussian densiLy.

The probability of U exceeding a given threshold value becomes

F(u) = P(U > u) = f(t) dt = I -( ) (2)

u a

where D(z) denotes the standard Gaussian distribution tunction.

With a logarithmic frequency axis, we obtain from (2) the following

slope S(u) of the distribution function at a given threshold u



u-L

d(logF(u)) F'(u) Cf

S(u) = = (3)

du F(u)

For values of t > 3, we may use the following approximation, with a

relative error of less than 10 per cent:

I
i Vt) 

= 
- * (t) (4)

t

Applying this approximation to (3), and also noting that p - 0, since

STA/LTA fluctuates around I during noise conditions, we obtain

U uS~u) -. --- for - 3 (5)
2

In practical detector operation, we are only interested in thresholds

U

corresponding to large values of - , thus the approximation (5) is
0

applicable. For example, a threshoLd value of u = 3.5 • o corresponds

to I false alarm in 4000 independeit STA/LTA computations, whereas

u = 4a gives I false alarm per 30,000 such computations. A practical

operating threshold is likely to b± somewhere between these values;

thus the slope (5) will be approximately constant around the threshold

value, for a given o.
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Nr. Prototype Type Low High Order

BPOI EU BP 1.0 3.0 3
BPO2 BU BP 1.5 3.5 3
BP03 BU BP 2.0 4.0 3

BP04 BU BP 2.5 4.5 3

BP05 BU BP 3.0 5.0 3

BP06 BU BP 3.5 5.5 3

BP07 BU BP 5.0 7.0 3

BPUS BU BP 6.5 8.5 3

BP09 BU BP 8.0 16.0 3
BPIO BU BP 10.0 16.0 3
BPlI BU BP 1.0 2.0 2
BP12 BU BP 2.0 3.0 2

Table VII.3.1 This table show the filters applied in the experiment.

All were recursive Butterworth bandpass filters of
order 2 or order 3.
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Coherent P-Beams

Filter Configuration # beam. Test(dB) Threshold(dB) * Detections

1.0- 3.0 Hz AO CD 1 6.0 12.0 28

1.5- 3.5 Hz AD CD 1 6.0 11.0 40
2.0- 4.0 Hz AD CD 10 6.0 12.7 51

2.5- 4.5 Hz AD BCD 10 6.0 12.4 50

3.0- 5.0 Hz AD BC 7 6.0 11.4 58

3.5- 5.5 Hz AD BC 9 6.0 10.9 64
5.0- 7.0 Hz AD BC 9 6.0 11.7 64

6.5- 8.5 Hz AD BC 9 6.0 11.5 70
8.0-16.0 Hz AOAB 8 4.0 8.4 100

10.0-16.0 Hz AOAB 8 4.0 8.5 114
1.0- 2.0 Hz AD CD 1 6.0 12.7 29

2.0- 3.0 Hz AD CD 1 6.0 12.7 28

Coherent S-Beams

Filter Configuration * beams Test(dB) Threshold(dB) # Detections

1.0- 3.0 Hz AD CD 6 6.0 12.7 40

1.5- 3.5 Hz AD CD 12 6.0 12.9 49

2.0- 4.0 Hz AG CD 12 6.0 12.9 58

2.5- 4.5 Hz AD BCD 12 6.0 12.5 66
3.0- 5.0 Hz AD BC 12 6.0 12.3 58
3.5- 5.5 Hz AD BC 12 6.0 12.0 61

5.0- 7.0 Hz AD BC 12 6.0 12.7 45

6.5- 8.5 Hz AOABC 12 6.0 11.8 72
8.0-16.0 Hz AOAB 12 6.0 9.0 93

10.0-16.0 Hz AOAB 12 6.0 9.0 114
1.0- 2.0 Hz AD CD 6 b.0 13.2 33
2.0- 3.0 Hz AD CD 12 6.0 13.7 49

Table VII.3.2a In addition to the inferred thresholds and the number
of detections exceeding these thresholds, a description

of the coherent beam deployment for detection of P and
S-phases is shown in this table. The respective coloums
describe the following parameters:

Filter : The investigated filter band.
Configuration: The array sub-geomery applied in the

beamforming. A0 means AOZ, A means A-

ring, etc.
beams : Number of coherent beams within the

filter band.
Test : The experimental threshold in dB.

Threshold : The threshold in dB inferred form the

slope of the cumulative distributions.
* Detections : Number of detections exceeding the

deduced thresholds.
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Incoherent beams on vertical channels

Filter Configuration * beams Test(dB) Threshold(dB) * Detections

1.0- 3.0 Hz AG CD 1 1.9 6.4 48

1.5- 3.5 Hz AO CD 1 1.9 6.6 61

2.0- 4.0 Hz AG CD 1 1.9 6.9 44

2.5- 4.5 Hz AO BCD 1 1.9 6.9 42
3.0- 5.0 Hz AO BCD 1 1.9 7.2 33

3.5- 5.5 Hz AO BCD 1 1.9 6.8 36

5.0- 7.0 Hz AO BCD i 1.2 4.7 72

6.5- 8.5 Hz AO BCD 1 1.2 4.5 95

8.0-16.0 Hz AO BCD 1 1.2 4.0 77
10.0-16.0 Hz AO BCD 1 1.2 4.0 80

1.0- 2.0 Hz AG CD 1 1.9 6.8 36
2.0- 3.0 Hz AO CD 1 1.9 7.9 45

Incoherent beams on horizontal channels

Filter Configuration * beams Test(dB) Threshold(dB) * Detections

1.0- 3.0 Hz E-W N-S 1 1.9 6.8 35

1.5- 3.5 liz E-W N-S 1 1.9 7.0 50
2.0- 4.0 Hz E-W N-S 1 1.9 7.4 40

2.5- 4.5 Hz E-W N-S 1 1.9 6.8 48

3.0- 5.0 Hz E-W N-S 1 1.9 6.1 54
3.5- 5.5 Hz E-W N-S 1 1.9 5.3 52

5.0- 7.0 Hz E-W N-S 1 1.2 5.1 44

6.5- 8.5 Hz E-W N-S 1 1.2 4.8 81

8.0-16.0 Hz E-W N-S 1 1.2 3.7 81
10.0-16.0 Hz E-W N-S 1 1.2 3.7 92

1.0- 2.0 Hz E-W N-S 1 1.9 7.3 23

2.0- 3.0 Hz E-W N-S 1 1.9 8.6 29

Table VII.3.2b In this table we have shown the same parameters as in

Table VII.3.2a, but now for the incoherent beams.
E-W means the channels AGE, C2E, C4E and C7E.

N-S means the channels AON, C2N, C4N and CN.
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Fig. VII.3.I. These figures (a-i) show the cumulative distributions
for the coherent P-beams (dashed-dotted curves) and for
the incoharz--t bcaimc ma'' fro the vori-rr- channels
(solid lines) in all filter bands investigated. The
dashed lines indicate the slopes of the distribution of
noise' detections.
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Fig. VII.3.2 This figure (a-d) show the cumulative distributions for
the incoherent beams from the vertical channels (solid
lines) and from the horizontal channels (dotted lines)
for four different filter bands. The dashed lines indi-
cate the nniap slopes inferred from the 'noise' distri-
butions of the 'horizonital' beams.
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Fig. VII.3.3 This histogram displays the azimuthal distribution of
RONAPP detections during the 86-day period indicated,
with apparent velocities less thpn 3.0 km/s. Within the
investigated time interval there were totally 10000
detections. 3140 of these detections had an apparent
velocity less than 3.0 km/s.



V1l.4 Initial results trom aualysis of data recorded at the new

regional array in Finnmark, Norway

During the summer and fall of 1987, a regional array was installed

near the town of Karasjok in the county of Finnmark in northern

Norway. The new Finnmark array was designed to he as closely as

possible a copy of the NORESS regional array, which was established in

southern Norway in 1984. The geometries of the two arrays ar- thO-e-

fore practically identical (deviations between correspouding sensor

positions are of the order of a few Lens of meters, due to local

terrain conditions), and the data outputs are the same for the two

arrays. Fig. VII.4.l shows the location of the two regional arrays

in Norway, and also the location of the FINESA regional array in

Finland, which was described by Korhonen et al (1987). The geometry of

NORESS (and for most practical purposes, also the geometry of the

Finnmark array) is shown in Fig. V11.4.2.

Data from the new Finnmark array hay.: been transmitted continuously

via satellite to the NORSAR data processing center at Kjeller since

November 1, 1987. The data are subjected to automatic detection

processing, with a beam deployment identical to the one used for

NORESS.

In the following, we report on some findings resulting from analysis

of data from the new Finnmark array. It should be emphasized at the

outset that the available data cover no more than a two-week period,

and that a comprehensive assessment of the capabilities of the new

aridy must awa.t the collection of data covering a longer time span.

Noise spectra

Fig. VII.4.3a shows corrected noise ;pectra for altogether 17 elements

ot the new Finnmark array (the verti al sensors at AD and the C- and
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(particularly around 6 Hz). The Finnmark data are generally below

those of the NORESS site for frequencies above 2 Hz. The two or three

curves with the higher noise power in Fig. VII.4.4a represent cases of

high frequency noise bursts at the Finnmark site during daytime. These

bursts are visually confirmed by careful inspection of the

seismograms. A more comprehensive study is needed to clarify the ori-

gin of this noise. There is so far, liowever, no indication of constant

noise sources like power plants and iawmills.

It should be emphasized again that ia order to establish reliable

estimates of ambient noise levels at the new array site, studies like

those undertaken by Fyen (1986a,b; 1987) for NORESS are needed. The

material analyzed so far, however, indicates that in the range of pri-

mary interest to regional seismic verification (i.e., above 2 Hz), the

noise level at the new Finnmark arral site is generally somewhat lower

than the NORESS noise level.

Noise suppression by beamforming

The NORESS array has proved very proficient in the ent-ancement by

beamforming of the SNR, yielding gains that are often of the order of

or even in excess of /N (N being the number of sensors used in the

beamforming). It has been shown that this success is largely due to

the highly effective noise suppression that can be obtained by

sclecting appropriate sub-geometries for the various signal

frequencies. As a first check on the new array's capabilities in this

regard, noise suppression curves wer computed and compared with

corresponding results from NORESS.



- 64 -

In Fig. VII.4.5a, the noise supprcssion in the frequency range 0-20 Hz

for vertical beamforming (no shifts introduced) is shown for three

one-minute intervals taken hourly at 00.00, 01.00 and O.00 GMT on day

315. The sub-geometry used is that of AO, the B- and C-ring instru-

ments (13 sensors). The dots in this figure represent average values

for NORESS that are taken from Fyen (1986c). The /N level is at about

-11 dB, and the general impression -eft from this figure is that the

new array is as effective in suppressing noise as NORESS, for this

sub-geometry. For another sub-geometry, comprising the sensors of AO,

the C- and D-rings, corresponding results are given in Fig. VII.4.5b.

Again, we see that the noise suppression capability is comparable to

or maybe even better than the average performance of NORESS. This

strongly suggests that the spatial characteristics (e.g., correlation

lengths vs. frequency) of the noiEe field are very similar to those

found at NORESS. It has previously been established (Korhonen et al,

1987) that the NORESS and FINESA arrays exhibit strong similarities in

this regard.

Analysis of data from two regional events located at the Finnmark

array

As examples of regional events recorded on the Finnmark array, we pre-

sent the records for two presumed mining explosions in the Kola penin-

sula of the USSR.

The C-ring seismograms foc the first event are shown in Fig. VII.4.6.

The event occurred at 67.6"N, 34.(P*E (according to the University of

Helsinki bulletin), at an epicentral distance of 408 km and an azimuth

of 117.9'. The phases Pn, Pg, Sn and Lg can be clearly identified by

visual inspection. These phases wore subjected to wide-band slowness
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analysis, with results given in Figs. VII.4.7 and VII.4.8. We see that

the phase velocities derived are in the expected range for these pha-

ses and that deviations from the "true" azimuth are within 6-7".

Data for the second event are shown in Fig. VII.4.9. This event is

located at 68.1"N, 33.2"E, at an epi,:entral distance of 349 km and an

azimuth of 113.7". Besides the phases identified for the first event,

we now also see a clearly developed Xg phase. It is of particular

interest to note the difference between the two events in this regard,

particularly since they are separated by not more than about 60 km.

The occurrence of Rg waves in the records for events of epicentral

distances of the order of 350 km also sharply contrasts what we have

found at NORESS, where Rg waves are never observed beyond 100 km
distance. The results of the wide-band slowness analysis of the phases

Pn, Pg, Lg and Rg for this event are shown in Figs. VII.4.10 and

ViL.4.li. Again we see that the phas velocities are reasonable, and

the azimuths deviate by not more than 5" from the "true" value.

Regional event detection

An initial study has been made comparing the regional event detection

performance of the two arrays in Nor4ay. A two-week period (Oct 31

Nov 18. 1987) was selected for this purpose, and analysis of RONAPP

processing results for the two arrays was conducted. For both arrays,

the beam deployments and thresholds were identical, and the same as

those used for the past two years in regular NORESS operation.

Fig. VII.4.12 shows a map displaying all regional events located by

NORESS during this time period, whereas Fig. VII.4.13 gives a similar

map for the Finnmark array. We recall that in order for one array to



locate a regional event, at least two phases (P and Lg) from that

array must be detected and associated.

Comparing these two figures is quite instructive, and probably gives a

reliable impression of what can be expected during long-term

operation. The actual number of located events is similar for the two

arrays (NORESS 152, Finnmark 117). However, there is almost no overlap

of the two populations; in fact only 8 events were located by both

arrays. The large majority of located events are within 500 km oil t,,e

respective arrays, and represent in most cases presumed local explo-

sions of low magnitude (ML < 1.5). Sites where such explosions are

clustered can be easily identified on the plots. It is noteworthy in

particular that the Finnmark array detects and locates a large number

of mining explosions in the Kola peninsulA.

Fig. VII.4.14 shows a map of all events of estimated ML > 2.0 located

bv at least one array. In those cases when both arrays located the

same event, the location by the closest array was chosen. Events with

at least one confirming phase (P or Lg) from the other array are

encircled. Details pertaining to the figure are given in Table

VII.4.1.

Compared to the previous figures, it is clear that relaxing the cri-

terion for "comon" events to requiring only one confirming phase from

the other array significantly increases the overlap of the

populations. The majority of events in Fig. VII.4.14 are thus detected

by both arrays. It is particularly interesting to observe the good

performance for the event cluster near 65"N 40'E, which is at a con-

siderable distance from both arrays (700 and 1500 km, respectively).

These events were in the magnitude range 2.5-2.7 and the locations

have been independently confirmed by the Finnish network.
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In almost all cases of confirming detections by one phase only, this

corresponded to a P phase (Table VII.4.1). This result is somewhat

surprising in view of earlier P and ig detection studies for NORESS

and may not be representative. Furth,!r assessment of the joint detec-

tion and location POtlLial u Lhe two arrays will require a more

extensive data hase, and will be the subject of further study.

S. Mykkeltveit
F. Ringdal
J. Fyen

T. Kvearna
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Reference Array NORESS Finnmark

Total no. of events located
by reference array 152 117

No. of events ML > 2.0 31 42

No. of events ML > 2.0 Both P and Lg 8 8

located by the refer- |
ence array, detected P only I 14 12

or not detected by the
other array. Lg only } 1 1

Not detected 8 21

Table VII.4.1 Statistics of detected and located regional events
for the two arrays in Norway during a two-week test
period.
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Fig. V11.4.1 The figure shows the network of three regional arrays in
Fennoscandia. 1: The NORESS array in southern Norway;
2: The new array in Finnmark, northern Norway; and
3: The FINESA array in Finland.
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Fig. VII.4.2 The geometry of the NORESS array. The geometry of thie
new Finnmark array comes very close to being identical
to that of NORESS; deviations between corresponding ele-
ment positions are of the order of some tens of meters.
The channel assignmen~ts (vertical only vs. three-
component, short period vs. broaoband) are identical for
the two arrays. The sihvLL period instrument at the
center of the array is denoted AO.



-. 71 -

FINMAR( NOISE

0 .0EtD4 ,

w i.O E t 0 3 - - --- - ----- ...... ..... ... . ......

OX.Et02

11.0EtDC T

'1.OE-01 ....

f.OE-02

I.OE-09

0.i 1.0 10.0 '00.0

I,./M/1 O2:9FREQUENCY
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Fig. VII.4.3b Same as Fig. VII.4.3a, but for NORESS data taken at
00.15 GMlT on day 315.
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Fig. VII.4.4a Uncorrected noise spectra for the Finnmark array for ten
one-minute intervals taken hourly between 00-00 and

10.00 GMT on day 315. Each spectrum represents an
average of the 17 vertical sensors of AO, the C- and
0-rings.
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Fig. VII.4.4b Same as Fig. Vii .4.4., but for NORESS data takun hourly
between 00.00 and L0.00 GMT on dsy 315.
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VI.5 Magnitudes of Large Semipalatinak Explosions using P Coda and

Lg Measurements at NORSAR

The objective of this study is to investigate the potential of using

NORSAR recordeo P coda and Lg waves to obtain stable magnitude

estimates of large underground explosions, thereby improving the

possibility of obtaining reliable yield estimates from telesetsmic

recordings.

The NORSAR array (Bungum et al, 1971) has been in operation since

1970. Originally comprising 22 subarrays, with a total of 132 short

period vertical seismometers, the array was reduced to 7 subarrays (42

SPZ seismometers) in 1976. In order to obtain consistency over time,

this analysis has been restricted to data from these 7 subarrays. With

the exception of occasional subarray or instrument outages, this pro-

vides for a stable, high quality recording system, making possible

reliable comparison of seismic events recorded during the entire time

period.

The general characteristics of NORSA. recorded P coda and Lg waves for

Semipalatinsk explosions have earlier been studied by Ringdal (1983)

and Baumgardt (1985). Ringdal (1983) found by cuoparing with ISC

reported mb that the use of Lg based magnitudes effectively eliminated

the systematic P-wave magnitude diff-,rences observed at NORSAR for

explosions from the two main test sales within the Semipalatinsk area

(Shagan River and Degelen Mountains) Gupta et al (1985) studied

NORSAR P and P coda recordings from 1TS explosions, and found that P

coda measurements provided significautly more precise yields than

those based on the initial P. They also obtained promising results in

applying P coda measurements to NORSAR recordings from Semipalatinsk

explosions.
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The propagation path from Semlpalatinsk to NORSAR is indicated in Fig.

VII.5.1, where also a map of the NORSAR array is shown. In spite of

the large epicentral distance (4200 km), the Lg phase can be iden-

tified for most explosions of mb > 5.0. However, as shown in the

example of Fig. VII.5.2, the Lg aiiplitude is usually only slightly

higher than that of the preceding P coda, and this feature is largely

independent of event size.

The data base for this study consists of 72 presumed explosions from

the Shagan River area, USSR, covering the time period 1972 to 1987.

All such events of ISC mb > 5.0 were included, except for a few cases

of NORSAR system outages. The event set is listed in Table VII.5.1,

together with ISC or PDE magnitude, estimates (mb) as well as parame-

ters estimated In this study. For most of the events, very accurate

location estimates have been computed by Marshall et al (1985), and

additional such data have been provided by P. Marshall (personal

communication). Otherwise, NEIS or NORSAR location estimates are used.

In addition, this study has also rade use of maximum likelihood mb

magnitudes eszimated at Blacknest from ISC data (P. Marshall, personal

communication) and mb (Lg) estima!es published by Nuttli (1986).

Parameter estimation methods

Lg and P coda magnitudes were estimated from NORSAR data for each

event using three different methods (for illustration, see Fig.

VII.5.2). All three methods were applied to filtered NORSAR SP chan-

nels, using a 0.6-3.0 Hz Butterworth bandpass filter. In earlier stu-

dies (Ringdal, 1933), this frequency band has been found to retain the

main P and Lg energy while suppressing microseismic noise.

The first method pertains to the 1,g phase and comprises direct

measurement on individual rrao u -f the largest cycle with a period

close to I Hz, within a group vel,,ctty window of 3.25-3.10 km/s. (The
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average Lg group velocity is close to 3.5 km/s.) The amplitude (zero

to peak) and the corresponding period were measured and converted to

ground motion Aij (i'th event, J'th channel). The amplitudes were

then corrected for dispersion, geometrical spreading and anelastic

attenuation as described by Nuttli (1986), using parameter values

(Qo = 700, t, 0.4) derived by Nuttli for thL nearby station KON. This

resulted in an Lg magnitude estimate KLAij for each analyzed trace.

Repeating this process for all center instruments of the 7 operational

NORSAR subarrays (deleting faulty channels) the NORSAR Lg magnitude

MLA was then estimated as:

MLA i = 1 MLAij (1)

where N (N < 7) is the nurr'mt of chaniels.

The second and third methods both corprise automatic RMS measurements

of individual channels and pertain tc; P coda and Lg magnitudes,

respectively. For the P coda measurement, a time window of 30 seconds

Is selected, starting 20 seconds after P onset. The LG window is 2

minutes lung, covering the group velocity interval of 3.67 to 3.33

km/s. In addition, a 30 second noise window immediately before P onset

was selected for each processed channel. The estimation procedure

described in the following was applied for each event to all 42

currently operational NORSAR SP channels, except that faulty channels

were deleted.

We denote by sijk the k'th sample of the filtered trace of event i,

toctrument j. We define the log mean square Lij by
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Lij - log K kl (2)

where K is the number of samples in the selected time window. The

quantity Li is defined as

L Lij (3)

where M(<42) is the number of operative channels.

We denoLe LiN, LiC and LiL the values of Li when computed over the

noise window (30 seconds, K = 600), P coda window (30 seconds, K =

600) and Lg window (120 seconds, K - 2400), respectively.

The NORSAR P coda FMS magnitudes (MCRi) and Lg RMS magnitudes (MLRi)

are then estimated by correcting 'or noise and adjusting to standard

scales as follows:

MCRi = 0.5 loglexp(LiC ) - exp(LiN)J + BC (4)

MLRi = 0.5 log~exp(LiL) - e~p(LiN)] + BL (5)
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The constants BC and BL are determined by the constraints:

X(MCRi - MBMLEi) 0 (6)

X(MLR i - MBLGi) 0 (7)

where MBLGi is the Lg magnitude givet by Nuttli (1986) of the i'th

event, MBMLEi is the maximum likelihood mb estimate discussed earlier

and the sums are taken over all common events.

We also computed uncorrected P coda ind Lg magnitudes for purpose of

comparison. These were obtained by deleting the noise term in (4) and

(5).

Data analysis

The three estimation methods described above were applied to the

events in the data set of Table VII.5.1. The procedure to compensate

for background noise level had negligible effect on the RMS P coda

magnitudes, since the SNR in these cases was consistently high.

However, for some of the smaller events (mb(ISC) 4 5.6), the effect on

RMS Lg was significant, and the resulting estimates must be considered

more uncertain than for the large exlilosions. This is illustrated in

Figs. VII.5.3 and VII.5.4, which shou, respectively, the uncorrected

and corrected RMS Lg estimates plotted against the NORSAR amplitude

based Lg magnitudes.

Table VII.5.2 gives a list of standard deviation of magnitude dif-

ferences for all combinations of sources. We note that the NORSAR P

coda magnitude correlate well with ISC maximum likelihood mb (a =

0.06), as is also seen from the plot in Fig. VII.5.5. In fact, the
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correlation is about as good as b, tween the two ISC-based measure-

ments.

It has earlier been noted by many authors that P coda provides much

more stable mb estimates than te initial P phase, which is subject to

strong focussing or defocussing along its ray path. Such effects are

to a large extent averaged out in the P coda by various scattering

mechanisms. Nevertheless, our analysis has shown that P coda ampli-

tudes across NORSAR are positively correlated with initial P amplitude

patterns. Thus, not all of the P :ocussirig/defocussing effects are

eliminated, and, by reciprocity, locussing at the source would be

expected to significantly affect I' coda magnitudes, especially over a

larger epicentral alea than consi, ered in this paper.

From Table VII.5.2 we also note t at the various Lg based measures show

surprisingly little correlation w th each other, although the RMS

noise correction explains much of the scatter between the two Lg esti-

mates based on NORSAR data. Fig. VII.5.6 shows NORSAR RMS Lg versus

Nuttli (1986) mb (Lg) for common Ovents. Even at high magnitudes,

where NORSAR noise corrections ar, insignificant, there is a large

scatter. The reasons for this lac' of consistency need to be further

investigated, but it must be noted that the NORSAR measurements have

the advantage of being based on a system stable over time, and with

high quality digital recording.

Comparing the Lg based measurements to th, ISC maximum likelihcud mb,

it appears that the NORSAR RMS Lg shows best correlation (o = 0.092).

Fig. VII.5.7 compares these two magnitude measures, whereas Fig.

VII.5.8 shows NORSAR P coda versus NORSAR RMS Lg magnitudes. Comparing

these two figures, it is evident rhat Fig. VII.5.8 has a slightly

larger scatter (o = 0.101) and, moreover, apparently could be split

into tvo subpopulations with paralel trends.
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Figs. VII.5.9 and VII.5.IO show that this is no coincidence. On Fig.

VII.5.9, the NORSAR P coda - RMS Lg magnitude differences are plotted

as a function of event location (Marshall et al (1985) and NEIS dat&).

The P coda - Lg statistics are clearly region dependent within the

Shagan River area; in particular the northeast part show consistently

low P coda magnitudes, whereas the southwest part shows P coda magni-

tudes consistently higher than those based on Lg. Fig. VII.5.10 shows

that the same trend is apparent when comparing ISC maximum likelihood

mb  to NORSAR RMS Lg mnitudes. It is clear that application of

regional corrections would improve the mutual consistency of these

magnitudes.

Marshall et al (1985) found that explosions in the northeast and

southwest portions of the Shagan River area produce distinctly dif-

ferent P waveforms when recorded at the UK seismological array sta-

tions, suggesting that the Shagan Rixer site can be subdivided into

two test areas characterized by difftrent geophysical properties. Our

results support this suggestion. Our data show an average bias mb(P) -

mb(Lg) of -0.059 ± 0.014 for NE Shagan, and 0.112 * 0.009 for SW

Shagan. Thus, if we attempt to explain this anomaly as resulting from

the systematic differences in P recordings only, we obtain a relative

mb(P) bias of about 0.17 mb units between the two areas. On the other

hand, the possibility of an mb(Lg) bias cannot be ruled out either.

Fig. VII.5.11 illustrates the relative occurrence of large Semipala-

tinsk explosions after 1976 as a fun(tion of NORSAR RMS Lg magnitudes.

The plot, which has a nominal vertical scaling, has been obtained by

adding Gaussian density functions with standard deviations of 0.015

magnitude units centered Ft each observed magnitude value. The three

clear peaks on this plot might indicate different yield categories. It

is interesting to note that the highest magnitude group includes

explosions trom both the southwest and the northeast areas of Shagan

River, whereas similar plots based on P-wave magnitudes would place

all of the largest events in the southwest area. The rightmost peak of
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the diagram (magnitude 6.06) would correspond to a yield between 150

and 200 kilotons TNT if Nuttli's (1986) formulae are used. With the

inherent uncertainty in the absolute calibration level, this is

clearly not inconsistent with the 150 kiloton upper limit of the

Threshold Test Ban Treaty.

In conclusion, NORSAR based P coda and Lg magnitudes appear to provid7

magnitude estimates of large Semialatinsk explosions comparable in

stability to those of a world-wid! network. There are indications that

the Lg based measurements avoid some of the bias inherent in P-based

magnitudes. It would furthermore be reasonable to expect that such

measurements based on network averaging would provide even better

stability. In conjunction with calibration data to obtain accurate

absolute reference to yield, such data would appear to ;rovide fo-

very reliable monitoring of a threshold treaty.

F. Ringdal

B.K. Hokland
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ORIGIN ORIGIN MB *** L((AMP)*** **- LG(RMS)*** *** PCODA ****
DATE TIME MLA N STD MLR N STD MCR N STD

11/02/72 01.26.57.7 6.1 6.132 7 0.040 6.121 42 0.069 6.207 42 0.058
12/10/72 04.27.07.7 6.0 6.157 7 0.066 6.120 42 0.068 6.013 42 0.079
07/23/73 01.22.57.8 6.1 6.185 7 0.082 6.199 41 0.078 6.286 41 0.060
12/14/73 07.46.57.0 5.8 5.951 7 0.087 5.876 42 0.063 5.826 39 0.074
10/16/74 06.32.57.5 5.5 5.455 7 0.086 5.413 42 0.062 5.596 42 0.065
11/27/74 C. .5A..8 5.6 5.849 7 0.054 5.711 42 0.060 5.512 42 0.093
04/27/75 05.36.57.3 5.6 5.677 7 0.060 5.550 42 0.054 5.732 42 0.072
10/29/75 04.46.57.5 5.8 5.755 7 0.100 5.632 42 0.062 5.733 42 0.057
12/25/75 05.16.57.0 5.7 5.817 7 0.053 5.804 42 0.067 0.000 0 0.000
04/21/76 05.02.57.4 5.3 0.000 0 0.000 0.000 0 0.000 5.226 42 0.062
06/09/76 03.02.57.6 5.3 5.462 7 0.091 5.203 42 0.056 5.126 42 0.093
07/04/76 02.56.57.7 5.8 5.831 7 0.036 5.813 42 0.063 5.909 42 0.075
08/28/76 02.56.57.5 5.8 5.762 7 0.085 5.737 41 0.069 5.761 41 0.063
05/29/77 02.56.57.8 5.8 5.788 7 0.066 5.669 39 0.061 5.796 41 0.057
06/29/77 03.06.58.0 5.3 5.274 7 0.021 5.070 39 0.054 5.279 40 0.072
09/05/77 03.02.57.8 5.8 5.953 7 0.075 5.891 39 0.067 5.789 40 0.072
10/29/77 03.07.02.9 5.6 5.889 7 0.083 5.784 39 0.061 5.768 41 0.070
06/11/78 02.56.57.7 5.9 5.824 7 0.066 5.752 39 0.059 5.918 39 0.072
07/05/78 02.46.57.3 5.8 5.823 7 0.086 5.789 39 0.057 5.877 39 0.066
08/29/78 02.37.06.5 5.9 6.005 7 0.060 6.005 39 0.057 5.914 39 0.090
09/15/78 02.36.57.3 6.C 5.948 7 0.093 5.906 38 0.059 5.979 41 0.077
11/04/78 05.05.57.5 5.6 5.906 7 0.039 5.691 39 0.061 5.631 41 0.069
11/29/78 04.33.02.9 6.0 5.982 7 0.086 5.969 39 0.067 6.004 41 0.070
06/23/79 02.56.5"7.6 6.2 6.088 4 0.084 6.065 21 0.070 6.174 23 0.057
07/07/79 03.46.57.4 5.8 5.996 7 0.091 5.967 39 0.074 5.850 41 0.071
08/04/79 03.56.57.2 6.1 6.105 7 0.032 6.098 39 0.062 6 .170 41 0.076
10/28/79 03.16.56.9 6.0 6.060 6 0.056 6.033 39 0.063 5.936 41 0.085
12/02/79 04.36.57.5 6.0 5.962 5 0.046 5.903 33 0.067 6.074 35 0.050
06/29/80 02.32.57.7 5.7 5.722 4 0.071 5.6'S 2C C.C94 -.72; 2: 0.040
09/14/80 02.42.39.3 6.2 0.000 0 0.000 0.000 0 0.000 6.222 36 0.049
10/12/80 03.34.14.1 5.9 5.946 6 0.043 5.912 39 0.061 5.840 41 0.u89
12/14/80 03.47.06.6 5.9 5.887 5 0.075 5.911 39 0.045 5.965 41 0.070
12/27/80 04.09.08.2 5.9 5.948 5 0.040 5.908 39 0.076 5.949 41 0.069
03/29/81 04.03.50.0 5.6 5.719 5 0.052 5.521 39 0.053 5.519 41 0.u/0
04/22/81 01.17.11.4 6.0 5.945 5 0.060 5.888 33 0.046 5.991 35 0.065
05/27/81 03.58.12.1 5.5 5.576 4 0.020 5.442 27 0.061 5.320 29 0.098
09/13/81 02.17.18.2 6.1 6.115 6 0.081 6.092 34 0.076 6.129 35 0.071
10/18/81 03.57.02.6 6.1 5.951 7 0.072 5.976 39 0.057 6.069 35 0.065
11/29/81 03.35.08.7 5.7 5.789 5 0.078 5.566 33 0.062 5.693 35 0.071
12/27/81 03.43.14.1 6.2 6.046 6 0.040 6.056 39 0.074 6.183 41 0.065
04/25/82 03.23.05.4 6.1 6.074 6 0.072 6.056 39 0.077 6.111 39 0.071
07/04/82 01.17.14.4 6.1 0.000 0 0.000 0.000 0 0.000 6.078 32 0.089
08/31/82 01.31.00.5 5.3 0.000 0 0.000 0.000 0 0.000 5.356 39 0.065
12/05/82 03.37.12.6 6.1 5.989 6 0.088 5.968 37 0.078 6.076 36 0.060
12/26/82 03.35.14.1 5.7 5.834 5 0.065 5.653 39 0.061 5.731 29 0.061
06/12/83 02.36.43.5 6.1 6.051 5 0.077 6.070 24 0.071 6.132 24 0.072
10/06/83 01.47.06.5 6.0 5.917 4 0.021 5.876 18 0.054 6.034 18 0.068
10/26/83 01.55.04.8 1 5.999 A A)76 5.9-3 32 0.055 6.097 -2 0.Cc5
11/20/83 03.27.04.4 5.5 0.000 0 0.000 0.000 0 0.000 5.481 32 0.071

Table VI[.5. List of events used in this study. The table includes
date, origin time, nb(ISC/PDE) as well as NORSALR babied
,-nea5Ixrevmnnrts discussed in the teKt and standard
deviations across NORSAR. Zero entries indic;r'- either

no NORSAR dat;4 ,vail.Dh, or SN. too low for retiabh,
,,,,-4,k remn(nt•
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ORIGIN ORIGIN MB *** LG(AMP)*** *** LG(RMS)*** *** PCODA ****
DATE TIME MLA N STD MLR N STD MCR N STD

02/19/84 03.57.03.4 5.9 5.764 zi 0.053 5.724 27 0.051 5.889 27 0.057
03/07/84 02.39.06.4 5.7 5.775 5 0.075 5.696 27 0.058 5.632 27 0.073
03/29/84 05.19.08.2 5.9 5.905 5 0.035 5.897 27 0.057 5.889 27 0.071
04/25/84 01.09.03.5 6.0 5.905 6 0.072 5.862 33 0.066 5.972 33 0.071
05/26/84 03.13.12.4 6.0 6.075 6 0.063 6.064 33 0.064 5.965 33 0.115
07/14/84 01.09.10.5 6.2 6.089 6 0.073 6,043 33 0.074 6.148 31 0.088
10/27/84 01.50.10.6 6.2 6.101 6 0.077 6.075 32 0.067 6,254 32 0.073
12)02/84 03.19.06.3 5.8 5.973 5 0.141 5.864 27 0.076 5.747 25 0.081
12/16/84 03.55.02.7 6.1 6.055 5 0.093 6.030 27 0.066 6.113 27 0.068
12/28/84 03.50.10.7 6.0 ! 00q 6 0.057 5.978 33 0.073 6.147 33 0.073
02/10/85 03.27.07.6 5.9 5.898 7 0.070 5.791 38 0.069 5.947 39 0.068
04/25/85 00,57.06.5 5.9 5.979 5 0.078 b.850 27 0.065 5.936 29 0.069
06/15/85 00.57.00.7 6.0 6.024 5 0.075 5.966 28 0.062 6.099 28 0.069
06/30/85 02.39.02.7 6.0 5.983 4 0.068 5.917 28 0.059 6.058 28 0.065
07/20/85 00.53.14.5 5.9 5.884 7 0.076 5.855 36 0.071 5.912 36 0.068
03/12/87 01.57.17.0 5.4 5.385 6 0.081 5.223 31 0.059 5.437 33 0.068
04/03/87 01.17.08,0 6.2 6.062 6 0.079 6.048 31 0.070 6.245 32 0.052
04/17/87 01.03.04.0 6.0 5.928 6 0.072 5.895 31 0.069 6.077 32 0.060
06/20/87 00.53.04.0 6.1 5.992 7 0.117 5.962 34 0.070 6.124 37 0.092
08/02/87 00.58.08.0 5.9 5.945 6 0.103 5.866 30 0.074 5.885 30 0.074
11/15/87 03.31.08.0 6.0 6.024 7 0.088 5.959 34 0.063 6.098 36 0.058
12/23/87 03.21.08.0 6.0 6.094 6 0.088 6.066 29 0.080 6.081 30 0.066
12/27/87 03.05.08.0 6.0 6.109 6 0.106 6.032 30 0.083 6.211 30 0.052

AVERAGE STANDARD DEVIATIONS: 0.070 0.064 0.069
STANDARD DEVIATION OF MEAN VALUES: 0.028 0.011 0.012

Table V[[.5.L (conrt .)
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ISC/PDE ISC(M-L) MB(LG) PCODA LG(RMS) LG(AMP)

ISC/PDE 0.000 0.066 0.119 0.068 0.093 0.109

ISC(M-L) 0.066 0.000 0.120 0.060 0.092 0.136

MB(LG) 0.119 0.120 0 000 0.127 0,116 0.135

PCODA 0.068 0.060 0.127 0.000 0.101 0.130

LG(RMS) 0.093 0.092 0.116 0.101 0.000 0.065

LG(AMP) 0.109 0.136 0.135 0.130 0.065 0.000

Table VIt.5.2 Standard deviaton-; of differences between various
magnitude estimate ; liscussed hi the text.



-95 -

0 20 40 60 80E N

81 ~ 00260

Fig. VIL.5.1 A hwrgtepo~gt'npt rmSmpdrnkt

00RSA (dsac ppotitl 40 i) Teoiia
NO4SA 002C I 0 ofgrtn lodslyd



96 -

44
0

Co •~',.,- 0)04.

. 0 • u
o o

w V

x to

oc44

0.4-

m m

* 0 -

wg 0

a c•

0 o u)-

w¢

C"0 -a w 0

4. 0 a)0

40 '04

0 0,044

0. 0.m
U..

co :5 a~

C440

* ~ ' 'n4a.

F- 0 4.4

0 CD0cn m

N C-4
a_ ~.4 3

Cf).



MAGNITUDE COMPARISON
ShgaT, River events

SLOPE= 1.00 IhfERC= 0.01 STD= 0.031

// .

"50 55 60 65

NORSAR LG RMU

Fig. V1I.53 PLot of amplitude based NORSAR Lg magnitudes versus

NORSAR RMS Lg magnituds. In this plot no noise correc-
tion has been applied. The slope has been restricted to

1.00, and the dotted 1 nes correspond to plus/minus two

standard deviations.

MAGNITUDE COMPARISON

Sharrn River events
SLOPE= 1.00 ;VTERC= 0.06 STD= 0,065

.. 5 .0 65

NORSAR LG RMS

Fij. V11.5.4 Same as Fig. VIt.5.3, Kce,,t thit the NORSAR RHS Lg

mlignitiddes hav. been c ,rrected for noise as discussed
1i the teKt. Note th+- ifoct of this at Low magnitudes.
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MAGNITb DE COMPARISON
Shagan River events

SLOPE= 1 00 iNTERC= 0.00 STD= 0.060

4 4,

"5.0 55 6.0 65

ISC M.L. MB

Fig. V11.5.5 Plot of NORSAR P coda magnitudes versus ISC maximum

likelihood m b . (Slope restricted to 1.00; dotted lines

correspond to plus/,Auirs two standard deviations.)

MAGNITUDE COMPARISON
Sha tan River events

SLOPE= 1 00 INTERC=-0 01 STD= 0 116

+

I--

"5060 6 5

NORSAR LG RMS

Fig. V11.5.b Plot of Nuttli (198)I) mb (Lg) versus NOkSAP Lg RMS
magnitudes. The stole and dotted lines are detined as
in Fig. VII.5.5. No'e the significant scatter even at
high magnitudes.
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MAGNITU1JE COMPARISON
Shaga,, Riwer events

SLOPE= 1 00 INrERC=-O0.5 STD= 0 092

.+ 4

ISC ML. Mt

Fig. VII.5.7 Plot ot ISC maximum likelihood mb versus NORSAR Lg RMS

magnitudes. The slope and dotted Itnes are defined as in
Fig. V11.5.5.

MAGNITU 9E COMPARISON
Shag.cn River events

SLOPE= 1.00 I.VTERC=-0.05 STD= 0101

r

4 I.4<

+ +,+

ce

./

5.0 55 en e.s

NORSAR P CODA MB

Fig. Vti.5.6 PLot of NORSAR RKS P c,'da mb versus NORSAR RMS Lg magni-

tudes. The slope and d,,tted lines are defined as in
Fig. V11.5.5.
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NORS "R P CODA MB
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BIAS RELATIVE TO NORSAR LG RMS
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Fig. VII.5.9 Plot of magnitude residuals (NORSAR P coda minus NOK2')R
Lg RMS magnitudes) as a function of ev,nt location for

events of ,,b)5.
6 0

. Plusses and circles ,:orr _ol (,

reslduals greater or less than tile averai,,r,
tIvely, with symho' size proport tol to th dvi.a1 i-
Locatton estimates are those of Marshall eL .al (1995)
where available, o;herwtse NETS estimates have ben-
ised. Note the syslematic variation within the Sligan

River area.
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ISC M.L. MB
SHACAN RIVER EVENTS

BIAS RELATIVE TO NORSAR LG RMS

+ 0.05
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Fig. V11.5.1O Same as Fig. VII.5.9, except that the residual
corresponds to ISC maximum likelihood mb minus NORSAR
Lg RMS magnitudeq. Note the stmilartti-q witlh Ftg.
VtL.5.9.
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MAG-NITUDES
Shagan River events

C)

(C)

'5.6 5.7 5.8 5.9 6.0 6.1 6.2

NORSAR LG RMS

Fig. Vii.5lit ReLative frequency )f occurrence of large Sh~g.o~ Rj eer

-xplosionS after 1976, based onl estimated NORSAR Lg, RMS
magn1 tld-s . The f ig-re has beeni generatedl hy illing
GaussiaTn prohaiMC., denrsity ftirct ions withi stauidird
deviations of 0.015 centered at each Ianfitulde eA11ue.
'Icote the three distinet peaks in the diagram.
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VII.6 Towards an optimum beam deployment for NORESS;

experiments with a North Sea / western Norway data base

Several of our previous investigations have addressed the problem of

determining the number and type of beams needed for adequate detection

of signals recorded on NORESS. For example, Kvmrna and Mykkeltveit

(1986) arrived at a recommendation fcr an optimum beam deployment for

detection of regional and tcleseismic P-waves.

As described in several papers, e.g., Mykkeltveit and Bungum (1984),

automatic determinations of event epicenters using our on-line pro-

cessing package requires detection and identification of both P- and

S-arrivals from each event. This stuoy utilizes data from a fairly

extensive data base of regional events recorded at NORESS, and we

attempt to determine an optimum beam deployment with respect to detec-

tion of all phases from these events.

Data base and detection processing

The data base comprises 101 events t1rm the North Sea / western Norway

region with locations as shown in Fig. VII.6.1. These events were

located by the western Norway network and/or the network operated by

the British Geological Survey. The eptcentral distance range from

NORESS is 250 - 1100 km, and the magnitudes are between 1.6 and 4.2.

This event data base comprises well located events for which it is

possible to accurately define the types of observed phases and to

read their onsets manually, as illustrated in Fig. VII.6.2.

All events were subjected to detection processing by a large beam set

using a new program system developed it NORSAR (Fyen, 1987). Distri-

buted among 12 different filter bands, this beam set contained 72
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steered beams for detection of P-vaves, 132 beams for detection of S-

waves, 12 incoherent beams made fom the vertical channels and 12

incoherent beams made from the horizontal channels. In selecting this

beam set we attempted to include all candidates that could conceivably

contribute to increasing the detection capability. A description of

this beam set is given in section VII.3 of this report (Kvmrna et al,

1987).

The output from the detection analysis is a report containing parame-

ters such as an identification of the detecting beam, detection time,

STA, LTA and STA/LTA (SNR). For all events, the detection reports

were divided into Pn, Pg, Sn and .g detections. Table VII.6.1 shows

an example of a report where the different detections are

identified.

The essence of the following is a strategy for determination of a beam

set that meets certain performanc ! criteria and at the same time con-

tains the lowest possible number of beams, selected from the set of

228 beams described above.

Analysis procedure

In the work presented in section VII.3 of this report (Kverna t al,

1987), we attempted to infer the STA/LTA (SNR) detection thresholds ot

the respective beams from noise statistics. For each phase detected

in the present investigation, thece thresholds were used to create a

basis for comparison between the different beams. The procedure for

comparing the maximum SNR values can be illustrated by the following

example:
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I) Assume that a Pn phase is detected by three different beams,

by beam A, with a maximum SNR of 26.0 dB,

by beam B, with a maximum SNR of 23.5 dB and

by beam C, with a maximum SNR of 22.0 dB.

ii) Assume that the detection thresholds inferred from noise statistics

are,

for beam A, 12.0 dB

for beam B, 10.0 dB and

for beam C, 6.0 dB

iii) If we take the detection thresholds to represent

a common basis for comparison, a unified quality measure

of the maximum SNR values will be the number of decibels

exceeding these thresholds. These quality measures, from now

on referred to as 'the adjusted SNR values', will for the

three beams in this example be:

Adjusted SNR value for beam A: (26.0 - 12.0) dB = 14.0 dB.

Adjusted SNR value for beam B; (23.5 - 10.0) dB = 13.5 dB.

Adjusted SNR value for beam C: (22.0 - 6.0) dB = 16.0 dB.

From this we conclude that beam C Is the 'best' beam for detecting

this particular Pn phase.

Rather than progressing in our investigation with the concept of a

'best' beam, we introduce the concept of a 'valid' beam or 'valid'

detection: The maximum obtainable SNR value of a detection will bE

reduced by phenomena like mis-steering of the coherent beams, random

increase in the noise level and lowered data quality on single chan-

nels. We therefore decided that all letections with adjusted SNR
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values within 3 decibels of the best adjusted SNR for the phase, were

to be counted as 'valid' detections. This implies that each detected

phase will have several possible candidates for the 'best' beam.

The 3 decibels acceptance level i ; chosen rather subjectively,

however, the coherent beam deployrent is sufficently dense that signal

losses due to mis-steering are within 3 decibels. In later analyses,

this acceptance level can of course be reduced or increased.

Table VII.6.2 shows the maximum SNR values and corresponding adjusted

SNR values for one of the Pn-phases in this investigation, for all 48

beam types.

Results

After finding the 'valid' detections for all phases in the data

base of 101 events, we were in a Iosition to evaluate which beams

should be included in the optimum deployment. Tables VII.6.(3a-3d)

show the 'valid' detections for all Pn, Pg, Sn and Lg-phases,

respectively.

When considering the Pn phase in Table VII.6.3a, we found that beam

number 10 had the maximum number of 'valid' entries, 60 out of a total

number of 98. From this we concluded that this beam should obviously

be included in the final beam deployment. An interesting observation

was that many of the Pn phases from the North Sea / western Norway

region had dominant signal frequencies above 10 Hz.

Beam number 6 had the highest numler of 'valid' detections for the Pg

phase, see Table VII.6.3b. For the Sn phase, (Table VII.6.3c), beam

number 45 or 46 was an obvious candidate. Beam number 46 had 66 'va-

lid' entries, which is about 80% of the total number of Sn detections.
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Like the Pn phase, the Sn phases from this region contain much energy

at high frequencies.

For the Lg phase (Table VII.6.3d) no specific beam is an obvious can-

didate for inclusion in the recommended beam deployment. Beam 42,

however, exhibits the highest number of 'valid' entries.

In order to find the optimum beam deployment, we attempted to group

the beams together in various ways. We required that all (or almost

all) detected phases should be represented by at least one 'valid'

beam in the final deployment. First, we attempted to do the grouping

for each phase type individually.

For the Pn-phase, the number of 'valid' entries for the various

beams are given in the last column of Table VII.6.3a. We first select

the beam with the highest number ot 'valid' entries, in this case beam

number 10, and that beam handles 60 of the detected Pn-phases. Next,

beam number 6 accommodates 22 of the remaining 38 beams, and so on.

By iteration, we ended up with a priority list of beams as given in

Table VII.6.4a.

From this we can infer that 8 beams are required to cover all Pn

phases, but 5 beams alone cover 96% of the 'valid' entries. Note

that, e.g., beam 10 (10.0 - 16.0 P) includes eight coherent beams with

different steering delays. The actual azimuth range for this data base

is 180-360 degrees, so it is sufficient to distribute about 4 coherent

P-beams in each filter band to span this area. If we in addition

accept that it is sufficient to cover 96% of the valid detections, the

optimum beam deployment for detecting Pn-phases from this specific

region will contain 16 coherent P-beams and one incoherent beam made

from the vertical channels. If we require the coherent beam deployment

to span all azimuth directions (symmetrically), about 32 coherent P-

beams must be included.
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The beam priority lists for the P;, Sn and Lg phases are given

in Tables VII.6.4b-d, respectively.

An interesting observation is the large number of beams required

to cover the Pg detections. From Tables VII.6.4a-d we can infer the

beam deployment required for optimum detection under the given

requirements, when treating the phases individually; see Table

VII.6.5.

When recommending specific beam d' ployments, it is important to

keep in mind the implications on .omputational load for the

on-line processor. This load is :)rimarily determined by the

total number of traces that must i)e bandpass filtered, and the

number of beams that are created.

For processing the data with the deployment of Table VII.6.5,

178 single channels must be filtered, and 55 beams must be formed,

each of which is subjected to STA/LTA-type detection processing.

These numbers can be considerably reduced if we apply an algorithm

where all phases are treated at the same time. We first include

the most obvious beam candidates (beams no. 46, no. 10, no. 42 and

no. 6), and then start the interative sorting procedure. The results

from this procedure are given in 'Cable VII.6.6. Compared to the num-

bers in Table VII.6.5, the size o& the beam deployment is reduced

by 30-40%.

As a final experiment, we decided to exclude the coherent S-beams

from the analysis. The results are given in Table VII.6.7.

Compared to the results given in Table VII.6.6, the number of beams to

be formed were marginally reduced, but the number of traces to be

filtered were increased due to including more incoherent beams made

from the vertical channels.
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Conclusion

For detection of Pn-phases from the f.orth Sea / western Norway region,

the high frequency coherent P-beams will contribute significantly to

an optimized beam deployment. For the more low frequency Pg phase,

the coherent P-beam filtered between 3.5 and 5.5 Hz seem to do best.

Including incoherent beams made from the horizontal channels, will

improve the detectability of Sn significantly. We also found that the

Sn phase in most cases had dominant frequencles around 10 Hz.

Like Pg, the Lg phase had maximum SNI in the range 1.5-4.5 Hz. Inco-

herent beams made from both the horizontal and vertical channels must

be included for optimum detection of the Lg phase.

A tool for determining the optimum beam deployment has been developed.

To validate the method and find a beam deployment that adequately

covers also other relevant regions, we plan to perform similar studies

for events from other areas, like the western USSR.

In our future work, then, we want to test whether the symmetric beam

deployment inferred from the North Sea/western Norway data base is

sufficient for optimum detection of events from other regions, or

if other beam types have to be added to the beam deployment.

T. Kvarna

S. Kibsgaard
S. lykkeltveit
F. Ringdal
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a)

Beam 10 LO.0 - 16.0 p 60 entries
Beam 6 3.5 - 5.5 p 22 entries
Beam 7 5.0 - 7.0 p 5 entries g6%
Beam 9 8.0 - 16.0 P 4 entries
Beam 22 10.0 - 16.0 V 3 entries

--------------------------.-.--------------------

Beam 4 2.5 - 4.5 P 2 entries
Beam 5 3.0 - 5.0 P 1 entry 4%
Beam 27 2.0 - 4.0 V I entry
--------------------------------------------------

Total number of detected Pn-phases 98

b)
Beam 6 3.5 - 5.5 P 38 entries
Beam 4 2.5 - 4.5 P B entries
Beam 16 2.5 - 4.5 S 6 entries
Beam 8 6.5 - B.5 P 4 entries
Beam 31 5.0 - 7.0 V 4 entries 97%
Beam 13 1.0 - 3.U S 3 entries
Beam 25 1.5 - 3.5 V 3 entries
Beam 18 2.5 - 5.5 S 2 entries
-------------------------------------------------

Beam 3 2.0 - 4.0 p I entry 3%
Beam 20 6.5 - 8.5 V 1 entry
.................................................

Total number of detected Pg-phases 70

c)
Beam 46 10.0 - 16.0 H 66 entries
Beam 41 3.5 - 5.5 H 7 entries
Beam 43 5.0 - 7.0 H 3 entrles 96%
Beam 32 6.5 - B.5 V 2 entries
Beam 14 1.5 - 3.5 S I entry

Bean 19 5.0 - 7.0 s 1 entry
Beam 37 1.0 - 3.0 H 1 entry
Beam 44 6.5 - 8.5 H I entry

Tntal number of detected Sc-phases 82

d)

Beam 42 3.5 - 5.5 H 49 entries
Beam 25 1.0 - 3.0 V 19 entries

Beam 35 1.0 - 2.0 V 7 entries 96%
Beam 16 2.5 - 4.5 S 6 entries
Beam 27 2.0 - 4.0 V 3 entries

Beam 20 6.5 - 8.5 S 2 entries 4%
Bean 37 10.0 - 16.0 P i entry
.................................................

Total number of detected L'-phases : 87

Table VIT.6.4 (a-d) In these tab-13 we give the beam priority lists
for detection of Pn, Pg, Sn and Lg phases that result
from applying the iterative procedure to each phase

type individually.



-- 18 -

Number of traces Number of beams

to be filtered to be formed

Beam 46 10.0 - 16.0 H 8 i
Beam 10 10.0 - 16.o P 4 4

Beam 42 3.5 - 5.5 11 8 1

Beam 6 3.5 - 5.5 P 4 4

Beam 41 3.5 - 5.5 H 8 1
Beam 35 1.0 - 2.0 V 17

Beam 16 2.5 - 4.5 S 6

Beam 7 5.0 - 7.0 P 4 4

Beam q 8.0 - 16.0 P 4 4
Beam 8 6.5 - 8.5 P 4 4

Beam 31 5.0 - 7.0 V 22 1
Beam 22 10.0 - 16.0 V 22 1

Beam 13 1.0 - 3.0 S 6 6

Beam 25 1.5 - 3.5 V :17
Beam 43 5.0 - 7,0 H 8 1
Beam 18 2.5 - 5.5 S 6 6

Beam 32 6.5 - 8.5 V 22 1

Beam 14 1.5 - 3.5 S 8 8
----------------------------------------------------------

178 55

Symmetric deployment 222 99

Table VII.6.5 From the results produced by the iterative procedure
with each phase typc treated individually, the beam

deployment given in this table was inferred. For each
phase type. this beam deployment cover 96% of the 'va-

lid' detections. We have also given the number of tra-

ces to be filtered and the number of beams to be formed.

To cover the North Sea / western Norway regioi 178 tra-
ces must be filtered and 55 beams formed. To span all

azimuth directions by the coherent beam deployment the
numbers will be 222 and 99, respectively. Note that for

incoherent beamforming, each individual trace must be
filtered prior to tie beamforming.
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Number of traces Number of beams

to be filtered to be formed

Beam 46 10.0 - 16.0 H 8 1

Beam 10 10.0 - 16.0 P 4 4

Beam 42 3.5 - 5.5 H 8 1

Beam 6 3.5 - 5.5 P 4 4

Beam 25 1.0 - 3.0 V 17 1

Beam 4 2.5 - 4.5 P 4 4

Beam 8 6.5 - 8.5 P 4 4

Beam 39 2.0 - 4.0 H 8 1

Beam 35 1.0 - 2.0 V 17 1

Beam 18 3.5 - 5.5 S 6 6

Beam 31 5.0 - 7.0 V 22 1

Beam 22 10.0 - 16.0 V 22 1

Beam 7 5.0 - 7.0 P 4 4

128 33

Symmetric deployment 154 59

Table V11.6.6 The beam deployment of this table was produced by the

iterative procedure when treating all phases at the
same time, after first having required that beam nos.

46, 10, 42 and 6 should be included in the final
deployment. Compared to the results presented in Table

VII.6.5, the volume of the beam deployment is con-
siderably reduced.
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Number of traces Number of beams
to be filtered to be formed

Beam 46 10.0 - 16.0 H 8
Beam 10 10.0 - 16.0 P .4 4
Beam 42 3.5 - 5.51 H 81
Beam 6 3.5 - 5.5 P .4 4
Beam 25 1.0 - 3.0 V .17 1
Beam 4 2.5 - 4.5 P .4 4
Beam B 6.5 - 8.5 P .4

Beam 39 2.0 - 4.0 H .8 1
Beam 35 1.0 - 2.0 V .17 1
Beam 31 5.0 - 7.0 V .22 1
Beam 22 10.0 - 16.0 V .22 1
Beam 7 5.0 - 7.0 P .4 4
Beam 9 8.0 - 16.0 P .4 4
Beam 29 3.0 - 5.0 V .22 1

148 32

Symmetric deployment . 172

Tablc VII.6.7 The procedure for finding the results given in this
table, is essentially the same as outlined for Table
VII.6.6- The only difference is that we have not allowed
any S-beams to be included in the final beam deployment.
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Fig. VII.6.1 The figure shows the locations of the 101 events in the
North Sea / western Norway data base. The loaction of
the NORESS array is indicated by a filled circle.
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Fig. VII.6.2 To identify the different regional phases and pick
their artival times, several filters were applied to
both the vertical and horizontal components. This
figure shows filtered NORESS recordings from an event in
southwestern Norway. The distance from NORESS is about
400 km and the local magnitude is 2.7.
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VII.7 Local geology of the regional array sites in Norway

Information on local geological conditions at the NORESS and Finnmark

array sites is available from various sources. In this contribution,

we have attempted to compile information that is considered relevant

from the seismological viewpoint. In particular, such information may

be used to provide tentative explanations of certain observed features

in the seismograms.

Local geology of the NORESS site

The NORESS site is located within the Precambrian (also referred to

as pre-Eocambrfan) rock complexes of southeastern Norway. Maps showing

the local geology of the siting arei have not yet been published.

However, geologists of the Norwegiar Geological Survey have conducted

surveys in the area and have made available to us hand-colored maps of

the local surface geology. These mays show that three different rock

types are present at the array site, namely: (1) granite, (2) gabbro

and (3) rhyolite. The information in these maps is transcribed onto

the array configuration map of Fig. VII.7.1.

Johnson and Olheft (1984) and Bott (1982) give the following typical

values for density and P-wave velocities (at a pressure of 0.3 Kbar,

corresponding to a depth of I km) for these rock types:

Density (g/cm ) Velocity (km/s)

Granite 2.66 5.91

Gabbro 2.99 6.74

Rhyolite 2.(0 -

One should keep in mind that these values represent averages over a

large number of samples from various geological environments. Wwe

think, however, that these values could be used, with due care, for



- :24 -

the site considered here. For instance, such values can be used to

estimate reflection coefficients (f possible subsurface interfaces.

The possible existence of such interfaces beneath the array can be

inferred from data from a reflection seismic survey that was carried

out in 1983. Reflection data were collected along the profiling line

shown in Fig. VII.7.1. The length of the line was approximately 2500 m

and charges of 1.4 kg of explosivts were fired in 8 m deep boreholes

spaced at 40 m intervals along tht profile. Each shot was recorded on

a spread of 24 geophones at 20 m ntervals, with a constant distance

of 120 m between the shot and the nearest geophone. The data were

recorded using NORSAR's reflection profiling instrumentation (Texas

Instruments DFS-V). A sampling rate ot 2 ms was chosen, and the analog

filters had cutoffs at 8 and 256 Hz. The recording interval was 20 s

for each shot. The field work and subsequent processing of the data

was organized and carried out by NORSAR personnel, notably Havar

Gj~ystdal, Paul W. Larsen and Ottar A. Sandvin.

The data were subjected to conventional CDP-stacking with a 10 m

interval between consecutive traces in the stacked section, giving a

6-fold coverage (except at the ends of the profile). The section shown

in Fig. VII.7.2 resulted from this processing and shows the data

filtered in the 100-250 Hz band. The section covers a two-way travel

time (TWT) of 0.0-1.0 s.

Several interesting features can Te observed in the section of Fig.

VII.7.2. First of all, we see a dipping interface that appears to

intersect the surface near the southern end of the profile. The TWi of

0.37 s observed at the northern end of the profile indicates a depth

of roughly 1 km at that point, giving a dip of approximately 20".

Based on the available information on the surface geology, we specu-

late that this horizon represents the interface between the granite
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and the gabbro, which is outcropping near the southern end of the pro-

file, see Fig. VII.7.2. The reflection coefficient resulting from den-

sity and velocity changes across a granlte/gabbro interface could

become significant and would be of the order of 0.12, using the values

given above.

In addition to this dipping interface, there are at least two clearly

observable events in Fig. VII.7.2. One of these is dipping across the

middle of the section at arn ad 0.5-0.6 s TWT, and the other is an

apparently flat horizon at about 0.8 s TWT. Suffice it here to point

to these arrivals, without going any further into geological interpre-

tations.

The recording interval cf 20 s for each shot made it possible to look

for conerent arrivals from depths even larger than the base of the

crust. Extensive plotting of sections for TWT intervals within the

1.0-20.0 s range only revealed one such arrival that could be traced

over any length of distance and tentatively attributed to a definite

structure at depth. This event is seen at about 5.5 s TWT in the

middle of the section of Fig. VII.7.3. The corresponding depth would

be approximately 18 km.

Local geology of the Finnmark array site

Only very limited information is yet ivailable on the local geology of

the new regional array site in Finnmark, northern Norway. The Nor-

wegian Geological Survey has published a regional geological map of

the Karasjok, Finnmark area (Skilvoll, 1972). This mr.p shows that all

seismometers of the new array are within an outcropping gabbro for-

mation approximately 4 x 10 km large. This gabbro window is located

within the Karasjok Group, which consists of metamorphic sedimentary

and igenous rocks of age 2000 million years. It is therefore reason-

able to assume the existence of high-density, high-velocity material
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at the surface all across the new array. The possible existence of

subsurface layering is, however, -nknown at this time.

S. Mykkeltveit
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