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-NAVAL C3 DISTRIBUTED TACTICAL DECISIONMAKING

1. PROJECT OBJECTIVES

The objective of the research is to address analytical and computational issues that arise in the
modeling, analysis and design of distributed tactical decisionmaking. The research plan has been

organized into two highly interrelated research areas:

(a) Distributed Tactical Decision Processes;,

(b) Distributed Organization Design.

The focus of the first area is the development of methodologies, models, theories and algorithms

directed toward the derivation of superior tactical decision, coordination, and communication

strategies of distributed agents in fixed organizational structures. The framework for this research

* is normative.

The focus of the second area is the development of a quantitative methodology for the evaluation

and comparison of alternative organizational structures or architectures. The organizations

considered consist of human decisionmakers with bounded rationality who are supported by C3

systems. The organizations function in a hostile environment where the tempo of operations is

fast; consequently, the organizations must be able to respond to events in a timely manner. The

framework for this research is descriptive.

2. STATEMENT OF WORK

.' The research program has been organized into seven technical tasks -- four that address primarily

the theme of distributed tactical decision processes and three that address the design of distributed

organizations. An eighth task addresses the integration of the results. They are:

2.1 Real Time Situation Assessment: Static hypothesis testing, the effect of human constraints

and the impact of asynchronous processing on situation assessment tasks will be 0
. explored. u]

2.2 Real Time Resource Allocation: Specific research topics include the use of algebraic

structures for distributed decision problems, aggregate solution techniques and

coordination.
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2.3 Impact of Informational Discrepancy: The effect on distributed decisionmaking of

different tactical information being available to different decisionmakers will be explored.

The development of an agent model, the modeling of disagreement, and the formulation
of coordination strategies to minimize disagreement are specific research issues within this

task.

2.4 Constrained Distributed Problem Solving: The agent model will be extended to reflect

human decisionmaking limitations such as specialization, limited decision authority, and

limited local computational resources. Goal decomposition models will be introduced to

derive local agent optimization criteria. This research will be focused on the formulation

of optimization problems and their solution.

2.5 Evaluation of Alternative Organizational Architectures: This task will address analytical
Aand computational issues that arise in the construction of the generalized

* performance-workload locus. This locus is used to describe the performance

characteristics of a decisionmaking organization and the workload of individual

-. decisionmakers.

2.6 Asynchronous Protocols: The use of asynchronous protocols in improving the timeliness

of the organization's response is the main objective of this task. The tradeoff between
timeliness and other performance measures will be investigated.

2.7 Information Support Structures: In this task, the effect of the C3 system on organizational

performance and on the decisionmaker's workload will be studied.

2.8 Integration of Results: A final, eighth task, is included in which the various analytical and

computational results will be interpreted in the context of organizational bounded

rationality.
"

3. STATUS REPORT

In the context of the first seven tasks outlined in Section 2, a number of specific research

problems have been formulated and are being addressed by graduate research assistants under the

supervision of project faculty and staff. Research problems which were completed prior to or
'S, were not active during this last quarter have not been included in the report.

3
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3.1 DISTRIBUTED TEAM HYPOTHESIS TESTING WITH EXPENSIVE
COMMUNICATIONS

Backgrund: In Conmand-Control-and-Commuunication (C3) systems multiple hypothesis testing

- ..-. problems abound in the surveillance area. Targets must be detected and their attributes must be

established; this involves target discrimination and identification. Some target attributes, such as
location, are best observed by sensors such as radar. More uncertain target locations are obtained

by passive sensors, such as sonar or IR sensors. However, target identity information requires
other types of sensors (such as ESM receivers, IR signature analysis, human intelligence etc). As

a consequence in order to accurate locate and identify a specific target out of a possibly large
potential population (including false targets) one must design a detection and discrimination
system which involves the fuzing of information from several different sensors generating
possibly specialized information about the target. These sensors may be collocated on a platform

(say a ship in a Naval battle group) or be physically dispersed as well (ESM receivers exist in
0 every ship, aircraft, and submarine). The communication of information among this diverse

sensor family may be difficult (because of EMCQN restrictions) and is vulnerable to enemy
.7.; countermeasure actions (physical destruction and jamming). It is this class of problems that

motivates our research agenda.

- To put it another way the fusion of information derived from dispersed sensors and decision
nodes requires communication. To discourage nonessential communication we would like to put a
price on each transmitted bit. In this manner, extensive communications would occur only if the

decision warrants them.

* Research Goals: We are conducting research on distributed multiple hypothesis testing using

-p several decision -makers, and teams of decision-makers, with distinct private information and
limited communications. This is the simp 'tst possible non-trivial distributed decision problem,

whose centralized counterpart is well understood and straight-forward to compute. The goal of
this research is to unfi' our previous research in situation assessment, distributed hypothesis

testing, and impact of informational discrepancy; and to extend the methodology, mathematical

theory and computational algorithms so that we can synthesize and study more complex
organizational structures. The solution of this class of basic research problems will have impact in
structuring the distributed architectures necessary for the detection, discrimination, identification

and classification of attributes of several targets (or events) by a collection of distinct sensors (or

A,. 4
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dispersed human observers).

I The objective of the distributed organization will be the resolution of several possible hypteses

based on many uncertain measurements. Each hypothesis will be characterized by several
attributes. Each attribute will have a different degree of observability to different decision makers
or teams of decision makers; in this manner, we shall model different specialization expertise
associated with the detection and resolution of different phenomena. Since each hypothesis will
have several attributes, it follows that in order to reliably confirm or reject a particular hypothesis,

* two or more decision-makers (or two or more teams of decision-makers) will have to pool and
fuze their knowledge.

Extensive and unecessary communication among the decision-makers will be discouraged by
explicitly assigning costs to certain types of communication. In this manner, we shall seek to
understand and isolate which communications are truly vital in the organizational performance; the

* very problem formulation will discourage communications whose impact upon performance is
minimal. Quantitative tradeoffs will be sought.

We stress that we shall strive to design distributed organizational architectures in which teams of
teams of decision-makers interact. For example, a team may consist of a primary decision-maker
together with a consulting decision-maker -. the paradigm used by Papastavrou and Athans.

The methodology that we plan to employ will be mathematical in nature. To the extent possible we
shall formulate the problems as mathematical optimization problems. Thus, we seek normative
solution concepts. To the extent that human bounded rationality constraints are available, these
will be incorporated in the mathematical problem formulation. In this case, the nature of the
results will correspond to what is commonly refered to as normative/descriptive solutions.
Therefore, we visualize a dual benefit of our basic research results. From a purely mathematical

point of view, the research will yield nontrivial advances to the distributed hypothesis-testing
rA problem; an very difficult problem from a mathematical point of view. From a psychological

perspective, we hope that the normative results will suggest counterintuitive behavioral patterns of
-even perfectly rational -- decision-makers operating in a distributed tactical decision-making

environment; these will set the stage for designing empirical studies and experiments and point to
key variables that should be observed, recorded and analyzed by cognitive scientists. From a

military C3 viewpoint, the results will be useful in structuring distributed architectures for theV1
S5
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surveillance/discrimination function.

Progress during the past quarter: In the past quarter we completed the investigation of the

problem of ternary hypothesis testing by a team of two cooperating decision makers;

communication between the two decision-makers is costly and consists of a finite alphabet. The

problem is to distinguish among three different hypotheses. Each decision-maker obtains an

uncertain measurement of the true hypothesis. The so-called primary decision-maker has the

option of making the final team decision or consulting, at a cost, the consulting decision-maker.

The consulting decision-maker is constrained to provide information using a ternary alphabet. The

team objective is to minimize the probability of error together with the communications cost (if

any). Mr. Papastavrou, under the supervision of Prof. Athans, has derived all necessary

equations. However, due to the severe complexity of these equations, we decided not to write the

% necessary software for their solution at the present time.

* Mr. Papastavrou and Professor Athans have initiated the investigation of a class of distributed

decision problems originally analyzed by L. Ekchian in his Ph.D. thesis (1983). Consider the

problem of binary hypothesis testing by two decision makers (DMs) connected in tandem. The

upstream" DM communicates his conclusion to the "downstream" DM who then blends his

measurement with the "upstream" decision, and generates the final decision for the team. The

quality of each DM can be quantified by his receiver operating characteristic (ROC) curve.

Dominance of the ROC curves can be used to indicate that a particular DM is clearly better than the

other one. Ekchian had posed the (reasonable) conjecture that the better DM should be the

downstream one. We have been able to verify this conjecture for a class of gaussian problems,

and we are attemting to either prove the conjecture in general, or construct a counter-example.

This line of inquiry is important because it would point out how relative expertise of DMs should

impact organizational design.

Mr. Pothiawala and Professor Athans have also examined the above problem under the

assumption that the upstream DM is allowed to communicate with more than two bits his tentative

decision to the downstream DM. We seek to understand the value of each additional bit of

communicated information to the overall improvement of the distributed team objective (e.g. the

weighted probability of error).

Documentation: We have started a paper on the binary hypothesis testing problem for presentation

at the upcoming JDL C2 Symposium in June 1988. An abstract has been submitted.

6
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3.2 DISTRIBUTED HYPOTHESIS TESTING WITH MANY AGENTS

B'.kgr.nd: The goal of this research project is to develop a better understanding of the nature of
the optimal messages to be transmitted to a central command station (or fusion center) by a set of

.. agents (or sensors) who receive different information on their environment. In particular, we are

interested in solutions of this problem which are tractable from the computational point of view.

Progress in this direction has been made by studying the case of a large number of agents.
Normative/prescriptive solutions are sought.

Problem Statement: Let H0 and H1 be two alternative hypotheses on the state of the environment

and let there be N agents (e.g. intelligent sensors) who possess some stochastic information

related to the state of the environment. In particular, we assume that each agent i observes a

random variable Yi with known conditional distribution P(yilHj), j = 0, 1, given either

hypothesis. We assume that all agents have information of the same quality, that is, the random
variables are identically distributed. Each agent transmits a binary message to a central fusion

center, based on his information yi. The fusion center then takes into account all messages it has

received to declare hypothesis H0 or H, true. The problem consists of determining the optimal

strategies of the agents as far as their choice of message is concerned. This problem has been
long recognized as a prototype problem in team decision theory: It is simple enough so that

analysis may be feasible, but also rich enough to allow nontrivial insights into optimal team

decision making under uncertainty.

Results: This problem has been studied by Prof. J. Tsitsiklis. Past results [1-2] can be

summarized as follows: Under the assumption that the random variables yi are conditionally

independent (given either hypothesis), it is known that each agent should choose his message

based on a likelihood ratio test. Nevertheless, we have constructed examples which show that

even though there is a perfect symmetyy in the problem. it is optimal to have different agents use

different thresholds in their likelihood ratio tests. This is an unfortunate situation, because it

0. ,severely complicates the numerical solution of the problem (that is, the explicit computation of the

decision threshold of each agent). Still, we have shown that in the limit, as the number of agents

becomes large, it is asymptotically optimal to have each agent use the same threshold.
Furthermore, there is a simple effective computational procedure for evaluating this single optimal

7
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threshold.

We have also shown that if each agent is to transmit K-valued, as opposed to binary messages,

then still each agent should use the same decision rule, when the number of agents is large.
Unfortunately, however, the computation of this particular decision rule becomes increasingly
harder as K increases.

* We have also investigated the case of M-ary (M > 2) hypothesis testing and constructed examples

showing that it is better to have different agents use different decision rules, even in the limit as

N--o. Nevertheless, we have shown that the optimal set of decision rules is not completely

arbitrary. In particular, it is optimal to partition the set of agents into at most M(M-1)/2 groups

and, for each group, each agent should use the same decision rule. The decision rule

corresponding to each group and the proportion of the agents assigned to each group may be

determined by solving a linear programming problem, at least in the case where the set of possible

observations by each agent is finite.

Finally, results have been obtained which cover the Neyman-Pearson (as opposed to Bayesian)

version of the problem, in the case of M=2 hypothesis. The asymptotically optimal solution has

been found and involves the KuUback-Liebler information distance.

Currently, research is being carried out by Prof. J. Tsitsiklis and a graduate student, Mr. George

-Polychronopoulos, and involves the following two directions.

(a) We have considered a class of symmetic detection problems in which given any hypothesis

Hi, each sensor has probability E of making an observation indicating that some other

* hypothesis H- is true. A simple numerical procedure has been found which completely solves

this problem. Furthermore, a closed form formula for the optimal decision rules has been

found for the case where the "noise intensity" E is very small.

(b) In the context of the above symmetric problem we have posed problems of the following type:

"Is it preferable to have N sensors each one transmitting D bits, or N/K sensors, each one

transmitting KD bits? A complete solution has been found. The formulation represents a

fundamental design problem in the design of distributed sensor systems.

8
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We have also conducted research which addresses the issue of the validity of asymptotic

considerations, when the number of agents N is moderate (N=5), with encouraging results.

-..- The above results will be reported in the Masters thesis of Mr. Polychronopoulos (expected in the

spring of 1988) and on a subsequent journal paper.

Documentation

[1] J. N. Tsitsiklis, "On Threshold Rules in Decentralized Detection," Proc. 25th IEEE
Conference on Decision and Control, Athens, Greece, December 1986; also LIDS-P-1570,
Laboratory for Information and Decision Systems, MIT, Cambridge, MA, June 1986.

(21 J. N. Tsitsiklis, "Decentralized Detection by a Large Number of Sensors," LIDS-P-1662,
- April 1987; to appear in Mathematics of Control, Signals and Systems, 1988.

-,.'.*

* 3.3 COMMUNICATION REQUIREMENTS OF DIVISIONALIZED

ORGANIZATIONS

Background: In typical organizations, the overall performance cannot be evaluated simply in

terms of the performance of each subdivision, as there may be nontrivial coupling effects between

distinct subdivisions. These couplings have to be taken explicitly into account; one way of doing

so is to assign to the decisionmaker associated with the operation of each division a cost function

which reflects the coupling of his own division with the remaining divisions. Still, there is some

freedom in such a procedure: For any two divisions A and B it may be the responsibility of either

decisionmaker A or decisionmaker B to ensure that the interaction does not deteriorate the

performance of the organization. Of course, the decisionmaker in charge of those interactions

needs to be informed about the actions of the other decisionmaker. This leads to the following

problem. Given a divisionalized organization and an associated organizational cost function,

. assign cost functions to each division of the organization so that the following two goals are met:

a) the costs due to the interaction between different divisions are fully accounted for by the

subcosts of each division; b) the communication interface requirements between different

divisions are small.

In order to assess the communication requirements of a particular assignment of costs to

divisions, we take the view that the decisionmakers may be modeled as boundedly rational

9
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individuals, that their decisionmaking process consists of a sequence of adjustments of their

decisions in a direction of decreasing costs, while exchanging their tentative decisions with other

decisionmakers who have an interest in those decisions. We then require that there are enough

communications so that this iterative process converges to an organizationally optimal set of

decisions.

Problem Statement: Consider an organization with N divisions and an associated cost function
J(xJ ... ,xN), where xi is the set of decisions taken at the i-th division. Alternatively, xi may be

viewed as the mode of operation of the i-th division. The objective is to have the organization

operating at a set of decisions (x1,..., xN) which are globally optimal, in the sense that they

minimize the organizational cost J. We associate with each division a decisionmaker DM i, who is

in charge of adjusting the decision variables xi . We model the decisionmakers as "boundedly

rational" individuals; mathematically, this is translated to the assumption that each decisionmaker

will slowly and iteratively adjust his decisions in a direction which reduces the organizational

costs. Furthermore, each decisionmaker does so based only on partial knowledge of the

organizational cost, together with messages received from other decisionmakers.

N

Consider a partition J(x l,...,xN) = J'(xlp...,xN) of the organizational cost. Each subcost ji

reflects the cost incurred to the i-th division and in principle should depend primarily on xi and

only on a few of the remaining xj's. We then postulate that the decisionmakers adjust their
',-.

decisions by means of the following process (algorithm):

'p.i (a) DM i keeps a vector x with his estimates of the current decision xk of the other decision-
S

makers; also a vector X with estimates of Xk _Jk/ax i, for k i. (Notice that this partial1'

derivative may be interpreted as DMi's perception of how his decisions affect the costs

incurred to the other divisions.

N

(b) Once in a while DMi updates his decision using the rule x: = xi  k(y is a small
k=1

10
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positive scalar) which is just the usual gradient algorithm.

(c) Once in a while DM i transmit his current decision to other decisionmakers.

(d) Other decisionmakers reply to DM i, by sending an updated value of the partial derivative

ajk-...

It is not hard to see that for the above procedure to work it is not necessary that all DM's

communicate to each other. In particular, if the subcost Ji depends only on xi, for i, there would

be no need for any communication whatsoever. The required communications are in fact

determined by the sparsity structure of the Hessian matrix of the subcost functions Ji. Recall now

that all that is given is the original cost function J; we therefore, have freedom in choosing the Jis

and we should be able to do this in a way that introduces minimal communication requirements;

that is, we want to minimize the number of pairs of decisionmakers who need to communicate to

* each other.

Progress to Date: A graduate student, C. Lee, supervised Prof. J. Tsitsiklis, undertook the task

of formulating the problem of finding partitions that minimize the number of pairs of DM's who
need to communicate to each other, as the topic of his SM research. It was realized that with a

naive formulation the optimal allocation of responsibilities, imposing minimal communication
requirements, corresponds to the centralization of authority. Thus, in order to obtain more

realistic and meaningful problems we did incorporate a constraint requiring that no agent should

be overloaded. A number of results have been obtained for a class of combinatorial problems,
corresponding to the problem of optimal organizational design, under limited communications. In

particular certain cases were solved; other cases have been successfully reformulated as linear

network flow or assignment problems, for which efficient algorithms are known, and finally,

somes cases were shown to be intractable combinatorial problems (NP-complete).

This line of research is now essentially complete. Most results have been reported in the Maters
thesis of Mr. C. Lee [I ]. A journal paper will be prepared in the next few months covering both

the philosophical and the technical aspects of this work.

* -. Documentation:

[1] C. Lee, "Task Allocation for Efficient Performance of a Decentralized Organization,
LIDS-TH-1706, S.M. Thesis, Laboratory for Information and Decision Systems, MIT,

lo.
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Cambridge, MA, September 1987.

3.4 COMMUNICATION COMPLEXITY IN DISTRIBUTED PROBLEM

SOLVING

Background: The objective of this research effort is to quantify the minimal amount of

information that has to be exchanged in an organization, subject to the requirement that a certain

goal is accomplished, such as the minimization of an organizational cost function. The problem

becomes interesting and relevant under the assumption that no member of the organization

"knows" the entire function being minimized, but rather each agent has knowledge of only a piece

of the cost function. A normative/prescriptive solution is sought.

Problem Formulation: Let f and g be convex function of n variables. Suppose that each one of

two agents (or decisionmakers) knows the function f (respectively g) , in the sense that he is able

to compute instantly any quantities associated with this function. The two agents are to exchange

a number of binary messages until they are able to determine a point x such that f(x) + g(x)

- comes within E of the minimum of f+g, where c is some prespecified accuracy. The objective is

" to determine the minimum number of such messages that have to be exchanged, as a function of E

and to determine communication protocols which use no more messages than the minimum

amount required.

Results: Several variations of this problem have been studied and solved by Professor J. Tsitsiklis

and a graduate student Zhi-Quan Luo. Results have been reported in [1].

An interest ng L.,;alitative feature of the communication-optimal algorithms discovered thus far is

the following: It is optimal to transmit aggregate information (the most significant bits of the

" gradient of the function optimized) in the beginning; then, as the optimum is approached more

refined information should be transferred. This very intuitive result seems to correspond to

realistic situtations in human decisionmaking.

0.- 7More recently, we have considered a new formulation in which the messages are real-valued,

rather than discrete. A prototype problem is to assume that each one of two agents knows a n x n

matrix Ai, i = 1,2. The objective is to compute a particular entry of (A I+A2Y1. This problem

arises, for example in distributed optimization of a cost function of the form x'Alx+x'A 2x+x'b.

E' 12
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K.

An obvious solution is for agent 1 to transmit all of the entries of A1 to agent 2 who then

performs the required computations. This scheme requires n2 communications. We haveN succeeded in showing that there exists no method which will do with fewer than 0(n 2)

communications. That is information must be centralized. On the technical side, we have
restricted to communication protocols which are smooth rational functions of the original data A I,

A2. (Otherwise n2 numbers could have been coded in a single real number). The proof of our

result uses novel techniques and makes use of certain results in algebraic geometry.

Documentation:

[1] J. N. Tsitsiklis and Z.-Q. Luo, "Communication Complexity of Convex Optimization,"
LIDS-P-1617, Laboratory for Information and Decision Systems, MIT,October 1986; Proc.
25th IEEE Conference on Decision and Control, Athens, Greece, December, 1986; also an
invited talk was given at the 2nd Symposium on Complexity of Approximately Solved
Problems, Columbia University, New York, April 1987; also, Journal of Complexity, 3,
1987, pp. 231-243.

3.5 DISTRIBUTED ORGANIZATION DESIGN

Background: The bounded rationality of human decisionmakers and the complexities of the tasks

they must perform mandate the formation of organizations. Organizational architectures distribute

the decisionmaking workload among the members: different architectures impose different

individual loads and result in different organizational performance. Two measures of

organizational performance are accuracy and timeliness. The first measure of performance

addresses in part the quality of the organization's response. The second measure reflects the fact

Se.." that in tactical decisionmaking when a response is generated is also significant: the ability of an

organization to carry out tasks in a timely manner is a determinant factor of effectiveness.
@

The scope of work was divided into three tasks:

(a) Evaluation of Alternative Organizational Architectures;
f~i! (b) Asynchronous Protocols; and

" " (c) Information Support Structures.

During this year. the research effort has been organized around three foci. In the first one, we

13
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continue to work on the development of analytical and algorithmic tools for the analysis and

design of organizations. In the second, we are integrating the results obtained thus far through the

development of a workstation for the design and analysis of alternative organizational
architectures. Finally, the experimental program, initiated last year with the objective of collecting
data necessary to calibrate the models and evaluate different architecturs for distributed

decisionmaking, has been continuing and is expanding.

3.5.1 Design and Evaluation of Alternative Organizational Architectures.

In order to design an organization that meets some performance requirements, we need to be able

to do the following:

* .1 (a) Articulate the requirements in qualitative and quantitative terms;
()Generate candidate arhitectresr that me oeo h eurmns

* (c) Evaluate the candidate organizations with respect to the remaining requirements;

* (d) Modify the designs so as to improve the effectiveness of the organization;

The generalized Performance Workload locus has been used as the means for expressing both the

requirements that the organization designer must meet and the performance characteristics of any

specific design. Consider an organization with N decisionmakers. Then the Performance
Workload space is an N+2 dimensional space in which two of the dimensions correspond to the

measures of the organization's performance (say, accuracy and timeliness) and the remaining N
dimensions correspond to the measure of the workload of each individual decisionmaker. Two
loci can be defined. First, the Requirements locus is the set of points in this N+2 dimensional

space that satisfy the performance and workload requirements associated with the task to be
performed by the organization. The second, the System locus, is the set of points that are

achievable by a particular design. The design problem can then be conceptualized as the reshaping

and repositioning of the System locus in the Performance Workload space so that the

requirements are met.

Three thesis projects were completed during this period. The individual problem statements and a
decription of the results follow:

ii, 14
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Modeling and Evaluation of Variable Structure Organizations

Problem Statement: Develop a methodology for modeling and analyzing classes of

variable-structure organizations, i.e., organizations where the interactions between decision
.-.'.-.makers can change. These organizations, named VDMO from now on, can be classified

according to what factors trigger the change. Three types have been defined:

- Type I Variability: The VDMO adapts the structure of its interactions to the
input it processes.

- Type 2 Variability: The VDMO adapts the structure of its interactions to
changes in the environment in which it functions.

5,..,

% - Type 3 Variability: The VDMO adapts the structure of its interactions to
changes in its own components. For instance, it can reconfigure itself to
perform its task when its resource availability has changed.

.4"..,

*In both Type 2 and 3 VDMOs, the issue of the detection by the organization that a change has

* "occurred has not been addressed. These three types of variability can exist concurrently in a given

-'.- organization; however, for their analysis and for the evaluation of their effects on system
performance, they have been treated separately.

Prgm tDa: This problem was addressed by Jean-Marc Monguillet under the supervision of
Dr. A. H. Levis. The focus of the research effort has been the modeling and analysis of variable

structure organizations using Predicate Transition Nets.

The System Effectiveness Analysis methodology has been extended to account for variable

structure organizations. A Measure of Effectiveness has been proposed for each type of variable

DMO. A mathematical formulation for the computation of that MOE has been established.

A modeling methodology has been described providing a representation of DMO's by functions.

The main features of that methodology is the decoupling between the pattern of interactions and

the identity of decisionmakers, who are modeled by tokens and treated like any other resources.
The Predicate Transition Nets formalism has been adapted to allow such representation.

An example illustrating the overall procedure has been developed. It consists of three candidate

designs for an air defense task. Each of these candidates is composed of three decisionmakers,
* inamely one Headquarters and two Field Units. Two organizations have a fixed structure, and the

% 15
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third one is type 1 variable; for some tasks, it adapts the pattern of interactions to a pattern
* comparable to that of the first fixed structure DM0. For some others, it takes the other pattern.

- The results of the comparison of these designs are that a particular organizational design cannot be
selected in general on the basis of its performance characteristics alone, as presented in the form
of a system locus. The Effectiveness of each candidate has to be evaluated quantitatively for each
set of mission requirements; then zones can be defined in the requirements space which
characterize for each organization the ranges of mission requirements for which it is the most
effective. In that particular case, the set of mission requirements for which the variable structure
organization has the highest Effectiveness can be computed. It has been shown clearly that a
variable structure organization was preferable to the fixed structure ones when the requirements
were such that one fixed design was not timely enough, whereas the other was not accurate
enough. Type 1 variability provided a compromise between extreme performance of
organizations with fixed structure.

Documentation: The thesis of J.-M. Monguillet has been issued as a LIDS report.K [I] Jean-Marc Monguillet, "Modeling and Evaluation of Variable structure Organizations," S.M.
Thesis, Report LIDS-TH-1730, Laboratory for Information and Decision Systems, MIT,
Cambridge, MA, December 1987.

Design of Organizations

Otiective: Given a feasible organizational architecture, develop a methodology for (a) identifying
- . the functions that must be performed by the organization in order that the task be accomplished,
- (b) selecting the resources (human, hardware, software) that are required to implement these

- - functions, and (c) integrating these resources - through interactions - so that the system operates

effectively.

Prgrs t Dt: This research problem has been investigated by Stamos K. Andreadakis under
the supervision of Dr. A. H. Levis. A doctoral thesis has been defended successfully inI December and the dissertation is in the final stages of preparation. The results of this task will be
reported in the next progress report.

16
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Documentation:

[1] A. H. Levis and S.K. Andreadakis, Computer-Aided Analysis of Organizations," Proc.
25th IEEE Conference on Decision and Control, Athens, Greece, December 1986.

[2] S.K. Andreadakis and A. H. Levis, "Accuracy and Timeliness in Decision-Making
Organizations," Proc. 10th IFAC World Congress, July 27-31, 1987, Munich, FRG and
Proc. 9th MIT/ONR Workshop on C3 Systems, LIDS-R-1624, MIT Cambridge, MA,

4December 1986.

[3] S. K. Andreadakis and A. H. Levis, "Design Methodology for Decision-Making
Organizations," Proc. of 1987 Symposium on C- Research, National Defense University,
Washington DC, June 1987.

Performance Evaluation of Organizations with Decision Aids

v.. Problem Statement: Analyze and evaluate the impact of decision aids, i.e., preprocessors and

decision support systems, on the effectiveness of decisionmaking and information processing

. organizations. In particular, investigate the concept of coordination of decisionmakers assisted by
those decision aids.

Progress o Date: A Master's Thesis has been completed by Jean-Louis Grevet under the

supervision of Dr. A.H. Levis. From a conceptual standpoint, the idea of coordination in

decision-making organizations embodies three classes of issues:

- the extent to which the decisionmakers constitute a team.
- the synchronization of the decisionmakers' activities.
- the consistency of the information processed by the different members

of the organization.

0 The latter class of issues is primarily related to the fact that decisionmakers do not necessarily

process data that are consistent because they have different geographical or temporal origins : For

instance, two different decisionmakers can process data originating from different sensors or

, different databases as well as data originating from a common database but accessed at different

0. instants.

The work focused on these three of issues:

S.
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(a) The concept of team of decision-makers has been clarified. A team of decisionmakers is

defined as being an organization in which the members:
,- have a common goal

- have the same interests and same perception of the environment
- have activities which must be coordinated so that they achieve a higher performance.

Thus, for a task X with probability distribution p(X) and a cost function c(X) for the
organization, one condition for the organization to be a team is that its members have the same

'p'..: perception of the task, pT(X), i.e. the same beliefs about the task, and assign the same cost

c.r(X) to each input, i.e., have the same interests as far as the task is concerned.

The team will account perfectly for the organizational objectives when:

p PT(X) =p(X) and cT(X) =c(X)

(b) The issue of synchronization is related to the interactions between the decisionmakers that

take place during the decisionmaking process. It is thus a dynamic characteristic of the

organization. When a decisionmaker DM i processes some information, the total processing

time of this input for DMi consists of two distinct parts:

*,the time Tt during which the decisionmaker actually processes the information

the time Tp spent by the information in the memory of the decisionmaker
..

without being processed.

The time T is the result of two factors:

information can remain in the memory of the decisionmaker until he decides to process
it using the relevant algorithm. In this case, the decisionmaker processes several
pieces of information at the same time. Since a particular algorithm cannot process two

inputs at the same time, some inputs will have to remain unprocessed in memoryII waiting until he relevant algorithm is free.

Information can also stay in memory because the decisionmaker waits to receive a

18
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necessary piece of information from another decisionmaker or a decision support

system.

An organization is perfectly synchronized when, for the whole decisionmaking process, the
decisionmakers do not have to wait for information that they need in order to process the

information that is in memory. The synchronization degrades when the processing of some inputs

leads decisionmakers to wait for these data.

Synchronization is an important concept because the processing of information introduces three

kinds of baises:

- biases due to the uncertainty embodied in the information processe;

- biases due to tthe models used; and

- biases due to the value of information when the decisionmaker actually processes it.

If an item of information remains in memory for along time, the decisionmaker might well attach

less value to it when he actually processes it. This could lead to a degration of the effectiveness of

the organization.

(b) The consistency of information refers to whether or not different items of data can be fused

together without contraction. It is mission dependent. Data can be inconsistent if they have

different geographical or temporal origins: For instance, two different decisionmakers can
process data originating from different sensors or different databases as well as data

originating from a common database but accessed at different times.

The modeling of decisionmaking processes that require coordination has been completed using the

Predicate Transition Nets formalism. The tokens, which are the symbolic information carrier, are

Sidentified by three attributes:

""the time if entry in the net, Tn.

0 -the time of entry in a specific place, Td .

- the class c assigned to information items by the previous processing stage.

The rule of enablement of transitions is that the tokens in the input places must have the same

'4'". 19
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attribute Tn. It means that, when decisionmakers interact, they must refer to the same input.

Two measures that can be used for evaluating the coordination in decisionmaking organizations

have been defined:

- the degree of information consistency, D.

- the measure of synchronization, ST.
.t..

A simulation program of Predicate Transition Nets have been developed using the Design Open

Architecture Development Systems of Meta Software Corp., has been developed. It can be used

to get insight in the dynamics of decisionmaking process.

The impact of decision-aids on the coordination of decisionmaking organizations has been

assessed using the modeling and evaluation tools described above. A model of a decisionmaker

assisted by a decision support system has been proposed. It accounts for the fact that most real
. systems contain both elements of centralization and decentralization, i.e., the users can share

. certain resources - centralized databases or mainframes - and access individually other facilities

such as intelligent terminals. This modifies the strategy of each decisionmaker who must integrate

in his choices the possibility of requesting information from the DSS. Thus, each decisionmaker

has three alternatives vis-a-vis the DSS:

- he can ignore it and process the information by himself.
- he can query it and rely totally on the response.
- he can query it and compare the response to his own perception of the issue.

The evaluation of these choices has been carried out on an example, a two-person hierarchical
40 organization.

It has been found that decision-aids can modify the coordiantion of decisionmaking process by:

modifying a priority order with which different organization members

process the inputs.

increasing the number of information flow paths with different processing times.

20
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[1] J. L. Grevet, "Decision Aiding and Coordination Decision-Making Organizations," MS
Thesis, LIDS-TH-1737, Laboratory for Information and Decision Systems, MIT,
Cambridge, MA, January 1988.

[2] J. L. Grevet and A. H. Levis, "Coordination in Decision-Making Organizations,"
LIDS-P-1738, also to appear in Proc. 9th European Workshop on Applications and Theory
of Teri Nets, Venice, Italy, June 22-24, 1988.

[3) J. L. Grevet, L. Jandura, J. Brode, and A. H. Levis, "Execution Strategies for Petri Net
Simulation," to appear in Proc. 12th IMACS World Congress on Scientific Computation,
Paris, France, July 18-22, 1988.

MEETINGS

S,October 1. 1987: Newport. R.I.

Professors Athans and Tsitsiklis, Dr. Levis and research assistants, S. K. Andreadakis, J.

Azzola, V. Jin, J. Kyratzoglou and J. Papastavrou attended the Annual Review of the DTDM

program organized by the Office of Naval Research.

October 29. 1987: Kansas City. KS

Dr. Levis attended the 5th Annual Workshop on Command and Control Decision Aiding where he

presented one paper and participated in a panel discussion.

November 15. 1987: Oxnard. CA

Dr. Levis attended the meeting of the DOD Technical Groups on Human Factors Engineering and

Man-Machine Modeling and delivered an invited paper.

41-

November 25. 1987: San Diego. CA (NOSC)

Dr. Levis attended the Annual Review meeting of the Technical Panel on C3 of the Joint Directors

of Laboratories and presented a review of research on C3 at MIT/LIDS. He also discussed MIT

21
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work and its relevance for ASW problems with the ASW group at NOSC.

December 8. 1987: Los Angeles. CA

Dr. Levis attended the 26th IEEE Conference on Decision and Control, and participated in a panel

on SDIBattle Management.

5. RESEARCH PERSONNEL

Prof. Michael Athans, Co-principal investigator

Dr. Alexander H. Levis, Co-principal investigator

Prof. John Tsitsiklis

Mr. Stamatios Andreadakis graduate research assistant (Ph.D)

- Ms. Victoria Jin graduate research assistant (Ph.D)

Mr. Jason Papastavrou graduate research assistant (Ph.D)

Mr. Jean-Louis Grevet graduate research assistant (M.S.)

Mr. Jean-Marc Monguillet graduate research assistant (M.S.)

Ms. Anne-Claire Louvet graduate research assistant (M.S.)

Mr. Javid Pothiawala graduate research assistant (M.S.)

6. DOCUMENTATION

6.1 Theses

[1] J. N. Tsitsiklis, "Problems in Decentralized Decisionmaking and Computation," Ph.D.
Thesis, Dept. of EECS also. Report LIDS-TH- 1424, Laboratory for Information and
Decision Systems, MIT, December 1984.

[2] G. J. Bejjani, "Information Storage and Access in Decisionmaking Organizations,"
MS Thesis, Technology and Policy Program, ls.. Report LIDS-TH-1434,
Laboratory for Information and Decision Systems, MIT, January 1985.

[3] Y. V.-Y. Jin, "Delays for Distributed Decisionmaking Organizations," MS Thesis,
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Mechanical Engineering, also. Report LIDS-TH- 1459, Laboratory for Information and
Decision Systems, MIT, May 1985.

[41 K. L. Boettcher, "A Methodology for the Analysis and Design of Human Information
Processing Organizations," Ph.D., Thesis, Dept. of Electrical Engineering and
Computer Sciences, LIso Report LIDS-TH-1501, Laboratory for Information and
Decision Systems, MIT, September 1985.

[5] R. P. Wiley, "Performance Analysis of Stochastic Timed Petri Nets," Ph.D. Thesis,
Dept. of Electrical Engineering and Computer Sciences, n1i, Report LIDS-TH-1525,
Laboratory for Information and Decision Systems, MIT, January 1986.

[6] J. D. Papastavrou, "Distributed Detection with Selective Communications," MS
Thesis, Dept. of Electrical Engineering and Computer Sciences, alIs, Report

.
'
- LIDS-TH-1563, Laboratory for Information and Decision Systems, MIT, May 1986.

[71 C.M. Bohner, "Computer Graphics for Systems Effectiveness Analysis," MS Thesis,
Technology and Policy Program, also, Report LIDS-TH-1573, Laboratory for
Information and Decision Systems, MIT, June 1986.

[8] H. P. Hillion, "Performance Evaluation of Decisionmaking Organizations Using Timed
Petri Nets," MS Thesis, Technology and Policy Program, also9 Report

% LIDS-TH-1590, MIT, August 1986.

[9 P. A. Remy, "On the Generation of Organizational Architectures Using Petri Nets,"
MS Thesis, Technology and Policy Program, also, Report LIDS-TH-1630, Laboratory
for Information and Decision Systems, MIT, December 1986.

[10] C. Lee, "Task Allocation for Efficient Performance of a Decentralized Organization,"
•.-': MS, Thesis, Dept of EECS,.. , Report LIDS-TH-1706, Laboratory for Information

and Decision Systems, MIT, September 1987.

[11] J. M. Monguillet, "Modeling and Evaluation of Variable Structure Organizations," MS
Thesis, LIDS-TH-1730, Laboratory for Information and Decision Systems, MIT,
Cambridge, MA, December 1988.

[121 J. L. Grevet, "Decision Aiding and Coordination Decision-Making Organizations," MS
Thesis, LIDS-TH-1737, Laboratory for Information and Decision Systems, MIT,
Cambridge, MA, January 1988.

6.2 Technical Paners

[1] R. P. Wiley and R. R. Tenney, "Performance Evaluation of Stochastic Timed
Decision-Free Petri Nets," Proc. 24th IEEE Conference on Decision and Control,
December 11-13, 1985, Ft. Lauderdale, FL, pp. 558-563.

[2] G. J. Bejani and A. H. Levis, "Information Storage and Access in Decisionmaking
Organizations," LIDS-P-1466, Laboratory for Information and Decision Systems,

MIT, May 1986.

[31 J. N. Tsitsiklis and M. Athans, "On the Complexity of Decentralized Decisionmaking
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and Detection Problems, IEEE Trans. on Automatic Control, Vol. AC-30, No. 5, May
1985.

[4] V. Y.-Y. Jin and A. H. Levis, "Computation of Delays in Acyclical Distributed
Decisionmaking Organizations," LIDS-P-1488, Laboratory for Information and
Decision Systems, MIT, August 1985.

[5] K. L. Boettcher, and R. R. Tenney, "A Case Study in Human Team Decisionmaking,"
Proc. Systems, Man, and Cybernetics, Tucson, AZ, November 1985.

[6] K. L. Boettcher and R. R. Tenney, "On the Analysis and Design of Human
Information Processing Organizations," LIDS-P-1503, Proc. 8th MITIONR
Workshop on C3 Systems, December 1985.

[7] K. L. Boettcher and R. R. Tenney, "Distributed Decisionmaking with Constrained
Decisionmakers - A Case Study," Proc. 8th MIT/ONR Workshop on C3 Systems,
December 1985, also in IEEE Trans. on Systems, Man, and Cybernetics, Vol.
SMC-16, No. 6, November/December 1986.

[8] R. P. Wiley and R. R. Tenney, "Calculating Timed-Related Performance Measures of
a Distributed Tactical Decisionmaking Organization Using Stochastic Timed Petri
Nets, Proc. 8th MIT/ONR Workshop on C-Systems, December 1985.

[9] V. Y.-Y. Jin, A. H. Levis, and P. A. Remy, "Delays in Acyclical Distributed
Decisionmaking Organziations," LIDS-P-1528, Laboratory for Information and
Decision Systems, MIT, Cambridge, MA, also in Proc. 4th IFAC/IFORS Symposium
on Large Scale Systems: Theory and Applications, Zurich, Switzerland, August 1986.

[10] J. Papastravrou and M. Athans, "A Distributed Hypotheses-Testing Team Decision
-: .Problem with Communications Cost," LIDS-P-1538, Laboratory for Information and

Decision Systems, MIT, February 1986, also in Proc. 25th IEEE Conference on
Decision and Control, Athens, Greece, December 1986.

[11] J. Tsitsiklis, "On Optimal Thresholds in Decentralized Detection," Proc. 25th IEEE
Conference on Decision and Control, Athens, Greece, December 1986.

[12] A. H. Levis and S. K. Andreadakis, "Computer-Aided Design of Organizations,"
Proc. 25th IEEE Conference on Decision and Control, Athens, Greece, December
1986.

[13] P. Remy , A. H. Levis, V. Jin, "On the Design of Distributed Organizational
Structures," LIDS-P-1581, Laboratory for Information and Decision Systems, MIT,
July 1986, Proc. 10th IFAC World Congress, Munich, FRG, July 1987.

" [14] M. Athans, "Command-and-Control (C2) Theory: A Challenge to Control Science,"
IEEE Trans. on Automatic Control, Vol. AC-32, No. 4, April 1987, pp. 286-293.

[15] P.A. Remy and A. H. Levis, "On the Generation of Organizational Architectures Using
Petri Nets," Proc. Eighth European Workshop on Applications and Theory of Petri
Nets, Zaragoza, Spain, June 24-26, 1987.

[16] H.P. Hillion and A.H. Levis, "Timed Event-Graph and Performance Evaluation of
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Systems, Proc. Eighth European Workshop on Applications and Theory of Petri Nets,
Zaragoza, Spain, June 24-26, 1987.

[171 J. N. Tsitsiklis, D.P. Bertsekas, and M. Athans, "Distributed Asynchronous
Deterministic and Stochastic Gradient Optimization Algorithms," IEEE Trans. on
Automatic Control, Vol. AC-31, No. 9, September 1986.

- [18] S. K. Andreadakis and A. H. Levis, "Design Methodology for Decision-Making
Organizations," Proc. 1987 C3 Symposium, National Defense University , Fort
McNair, Washington DC, June 1987.

[19] A. C. Louvet, J. T. Casey, A. H. Levis, "Experimental Investigation of the Bounded
Rationality Constraint," Proc. 1987 C3 Symposium, National Defense University ,
Fort McNair, Washington DC, June 1987.

[20] H. P. Hillion and A. H. Levis, "Performance Evaluation of Decisionmaking
Organziations," Proc. 1987 C3 Symposium, National Defense University , Fort
McNair, Washington DC, June 1987.

[21] S. T. Weingaertner and A. H. Levis, "Evaluation of Decision Aiding in Submarine
Emergency Decisionmaking," Proc. 1987 C3 Symposium, National Defense

. University , Fort McNair, Washington DC, June 1987.

[22] P. J. F. Martin and A. H. Levis, "Measures of Effectiveness and C3 Testbed
Experiments," Proc. 1987 C3 Symposium, National Defense University , Fort
McNair, Washington DC, June 1987.

[231 P. A. Remy and A. H. Levis, "On the Gemration of Organizational Architectures Using
"-. . Petri Nets," Proc. Eighth European Workshop on Applications and Theory of Petri

Nets, Zaragoza, Spain, June 24-26, 1987; to appear in Advances in Petri Nets, 1988,
Springer-Verlag, Berlin.

[24] H. P. Hillion and A. H. Levis, "Timed Event-Graph and Performance Evaluation of
Systems," Proc. Eighth European Workshop on Applications and Theory of Petri Nets,
Zaragoza, Spain, June 24-26, 1987.
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SOrganizational Structures," Automatica, January 1988.
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LIDS-P-1738, also to appear in Proc. 9th European Workshop on Applications and
Theory of Teri Nets, Venice, Italy, June, 1988.

[30] J. L. Grevet, L. Jandura, J. Brode, and A. H. Levis, "Execution Strategies for Petri
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be the communication requirement (in the %%or,t case) of the particular
r protocol and let

C( . = inf (i,7- . rI 1.2

be the communication requirement under an optimal protocol. here IFi
is the class of all protocols w hich k ork properly, for a particular choice of
F. The quantl ( f l rF ma be called the t-( ,,muiil , 1 mpl.*ity of
the abo, e-defined problem of distributed. approximate. con\e\ optimi-
zation.

For the ,tboxe definition It, he precise. \we need to he specific regarding
-'., the notion ofa protocol: that is. we ht e to specif\ the set llI Fi of admissi-

ble protocols and thi, is \khat %e do ne\t. A protocol -,, consists of

(a i A termination time 7.

(b) A collection of funtion,, l i. I- 0. I i= 1.2.
t =0t.1,........7-1

Ic) A final function .) I. I;" I ]'. I

A protocol corresponds to the follo\ in,, sequence of e, ents. Each pro-
cessor P, receives its "input" I and then. at each time I 'ransmits to the

-. other processor P a binar. memage 'i Ti determined b

1 I = 0l . 1 . P it..... - I

Thus the message transmitted b\ a processor depends only on the func-
tion t know n b, it. together ill all messages it has receixed in the past.
At time T the exchange of message, ceases and processor P, picks a point

in 10. 1 according to

- = .,. -I)...... It T - Iln. 11.31

% The number C(fr .f-: F. z) of messages transmitted under this protocol is
simply 2T. We define llif-i as the set of all protocols with the property that
the point x generated b (1 .3) belongs toI .1f -f : El. for ever f ..f- E -.

A couple of remarks on our definition of protocols are in order.
%, (i) We have constrained each processor to transmit exactly one binary

message at each stage. This may be wasteful if. for example. a better
.%, protocol ma be found in which P, first sends many messages and then P.

transmit its owk n messages. Nevertheless. the waste that results can be at
* most a factor of two. Since. in this paper. we study only orders of magni-

tude. this tissue is unimportant.
(ii) We have assumed that the termination time T is the same for all f.

Or
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'",,t- E - .. esen thoU.h for certain "eas. functions the desired result ma\
have been obtained earlier. Again. this is of no concern because we are
interested in a \ orst case anal.0sis.

Ec/utcd Rc.cu., I

* The stud\ of communication complexit\ \,as initiated by Abelson
(1980) and Yao (1979). Abelson deals % ith problems of continuous vari-
able,,. in \khich an esact result is sought. and allo\w, the messages to be
real-valued. subiect to a constraint that the\ are smooth functions of the
input. This is a different t. pe of problem from ours, because %ke are
interested in an appro\imate reult and we are assuming binary messages.

Yao ( 1979) deals %% ith combinatorial problems. in \s hich message" are
binar, and an e\act result is obtained after finitel, man\ stages. This
reference ha,, been follo\ed b\ a substantial amount of research which
developed the theor\ further and also evaluated the communication com-
plesit.\ of selected combinatorial problem,, IPapadimitriou and Sipser.
1982: Papadimitriou and Tsitsiklis. 1982: Aho ct al.. 1983: Pang and El
Gamal. 1986: Mehlhorn and Schmidt. 19S,2: Ullman. 19841. The main
application of this research ha, been in VLSI. \shere communication

- comple\it\ con,,trains the amOUnt of information that has to flo\, from
one side of a chip to the other: this in turn determines certain trade-off, on
the achie\ablc performance of ,pecial-purpose \'LSI chips for computing
,certain functions Lllman. 19s 1 .

, Finall\. communication compleit \ has been also studied for models of
asnchronous distributed compuitalion. in \khich messages may reach
their destination after an arbitrary dela\ (A%\ erbuch and Gallager. 1985).

The communication complexity of the approsimate solution of prob-
lems of continuous \ariables has not been studied before. to the best of
our kno\\ledge. Ho\,e\er. there exists a large amount of theory on the
information requirements for solving lapproimately) certain problems
such as nonlinear optimization. and numerical integration of differential
equations (Nemiro;6sky and Yudin. 1983: Traub and Wozniakowski. 1980)
("information based complexit\*"). Here one raises questions such as.
Ho\A many gradient evaluation, are required for an algorithm to find a
point \A hich minimizes a convex function % ithin some prespecified accu-
racy E? We can see that. in this type of research, information flows one

ay-from a "memor. unit" (which knos\s the function being mini-
" mized) to the processor-and this is \A-hat makes it different from ours.

b: Outline

* • In Section 11 %k e establish straightfor, ard lo\ker bounds such as C( : 1
L- 00? log( I/0)). In Section I11 \se show that the naive distributed version
of ellipsoid-type algorithms leads to protocols with 0(0z' Iog(I/El(log n +

k, %..
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Io,(I v)) conlmunicdtion requirement' and %\e shoA that this upper bound
cannot be impro% ed substantiall \ ithin a restricted class of protocol,. In

.. Sections IV and V \ke partially close the gap bet'keen the abo\e-men-
tioned upper and IIt\ er bounds b presenting proto,:ol, %k ith O(log( I t)
communication requirements for the case ni = I (Section IV) and % ith ()tn
log Itlog I - log( I t L communication requirement, for the case of gen-
eral ni (Section V). under certain regularitl assumptions on the elements

" **Jof 4.. In Sectionr VI. \e pro% ide some discussion of possible extensions
and questions \,hich remain open.

I1. LO\ LR BOL [,Ds ON C .7 v)

Before s e pro\e an\ losser bound, \%e start " ith a fairls triv ,al lemma
,hose proof is omitted.

L i ',NlA 2.1. If ; C F )hc 'i C ,7 r - Ct , r .

Let he t h be the e of qud1,1 ic lnT,: ions of the form .f i) = I. - x .
,A ith r I [1. lJ" and ws here - is the Euclidean norm. Also. let b he the
set of functions of the form t.x) = imax,. ,v - i "here S I. Vi.

PROr'ost I io 2.2. t) C t.t, ,' : F t O o n - Iu r)t:

ili) Ct.T Ft - (n log(I 0).

Pi ol. (iI Consider a protocol lr, )1. ,N ith termination time Tand let
us stud', it, operation for the special case s heref. = 0. Let S be the rane
of the function Q corresponding to that protocol (see Eq. (1.31). \% henf=
0. Gisen tht the minimum of F- may be anyw,\here in [0. I]". S must
contain points % hich come ,ithin f'. in Euclidean distance, from e\er\
poin: in [(. )1,. Nosk. one needs at least (Aive ," Euclidean balls of
radius F' : to co' er 10. 1)'. N here A and B are absolute constants. (This
folloss by simpk taking into account the volume of a ball in n-dimen-
sional space. i Therefore. the cardinalit, of S is at least (An ' I . Gi\en
that the cardinalit\ of the rang_,e of a function is no larger than the cardinal-
it' of its domain it follo" s that the cardinality of S is no larger than 21.

'aTherefore. T -Otilog t - log( I4)n1. %%hich pro\ es the first part.
1ii1 The proof is almost identical to that of part (i) and is therefore

omitted. The only difference is that no" [0. 1]" is covered by balls in the
supremum norm and O(( E)' ) such balls are necessary and sufficient. 0

In the proof of Proposition 2.2 vse made use of the assumption that the
final result is alwa\ s obtained b\ processor Pl. Nevertheless. at the cost
of minor complications of the proof. the same lower bound may be ob-

Stained even if \Ae enlarge the class of allos ed protocols so that the proces-"- sor \A ho computes the final result is not prespecified.

-a,

' t
0.A



v~~~~ ~ ~V v--.7 W. L7 K, w -. V Wbj wV wi Mix Y*.'~ 2~~q M

0-
()%I O ILNit K 11MN (( I (1L I \lIN 235

Let it , (',stronglk con\e\ functions" be the set of all conlin l ki.l

dit ferentiable coni ex functionO I w ith the properties

SL.A - .\( q.) -"1 - ,AIL - 21)

.1 %1 - 11 .: VA o- 10. Ii'. (2.2

(Note that (2.1 implies that .1! 1.) Also. let .- be the ,et of convex
functions s, hich are bounded b\ and satisf,

thil -. /t\) "-- na\ \.- \ Vs. '

PROPOSit i 2t.-, (I II (t'(J, I 00ilog /I - loti I

61 1 (< i 1 h 0 11 i ll 1

l'r,,f. Part ii follow, from Proposition 2.2 and Lemmat 2 I. becau,,e
Z , [or part ii). \ss notc that a and lemm 2.1 pio5c,,

the reult for The re,.ult for peneral I follo\k bNecause an\ 1

cc ,/ can be sled so that It bclong, to . . .

A.*~11* N \I\ I 1.i'i'i R BiOL i-.2 III. b II l '' 1,I .I

c conider here a , raiehtfo, ai.od d iti ibiu cd er,on ofl the method Of
the centers of gro\ it I M(( i. %k hic h h,as been ,hot- n hb \c'nto sk\ and
'Yudin ( 19,S3 to be an optimal aiorithni in the ingle-proce.'or case for

functions in i; . in the ,ene that it require, a minimal number of gradient
e\ aluation,,. Thi, method ma\ be % iCs Cd a, a generalization of the ).kell-
knosn elir o I al/orifhm for linear prograrming (Papadimirriou and

* , Steie'litz. 19 2). \\e ,tart b\ describing the uniprocesor \ei ion of this
method and then ana\ zie the communication requirement,, of a distrib-
uted implenentation.

Thc AIC, .4,,,rti,,it t. o t,,,,,.,A k ,,,a d ',udi,. 1983. p. 62)

let I- : , be a con\cx tunction to be minimized I\ ith accuracy, r. Let
(Q = [. II' and let A,, be It,, center of cravity. At the beginning of the /th
,tage of the computation. .,e assume that sse are Piven a convex set G,-
C (i. I J- and !1, center of gravit\ x,. Let ., be a scalar and let Y4 he a
'sector in R "ith the folloking properties:

1i) C, - A..1 -, 1(t. Vx _ 0, 1]'

i2).

(Note that if the term F 2 A, ere absent in condition (it), ie %kould have z,

% IF
[A.AA4

Oo A aV
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band x, If't~ . i *i an interior point. The presenc:e of the t: 2 telmr
implies that these relations need to hold onl approkinitel\

Let,~ = min2 , lz and let G, = t E(G, , :I . \. - % ol.- -0 The
algorithm terminates s hen the eCbese \olume of G. becomes smaller
than 2and ret urns a point a, associated ki th the smaillest kalue of
encountered so far.

The follo%% Ing facts are quoted from Nerniro\ sk\ and N udin ( 1983).

iji I he uluni of G. ino IsrLer thon wr. it here i i n .bs, te :onsla.n

I 1.1I1cf thin olne ind iridereird i mit the thnmiviimmri n~ I him' .m ii 0I

it Im. i io I , m io t () ? Itio I t i a siuie J I S i, tenw

I I he c mi u It ol t he a I mri h ni a~i istresNi i nf . ml % i mfi.% herie
If i sup'. , 11 - in , fil l

Note that Ic (J I. for f = J1- j . E ij so that the algorithm
*indeed produces a result belonging to v): .

We noss consider a distributed implementation of this algorithm. The
d st ri-buted proto:ol %kill const oif' stages corresponding to the stages of

*the MCCI algorihm. At the beginning, of the kill stazge, both prLces sors
knoss the current cons es set (1, 1 and aire the refore able to Compute It',
center of graSil\ .%,. Pro:essor I' esalatsIM1. ta, and transmits the binars

.?representation of a mes 1e0. A) satkf~ming hoI. A)tE [1 o - I 11L.
- (v S11. ClearI i\. A4 rra be chos.,'n so that Its binar\ representation

* has at mIOST (11 log( I 1 1t bit', Also, each proces'sor es ,iluates the gradient

% ',' ~. Of its, functon If at t, omaith components .,, , .. ir = 1.. . .... ? and
transmits, the binar\ representation of miessages I U. k. s atisf\ ing

- t .i r (I16111. (leairls thle . . /Is, mas\ he chosen ,Lo that thes
can be all transmitted usine, 00i log!i ill =) (01 Il 11 -t o1 102 1 F bits.

Nem,. each processor lets h( = I ,.kAc - /it 2. At and lets, a, be the s ector
%k ith components kiI.. / 1t (2. A. jI. It then follow, bs some simple
altebra that -and .satists the specificatiions, oit the MCCI algorithm.
Finalls . each processor deterrmes G, and its center of gras t\ a, . and

* the algorithm proc eeds to its, nest staic.
Wenoki, combine our estiiaics ot the mnmber of' stacues oif the MCCI

alorithm and of the communication requirements, per stage to conClUde
the follossinu.

PROiPOSITION C.. (: 1 (1 it- IOUt I ittbIog 1t - 10o2' 1 1. /1 117 )(
lim Id/.i. thie ohouci-d'c'v /hmci dWliA)ii'( di I clkim l? ' //1( %IC(; u1"i/tiiihmt

.51 vau/hin 1/hi houlid.

.0p The upper bound of Proposition 1. 1 is, quite far from the loa~ er bound of
Proposition 2.2. We shoss nest that ss ithin a certin class of protocols this

* upper hound cannot be substantiall\ improsed.
We consider protocols ss hich consist of stag~es. At the Ath stage there is,

acurrent point x,~ E 10, 11' knoss\ n bM both processors. Then. the proces-
s ors transmit to each other approsimate %values of f and of the gradient of

I'
% 4r
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If all e,,aluatcd at %, Linu the % AILues of' these mnessiges. together VA ith

ans past common Information, thes determine the nest point t, I ac-
cordin- ito some commonls knosk n rule, and so oin. We place one addi-
tional rest rikcton %khen a processor transmrits an appi osmate \alue of'
/i.) it does so b trnmtln euneo is 0 he binar\ represental-
tion ofj /t starting, from the most significant one arid continuing %s it h
consecutis e less signific ant bits. (SO. for evample. a processor is not
allos ed ito transmit the first and the third most significant bits of fix,

ss ithout transmit tint: the second most siunificant bit.I The same assump-
tion is, nude concerning the components of the gradient of f. Finall\. %ke
require that the same number-of bits oif fix, and of each component of the

* gradient of f get itrnitted.
The abos e restrictions turn out to be quite severe.

P () Po I: . , 7 h~ v4 k v I 1A I/t i 1111 A it eu ih I' h I t I If Iv1 10 0

7 En/ I f I c/ if\t i t 1di'w Itcii /wI ?% / /c x.tf 4 t(1 hl

I"n,'4. lisinL: an are-unient sjiilart ito Lcini 2. 1. it is sufficient to
prose the result tinder thlie rstiijtion thait t, = Iiand tinder the restr ict ion
thath/ be d iffe rent iable and hounded, tog-ether \kith ei er component of'
its dens.aise. b\ l" Lsine ,the results of Nemiros sk\ and Yudin (1983.,

*for rrocessor P, ito determine a point s hich is, opt inial s it hin f-. it Must
* * acquire nontris iail inforniation on the s altiesand the dlen sat 5 Cs of f, for at

least .4 1log, I v i diffei ent points. Note that the ()dot:u' most signifi-
-,cant bits of . and each component of Its den s~at ise. es aluated at ans

point. are alss as s zero. Thus, for pr ocessor P, to obtiIn nont 115 al i nfoi -
Mation at a certain point at least Oi ot ca 'I h its has e to be transmit-
ted. This leads to a total communication requiremeCnt of(Iit 001' 1 F0

=Om& log'I 4-) bits,. ss hich pr-os Cs the result. 0

If sse rela\ the reqtuirement that the same number of bits be transmitted
for each component of the gradient. at each stage, then the same proof
yields the losser bound Of .i . r. I Al ioL) I iI

IV'. AN OPTIMALt At (ORitHNI I[OR 11-Hi O'st -[)iM-I.iO' Ad CAST

We prose here at result sshich closes the gap bet\seen upper and lossker
bounds for the one-dimensional case. The proof consists of the construeC-
tion of an optimal protocol. We onlx present the protocol under the as-
sumption that each f2 is differentiable. The argument is the same in the

* nondifferentiable case. except that each /2, is to be interpreted as a subgra-
dient.

PROPOsItios 4. 1. If n I ticui C'(4 f-, 0l((loc( F.w~

I

-ws
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I'n,, ', I he protocol consit, of conecuti\ c stauev At the beginnine
of the , th stage. both pro,:e,,or,, ha% e knok%, ledee of four numbers. a, .
.and d, ..k ith the follo , ing properties:

i The inter\al . h, I contains it point x hich minirnize,, t .

iii The der iatti', of at ani \ minimizer ot1 - t, and the deri\ ati\
of " and of - 1 at to - 2 .) I belon- to the inter\,al [ J.]. 1. 1Note that the
dcrivati' e of each , ha, to be contant on the ,,e of minimizer, off t,.

At the first ,ta e of the aleorithm iestart ,ith = t. th I. - I.
and d, = I. At the Ath ,tage. the processors do the follo\ ing: pro,:e,,,ot P,
transmits a me,age m , = I if I ', h9 2 it, i, 12
other\, ise it tran,,mits ' =m

If In1 , 0 and m, = .then tiim,. - h, 2 - tl(. - h .i 0 We
mar then let a,,- =(a,. - t 2 and lea.e h, e J, unchaned. Similail
it' , = I and m , = t. " e let t . -, . 2 and leIae , d.. ,
unchan,_cd.

We nov, con,,ider the ca, m. w, . Let he , minimi/er ki t ,
I- belongim to wa. . ] Ifx - -. h. " then k i:!(,,, - b,i -

-1, 1( 2.d Ift' : .- - i,. 12 theni~ 1 1) " - t / oo(!,. - h. ) 211

1 ) 2. In eihcri c '. \sL mal It , it - i and I .ce b. .
d. unchanged. F ialk it' = m, (i a imdar a gument ,hos that

i s,,e ma,, let d,. 1i. - ,,. 2 and le a, , .. h . un:han.cd.
For ac h of the fowt ce. s\ -.,c that i...... J. , ill pre,,erie

propertie, w, (w1. h crh ,.are postilcied eatlier Furthermore. at each
,,e. either b,. - . or . . , hail\, d Iher-ore. atter at mo,,t k = 2
logi I vi stg \k e reiich at point e hcee itherb. - a. r or,. - !s F. I f
h'. - . - .. then there e ,,I a minimizer \k hic h is s, ithin r of a, : i ,en
that the deri,.ati,.e o t 11i bounded h on . it follo,. that fi ',)i
1t(,0 come,, A ithin v of the optimLum. as desired. Alternati. ek. if (. -

r. then fjU b. - I. 2 l .. 2 1 i ,/. e. It fo Ilo,, s that
for an, x EE, 10 .11.- i, i i c. h, - h2 1 2

- ai, - h,) 2 h. shich s h k that it -I.ioh, -i h, i 21 come,, sithin F of
the optimum. 0

.. AN A N1()f On)TI', \ PRI ( (()I I OR STRO(,NG
CoN\ F\ PRoHi II

We consider here the clas,, f,, I of ,trongl\ con\ e\ functions \ hich
\A. as defined in Section III as the set of continuousl, differentiable con, e\

* function,, satif ing (2.1 -2.2. In thi,, ,ection %k e shos that a suitable
- distributed sersion of the gradien! proiec,:ton alcorithm come,, close to the

ii.s,,er bound oif Propo,,ition 2 3. , ithin an Odo-, wt factor. In particular.

,p...
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for am in~hed dimen'oon c. %kc hat e a protocol %hose dependence on V 1,
opt imal

% ~In the protoc:ol to he :on,,iecCd caj h proe- -or cOMPUIC', the Samel
seqUenc:e : of element' of 10. 1 I acco:rdine to the iteration

\\ e u 'e the nota tIon [ to denote the prolect on (-n re'srect to the
Euclik~con rnt ri, of' \ ctoi "P 01110nt the con\ e\ 'et to. 1 0ls. 1
aposi i i% e sclrstep, ize and is an appromit ion of -,he g~radient of I

I- . e% aluated at i. I n particuklar. ae let k . 1: -i . j Lnd \aae require
that a ait

aa here (i ixortepx : on n indepe.ndent of k. telongimng o 0. 1
*Naturilk %kae \k ih h,'. e to enswcte that thetI eTicLh 0 ommnunic:ation so

that ca~t procsor knoaas \, at :he hecinmnine, o: the ,th siac
'Ac Ctort h\aetim n the nia nhet of steps reqL ed h\ the ahoa e

dUOrihnn to come ito a small n;eich,-hoaod1 , the p ;ita point. The
Irriiemn; I, \er\ xirnli ar to the staIndard proofthati the -rAient proiect ion

* ~algorithm has, a Itnear rate of coiecneI eio k nd Y udin. 9.
* pp 2 s- 2~t e \epthat %ac nec:j to :ake :iiat o: the tatthati ase U'e .

mstea:J of the e acr~idicnt c. 'A kdnote h\ the Li rticue aect1or in i

I ' sa hic:h minimizes -I- o% er th,:t domai- r Uniquenecss is a con~e-

quence of stric:t con, \it. . \k h i h 1 ol1oMa from ,ron(- con e C it\. .I

0.t ai I a/.ax . at(( l.a I %M ,/ u th( ei tiia

*Pr(, + e sail Ipro\ e t he rew~ sa ith the to!Iosairc choic:es Of con-
N tantsl. \k e let - I ( V -'. HB 2.AI- Li nd C=21? . The constants, . and o

\k IIl he ised later
We state sa it hout proof the fol los in,- properties of fu nc! ions in .± L

' Nemnirosks and Yudtn. 19S, . 254-255i:

% 
Z .
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e v Ill he al ko ii\ln- the ineqtlilt

\k hic: h I , i flCCNNar and Uffhilenf :ondit ion for ot I mal!i ofA
\' e continlue \w h the main patrt ot the proof'. v, hich proc:ed- b\ induc-

tion on A. We fir~t Nho~k that part (i)hold-, for k 0I. Uising the conm exit\

I, ini 2i. ~e Nee t hat ix)IN hounded b\ %Il-11' - Io .

I, howndcd i, H It loIlo~kN that' 1i - 1W I .4izt A. aN Ionig
I, : hosen Liruer thain 1II,

Su~prose no~k that 5.1IN \,did tot Nome nonnecai\ intei-er A. L',ine-

I i nd then 5 .i A ohtaim

c no\k a se f0i and the tduct wn h \pot hesis to obtain

' e ha\ etherefoe Nho~k n tia ('.4j J 11No \ ahd fOr that pairticular A. We
the.n use -41 and the trian'-le Inequl-111\ to obtain

- kxh ic h pro\ e, f or that saMeC aILI 01' of,
'Ae no~k pro)% e 15.31 forkA - 1. -khich kill complete the induction. Ling

the definiiion of the proliection. k, . ,minifli/Cs - I O\er% -E
10. 1]':. v hic:h i, equi~ alent to mninimizing2

% .

.4 b.O e A A
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o. er all % U 10. 1 1 et u,, ue the notation J. I to denote the e\pre,,,on
(5.131 as a function of . Let z = . t 1Nx - \..Note that z

10. I1' he,:.m,c , . C bclonQ to 10. I]'P Thi. h\ the minimting popcrt%

of k, , e hi \ c

.- k, J, (5. 1

b..: .¢
o1 1

L ~

" 2 tI\,)~ ~ i + \ - l.' -. ___- \.1I - " " \ - { : l I -

: .1,1: - ? o1' nm :

•I . I I
'''','- < -f A) __ - -\\ \ ' , , I 1( :

%- -a 2 t

to o" I I r I_

_:l e - .rom ' We the .-fo ..e , th in, ,ho-s.i-

I 1

V L

"- • Here. the fir,,t inequalu'\ follov, ed from (5.Xi: the second from the
". Sch',arz inequali:. the third from i2. 5. 12x. and the definiton of

J.ii. :the fourth from i5. 14,. In :h: equality, xe made use of the defini-
-tion of:- and I..- and the next step tolo\'ed from :he Schxarz inequalit.'\
":" ~then. ,.s. used the fact .\! [. 15> and 5.l11: finaIIx the la,,t line

.,, . follosed from rS. \Ve therefore h ',e, using the induction h. po'hosis.

f" , ,.:) - Ni' I - A I . It, - fIA "ii --- 1 2Bii0

2..-

",0 -'I T~ ra' {
-- .1(I It
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I he induct:ion %kdtic :t,-lprltcd 11 the rtteht -hand ,id& of 5 1N 1, mlie:
t hain .A':a( i- 1 hi isI, atce: mprIis h ed hs Lk in, o I i cIose e no ugh t o I
'o t hat I -I A! - at nd then c hoosi ne -A laree, enoua eh No that the tewm
in~ol\ InIQ -U' nelitahie in -onirpri'on %kith the ft..t term in the rit-ht-
ho nd s id cf it 4t 1 I h i. concludeN the proof 0

-~\\c flo\k retuin to the '..tiue rotocol Since f, .. I- I
follo\Ak- that I, IE Co:1..equentl\ .IiO iin' phe o

1, and ..hosk thait attet ()i lo-e i 2 o- il n ix-ta'cs. the ,iluortthm I5 I-
521 reaiches apI v. h I h I, kti tnlOtitlt

%ke nokk indicatle ho\k the pi lool ma\ h,: impleriientei %k ith ( )m1 lo-' 1:
hits heine, commnunicated it Ca~ h stage: All %s [Ineed to dJO I ito make 'weC

* '~..thati the pioce-sors sharfe enouc'-h nfntatioon at e'ach taeit, he able Ito
compute a i ecto 0 sti in, 27' 2' Tahi, is acconipli'hed h\ letting each
pio.es' ot knox\ a set of'-.laf' /.1./ 1 1. 2. / I.......u. 'uch thait

.it,.j 1 0 ---t. I i. %khere .' i i, tlicit h korponent ot? Ilk,. \\e
first con 'ider s.tat.,A- i k . s i 22 V e 'ce thatl i. i I I hou nded t,\

011:' '1. foi each:., Theteitore:. i1, is sniTO 1o tan'm.i: (doe ' hi''. to

specif% each compronent \%ith acurac\ (l =I,

Supproxe no% thati 1 0 and thl~t u.tntiie%, i. I i \kith the desired
propertie' hase been shred t'ti- I. 1e hak C ~ t 11 t (. I I

'I.: h,'r HV Ct \k i Hee e hAe Cad tIi' l 7 our h% pothe~t'

that i. st -e 2i. :tnd part ill 1 of Ft osition- j.. I-lt, ir' oe the
aIdditional1 requirenient thatii' h e an integeir11mult1il of-c Thi' te-

quitceen doe' not prohiti the a:'tnmen! ofit cOal ii hih t o 'atixt\
*-inequalii\ \k. ith thi' requffirement. there ;ore at 11o,1 (k 1. L(11i

Ii-I po-sie choice, tor \i. . I hei Joi c. eaich ptocc-o!0 P' masi
choose %2.P ita, ahox e and trarlnli! it, kaltie Ito the other p~ocessor.
si hile coniUnicarine, ,nl 011,--, ? hi:' for coC h componentj. t hkIN lead-
in, ito a Iotal of oil It)- wt contmiuntcat:ion' pet :.e We hbase thU'
pros ed the fol loss ing e.2,

PRoposl ito's 52 ',ox ti I. ' ''I> all 1"1 1. *. i- - Owit

V9~ 10i1 1si i - ot iiW

1'), M. I's Io EM I\ t- Is(', v. D ONi ' QL I StIONS'

I . The protocol of Scion \ i' like1% to he tar fromn optimal concern-
Q^ ing the dependence on tLhe paramneter' VI and L The gradient algorithm

tend' to he inefficient for poorlr conditioned problems d arge VI' as op-
posed to s ariations, of the coniti te gradient method (Nemiros sk\ and
Yudin. 19 '3)- ]z remain' to, he sen shether a suitable approv.imdate 5 er-
sion of the coniugate gr,-adtent method admits a distrihuted implementa-
tion wvith losA- Communication requirement,, as a function of A!.
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-or the utttnm :hod'k Jo not vork K aJ the: c-ap he:-
Iteccn the lottei hlound oft Secio Ind the uppei houndl of -Sec ion HI!

open~tl We~l b ChetjI L lhI the tetor ' 01t 11 In the i ippei houndtcno
he educed I lie rea'on iN that in\ cicihel-_onithni ttmCd the

.7. 1;Llcl 11 it - 0-' (ii'. I< p, m a1r 11 nd 11 i, h.d to!:, in-urune~i ,it> NetL.

- N tran'fer ol information concrnine h b_ ito the tunctlion in tie,
% iiiucinit% Of a Point tt hic:h does not require Omi mneNages. On the otheri

hand. it nor.I he poN-ible to) reduc the factIorlo I i tO: 111 juK, ci(I

-although tt, e do not knott h IL) to acc0Mpli h thi' AT elated open, ptohle tn
conc:erns, the (log- i pap hcett en IPropo~itionN 5 .2 and 3.for the CduNN

% Sonme directioN lon t hic:h it v, likeir thait the iculi'- ,In he

- e\tendeJ colncern the cO,,e of R 2IicN~r nd the ca,,e x. herie t he

constraintN tinder \ ,hi~h the optimizatown ,i' caried ouit ate not eonniton!.'
-kntt nv foi e\arnprle. \\e ma\ hate at con'triunt of the form -e xi - ii

(I. xthere ec,h e, cott e.unetion knoitn hrtcN~tI

Rti I Im-, NIi

0 x t '~ :-)d

I Ir A \, t.rI 1NN.S t N 'l kN\k' \t iH'.' tn -' 'In JnDI

p:, ;.0i II I St Ir.t ' mc< J Mot tit 11 n -
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