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: NAVAL C3DISTRIBUTED TACTICAL DECISIONMAKING
Yig
.“' 1. PROJECT OBJECTIVES

> ,

¢ The objective of the research is to address analytical and computational issues that arise in the
« '\ modeling, analysis and design of distributed tactical decisionmaking. The research plan has been

\,._ organized into two highly interrelated research areas:

o

.’-}:::' (a) Distributed Tactical Decision Processes; .. -

27 (b) Distributed Organization Design.
; _;"‘ The focus of the first area is the development of methodologies, models, theories and algorithms
:_’.ii directed toward the derivation of superior tactical decision, coordination, and communication

._:;‘:,: strategies of distributed agents in fixed organizational structures. The framework for this research

.: _ is normative.
:::::'

-;: The focus of the second area is the development of a quantitative methodology for the evaluation

::-_l:: and comparison of alternative organizational structures or architectures. The organizations

considered consist of human decisionmakers with bounded rationality who are supported by C3

;l A systems. The organizations function in a hostile environment where the tempo of operations is

K :’..\ fast; consequently, the organization’s must be able to respond to events in a timely manner. The

’ f-: framework for this research is descriptive. s

/\) /

"'.'r';: 2. STATEMENT OF WORK

s

::::: The research program has been organized into seven technical tasks -- four that address primarily

H ;-" the theme of distributed tactical decision processes and three that address the design of distributed
;( organizations. An eighth task addresses the integration of the results. They are:

7

FaS 2.1 Real Time Situation Assessment: Static hypothesis testing, the effect of human constraints

‘ 3 .

HEUN and the impact of asynchronous processing on situation assessment tasks will be 0
npdd explored. (@)

< Y
:Z;: - 2.2 Real Time Resource Allocation; Specific research topics include the use of algebraic -
-:f.-: structures for distributed decision problems, aggregate solution techniques and
e coordination.
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NN
-._:4:5: 2.3 Impact of Informational Discrepancy: The effect on distributed decisionmaking of
i -' different tactical information being available to different decisionmakers will be explored.
. The development of an agent model, the modeling of disagreement, and the formulation
ﬂ'.z of coordination strategies to minimize disagreement are specific research issues within this
b task.
. 2.4 Constrained Distributed Problem Solving: The agent model will be extended to reflect
e human decisionmaking limitations such as specialization, limited decision authority, and
\:E'\': limited local computational resources. Goal decomposition models will be introduced to
W derive local agent optimization criteria. This research will be focused on the formulation
e of optimization problems and their solution.
o
f‘- 2.5 Evaluation of Alternative Organizational Architectures: This task will address analytical
;'. and computational issues that arise in the construction of the generalized
o performance-workload locus. This locus is used to describe the performance

characteristics of a decisionmaking organization and the workload of individual
.. |
decisionmakers. |

LA
AT e

2.6 Asynchronous Protocols: The use of asynchronous protocols in improving the timeliness

Py

r_.:r_f of the organization's response is the main objective of this task. The tradeoff between
:,_) timeliness and other performance measures will be investigated.
gha
,' 2.7 Information Support Structures: In this task, the effect of the C3 system on organizational
:‘ ‘::_{ ¥ performance and on the decisionmaker's workload will be studied.
o ’./-,_.:
.;E 2.8 Integration of Results: A final, eighth task, is included in which the various analytical and
"-’ computational results will be interpreted in the context of organizational bounded
.: rationality.
o
R 3. STATUS REPORT
KX
.: 2- In the context of the first seven tasks outlined in Section 2, a number of specific research
yoh) problems have been formulated and are being addressed by graduate research assistants under the
! ':: supervision of project faculty and staff. Research problems which were completed prior to or
v were not active during this last quarter have not been included in the report.
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hoos 3.1 DISTRIBUTED TEAM HYPOTHESIS TESTING WITH EXPENSIVE
' COMMUNICATIONS
-
ol
‘:-j}f Background: In Command-Control-and-Communication (C3) systems multiple hypothesis testing
s problems abound in the surveillance area. Targets must be detected and their attributes must be
- -
T/ established; this involves target discrimination and identification. Some target attributes, such as
N location, are best observed by sensors such as radar. More uncertain target locations are obtained
‘, "f' by passive sensors, such as sonar or IR sensors. However, target identity information requires
{ -:j:ij other types of sensors (such as ESM receivers, IR signature analysis, human intelligence etc). As
-,
a a consequence in order to accurate locate and identify a specific target out of a possibly large
. o potential population (including false targets) one must design a detection and discrimination
SR system which involves the fuzing of information from several different sensors generating
= ;:: possibly specialized information about the target. These sensors may be collocated on a platform
£ . . . . .
N (say a ship in a Naval battle group) or be physically dispersed as well (ESM receivers exist in
9—--. every ship, aircraft, and submarine). The communication of information among this diverse
e sensor family may be difficult (because of EMCON restrictions) and is vulnerable to enemy
i\ --
S countermeasure actions (physical destruction and jamming). It is this class of problems that
r o, .
ol motivates our research agenda.
::f:ff To put it another way the fusion of information derived from dispersed sensors and decision
::Zjizj nodes requires communication. To discourage nonessential communication we would like to put a
-j::j price on each transmitted bit. In this manner, extensive communications would occur only if the
) decision warrants them.
Ll
AN
Sy Research Goals: We are conducting research on distributed multiple hypothesis testing using
E: several decision-makers, and teams of decision-makers, with distinct private information and
i :f. o« . . . « . . . . . . . . ..
PY limited communications. This is the simp: :st possible non-trivial distributed decision problem,
_':f.{: whose centralized counterpart is well understood and straight-forward to compute. The goal of
:Z:';: this research is to unify our previous research in situation assessment, distributed hypothesis
e
'{ﬁ testing, and impact of informational discrepancy; and to extend the methodology, mathematical
. ) theory and computational algorithms so that we can synthesize and study more complex
% organizational structures. The solution of this class of basic research problems will have impact in
}_:::: structuring the distributed architectures necessary for the detection, discrimination, identification
; ;::-:f' and classification of attributes of several targets (or events) by a collection of distinct sensors (or
o2
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dispersed human observers).

The objective of the distributed organization will be the resolution of several possible hypotheses
based on many uncertain measurements. Each hypothesis will be characterized by several
attributes. Each attribute will have a different degree of observability to different decision makers
or teams of decision makers; in this manner, we shall model different specialization expertise
associated with the detection and resolution of different phenomena. Since each hypothesis will
have several attributes, it follows that in order to reliably confirm or reject a particular hypothesis,
two or more decision-makers (or two or more teams of decision-makers) will have to pool and
fuze their knowledge.

Extensive and unecessary communication among the decision-makers will be discouraged by
explicitly assigning costs to certain types of communication. In this manner, we shall seek to
understand and isolate which communications are truly vital in the organizational performance; the
very problem formulation will discourage communications whose impact upon performance is
minimal. Quantitative tradeoffs will be sought.

We stress that we shall strive to design distributed organizational architectures in which teams of
teamns of decision-makers interact. For example, a team may consist of a primary decision-maker
together with a consulting decision-maker -- the paradigm used by Papastavrou and Athans.

The methodology that we plan to employ will be mathematical in nature. To the extent possible we
shall formulate the problems as mathematical optimization problems. Thus, we seek normative
solution concepts. To the extent that human bounded rationality constraints are available, these
will be incorporated in the mathematical problem formulation. In this case, the nature of the
results will correspond to what is commonly refered to as normative/descriptive solutions.
Therefore, we visualize a dual benefit of our basic research results. From a purely mathematical
point of view, the research will yield nontrivial advances to the distributed hypothesis-testing
problem; an very difficult problem from a mathematical point of view. From a psychological
perspective, we hope that the normative results will suggest counterintuitive behavioral patterns of
-- even perfectly rational -- decision-makers operating in a distributed tactical decision-making
environment; these will set the stage for designing empirical studies and experiments and point to
key variables that should be observed, recorded and analyzed by cognitive scientists. From a

military c3 viewpoint, the results will be useful in structuring distributed architectures for the
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surveillance/discrimination function.

Progress during the past quarter: In the past quarter we completed the investigation of the

problem of ternary hypothesis testing by a team of two cooperating decision makers;
communication between the two decision-makers is costly and consists of a finite alphabet. The
problem is to distinguish among three different hypotheses. Each decision-maker obtains an
uncertain measurement of the true hypothesis. The so-called primary decision-maker has the
option of making the final team decision or consulting, at a cost, the consulring decision-maker.
The consulting decision-maker is constrained to provide information using a ternary alphabet. The
team objective is to minimize the probability of error together with the communications cost (if
any). Mr. Papastavrou, under the supervision of Prof. Athans, has derived all necessary
equations. However, due to the severe complexity of these equations, we decided not to write the
necessary software for their solution at the present time.

Mr. Papastavrou and Professor Athans have initiated the investigation of a class of distributed
decision problems originally analyzed by L. Ekchian in his Ph.D. thesis (1983). Consider the
problem of binary hypothesis testing by two decision makers (DMs) connected in tandem. The
"upstream” DM communicates his conclusion to the "downstream” DM who then blends his
measurement with the "upstream” decision, and generates the final decision for the team. The
quality of each DM can be quantified by his receiver operating characteristic (ROC) curve.
Dominance of the ROC curves can be used to indicate that a particular DM is clearly better than the
other one. Ekchian had posed the (reasonable) conjecture that the better DM should be the
downstream one. We have been able to verify this conjecture for a class of gaussian problems,
and we are attemting to either prove the conjecture in general, or construct a counter-example.
This line of inquiry is important because it would point out how relative expertise of DMs should
impact organizational design.

Mr. Pothiawala and Professor Athans have also examined the above problem under the
assumption that the upstream DM is allowed to communicate with more than two bits his tentative
decision to the downstream DM. We seek to understand the value of each additional bit of
communicated information to the overall improvement of the distributed team objective (e.g. the
weighted probability of error).

Documentation: We have started a paper on the binary hypothesis testing problem for presentation
at the upcoming JDL C2 Symposium in June 1988. An abstract has been submitted.
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3.2 DISTRIBUTED HYPOTHESIS TESTING WITH MANY AGENTS

Background: The goal of this research project is to develop a better understanding of the nature of
the optimal messages to be transmitted to a central command station (or fusion center) by a set of
agents (or sensors) who receive different information on their environment. In particular, we are
interested in solutions of this problem which are tractable from the computational point of view.
Progress in this direction has been made by studying the case of a large number of agents.
Normative/prescriptive solutions are sought.

Problem Statement: Let Hyand H, be two alternative hypotheses on the state of the environment

and let there be N agents (e.g. intelligent sensors) who possess some stochastic information
related to the state of the environment. In particular, we assume that each agent i observes a

random variable y; with known conditional distribution P(yilHj),j = 0, 1, given either
hypothesis. We assume that all agents have information of the same quality, that is, the random
variables are identically distributed. Each agent transmits a binary message to a central fusion

center, based on his information y;. The fusion center then takes into account all messages it has

received to declare hypothesis H, or H, true. The problem consists of determining the optimal

strategies of the agents as far as their choice of message is concerned. This problem has been
long recognized as a prototype problem in team decision theory: It is simple enough so that
analysis may be feasible, but also rich enough to allow nontrivial insights into optimal team
decision making under uncertainty.

Results: This problem has been studied by Prof. J. Tsitsiklis. Past results [1-2] can be

summarized as follows: Under the assumption that the random variables y; are conditionally

independent (given either hypothesis), it is known that each agent should choose his message
based on a likelihood ratio test. Nevertheless, we have constructed examples which show that

PN g
S5
..-.!

_j: v h th . o m in .. . v . se
e different thresholds in their likelihood ratio tests. This is an unfortunate situation, because it

severely complicates the numerical solution of the problem (that is, the explicit computation of the
- decision threshold of each agent). Still, we have shown that in the limit, as the number of agents

becomes large, it is asymptotically optimal to have_each agent use the same threshold.
Furthermore, there is a simple effective computational procedure for evaluating this single optimal
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ks threshold.
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N We have also shown that if each agent is to transmit K-valued, as opposed to binary messages,
K . 1¢y i
then still each agent should use the same decision rule, when the number of agents is large.
ot
Sy Unfortunately, however, the computation of this particular decision rule becomes increasingly
b .
"t harder as K increases.
\
\"‘.
e We have also investigated the case of M-ary (M > 2) hypothesis testing and constructed examples
LN
NN showing that it is better to have different agents use different decision rules, even in the limit as
N
2 . . . .
. N— . Nevertheless, we have shown that the optimal set of decision rules is not completely
. arbitrary. In particular, it is optimal to partition the set of agents into at most M(M-1)/2 groups
\_;:-’ and, for each group, each agent should use the same decision rule. The decision rule
’ : . .
N corresponding to each group and the proportion of the agents assigned to each group may be
» <. . . . . . .
'.-‘ Y determined by solving a linear programming problem, at least in the case where the set of possible
0 observations by each agent is finite.
.r_t.
o | . . .
Sy Finally, results have been obtained which cover the Neyman-Pearson (as opposed to Bayesian)
\'.x' . . . . . .
N version of the problem, in the case of M=2 hypothesis. The asymptotically optimal solution has

been found and involves the Kullback-Liebler information distance.

) '_;'.:: Currently, research is being carried out by Prof. J. Tsitsiklis and a graduate student, Mr. George
y £ Polychronopoulos, and involves the following two directions.

:; (a) We have considered a class of symmetic detection problems in which given any hypothesis
f:i; Hj, each sensor has probability € of making an observation indicating that some other
) \" .

D~

; hypothesis Hj is true. A simple numerical procedure has been found which completely solves
:i::f. this problem. Furthermore, a closed form formula for the optimal decision rules has been

NN found for the case where the "noise intensity” € is very small.

¥
b (b) In the context of the above symmetric problem we have posed problems of the following type:

' "Is it preferable to have N sensors each one transmitting D bits, or N/K sensors, each one
. transmitting KD bits? A complete solution has been found. The formulation represents a
8 fundamental design problem in the design of distributed sensor systems.
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Y
’\‘ We have also conducted research which addresses the issue of the validity of asymptotic
:::E:; considerations, when the number of agents N is moderate (N=5), with encouraging results.

The above results will be reported in the Masters thesis of Mr. Polychronopoulos (expected in the
\ spring of 1988) and on a subsequent journal paper.

::::; Documentation

BN
O [1] J. N. Tsitsiklis, "On Threshold Rules in Decentralized Detection,” Proc. 25th IEEE
b Conference on Decision and Control, Athens, Greece, December 1986; also LIDS-P-1570,
. Laboratory for Information and Decision Systems, MIT, Cambridge, MA, June 1986.

:::‘."f," [2] J. N. Tsitsiklis, "Decentralized Detection by a Large Number of Sensors,” LIDS-P-1662,
" April 1987, to appear in Mathematics of Control, Signals and Systems, 1988.

.:;':;

]._ 3.3 COMMLUNICATION REQUIREMENTS OF DIVISIONALIZED
w ORGANIZATIONS
':}".-'f Background: In typical organizations, the overall performance cannot be evaluated simply in
( terms of the performance of each subdivision, as there may be nontrivial coupling effects between

- p
,..;" distinct subdivisions. These couplings have to be taken explicitly into account; one way of doing
' "E s0 is to assign to the decisionmaker associated with the operation of each division a cost function
J‘::.I' which reflects the coupling of his own division with the remaining divisions. Still, there is some
Q freedom in such a procedure: For any two divisions A and B it may be the responsibility of either
NN decisionmaker A or decisionmaker B to ensure that the interaction does not deteriorate the
nhge! performance of the organization. Of course, the decisionmaker in charge of those interactions
:'::',:: needs to be informed about the actions of the other decisionmaker. This leads to the following
:‘ problem. Given a divisionalized organization and an associated organizational cost function,
" assign cost functions to each division of the organization so that the following two goals are met:
e a) the costs due to the interaction between different divisions are fully accounted for by the
:;{-_: subcosts of each division; b) the communication interface requirements between different
;‘ divisions are small.

S
:::2‘. In order to assess the communication requirements of a particular assignment of costs to
0. divisions, we take the view that the decisionmakers may be modeled as boundedly rational
i
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o
N individuals, that their decisionmaking process consists of a sequence of adjustments of their
“ decisions in a direction of decreasing costs, while exchanging their tentative decisions with other
N decisionmakers who have an interest in those decisions. We then require that there are enough
P communications so that this iterative process converges to an organizationally optimal set of
b decisions.
'.:g.
%
e Problem Statement: Consider an organization with N divisions and an associated cost function
\' o . . . . . . -
:f:-:. J(x,.....xN), where x; is the set of decisions taken at the i-th division. Alternatively, x; may be
o ! viewed as the mode of operation of the i-th division. The objective is to have the organization
. ) operating at a set of decisions (x,...,xpy) which are globally optimal, in the sense that they
S minimize the organizational cost J. We associate with each division a decisionmaker DM;, who is
w . . . . .
- in charge of adjusting the decision vanables x;. We model the decisionmakers as "boundedly
'. - rational” individuals; mathematically, this is translated to the assumption that each decisionmaker
will slowly and iteratively adjust his decisions in a direction which reduces the organizational
f.:-". costs. Furthermore, each decisionmaker does so based only on partial knowledge of the
- organizaional cost, together with messages received from other decisionmakers.
-
( N
.:j:lj Consider a partition J(x,,...xN) = £ J'(x,....xN) of the organizational cost. Each subcost J!
i=1
A

reflects the cost incurred to the i-th division and in principle should depend primarily on x; and

only on a few of the remaining xj's. We then postulate that the decisionmakers adjust their

O

5 %
W

P
e Lt

decisions by means of the following process (algorithm):

‘1 .'
ARAAN

£ a7

(a) DM, keeps a vector x with his estimates of the current decision x) of the other decision-

P

5

makers; also a vector A with estimates of AK i= BJk/axi, fork #i. (Notice that this partial

-o.i,
[ X's

-ll'7

)
o0
ile
r

derivative may be interpreted as DM;'s perception of how his decisions affect the costs

PRI

incurred to the other divisions.

e o SAE
Ry , l{:“;‘ ‘."

O }

N
(b) Once in a while DMi updates his decision using the rule x;: = x; = ) in , (y is a small
k=1
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positive scalar) which is just the usual gradient algorithm.

(¢) Once in a while DM; transmit his current decision to other decisionmakers.
(d) Other decisionmakers reply to DM;, by sending an updated value of the partial derivative
aJk/aXi.

It is not hard to see that for the above procedure to work it is not necessary that all DM's

communicate to each other. In particular, if the subcost J; depends only on x;, for i, there would

be no need for any communication whatsoever. The required communications are in fact

determined by the sparsity structure of the Hessian matrix of the subcost functions J; Recall now

that all that is given is the original cost function J; we therefore, have freedom in choosing the J;'s

and we should be able to do this in a way that introduces minimal communication requirements;
that is, we want to minimize the number of pairs of decisionmakers who need to communicate to
each other.

Progress to Date: A graduate student, C. Lee, supervised Prof. J. Tsitsiklis, undertook the task
of formulating the problem of finding partitions that minimize the number of pairs of DM's who
need to communicate to each other, as the topic of his SM research. It was realized that with a
naive formulation the optimal allocation of responsibilities, imposing minimal communication
requirements, corresponds to the centralization of authority. Thus, in order to obtain more
realistic and meaningful problems we did incorporate a constraint requiring that no agent should
be overloaded. A number of results have been obtained for a class of combinatorial problems,
corresponding to the problem of optimal organizational design, under limited communications. In
particular certain cases were solved; other cases have been successfully reformulated as linear
network flow or assignment problems, for which efficient algorithms are known, and finally,
somes cases were shown to be intractable combinatorial problems (NP-complete).

This line of research is now essentially complete. Most results have been reported in the Maters
thesis of Mr. C. Lee [1]. A journal paper will be prepared in the next few months covering both
the philosophical and the technical aspects of this work.

mentation:

[1] C. Lee, "Task Allocation for Efficient Performance of a Decentralized Organization,
LIDS-TH-1706, S.M. Thesis, Laboratory for Information and Decision Systems, MIT,

11




T\tu-‘t LA i SR A AN oI AR LB AR A i oA e R S M Ral el Rall Bal Bak Aol Babk AL Ab AR -A A A A S 2 B A B AN AN ) R Afe Rty Ry RGs e S8e R BB Al T " A S " M N i ey |

ONR DTDM Quarterly Progress Report Oct.-Dec. 1987

Cambridge, MA, September 1987.

3.4 COMMUNICATION COMPLEXITY IN DISTRIBUTED PROBLEM
SOLVING

Background: The objective of this research effort is to quantify the minimal amount of
information that has to be exchanged in an organization, subject to the requirement that a certain
goal is accomplished, such as the minimization of an organizational cost function. The problem
becomes interesting and relevant under the assumption that no member of the organization
"knows" the entire function being minimized, but rather each agent has knowledge of only a piece
of the cost function. A normative/prescriptive solution is sought.

Problem Formulation: Let f and g be convex function of n variables. Suppose that each one of
two agents (or decisionmakers) knows the function f (respectively g) , in the sense that he is able
to compute instantly any quantities associated with this function. The two agents are to exchange
a number of binary messages until they are able to determine a point x such that f(x) + g(x)

comes within € of the minimum of f+g, where € is some prespecified accuracy. The objective is

to determine the minimum number of such messages that have to be exchanged, as a function of €
and to determine communication protocols which use no more messages than the minimum
amount required.

Results: Several variations of this problem have been studied and solved by Professor J. Tsitsiklis
and a graduate student Zhi-Quan Luo. Results have been reported in [1].

An interest ng «ualitative feature of the communication-optimal algorithms discovered thus far is
the following: It is optimal to transmit aggregate information (the most significant bits of the
gradient of the function optimized) in the beginning; then, as the optimum is approached more
refined information should be transferred. This very intuitive result seems to correspond to
realistic situtations in human decisionmaking.

More recently, we have considered a new formulation in which the messages are real-valued,

rather than discrete. A prototype problem is to assume that each one of two agents knowsanxn
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matrix A;, i = 1,2. The objective is to compute a particular entry of (A1+A2)'1. This problem

.o
e

arises, for example in distributed optimization of a cost function of the form x'Ax+x'A7x+x’b.
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An obvious solution is for agent 1 to transmit all of the entries of A; to agent 2 who then

performs the required computations. This scheme requires n? communications. We have
succeeded in showing that there exists no method which will do with fewer than 0(n2)
communications. That is information must be centralized. On the technical side, we have

restricted to communication protocols which are smooth rational functions of the original data Ay,

A,. (Otherwise n2 numbers could have been coded in a single real number). The proof of our

result uses novel techniques and makes use of certain results in algebraic geometry.

Documentation:

[1] J. N. Tsitsiklis and Z.-Q. Luo, "Communication Complexity of Convex Optimization,"
LIDS-P-1617, Laboratory for Information and Decision Systems, MIT,October 1986; Proc.
25th IEEE Conference on Decision and Control, Athens, Greece, December, 1986; also an
invited talk was given at the 2nd Symposium on Complexity of Approximately Solved
Problems, Columbia University, New York, April 1987; also, Journal of Complexity, 3,
1987, pp. 231-243.

3.5 DISTRIBUTED ORGANIZATION DESIGN

Background: The bounded rationality of human decisionmakers and the complexities of the tasks
they must perform mandate the formation of organizations. Organizational architectures distribute
the decisionmaking workload among the members: different architectures impose different
individual loads and result in different organizational performance. Two measures of
organizational performance are accuracy and timeliness. The first measure of performance
addresses in part the quality of the organization's response. The second measure reflects the fact
that in tactical decisionmaking when a response is generated is also significant: the ability of an
organization to carry out tasks in a timely manner is a determinant factor of effectiveness.

The scope of work was divided into three tasks:
(a) Evaluation of Alternative Organizational Architectures;

(b) Asynchronous Protocols; and
(¢c) Information Support Structures.

During this year, the research effort has been organized around three foci. In the first one, we
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\ continue to work on the development of analytical and algorithmic tools for the analysis and
. ‘ design of organizations. In the second, we are integrating the results obtained thus far through the
N development of a workstation for the design and analysis of alternative organizational
NN architectures. Finally, the experimental program, initiated last year with the objective of collecting
Eij:.:L data necessary to calibrate the models and evaluate different architectures for distributed
s decisionmaking, has been continuing and is expanding.
\ &
s 3.5.1 Design and Evaluation of Alternative Organizational Architectures.
o
:.o \ In order to design an organization that meets some performance requirements, we need to be able
pe to do the following:
s
‘; EE (a) Artculate the requirements in qualitative and quantitative terms;
' :jrf: (b) Generate candidate architectures that meet some of the requirements;
¢ ; (c) Evaluate the candidate organizations with respect to the remaining requirements;
o (d) Modify the designs so as to improve the effectiveness of the organization;
,_ The generalized Performance Workload locus has been used as the means for expressing both the
‘ requirements that the organization designer must meet and the performance characteristics of any
A_.- specific design. Consider an organization with N decisionmakers. Then the Performance
"‘ N} Workload space is an N+2 dimensional space in which two of the dimensions correspond to the
;."J measures of the organization's performance (say, accuracy and timeliness) and the remaining N
' dimensions correspond to the measure of the workload of each individual decisionmaker. Two
N loci can be defined. First, the Requirements locus is the set of points in this N+2 dimensional
"r space that satisfy the performance and workload requirements associated with the task to be
:Cé-. performed by the organization. The second, the System locus, is the set of points that are
g .” : achievable by a particular design. The design problem can then be conceptualized as the reshaping
v and repositioning of the System locus in the Performance Workload space so that the
: _:&j requirements are met.
A%
AN Three thesis projects were completed during this period. The individual problem statements and a
\: decription of the results follow:
o
:::‘u'.
::o:::o
L) 2’ .
:\'."'3 14
’s
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Y
_:jf Modeling and Evaluation of Variable Structure Organizations
¢
s Problem Statement: Develop a methodology for modeling and analyzing classes of
ay variable-structure organizations, i.c., organizations where the interactions between decision
AL P .
- makers can change. These organizations, named VDMO from now on, can be classified
>,

according to what factors trigger the change. Three types have been defined:

yO

e - Type 1 Variability: The VDMO adapts the structure of its interactions to the

0 input it processes.

?‘_:::: - Type 2 Variability: The VDMO adapts the structure of its interactions to

& changes in the environment in which it functions.

::; - Type 3 Variability: The VDMO adapts the structure of its interactions to
j:‘,-:. changes in its own components. For instance, it can reconfigure itself to

g perform its task when its resource availability has changed.

P

2 In both Type 2 and 3 VDMOs, the issue of the detection by the organization that a change has
' '_:';_ : occurred has not been addressed. These three types of variability can exist concurrently in a given
'."_'-'.: organization; however, for their analysis and for the evaluation of their effects on system
- :', performance, they have been treated separately.

* ::j:l: Progress to Date: This problem was addressed by Jean-Marc Monguillet under the supervision of
P

- Dr. A. H. Levis. The focus of the research effort has been the modeling and analysis of variable

" structure organizations using Predicate Transition Nets.

O

The System Effectiveness Analysis methodology has been extended to account for variable
structure organizations. A Measure of Effectiveness has been proposed for each type of variable
DMO. A mathematical formulation for the computation of that MOE has been established.

M

[
[N
.-
--.
-
~ -

y A modeling methodology has been described providing a representation of DMO's by functions.
_-_‘Z: The main features of that methodology is the decoupling between the pattern of interactions and
o

o the identity of decisionmakers, who are modeled by tokens and treated like any other resources.
- ‘::"‘ The Predicate Transition Nets formalism has been adapted to allow such representation.
e,

"..’- . .
e An example illustrating the overall procedure has been developed. It consists of three candidate
;'_::",. designs for an air defense task. Each of these candidates is composed of three decisionmakers,
Yt namely one Headquarters and two Field Units. Two organizations have a fixed structure, and the
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third one is type 1 variable; for some tasks, it adapts the pattern of interactions to a pattern
comparable to that of the first fixed structure DMO. For some others, it takes the other pattern.
The results of the comparison of these designs are that a particular organizational design cannot be
sclected in general on the basis of its performance characteristics alone, as presented in the form
of a system locus. The Effectiveness of each candidate has to be evaluated quantitatively for each
set of mission requirements; then zones can be defined in the requirements space which
characterize for each organization the ranges of mission requirements for which it is the most
effective. In that particular case, the set of mission requirements for which the variable structure
organization has the highest Effectiveness can be computed. It has been shown clearly that a
variable structure organization was preferable to the fixed structure ones when the requirements
were such that one fixed design was not timely enough, whereas the other was not accurate
enough. Type 1 variability provided a compromise between extreme performance of
organizations with fixed structure.

Documentation: The thesis of J.-M. Monguillet has been issued as a LIDS report.

[1] Jean-Marc Monguillet, "Modeling and Evaluation of Variable structure Organizations," S.M.
Thesis, Report LIDS-TH-1730, Laboratory for Information and Decision Systems, MIT,
Cambridge, MA, December 1987.

Design of Organizations

Objective: Given a feasible organizational architecture, develop a methodology for (a) identifying
the functions that must be performed by the organization in order that the task be accomplished,
(b) selecting the resources (human, hardware, software) that are required to implement these
functions, and (c) integrating these resources - through interactions - so that the system operates
effectively.

Progress to Date: This research problem has been investigated by Stamos K. Andreadakis under
the supervision of Dr. A. H. Levis. A doctoral thesis has been defended successfully in
December and the dissertation is in the final stages of preparation. The results of this task will be
reported in the next progress report.

---------
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Documentation:
{ [1] A. H. Levis and S.K. Andreadakis, "Computer-Aided Analysis of Organizations," Proc.
p
S 25th IEEE Conference on Decision and Control, Athens, Greece, December 1986.
'_::ij: [2] S.K. Andreadakis and A. H. Levis, "Accuracy and Timeliness in Decision-Making
DA Organizations," Proc. 10th IFAC World Congress, July 27-31, 1987, Munich, FRG and
Proc. 9th MITIONR Workshop on C? Systems, LIDS-R-1624, MIT Cambridge, MA,
i, December 1986.
S
::{: [3] S. K. Andreadakis and A. H. Levis, "Dcsifn Methodology for Decision-Making
N Organizations,” Proc. of 1987 Symposium on C< Research, National Defense University,
~ Washington DC, June 1987.
' ' 4
Performance Evaluation of Organizations with Decision Aids
™~
Ko Problem Statement: Analyze and evaluate the impact of decision aids, i.e., preprocessors and
& decision support systems, on the effectiveness of decisionmaking and information processing
, organizations. In particular, investigate the concept of coordination of decisionmakers assisted by
N those decision aids.
“Z:‘ Progress 1o Date: A Master's Thesis has been completed by Jean-Louis Grevet under the
__ . supervision of Dr. A H. Levis. From a conceptual standpoint, the idea of coordination in
] :::;Q decision-making organizations embodies three classes of issues:
. jZ: - the extent to which the decisionmakers constitute a team.
' - the synchronization of the decisionmakers’ activities .
:.'::; - the consistency of the informaton processed by the different members
| :‘_h of the organization.
p:
e The latter class of issues is primarily related to the fact that decisionmakers do not necessarily
“’r process data that are consistent because they have different geographical or temporal origins : For
-;' instance, two different decisionmakers can process data originating from different sensors or
i’_": different databases as well as data originating from a common database but accessed at different
." instants.
Ny
)
W The work focused on these three of issues:
(o
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,El;'-:: (a) The concept of team of decision-makers has been clarified. A team of decisionmakers is
ey defined as being an organization in which the members :
SN - have a common goal
)h“' - . k3
s - have the same interests and same perception of the environment
~.‘ 4 . . .
o - have activities which must be coordinated so that they achieve a higher performance.
v ?..
< Thus, for a task X with probability distribution p(X) and a cost function c(X) for the
f" organization, one condition for the organization to be a team is that its members have the same
~ perception of the task, pr(X), i.c. the same beliefs about the task, and assign the same cost
\.‘
‘ cr(X) to each input, i.e., have the same interests as far as the task is concerned.
1
_,'-'."jf The team will account perfectly for the organizational objectives when:
i
Y prX)=pX) and c(X)=c(X)
) .’ -
Py
__ N (b) The issue of synchronization is related to the interactions between the decisionmakers that
.‘ \ . - . . .
A take place during the decisionmaking process. It is thus a dynamic characteristic of the
=" e
organization. When a decisionmaker DM; processes some information, the total processing
o time of this input for DM; consists of two distinct parts:
o
S
-"\-'
o - the ime T, during which the decisionmaker actually processes the information
B T . ..
f-_: - the time Tp spent by the information in the memory of the decisionmaker
N . .
,\__5_,: without being processed.
| Selt
ALY . .
Ay The time Ty, is the result of two factors:
t::;: - information can remain in the memory of the decisionmaker until he decides to process
:t it using the relevant algorithm. In this case, the decisionmaker processes several
Q. pieces of information at the same time. Since a particular algorithm cannot process two
ot . . . . . .
e inputs at the same time, some inputs will have to remain unprocessed in memory
w o
e waiting until he relevant algorithm is free.
:.':'-: - Information can also stay in memory because the decisionmaker waits to receive a
l\ .
0.
18
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necessary piece of information from another decisionmaker or a decision support

system.

An organization is perfecly synchronized when, for the whole decisionmaking process, the
decisionmakers do not have to wait for information that they need in order to process the
information that is in memory. The synchronization degrades when the processing of some inputs
leads decisionmakers to wait for these data.

Synchronization is an important concept because the processing of information introduces three
kinds of baises:

- biases due to the uncertainty embodied in the information processe;
- biases due to tthe models used; and
- biases due to the value of information when the decisionmaker actually processes it.

If an item of information remains in memory for along time, the decisionmaker might well attach
less value to it when he actually processes it. This could lead to a degration of the effectiveness of
the organization.

(b) The consistency of information refers to whether or not different items of data can be fused
together without contraction. It is mission dependent. Data can be inconsistent if they have
different geographical or temporal origins: For instance, two different decisionmakers can
process data originating from different sensors or different databases as well as data
originating from a common database but accessed at different times.

The modeling of decisionmaking processes that require coordination has been completed using the
Predicate Transition Nets formalism. The tokens, which are the symbolic information carrier, are

identified by three attributes:

- the time if entry in the net, T,
- the time of entry in a specific place, T.

- the class ¢ assigned to information items by the previous processing stage.

The rule of enablement of transitions is that the tokens in the input places must have the same
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attribute T,,. It means that, when decisionmakers interact, they must refer to the same input.

Two measures that can be used for evaluating the coordination in decisionmaking organizations
have been defined:

- the degree of information consistency, D.

- the measure of synchronization, S.

A simulation program of Predicate Transition Nets have been developed using the Design Open
Architecture Development Systems of Meta Software Corp., has been developed. It can be used
to get insight in the dynamics of decisionmaking process.

The impact of decision-aids on the coordination of decisionmaking organizations has been
assessed using the modeling and evaluation tools described above. A model of a decisionmaker
assisted by a decision support system has been proposed. It accounts for the fact that most real
systems contain both elements of centralization and decentralization, i.¢., the users can share
certain resources - centralized databases or mainframes - and access individually other facilities
such as intelligent terminals. This modifies the strategy of each decisionmaker who must integrate
in his choices the possibility of requesting information from the DSS. Thus, each decisionmaker
has three alternatives vis-a-vis the DSS:

- he can ignore it and process the information by himself.
- he can query it and rely totally on the response.

Y

- he can query it and compare the response to his own perception of the issue.

s

The evaluation of these choices has been carried out on an example, a two-person hierarchical
organization.

o
-

?
L 4

Ao

It has been found that decision-aids can modify the coordiantion of decisionmaking process by:

&
7

b
>

@ - modifying a priority order with which different organization members
process the inputs.
- increasing the number of information flow paths with different processing times.

e
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Documentation:

(1] J. L. Grevet, "Decision Aiding and Coordination Decision-Making Organizations,"” MS
Thesis, LIDS-TH-1737, Laboratory for Information and Decision Systems, MIT,
Cambridge, MA, January 1988.

(2] J. L. Grevet and A. H. Levis, "Coordination in Decision-Making Organizations,"
LIDS-P-1738, also to appear in Proc. 9th European Workshop on Applications and Theory
of Teri Nets, Venice, Italy, June 22-24, 1988.

(3] J. L. Grevet, L. Jandura, J. Brode, and A. H. Levis, "Execution Strategies for Petri Net

Simulation,” to appear in Proc. 12th IMACS World Congress on Scientific Computation,
Paris, France, July 18-22, 1988.

MEETINGS

October 1, 1987: Newport, R.I.

Professors Athans and Tsitsiklis, Dr. Levis and research assistants, S. K. Andreadakis, J.
Azzola, V. Jin, J. Kyratzoglou and J. Papastavrou attended the Annual Review of the DTDM
program organized by the Office of Naval Research.

T 1987: n ity, K

Dr. Levis attended the 5th Annual Workshop on Command and Control Decision Aiding where he
presented one paper and participated in a panel discussion.

November 15, 1987: Oxnard, CA

Dr. Levis attended the meeting of the DOD Technical Groups on Human Factors Engineering and
Man-Machine Modeling and delivered an invited paper.

Dr. Levis attended the Annual Review meeting of the Technical Panel on C3 of the Joint Directors
of Laboratories and presented a review of research on C3 at MIT/LIDS. He also discussed MIT
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work and its relevance for ASW problems with the ASW group at NOSC.

mber . Los Angel

Oct.-Dec. 1987

Dr. Levis attended the 26th IEEE Conference on Decision and Control, and participated in a panel

on SDI/Battle Management.

S. RESEARCH PERSONNEL

Prof. Michael Athans,
Dr. Alexander H. Levis,
Prof. John Tsitsiklis

Mr. Stamatios Andreadakis
Ms. Victonia Jin

Mr. Jason Papastavrou
Mr. Jean-Louis Grevet

Mr. Jean-Marc Monguillet
Ms. Anne-Claire Louvet
Mr. Javid Pothiawala

6. DOCUMENTATION
6.1 Theses

Co-principal investigator
Co-principal investigator

graduate research assistant (Ph.D)
graduate research assistant (Ph.D)
graduate research assistant (Ph.D)
graduate research assistant (M.S.)
graduate research assistant (M.S.)
graduate research assistant (M.S.)
graduate research assistant (M.S.)

[1] ). N. Tsitsiklis, "Problems in Decentralized Decisionmaking and Computation,” Ph.D.
Thesis, Dept. of EECS also, Report LIDS-TH-1424, Laboratory for Information and
Decision Systems, MIT, December 1984,

(2] G.J. Bejjani, "Information Storage and Access in Decisionmaking Organizations,”
MS Thesis, Technology and Policy Program, also, Report LIDS-TH-1434,
Laboratory for Information and Decision Systems, MIT, January 1985.

3] Y. V.-Y. Jin, "Delays for Distributed Decisionmaking Organizations," MS Thesis,
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Mechanical Engineering, also, Report LIDS-TH-1459, Laboratory for Information and
Decision Systems, MIT, May 1985.

[4] K. L. Boettcher, "A Methodology for the Analysis and Design of Human Information
Processing Organizations,” Ph.D., Thesis, Dept. of Electrical Engineering and
Computer Sciences, glso, Report LIDS-TH-1501, Laboratory for Information and
Decision Systems, MIT, September 1985.

[S] R.P. Wiley, "Performance Analysis of Stochastic Timed Petri Nets," Ph.D. Thesis,
Dept. of Electrical Engineering and Computer Sciences, also, Report LIDS-TH-1525,
Laboratory for Information and Decision Systems, MIT, January 1986.

{6) J. D. Papastavrou, "Distributed Detection with Selective Communications,” MS
Thesis, Dept. of Electrical Engineering and Computer Sciences, glso, Report
LIDS-TH-1563, Laboratory for Information and Decision Systems, MIT, May 1986.

{71 C.M. Bohner, "Computer Graphics for Systems Effectiveness Analysis,” MS Thesis,
Technology and Policy Program, also, Report LIDS-TH-1573, Laboratory for
Information and Decision Systems, MIT, June 1986.

[8) H.P. Hillion, “Performance Evaluation of Decisionmaking Organizations Using Timed
Petri Nets,” MS Thesis, Technology and Policy Program, also, Report
LIDS-TH-1590, MIT, August 1986.

[3] P. A. Remy, "On the Generation of Organizational Architectures Using Petri Nets,"
MS Thesis, Technology and Policy Program, also, Report LIDS-TH-1630, Laboratory
for Information and Decision Systems, MIT, December 1986.

{10} C. Lee, "Task Allocation for Efficient Performance of a Decentralized Organization,”
MS, Thesis, Dept of EECS, also, Report LIDS-TH-1706, Laboratory for Information
and Decision Systems, MIT, September 1987.

{11] J. M. Monguillet, "Modeling and Evaluation of Variable Structure Organizations,” MS
Thesis, LIDS-TH-1730, Laboratory for Information and Decision Systems, MIT,
Cambridge, MA, December 1988.

(12} J. L. Grevet, "Decision Aiding and Coordination Decision-Making Organizations,” MS
Thesis, LIDS-TH-1737, Laboratory for Information and Decision Systems, MIT,
Cambridge, MA, January 1988.

6.2 Technical Papers

(1] R. P. Wiley and R. R. Tenney, "Performance Evaluation of Stochastic Timed
Decision-Free Petri Nets,” Proc. 24th IEEE Conference on Decision and Control,
December 11-13, 1985, Ft. Lauderdale, FL, pp. 558-563.

[2] G. J. Bejjani and A. H. Levis, "Information Storage and Access in Decisionmaking
Organizations,” LIDS-P-1466, Laboratory for Information and Decision Systems,
MIT, May 1986.

(31 J.N. Tsitsiklis and M. Athans, "On the Complexity of Decentralized Decisionmaking
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N and Detection Problems, /[EEE Trans. on Automatic Control, Vol. AC-30, No. 5, May
1985.

s
]

L)
‘. [4] V. Y.-Y. Jin and A. H. Levis, "Computation of Delays in Acyclical Distributed
AN Decisionmaking Organizations,” LIDS-P-1488, Laboratory for Information and
- Decision Systems, MIT, August 1985.
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1. INTRODUCTION

Let v be a set of convenr functions defined on the r-dimension.,
bounded domuin [0 T cTypicaliv, = wall pe denned by imposing certain
smooihness condiions on s elements.) Ginen any ¢ - 0oand f £ L et
Itferbe the setof all x Z {0, 1) such that v = fivy = £, Yy Z {00 1)

Let there be two processors, denoted by 22, and £, Each processor is
gnen a tunchon + = ». Then they start eschanging binary messages.,
according to ~ome protocol = unt processor Py determines un element of
Ief =i er Let Cor st e = be the totad number of messages that are
exchanged: this 1s u tunciion of the particular protocol being employed
and we are looking for an optimal one. More precively, let

Corieomv= sup Ciof el o) th. b
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be the communication requirement an the worst case) of the particular
protocol and let

Ctv.ev= mnf Ctrie. m) (1.2

-

be the communication requirement under an optimal protocol. where Iie
is the class of all protocols which work properly. for a particular choice of
€. The quunuty Co¥: ey may be culled the e-commuanication complexity of
the ubove-defined problem of distributed. approsimate. conves optimi-
zation.

For the above definition to be precise. we need to be specific regarding
the notion of u protocol: that s, we have to specify the set [y of admissi-
ble protocols and this is what we do next. A protocoel 7 consists of

(4} A termination time 7T
(thy A collection of functions A/ 7 = 10, 17— 10,1} =12,
r=0.12 ... . T- L
(¢) A final funcuon Q- or - 001 =0T
A protoco! corresponds to the following sequence of events. Euch pro-

cessor Poreceives its input’ found then, at each time ¢ ransmits 1o the
other processor P a binury message m (11 determined by

man =M om0 omu = .

Thus the message trunsmitted by a processor depends only on the fune-
tion f, known by it. together will ull messages it has received in the past.
At time T the exchitnge of messages ceases und processor P; picks a4 point
in {0, 1}” according to

N=QUf L mt o ma T = D (1.3)
The number Ct f,. f~: e. 7) of messages transmitted under this protocol is

simply 27. We define [lie1 as the set of all protocols with the property that _
the point x generated by (1.3} belongsto /i f, + fi-e). forevery f,. [~ € F. .

M A couple of remarks on our definition of protocols are in order.
-:‘-'_‘-\ (i) We have constrained each processor to transmit exactly one binary
:-_.;- message at each stage. This may be wasteful if. for example. a better
._:-_ protocol may be found in which P, first sends many messages and then P
T transmit its own messages. Nevertheless. the waste that results can be at !
@ most a factor of two. Since, in this paper. we study only orders of magni- !
:5:': tude. this tissue is unimportant. 1
-‘:._ (i) We have assumed that the termination time T is the same for all f). i
::v": |
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‘hx + B - . . . .
N - € . even though for certain “easy  funcuons the desired result may
:.-:'.- have been obtained eurlier. Aguain. this is of no concern becuuse we are
J‘._-/ . interested 1n a worst case anafvsis,
l \
." R(‘IHI(’(/ Rescarch
S
-\.'\\ . The study of communication complexity was initiated by Abelson
..: (1980 and Yao (1979). Abelson deuls with problems of continuous vari-
}'-\; ables. in which un exact result is sought. and allows the messages to be
o real-vialued, subject to a construint that they are smooth functions of the
t input. This 1s a different type of problem from ours. becuuse we are
L . . . . .
M s interested in an appronimate resuft and we are assuming binary messages.
'-_'-'_: Yuo (1979) deals with combinatorial problems. in which messages ure
K binary und an exact result is obtained after finitely muny stages. This

: ; reference has been follonwed by a substantial amount of research which
O, developed the theory further and also evaluated the communication com-
) plexity of selected combinatorial problems (Papadimitriou and Sipser.
"V" 1982: Papadimitriou and Tsitsikhs, 19820 Aho er af., 1983 Pang and El
;\P:: Gumal. 1986: Mehlhorn and Schmudt, 19820 Ullman. 1984). The main
" apphcation of this research has been in VILSI. where communication
':':-: complentty constrains the amount of information that hus to flow from
o one side of u chip to the other: this in turn determines certain trade-offs on
s 2o the achievable performunce of special-purpose VLSI chips for computing
. certain functions (Ullman, 1983
.-: Finally . communicution complexity has been ulso studied for models of
::\ asynchronous distributed computation. in which messages mayv reach
n their destination after an arbitrary delay (Awerbuch and Gallager. 1985).
W The communication complevity of the approximate solution of prob-
hay lems of continuous variables has not heen studied before. to the best of
- our knowledge. However. there extsts a lurge amount of theory on the
.a y information requirements for <olving (approximately) certain problems
::-\:('.» such as nonlinear optimization. and numerical integration of differential
.»::,)\' ) equations (Nemirovsky and Yudin. 1983: Traub and WoZniakowski. 1980)
O (information based complexity 7). Here one raises questions such as.
A How muny gradient evaluations are required for an algorithm to find a
) _ point which minimizes a convex function within some prespecified accu-
o racy £? We can see that. in thi< tvpe of research. information flows one
O wav—from a “‘'memory unit” twhich knows the function being mini-
i -: mized) to the processor—and this is what makes it different from ours.
By ¥ ™
A Outline
N

o In Section 11 we establish straightforward lower bounds such as C(F: ¢)
Ao = O(n logt1/e)). In Section 11l we show that the naive distributed version
of ellipsoid-type algorithms leads to protocols with O(n- log(1/e)(log n +
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logei eh communication requirements and we show that this upper bound
. cannot be improved substuntially within i restnicted class of protocols. In
Secuons IV and V we partially close the gap between the ubove-men-
tioned upper and lower bounds by presenung protocols with Odogt] #1)
communication requirements for the case = [ (Section IViand with On

. log ntlog 1 = logcl #1 communication requirements for the case of gen-
{ «":_-’ eral n (Section V). under certain regulanty assumptions on the elements
ﬁ:, of 7. In Section V1. we provide some discussion of possible extensions
Ny and guestions which remain open.

K<

J _

‘ y II. Lower Bouaps ox Clri#)
AN

“-'~":: Before we prove any lower bounds we start with a fuirly trivial lemmu
.:-::~ whose proof is omitted.

L~ e Lesema 2000 If # C Sthen Clrier = Clbr).

[y Let #( be the et of quadratic functions of the form ftv) =[x - AT
,\"_; with v* € [0, 1]7 and where ' is the Euclidean norm. Also. let 7, be the
.-:.- set of funcuions of the form fix) = imax,., , v —a” .wherex), < 1.V

o
»,-_\.'- ProvositioNn 2.2 () Curoe) = Quntdog no= dogl] £n):

v N _ N

) Ctry ) = O logtle)).

—.!_-1 Proof. iy Consider 4 protocol = € Therwith termination ime 7 und let
;_: us study it eperation for the special case where f; = 0. Let § be the range

) of the function Q corresponding 1o that protocol {see Eq. (1.3). when f; =
) ::'j 0. Given that the minimum of /5 mayv be anywhere in {0, 1]". § must
NN contain points which come within £'. in Euclidean distance. from every

- point in [0. 1]7. Now. one needs at least (An‘e! *)®* Euclidean balis of
o radius £'7 to cover |0, 1), where 4 and B are absolute constants. (This

‘_’_" follows by simply taking into account the volume of a ball in n-dimen-
.-:: sional space.) Therefore. the cardinality of § is at least tAn‘e' ¥ Given
.. "‘

-~ that the cardinality of the ranze of a function is no larger than the cardinal-

L . . LT R :
o ity of its domain. it follows that the cardinality of § is no larger than 2.
£a% Therefore. T = Owntlog n - logtlie). which proves the first part.
(i1 The proof s almost 1dentical to thut of part (1) and is therefore
o omitted. The only difference is that now [0. 1]" is covered by balls in the
. supremum norm and O((1 £)7) such balls are necessary and sufficient. ®
Iy
h -:}: In the proof of Proposition 2.2 we made use of the assumption that the
' -\_';- final result is alway s obtained by processor Py. Nevertheless. at the cost
Y ; ! of minor complications of the proof. the same lower bound may be ob-
LA tained even if we enlarge the class of ailow ed protocols so that the proces-
.::‘ sor who computes the final result is not prespecified.
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Let ry( oy Cstrongly conven functions™™) be the set of ali continuousty
ditfferentiuble convex functions f with the properties

Loy = v =g = o= v ML v- 7 (2. 1)

FEER R Y F NTLR Vo= [0 1) (2.2

(Note that (2.1) implies that M = 1.y Also. let 7; be the et of convex
functions which are bounded by § and satisfy

TV = fUv) = fmany, — oy Vi

ProposiTion 230 00 CCT g vy b = tndog = logl £,
0 Cirg e = Ot logtl e

NN Al

Proof. Part b follows from Proposition 2.2 and Lemmu 2.1, because i
#o 2o Forpart o we note that +0 2 v wsand Lemmua 201 proves ‘
the result for .« (. -, The result for general [ follows because any f = j
Fac vy can be sculed <o that it belongs to o vy @ ;

|

I, Nant Urerr Bousps

We consider here a strimghtforward distributed sersion of the method of
the centers of gravity (MCGH which has been shown by Nenirovshy and
Yudin (1983) 10 be an optimal algonthm in the single-processor case., for
functionsn 4, . in the sense that it requires a mimimal number of gradient
evaluations. This method miy be viewed as & generalization of the well-
known ethipsoid afgorithm for fincar programming (Papadimitriou and
Steightz, 1982), We sturt by describing the uniprogessor veision of this
method and then anulyvze the communication requirements of a distrib-
uted implementation.

P A
YO LLALY

The MCG Aleoritim (Nenurovshy and Yudin, 1983, p. 62)

P

[et £ = %, be uconvex tunction to be minimized with accuracy e. lLet
G = [0. 1] and Tet 1, be 1ts center of gravity. At the beginning of the Ath
stage of the computation. we assume that we are given a convex set G,
C {0, 1) and 1t~ center of gravity v, Let , be a scalar and let v, be a
vector in R with the following properties:

0y Lo~ v = a0 = i), Ve £ {00 1)

un ooz ) = tef2),

{Note thatif the term £ 2 were absent in condition (ii), we would have z, =

,‘,
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finrand v, = a0 b v anantenior point. The presence of the € 2 teirm
implies that these relations need 1o hold only appronimatels )

lLeta, =min,{zlandlet G, = W€ G, v, v~ Ao~ o= a ). The
algorithm terminates when the Lebesgue volume of G, becomes smaller
than ¢ 20" and returns a point A, associated with the smallest value of ¢
encountered so far.

The follomwing facts are quoted from Nemirossky and Yudin (1983).

tar The volume of (s no farger than as0 where a s an absolate constant,
smaller than one and independent of the dimension 7 Thus o total o
avlogt2 s logel an o= O logtl £) stages are suthicient

by The result 4 of the algorthm satisfies fov = anf otk = p Vi where
Viorr = supoo foa - anl ot

Note that Vify < 1o for i = f; = £~ f1. > € %, so that the dlgorithm
indeed produces a result belonging to /i /f: &),
We now consider a distributed implementation of this algorithm. The
distributed protocol will consist of stages corresponding to the stages of
the MCG algonthm. At the beginming of the Ath stuge. both processors
hnow the current conven set G and are therefore able to compute it
center of gravity a, . Processor P evaluates £y and transmits the binary
representation of a message Ao A) satisfyving G A E [y — e ) )
= (& ¥y, Clearly . htic Ay muy be chosen so that its binary representation
has at most Orogil en bits. Also. each processor evaluuates the gradient
v .oofits funcuon f o at 1, twith components ¢, .o/ = .. .. . n)and
transmits the binary representation of messages (i AL jrsatusfying ¢ :
=t Aoy = e ciem. Clearly the ctio A7 7s may be chosen so that they |
can be all transmitted using Owr logtn ey = O log o~ nlogtl eh bits., !
Neat. each processor lets -, = Al Ly = A2, Arand lets v, be the vector

-'I
.-
>
.~
)

Ty P
2 Tk

o e %

,
,

“~
R N N e

.~ !
with components ¢t A0 = (20 A7) It then follows by some simple :
algebra that z, and v, satinfy the specifications of the MCG algorithm. ‘
Finally . each processor determines ¢, and 11s center of grav ity .. and
the algorithm proceeds to its neat stage.

We now combine our estimates of the number of stages of the MCG
algorithm and of the communication requirements per stage to conclude
the following.

-~

PrOPOSITION 3. 1. Curyoe) = Otn- loaid eadog o= Jogid e v I par-
ticular, the above-described distriputed version of the MCG aleorithm
stays within this bound.

The upper bound of Proposition 3.1 15 quite far from the lower bound of
Proposition 2.2. We show next that within a certain class of protocols this
upper bound cannot be substantialhy improved.

We consider protocols which consist of stiges. At the Ath stuge there 18

LN
N a current point x € [0, 1} known by both processors. Then. the proces-
:. SOrs transmit to each other approximate values of f and of the gradient of
o~
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=
,*..- foall evaluated at v, Using the values of these messages, together with
R any past common information, they deternune the next point x,.. ac-
"";- cording to some commonly known rule. and <o on. We place one addi-
\ tonal restriction: when i processor transmits an approvimate value of
oot Fovitdoes so by transmuiinge i sequence of bits of the binary representa-
~ tion of { () starting from the most significant one and continuing with
".*:: consecutine less significunt bits. (So. for example. a processor is not
~ allomed to trunsmut the first and the third most significant bits of £(x, 1.
: without transmitung the second most significant bito) The same assump-

ton 1s made concerming the components of the grudient of f,. Finallv. we
require that the same number of bits of £, (x,) und of each component of the
gradient of £ get trunsmitted.

The above restnicuons turn out 10 be quite severe.

5

PROPOSITION 3.2 There exists a constant A such that for any protocol
7 € 1ley satisfvine the above restrictions there cxist v~ € oy such thar
Cofootsoeom 2 A dog’ (e Thus as trae. cven it we restrict fiao be
cynal 1o the adenticali zero funciion,

Proof. Using an argument similar to Lemma 20000t s sufficient to
prove the result under the restriction that f, = 0and under the restriction
that /> be differentiable und bounded. together with every component of
its derivative, by #'7 Using the results of Nemiroysky and Yudin (1983),
for processor ) to determine a point which s optimal within £, it must
acquire nontrivial information on the vialues and the dervatives of £ for at
least An logl ¢ 71 different points. Note that the Odogte" 1 most signifi-
cant bits of f» and each component of 11y derinvative. evaluated at any
point. are always zero. Thus. for processor £, to obtuin nontrivial infoi-
mation at a certain point at least Ot logt ) e 21 bits have to be transmit-
ted. This leads to « total communication requirement of i log™l e! 7y
= Own~ log tl/e)) bits. which proves the result. @

If we relax the requirement that the same number of bits be transmitted
for each component of the gradient. at each stuge. then the same proof
vields the lower bound Ctfy. fo e 70 2 Andogid] o)

IV. AN OPTIMAL ALGORITHA FOR THE ONE-DintpNsionar Cast

By /"

We prove here a result which closes the gup between upper and lower
bounds for the one-dimensional case. The proof consists of the construc-
tion of an optimal protocol. We only present the protocol under the as-
sumption that each f is differentiable. The argument is the same in the
nondifferentiable case. except that each f, is to be interpreted as a subgra-
dient.
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ProposiTiON 4. 1. Ifn = | then Ctry ) = Otlogllie).
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Prootf. The protocol consists of consecutive stages. At the beginning
of the Ath stage. both processors have knowledge of four numbers. a, . h, .
¢, cand d,Cwath the following properties:

1y The interval (e, A Y contains a point v which minimizes f, ~ -
(1l The dervative of £ ut any mimimizer ot 1, = f>and the dernatine
of fiand of = s utia, = b)) 2 belongto the intenval [, . J ). tNote thut the
derivative of each £ hus 1o be constant on the set of minimizers of f; = 1.

At the first stuge of the algonithm we startwith e, = 00hy = 1) = - [
and d, = 1. At the Ath stage. the processors do the following: processor P,
transmits a message m, = 0 (=D e, = b2 = (0 + d 20
otherwise it transmits m 1

Ifm,, =0and m,, = . then ! tta, = b1 21 = fFda, = b1 2= 0 We
mud ‘lhen leta, ., = (a, = b 2and leave h o, d unchanged. Similurly,

Wmy o= land m-, = O.weleth,., = tu, — b2 und leave u,. ¢.. d;
unchunged.

We now consider the case i, = s, - Lo Let v beannmnuzer ot o, -
frbelongmgtofa. . h ) v 20, = b2 then vy = e, = b 2y e
o, ~da2 0w <ta, = b 2othenrine )y - =ty > =g, = b 2y s
teo = do 2 Inernther caseowe muny et o, = v, = do2and leave o, . b
d.unchanged. Finally Caf nry o = s, = O simudar argument show s that
we may et d, o=, = Jdo2and leanve ao . H0 unchanged.

For cach of the four cases. we see that .. . d, will preserve
properties ()t which were postulated eurhier Furthermore. at each
stage. either A, - a, or d. = s habved. Theretore, atter at most 4 = 2
logel £y stages. wereachapoint whereeither b, — . = rord, -, = e If
b, — «a. < ¢ then there exists o mimimizer which is within £ of «, @ given
that the dermvutne of + - s bounded by one. it follows that fita,) +
Jrtagy comes within e of the optimum. as desired. Alternatinelv . if . = ¢
= s then i, = b2y~ fia, ~ b2y < = ¢, = ¢, [t follows that
forany v 2[00 B we have fitvr = b = flta, = by 20 = fstta, = b1 2) —
A= ta, = b)) 2 e which shows that t ) = fsita, = b)) 2rcomes within e of
the optimum. =

V.o AN ALNMOST OPTIn AL PROTOCOL FOR STRONGE Y
CONVEN PROBLE Ms

We consider here the cluss # yyy of stronghy conver funcuons which
was defined in Section 11 as the set of continuousiy differentiable convex
functions satisfyving (2.1=(2.21. In this section we show that a suitable
distributed version of the grudient projection algorithm comes close to the

-

lower bound of Proposition 2.3, within an Orlog n) factor. In particular.
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COMMUNICATION COMPLENITY 23y

for am fined dimension .o we have a protocol whose dependence on e s
optimal
In the protocol to be constdered cach processor computes the saume

'

sequenye v, of elements of [0 1]7 according 1o the tteration
- < |
O N o= 0 (3 |
|
\

We use the notation [V to denote the projection (wiin respect to the
Fuchdean metnarof g vectory Z W onto the convex st 00 10 Also. 3 s
apositive sealar stepaize and s an appronimation of the pradient of /) -
froevaluated at v In particular. weldet ¢o = 1o0v 0 = v rand we require
that v, satisty

‘
|

i

S, owet s o et [N ]
: .

where s same postinve constantondependent of AL belonging to (0,
Naturallv o we wilrhave to ensure that there s enough communication so
that cach processar knows s, at the begimning o the «th stage

We start by estimating the number of steps reguired by the above
leorhm to come to u small neighborhood of the opamual point. The
argumeni s very similar to the standurd proof that the cradient projection
algorithm has g linear rate of convergence (Nemirovshy and Yudin, 19853,
pPp. 238226 encept that we need 1o take care o) the fadt that we use
instead of the exact gradient ¢ We denote by 7 the umicue vectoran [0,
I owhich mimmmizes 0 = /- over that domain tUmigueness 18 o conse-
quence of strict convenity, which follows from strong convenity )

PropPOSITION 310 € v o if vso Gty S =t 3 200
stepsize vy sl cnoneedn and s aas satncionia dove to Lot
cxst ALB.C o0 dependne oo o ML such thar

AL v Anac (2.3
oy, - v o Bna . (s34 !
N TT T U VR GV T (AU

Proot. We will prove the result with the tfollowing choices of con-
stants:welety = 1oV B =24 L. and C = 2B . The constants 4 and «
will be fined fater

We state without proof the following properties of functions in Fo¢ v g
iINemirovsky and Yudin, 983 pp. 2342285

o lr By
AR NN
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o o = v s ML v -y (2.6
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-\.'.:' . o -
e e = v =2 = o = (L2 (5.7)
e s .
. LI AL = v f0 = oo = (LM 2 v - (5.8}

We wall be also using the inequahin
N A R T ) Yy e [0 1], {594

which 1~ w4 necessars and suftictent condition for optimality of 1™,

We continue with the miaan part of the proot. which proceeds by induc-
tion on A. We first show that part (it holds for A = 0. Using the convexity
of fowe have

R TR U T A (00 N U VAT & 1 OO0 T AN 1L V0% LR U VA

Using 1221 we see that £ou s bounded by MLt ialso, 7 = 4t =
voas hounded By e T lnfollow s that rovs = fov s ML= A as long
as A s chosen larger than AL
Suppose now that (3.3) g8 valid tor some nonnegutive integer A Using
(S Ty and then (3.9 we obtam

o™~

(3.1

We now use €3 101 and the mductien hy pothesis to obtain

-

T e I U R TR I
Ll

ina = Bna. (310

~les

s
.

R
Py

Pd
A ALY

We have therefore shown that (5,40 18 abso valid for that particular A We
then use 3 4) and the tnungle mmequahty 1o obtam

P

|
‘
|

< 2B T, (312

7’7

which proves (3.5 for that sume value of 4.

We now prove (3.21for A = 1. which will complete the induction. Using
the defimition of the prajection. «, ., minimizes (v = L = ¥, ~overy £
(0. 1]7. which 1s equivalent to mimimizing
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COMMUNICATION COMPLENITY 24

over all v = {0, 1], Let us use the notation J.ovi to denote the expression
(S.13) as a function of v Let 7 = «, = (1 Mix® — 1) Note that 7 £
[0, 1] because 1,7 belong to [0 1] Thus. by the minimizing property
of \,. we have

. Joon o = Jo. (S.14
Now .
1Y) .
[T URPI NS & T U B R ANS DU SO S ooy T AL
1A
e T e T P PR Lo, R O AN (VN

= o) = it 2B e Car)

< - 2B ot

_ . | ! . ) AL 2 ﬂBl‘ .
= i = by, \/(‘ v SRYE \ \, 2 1
. l » [' } R RN b
= J) e, T} (I S U 5\—1 A TR | + 2B - na-
! »
s, Y \ \
0 | | f ] !’ . . I
'_Z —_— — - — b - or - b - —_
17 () ‘” (v, [ \, 3 v A
~ 3B :Hu‘\'
ra | o
<l - =ty - —= vy = AR pa .

\! \/

Here. the first inequahty followed from (281 the second from the
Schwarz inequahty: the third from 3.2), (21210 and the defimuon of
J.ta, . the fourth from «3.140 In the equahity we made use of the defini-
tion of - and J.. and the next step tollowed from the Schwarz inequality
then. we used the fact M = 1. 3.2y, and (3111 finallv. the last line
followed from (3.7). We therefore have. using the induction hy pothosis.
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g
:*\\." The . v camplete L pyet ? coof (S )R v
o~ < mdui.mn \‘\‘lll be comipleted ot the night-hand side of (3 131~ smualie:
“.:, than Ana- 7" This I accomplished by tabing o S (0, Dy close enough to
‘.f:',, sothat 1 = 1.3+ o und then choosing A furge enouch so that the term
mvolving 4'7 18 neghwible in comparison wath the first term an the richt-
. hand side of (5185 This concludes the proof  m
e | . . ,
s We now return to the distributed protocol. Since #1012 vl o 1
::x, follomsthat fy = -2« oy Consequenthy. Proposiiion S0 applies tor,
-:‘. = txand shows that atter Odosid o1 = Hog n) stages. the algorithm (31—
A (3. reaches & point which s within ¢ trom ophmaliny
v We now indicate how the protocol nuay be implemented with Gondog
__J-,‘_ bits being communicated at cach stage. Al we need to dois to make sure
-::-_ that the processors share enough mformation at each stage to be uble to
:,-‘\‘ compute o veltor « o sanstung 15 20 Thisis accomplhished by fetting each
~TS processor hnow aset ol scalars sy 0= 120 = Foo o0 caosuch that
"‘ N s ) = ol = ac where 2ot 70 s the yth component of 1 g We
first consider stage A = 0 Using o2 20 we see that ¢t 00 1s bounded by
- O 71 Tor each o Theretore. itis sutiaent to transmu Odlog 1 bits, 1o

specify each component with accuracy o = 1.
Suppose now that £ 0 and that guantities «, 7. 7 with the desired
properties have been ~shared at staze A Lo Wehave oo — 0 adog

O TN B B O B R P SR A VRN A T U ¥ A VR DU A YT SO
CUAMCr 7 = S T rHere we have made use oV 03 600 our hypothess
that ao satisfies 13 25 and part aneof Proposition 30100 Let us impose the
additional requirement that v, o be anmtezer muluple of o This re-
quitement dues not prohicit the witamment of our zoal, which 1+ 10 satishh
inequaiiiy 13200 With this regquirement. there are at most a1 LVCn' - -
I = 1 possibie choices for voio vy Thercefore. cach processar £ ma
choose s fras above and transmit s value 1o the other processor,
white communicating only Qdog 20 biis for each component 5. thus lead-
g to o wtal of O dog m communications per stace. We have thuos
proved the following resuli

PropoSITION 320 Foram tinved ML owe v Clrg s oo = (e

log ntlog n = Jogrl #0

VI Possigre ExTissions asD Ope s QUESTIONS

~
.‘:;'.:
:\l_‘: 1. The protocol of Secnion Vs hkely 1o be tar from optimul concern-
‘ \;.. ing the dependence on the parameters Af and L. The gradient algonthm
:;; tends to be inefficient for poorls condittoned problems darge A o as op-

posed to variations of the conmugate gradient method (Nemirovsky and
Yudin. 19831 It remains 10 be seen whether & sutable approsimate ver-

.

:_': sion of the contugate gradient method admus a distributed implementa-
" ::'_ tion with low communication requirements as a function of A,
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.,::'_‘ COMAMUNIC A TTON COMPTENTTY AER)
s
'_-":' 2 For the class +o o cradient methods do net work and the cap he-
:;. tween the lower bound of Section 11 and the upper bound of Secnon 11
remains open. We believe that the tactor of i an the upper bound cannet
be teduced The reason is that any concenable alzonthm would need to
.\_-‘:\ consider b feast Coy Togeh s pomts and (s hosd tomazne ans usetod
o . trunsfer of information concerming the behavior of the tunchien i
-}:T vicinity of a point which does not require Oin) messages. On the other
:-:.: hand. it may be possible to reduce the factor logttl ) to just Jogtl o
s although we do not know how 1o accomphsh this A refated open problem
), concerns the Oog o gap between Propositions S.2 und 2.3, for the cluss ‘
RENURTIM !
30 Some directions wlong which it s hkely that the results can be |
extended concern the case of A 2 processors and the case where the
constraints under which the optimization i~ carried out are not commoni
hnown: for example. we may have aconstramt ot the form ¢ (v = v =
0. where each v ois o convey function known by processor £
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