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Naval Ocean Systeas Center has described earlier. The limited data <
investigated the potential of the systolic fnput/output throughput structure and :
archi{tecture for signal processing moderate clock speed of this testhed "
applications since the concep was limfted its usefulness for real-time

introduced by H.T. Kung in 1878*7 This signal processing applications.
highly parallel! architecture of nearest

neighbor data comsunication and repeated NOSC is presently {nvestigating the ?
processing node structure promises a application of systolic architectures to “
favorable sarriage of VLS! wafer scale adaptive beamforsing. Using the N
integration and satrix based signal background derived from the original e
processing algorithas. The successful testbed investigations and the perforsance ¢
asrging of the technology with the requirements assocliated with a chosen
mathaatical concepts of eigenvector beamforming algorithm, a second generation
decomposition, single value decomposition, systolic array processor has been designed ;
or orthogonal factorization necessitates a and built. A description of the ‘,
caretful study of a large nusber of algorithm, a special version of the X
architectural issues. Functional factors modified Gram-Scheidt orthogonalizer, and )
associated with the design of a systolic its intended real-time adaptive ;
processing elesent must be addressed. For bearmforming application is beyond the ¢
instance, should bit-serial or bit scope of this paper. The architectursl y
parallel computation be utilized. Does requirments imposed on the systolic array )
the dynasic range of the ecandidate by the anticipated algorithms to be mapped, i
applications or numerical stability of the however, will be described here.
algorithes used require computations in N
fixed point and integer forsat or the
architecturally more complex and slower Jestbed Architecturpl Features M
floating point format. The relationship
of input/output data flow rate and The systolic array testbed system , figure )
sanagesent and the internal computational 1, {s composed of 16 Arithmetic Processing ()
speed must Dbe studied in assessing the Modules (APM), 4 Input/Output Modules A
complexity of the processing element. oo scaT -
N L]
Design factors bearing on the type of w3
systolic architecture used are also P SUTOUTPUT 00T }____“"
derived from the need to fully utilize gy = \ cmcus
each processing elements in the array. }
The nusber of elements, the K23 wme 1071 pn K27 e €21 o |
interconnection scheme, the asmount of SR RN BJURNE P 4
local or global program {ntellfigence must R e Pr= rr — ! A
be estabiished with consideration of the - e [ LR LRI, | v N
algorithe(s) to be wmapped onto the e sieid Rt St St St B [-+-¢044 . nd
architecture. Ou) e N " ory : sow) : 3
Y
Initial work perforsed at NOSC2 i S "*“'"1 i .
resulted In an & X 8 systolic array it e 1 e 51 v 2T e , }
testbed and developmsent software to aid {n [ LSRN T 2 :-QA.;i{ .aﬁ. .
the subsequent algoriths mapping efforts. ; S T SOORE 1 - siwos | Saows
The array was built from off-the-shelf ‘ _—.{— Lol ]___J“f:“.:% e
sf{croprocessor based processor :'
) componentry. The warchitecture was very #OTYON PORY K
flexible and programsmable and served as a A
good platform to address the design i{ssues Figure 1 Systolic Testbed Systems ;?
L]




(10M), & System Control Module (SCM), and
the systea host contral coaputer (an IBM-
AT tor this initial configuration). The
168 APM’s are systolically connected via
orthogonal 40-bit bi-directional parallel!
data buses to adjacent APM’s or to an I0M
on each of the boundarfes of the 4 X 4
square array. Data coasunication to
hardware externa! to the array occur via
the 4 external ports (top,bottom,right,and
left). An additional 40-bit bus, oalled
the data circus, is included {n the
praocessor architecture allowing the data
msovement around the periphery of the
systolic array structure.
Communication between the elements of the

" systolic array processing elements and the

systes control module is handled by =a
globa! bDus called the Arrsay Control! Bus
(ACB). The host computer coamunicates
control, disgnostics and data tc the APMN’s
and IOM's via the SCM.

ot Mod
Eunctiona] Features

Each APM is composed of 330 off-the-
shelf integrated circuits and has been
constructed on a 16" X 18" wire wrap
circuit panel. Figure 2 identifies the
major functional cosponents of each APM
and hints to the highly paralliel
architecture contained within each module.
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Figure 2 APM Functional Diagram

The computational! power of the APM resides
in the ALU which i{s composed of a pair of
8 MHz WVeitek floating point processor
chips, the 1033 msuliplier and the 1032
ALU. The module architecture allows both
of these chips to perform simultansous
computations on separate sets of operands
while communication to neighboring
processing modules may also occur. This
degree of parallelism i{s achieved by the
use of 4 Veltek register file chips
(1066), which is a five ported 32 location
32-bit wide scratch pad semory. Because a
total of 128 (4 X 32) locations for
operand storage wvas deesmed Inadequate to

support most signal processing algorithas,
an additiona]l 4K locations of single
ported memory {s included in this scratch
pad function.

The 1/0 structure of the APM has been
sade highly paraliel and reconffgurable to
allow the grestast latitude for algorithm
data wmovement. Each register file chip
can be dedicated to data movement
associated with each adjacent module.
This allows the sisultaneous movement of
up to four different data packets during a
single transfer interval. The data
transfer occur at the ssme rate as the
internal cosputational rate, nasely, 125

nanoseconds/transfer. The data flow
network is capable of supporting a numsber
of topological configurations. A

characteristic of many signal processing
algorithas is the need for some sort of
global or broadcast dats wmovement. Each
APM can support broadcast |in several
different configurations. By moving data
through the data flow network in a
transparent msode, row, coluan and diagonal
broadcasting is supported during a single
clock cycle.

The on-board control of ali the
functional elements of the APM described
so far originates from a micro-

sequencer/instruction RAM. To accosmodate
the highly parallel nature of the APM, the
instruction word contained in the RAM (s
176 bits wide. The micro-sequencer
accepts pointing vectors to the starting
address of desired program segsents Vvia
the control bus. The program flow can be
modified by testing the 1/0 handshaking,
the contents ‘of the data tag byte,
auxillary mode registers, or data related
arithaetic operations.

The finel functional block in the APM
is the diagnostics interface which allows
the systea host computer to load or
interrogate APM wmemory registers and
internal buses. This interface is used
for such functions as down-loading
fnstruction and data and has the
additional feature of supporting inftial
debugging efforts and operational
confidence testing/fault i{solation.

input/Quiput Module
Functional Features

Each IOM is cosposed of 180
integrated circuits and has been
constructed on a 98" X 16" wire wrap
circuit panel, Figure 3 identifies the
major functional components of each of 4
IOM’s in the system. To wminimize the
complexity of programming and the hardware
debug cycle, the microcode sequencer and
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Figure 3 [OM Functional Diagrams

Figure 4 SCM Functional Diagrams

diagnostics interface are fidentical in desired microcode program modules) can be
function to those used in the APNM. The directed at the hardware modules of the
10M contains no data computationa) array. The system clock originates on the
circuitry but §s expressly designed to SCM board and a separate copy of the ciock
efficiently move data. The data flow is sent to each system module. This clock
network connects the data pressnt at the is programmable in speed, and can be
boundary of the systolic srray to the incresentally controlied and used during
internal 4K buffer memory. The I1OM hardware debugging and algorithes wmapping.
handshaking and transfer rates are The SCM incorporates the circuitry needed
{dentical to the APM’s th which ({t (s to =allow data movement between the host
connected. Esch cf the boundary I0M's has computer and any one of the 4 externa!
2 non-systolic ports included which serve ports. This feature is included to aid {n
{mportant interface funtions in the the iInitial sapping of the algorithe (n
application of the array hardware. The the absence of the balance of the external
external port comes complete with a systea hardware.
separate set of handshaking signals which
allow the {ntelligent communication of
data with externa) hardwvare without ardware |maplementation Features
interferring with the systolic movement of
data within the array itself. The dats The system hardware, with the
bus (data circus) allows the 10MH expection of the host computer, (s housed
DrOCESSOrs to act as a distributed in a 24" wide, 30" deep and S6" high
interface systesm. The registration of equipaent rack. A custom cardcage
data {fnput and output to the array complete with fans was contructed which
hardware with the external systea hardvare allows the mounting of the 16 APM cards {n
can be programmed into the I0OM program. the front side of the backplane circuit
card and the 10M's and SCM in the back.
Due to the number of wide parallel buses
stem Cont Modu and high clock speed of the array, all the
nction systolic connectivity is contained in one
186" X 24" 10-layer circuit card. A
The SCM i{is composed of 140 integrated special power distribution grid
circuits and s similar in construction to constructed from copper bar stock was
the I0M's. Figure 4 1{identiffies ite attached to the backplane to accommodate
functional! components and ite relationship the current Joad of the present asystenm
to the other system cosponents. The main configuration (6500 1ICs) and future
function of the SCM is to convert an enhanceaents up to 400 aeps.
extension of the host computer bus (16-
bits) to a format used in the ACB (65- A secondary multibus oardcage has
bits). The host computer can address each been included in the eaquipment cabinet to
of the diagnostic and control registers accommodate data acquisition system
contained in each or groups of APM'g components and possible future use of a
and/or I0OM's. System status including single board computer to repiace the
global busy/ready, arithmetic error present IBM-AT host.
detection, or system instruction parity
memory fsult can be monitored by the host
computer via the SCHM. The {incresental
algorithe comssands (the selaction of the
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