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To apvear in the Proceedings of the SPIE International Technical Symposium,
Vol. 698-34, Real Time Signal Processing, San [lago, CA 17-22 August 1986.

Architecture of the Systolic Linear Algebra Parallel Processor (SLAPP)
J. J. Symanski

Naval Ocean Systems Center
San Diego, CA 92152

Abstract

‘) This paper will present preliminary concepts for the design of a systolic array of
processors specifically aimed at efficient implementation of a core set of matrix operations
consisting of matrix multiplication, QRD, SVD and generalized SVD. The algorithms to be
implemented will be discussed briefly. Concepts for efficient implementation of the
algorithms will be presented along with future plans. -

- Introduction

The impogtance of the QRD, SVD and GSVD to real-time signal processing has been discussed
by Speiserl. These algorithms are far more complex than the FFT and similar algorithms
which require basicallg only multiplications and additions of integer or floating point
numbers. H. T. Kung's< elegant and efficient concept of data rhythmically flowing through
linear or two-dimensional arrays of processors, becomes more complicated with these advanced
algorithms. This added complexity is partly due¢ to the algorithms- and partly to the state-
of-the-art of integrated circuits available to construct these processors. Divisions and
squara roots, are more difficult and time consuming to achieve in hardware, since they
require iterative approaches or additional complex circuits.

Other factors which lead to implementation difficulties are data movement and the pro-
gramming of long pipelines of data. For applications where the data arrays have dimensions
on the order of 100 to 1000 and the dynamic range of floating point computations is required,
it is currently infeasible to build arrays with one processor for each data element. This
means that techniques must be found to map large data arrays onto smaller physical arrays
and maintain a high level of efficiency for the algorithms. .

This papver will present a new architecture, implementable with current state-of-the-art
integrated circuits which attempts to efficiently implement GJhe core operations of matrix
multiplication, the QR, SVD and GSVD as described by Luk3:%4, as well as containing a high
level of flexibility for the implementation of other algorithms and application dependent
functions. The architecture attempts to deal with the problems of latency in the primitive
arithmetic operations, imbalances in data transfer and computation rates, processing of
arrays of data larger than the physical array and some software issues.

Algorithms

The algorithms of primary interest are the QRD, SVD and GSVD of Luk3r4. The GSVD is
similar to the SVD but more complex in that it will be implemented on two triangular arrays
which will make its data movements more complex. The GSVD is currently being analyzed
with respect to its mapping onto the array. Matrix multiplication is relatively easy to
implement on the array and will be discussed only briefly.

The QRD algorithm of Luk2.3 is similar to that of Gentlemen and Kunq6 in that it is based
on a triangular array of -‘processors. However, it is organized to permit a smoother data
flow when used for both a QRD and SVD or GSVD. The general appearance of Luk's computational
network is shown in Figure 1, whare the data elements are shown as squares and the processors
are shown as circles. This is a conceptual representation only.

Luk's array consists of (n x n)/4 + 0(n) processors and a triangular array of storage
cells located around the processors. (In our implementation these storage cells are brought
into the processor, since they are easily incorporated into RAM memory in the processor.)
The algorithm basically operates on 2 x 2 matrices aleong the diagonal to obtain rotation
sines and cosines which are then applied along the rows to annihilate the leading element
of each row as it comes into the array from above. This process continues until the m ele-
ments of the input data matrix have been processed and we are left with a n x n triangular
matrix. (This is a common situation in signal processing, where we have m time samples
from n sensors producing an array of m x n data elements.)

The SVD uses a similar triangular array of (n x n)/4 + 0(n) processors, as shown in
figure 2. The input matrix must be in the upper triangular form which can be obtained by
using the QRD. The approach is to use the diagonal processors of the array to annihilate
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the off diagonal elements via Jacobi rotations. We compute block 2 x 2 SVDs along the main
' diagonal and pass rotation sines and cosines to the right and up to eliminate internal

elements. For a given 2 x 2 block this is a two step process in which the 2 x 2 matrix

is first symmetrized and then diagonalized. Then, an odd-even ordering scheme is applied

to the 2 x 2 blocks. First, the odd index blocks are reduced to diagonal form, data passed,

and then the even numbered blocks are similarly reduced. This process proceeds until

n(n-1)/2 transformations have been completed. This is one sweep of the algorithm. Luk?2

) proposes that iterations be stopped after about ten sweeps, which is usually sufficient to
" achieve convergence.
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0 'Figure 1. The Luk QRD Computational Network Figure 2. The Luk SVD Computational Network
) "’

32ﬁ The GSVD will utilize this same triangular array but will reguire two arrays with a data
iwﬁ path between corresponding elements of the two triangular arrays. The details of this

g{ mapping will be reported in a later paper.

'::‘I

)

We propose to implement the algorithms on a trianqular array of processors as shown in

o Figure 3. The processors on the diagonal, shown as circles, are called boundary processors
gq} and are designed to perform the generation of sines and cosines required for the Jacobi

#t‘ rotations, quickly with low latency. Note that trigonometric functions are not explicitly
%b‘ computed. Generation of the sines and cosines requires only sgquare roots, divisions, multi-
.?{r plies and addltxons._ The off diagonal or interior processors, shown as squares, are similar
??: but do not (necessarily) have the capability to generate sines and cosines quickly. All

I

processors have the capability to perform multiplications and additions with 32 bit floating
point data.

Matrix multiplication is a very regular and simple algorithm to implement in a square

! array. Since two triangular arrays will be required for the GSVD the two triangular arrays
o will be connected in such a way as to form a square array with two main diagonals, or an
ﬂ% (n+1) x n array, as shown in Figure 4. Matrix multiplication will be accomplished in a

i manner similar to that described by Symanski’.

Architecture

The architecture propéﬁed can be thought of simply as two triangular arrays similar to
¥ that shown in Figure 3, placed parallel to each other and connected with data paths between

«géi corresponding elements in each array. This results in a three~dimensional array of two
:@Q triangular planes. Two triangular arrays are required for the solution of the GSVD and
X3

v also to gain the factor of n when performing matrix multiplications. Some applications
t require as much computation in matrix multiplications as in the more complex QR and SVD.

- The availability of n squared processors speeds the throughput of matrix multiplies by a
’ﬁ;‘ . factor of n which becomes significant as n increases.
11( .
s?& The architecture of the processing element is shown in Figure 5. It consists of an
Wy ‘ Input/Output Processor (IOP) connected via a dual-port RAM to a Linear Algebra Processor
g“ (LAP). There 1s an auxiliary RAM module for temporary data storage and also interprocessor
ﬁb' communications circuitry to enable the IOP to queue tasks for the LAP.
:E‘.A

The key concept here is that the IO is independent of the computation in any processing

e element. As long as the IO overhead is low, we can make a gain in overall throughput by
;Q, sharing computational tasks among processors. This makes programming of an algorithm or a

set of algorithms for specific application much easier since the programmer does not have
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Figure 3. The Triangular Systolic Array Figure 4. Dual Triangular Arrays
Configured for Matrix
Multiplication

to worry about interruptions in the flow of the algorithm. This is especially advantageous
with the pipelined floating point units currently available for implementing these
processors.

Furthermore, this could be extended to any nearest (or even not so nearest neighbors) as
long as there are 'available cycles' in a processing element and the IO doesn't wipe out
the time gained by using other processors. The whole game is to keep as many of the proces-
sors as busy as possible and obtain as close to a linear gain in processing for all of the
array, as possible.

The LAP block diagram is shown in Figure 6. The floating point multiplier/accumulator
is a device such as the Weitek 3332. This device performs multiplies, adds, data conver-
tions and also contains a 32 word register file. The Unary Function Module, which is cur-
rently under development, performs arithmetic functions of one variable, such as inverse,
square root, etc.

INTER
PROCESSOR DUAL
COMMUNICATION PORT
- RAM
N —1
§ o] INPUT OUAL LINEAR
E ew=—e]| OuTPUT PORT ALGEBRA A
W om——e] PROCESSOR _ RAM PROCESSOR b
| m— 8 r
FLOATING UNARY
POINT FUNCTION
AUXILIARY MAC MODULE
RAM
Figure S. The SLAPP Processing Element Figure 6. The Linear Algebra Processor

Unary Function Module

There are many instances in the computations of the algorithms of interest where we
require a unary function, i.e., a function of a single variable, for instance the inverse
of x. The use of a high speed unary function module can significantly speed up the compu-

. tation of the rotation sines and cosines, thus cutting down the latency of the boundary
processors.

Previous work by Nowatzyk3 at Carnegie-Mellon University indicated that the basic func-
tions of the inverse of x, the square root of x and the inverse of the sguare root of x
could be obtained using about thirty TTL integrated circuits. The results could be obtained
in about 150 nanoseconds. During our ai2iysis of the arithmetic functions needed for the
QRD and the SVD, other functions were found which would also be useful. Table 1 shows the
list to date. Some of these functions are difficult to obtain, requiring larger tables and
some additional logic. Others are trivial, but may be useful 1f the availability will
reduce programming complexity and computation latency.
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The block diagram for the unary function circuit is shown in Figure 7. This module is
in the early stages of design so only a simplified discussion of its operation can be given
here. Input to the module will be a 32-bit IEEE format floating point number and functicn
codes to specify the desired output. The 32-bit IEEE format result will have latency of
two or three 100 nanosecond clock cycles.

Table 1. Unary Functions Useful in
Linear Algebra

Inverse x

Square root X

Inverse square root x
Square root (1 + x2)

32

T e ]

2
Inverse square root (1 + x€) N
Sign x and -Sign x L] 3 CONTROL )
2x and -2x 44{7
Abs x and Abs 2x FUNCTION y__

+Sine 8 and -Sine @ (sign xA/1 + xil cooe

Fx) = BO + x8t + 82x)
Figure 7. Unary Function Block Diagram

The exponent and control codes are input to the control circuit which decodes the func-
tion code and controls the rest of the module circuitry and generates the correct exponent.
The mantissa is separated into two parts. The most significant seven bits plus some control
lines go to the ROMS BO, Bl and B2 which produce seed values for the computation. The least
significant sixteen bits are feed to two 16 x 16 multipliers. Two 28-bit ALUs sum these
.products to produce the mantissa of the result.

Extensive analysis and simulation indicates that the least significant bit of the result
wiil have an error rate of less than 6 percent. Details of this work will be presented in a
later report.

Future Plans

There are many details to be studied and verified. This architecture promises a new
level of parallelism but at a cost of complexity of the computations and data movement.
The GSVD has to be analyzed as to its operation and mapping onto the array. The prime
objective is to fully utilize the available bandwidth of the processors. The approach of
separating the IO from the computation has advantages in programming of the array and
allowing different processors to perform similar or very different processes simultaneously,
similar to a MIMD array. This also has implications for fauylt tolerance through reconfigu-
ration and redistribution of the processing load.

The next step is to verify the efficient operation of the algorithms through detailed
analysis and simulation of the operatiocn of the array and individual processing elements.
Throughput for typical problems will be determined. High level modeling will suffice to
accomplish this. Design can then proceed to detailed logic definition and simulation,
which will be done on an engineering workstation.
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