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OVERVIEW OF AGARD LECTURE SERIES NOL 1SS

KNOWLEDG

SRASED CONCEPIS AND ARTIFICIAT ISNTELLIGENCE APPLICATIONS
TO GUIDANCE AND 2 ONTROY

Riciued Paul Quinbvan
Generad Blectne Compam

INTRODUCTION

The use of vetous torms of Antiaal lotelhigence (AN Techmgues 1o hedp sobe problems related to Candange and Contol (G
s g subiect of current mterest my the field, Most, 1 nor alls ot the practical apphicantions utihize Koowledee Based technigues 1o cregie
so-citlied “Eapert Systemis” These sestens seentt (o otter solutions v Gardaniee aod Comteol problems Cuan have a large gideineat consee:
Eaxamples melude maimntenance systems and real-time, decision aidime systeins

Fhe obrecove ot this Fecture Series v 10 present o number of apphicaon onented fectures wemented by sevesad ol leciunes
alf presented by Guidance and Control practunoners The fecturers come trom seseral of the painicpating AGARD counties, speaiticail
the United States, Canada, France, United Kimgdom, and West Germany e base 10 1ecrires and swilf conalude wirh a round table discassion
nnaluny all the pariivipants

GUIDANCE AND CONTROL PERSPECTIVE

Ihe Gandance and Control bield has seeng over the pasi 30 searss e mtrodaction of oo faee

TR HTRRINN

{n the controf sestem design areig, we lane passed trone car and s desiget echingues buased upen Trequency domian alidinsis {oais
maost apphicable to singleanput, single-output ssstems throurh ssnthesis techingues Tor et ble ssstems mvodvmg optimzaio ech
ngues based in the tme domai. We have tecently armved at modern techniguies that Blend the capabibinn o trequenay domai lechivigues
1o deal with system modeling uncertainty and the capabiliey of statespace mnltnarable techingees to deal mndtiple mpurs and outpuis
o the advantage of both. The tormahzation of the estimation problom provided By the kaliman nites has darificd the approach ro comseing
MUASUERTCNTS 1RLO sLtte estimates tor controds

LUsing these techmques, we have implemented weeratt theht consrol saosterns. antortiatie landimz svstems nnssibe snndatioe sssienis,
automatie navigation systems, and spacectat! gudance and control susians to mention o few

Sensor technology deselopments i Radars, Blectro-optic Svsics, and el Measiremene Ssstems, coupled soth adsagioes e
cunmurcations svatems, compuiers, and displays, have made it possible to sathen, process and present to the fisnan oporgton incedible
amounts of information. Unfortunatefs, not much has beea done toasast the openatars to o on the intormaiion preseited

For example, a modern ighter aircratt cockpin s tdled warh display s that can present all the dan avaiable on e atonati aid otren
do Brenywhiere the band can reach, and some places it cannor, are ssorches and buttons to control the vanous weapons, sssfettis, and
displays e controb snick and thrortle Tevers are covered with semany push buttoas that o et sorhoseven tmaers oneach haod b
have an overwhetming advantage over his more traditionally cquipped adversanies Mearshite the pador muast heep his cves vutside thic
cochpst to hind. sdentits, and attack targets and avord attacks by others all sohile avoadine eronnd colhson

[he digital computer has impacted G&O Trom two direcnions Temakes posseble the plemictitaiion o Liree sostoms unlasine cotiplos
algonthmes and control logie when imbedded mthe veludde 1 also becomes the cugmeenne tool that giskes posable the desien and
anabvas ot sach sstemis

[he avarlabdiny ot computers that provide ever mnceasiog amioants ol cotsputing capabihiy s prompied soenisbs o grasy a1
dream o! creatimng systems which exhibir bumanbhe mtelligence and reasonine powers This Tickd bas beess saed Nrtibicad Teselhvenc
Although true bamardihe ceasoming capability may be torever bavond our reach. practoad capabulyes o ovalted o thiee work

Knowledge-Based or Bapert Systems are the pnnapal topie of this Fectare Senies becase the thoeny o this arcs has e hed a e
ob matunity that makes 1t posaible 1o constenct usetul systems which sobve Cruadance and Conteel problems

[ he svateras that well be discussed deal, in <ome was or other, with problems whnch aormathy teg e hutman pudgment and oteventon
T hese problems have heen tound 1o be generally mtractable o aleornhmic techmguees We s il die Ciss anasnienanee ssatems bor onnplos
electronic equipment and Expert Systems for air traftic control. We sill hear about an Eapen Sastem b tigedtons mgpagenien o
wreratt, and @ thrust toward the unmanned combat wircraft and probleme and salionis wineh that will hring

For the henefit o those not conversant wath AL techiigoes, induding the Diector we swill bear seseral apphication disen tutasgls
on the overall technology ot AL as apphied o the Gudance and Control tield, the knowiedee T ogineenng process, the configieatieg,
of an bxpert Svatem, and a discussion of issties aimed at real tune svatems

The lectures as a whale provide overlap i both the apphicanion and the theorns weas T hne envoutaged this overlap amd view i as
4 strength sinee 1t gives the bsteners the benelit of several ponts of vew

OVERVIEWS OF THE LECTURES

Lecture |
The farst lecture is by Dr Harold Jones of the United States 100 iitled AL Expert System Technology for Guudance and € ontiol

Issues™ 10w wmed specifically ar Fxpert Svatem issues pertaming 1o factical areratt and deals directls with some ot the ssues thar |
raned 1 the Introduction
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A key concept discussed is the distinction between conventional problem-solving tzchniques and the Expert System approach. The
vonventional approach produces a deterministic response to all anticipated circumstances but will produce unanticipated responses to
unanticipated situations. The Expert approach has additional information buill into its Knowledge Base, approximatinig the resources
of a skilled problem solver. The Inference engine provides the mechanism to attack the probiem with these resources.

Dr. Jones goes on to address Expert System technology issues in the context of applications to combat aircrafl

The first of these deals with real-time Al and requires the system 10 be capable of keeping up with events, 1.¢., the problem is changing
even as we work toward a solution. In addition, answers are required in a timely manner or they are not relevant.

The next issue is Mission-Critical or Life-Critical Software, This is an important issue in Guidance and Control in more conventional
applications, especially flight-critical control systems for manned aireraft. In our attempts to deal with sottware errors, (he software
s controlled with extensive documentation. backup software is installed o be triggered upon some predetermined indication of a fallure
in the primary software, and some design teams hase adopted an approach to redundant systems that requires dissimilar hardware and
software to eliminate common faults.

The Expert System software acquires additional capability as time goes on and implicitly has the capability to jump to a conclusion
Just as a human might. Expert Systems cannot be tested in the same context as comventional systems because of this opportunistic nature.
The complete software testing that is desirable for mission or flight-critical software is just not possible for an Expert System.

The third issue discussed by Dr. Jones is the interface with all of the conventianal intormation gathering and estracting hardware
and software aboard the aircraft. He points out that. for an Fxpert System to work in the capacity of an advisor to the pilot, it must
have all available dara.

A most critical technology issue is the communication with the pilot. This must take place even as the mlot is i life-threatening circum-
stances and may be disinclined to talk to his machine. The information passed by the system must be trustworthy even if the Bxpert
System is being ignored. This subject will also be addressed by other lecturers.

The Knowledge Acquisition process for the system is especially complex. [t is being gathered for systems with capabilities pever before
tested for a population of users who are distinctly individualistic in how they operate. The Knowfedge Base must be gathered in a mels
manner to be useful, but there is no way to decide when the process is complete or if all the rules that are included work.

The last of Dr. Jones's technology issues deals with the probable need for convurrent or parallel processing to deal with the very heavy
computing load. A partitioned system such as this may be likened 10 4 committee of computers trying to come to a decision when each
of them has incomplete data and reasoning power.

lecture 2:

The second lecture of the series is by Mr. Michel Muenier of France. 10is entitled "DEDALE: An Expert System tor Analog System
Maintenance”” Mr. Muenier discusses the need for an Expert System-based maintenance system 1o deal with today’s complex electioniy
svstems. Electronics, especially analog efectronics, require skiffed technicians, familfar with the equipment, 10 saccesstully diagpose fanlts.
These people generally are not available at the time and place of need. Automated capabilities are needed to deal with equipment lailures
in a timely manner.

The Expert System methodalogy is particularly appropriate because of the separation of the representation of know ledge and its explotta-
tion. This provides the flexibility to allow the knowledge base 1o be upgraded as the troubleshooring data i acquired.

The main body of the paper is organized into four chapters.
Yhe first chapter deals with the knowledge, the carrent knowledge, and the troubleshooting knowledge

The second chapter takes us through a DEDA LI session from the acquisition of the cireuit and malfunction data through the 1rouble
shooting process implanted in DEDALE

The third chapter deals with the Knowledge Representation in termes of frames and rules. This provides a detailed discussion ol the
representation of knowledge within DEDALE. The knowledge is sored in frames as objects, atiributes, facets, and salues, The rules
utitize forward chaining and backward chaining and are organized in frames as s the Knowledge Base

The last chapter deals with the various man-machine interfaces ol the system. There are three of these: the expert and the Knowledee
Base, general mtormation on the parucualar cireuit under test, and specific intformation on the o reunt under test. The general information
Iy acginred from data files when the arcut s designated 1o be tested. The speatic dara o acquired interactively from the technician
while he i troubleshooting the circuit

DEDALFE is a working protonype that will be extended swithan the EAIICAT Fapert System Cevelopment ens tronment, w hich s discussed
in M Muaenrer's second lecinre

Lecture 3:

The third lecture s one of two independent dectures dealimg with the Air Tratfic Controd (ATC) problem to by D B AL Bowen
ob Canada and s nded “An Bapert Svstem for Arrcratt Conthict Resolittion in Dense Awspaces™ L this lectute, e Bowen described
the problem taced by Aar Trathic Controllers on an evervday basis as one requining the mtellgence 1o pervane potennal contlicrs, oupled
with the experience to make proper decisions albin a tmely manner AlLthis must occur under conduons that often are very stressud
hecause of the potenteal tor disaster

The ATC prablem s charactenized by a number of tales and procedures 1har are decomposable into teachable subtasks This s done
tontinely i the teachig ot new cantrollers: Theretore at T mcely into the doman of Kvowledee: Based svstems Algotthmig iechmgues
nave taded to sofve the ATC problem because the computanonal load grows expotientially wath the sunber of aorcraflt Portions of the
prablem are tractable to analytic techmigues, theretore Dr Bowen's system design s o bod one




I3

The prototype system is deseribed in some detail in the paper. The system s tinst desetoped tor sparse girspace problems. ve. one-on-one
problems, and deseloped to cover the more tealistic problem of dense asrspavces whese the resolution may canse subsequent contlicts.
Ihe subject of convergenve s discussed.

Lecture 4

The fourth lecture is by Dr. Michael Bird and 18 titffed “Application of Knowledge Based Technigues to Anreratt brajecton and Con:
trol” This lecture will discuss the implementation of the Unitied Trajectors Control Syatem (U TCS) The UTCS v a vbod svarem tha
uses algorithmie techniques to fulfilt the sarious trajectory generation functions and an Fxpert System 1o integrate and sefect trom the
\anous trajecton splutions.

The UTCS utilizes production rules, an Inference Engine, and a system of frames for communicating with the trajectons yeneration
svatems. The trajectory generation modudes are termed trajectory specialists sinee each is responsible for a different 1ype of trajectony
T'he mntegration ot the specialists operations is performed by an Expert System called by Dr. Bird the rajectory Dectsion Maker (10DM)
Fhe TDM schedules the specialists, makes trade-offs between them, and blends thenr outputs mngo the full trajectory solution

The TN s based on the use of @ production rule systemn and i frame system. The frame system s the inter tace to the trgectorns speciabists
Dr. Bird discusses in depth the approach 1o the construction of this hybrid system. the miteracnion between the TOM and the special-
i, and the varyving detail required of the trajectorivs at cacht stage 11 the decision process. A concept was deseloped to deal wath the

uncertainty lesel mherent in the trajectony predictions.

UTCS was simulated for a section of a low-altitude combat mission. The simulation included five of the trajectory spectabisas and
tow an aircraft and Might control amulation over a land mass simudation of the Fulda Gap area, includine some ground-to-ar threars

The simulation was nrogrammed partially in FORTRAN and parvally in LISP.

Lecture §:

The fifth lecture is by Dr. Brian Ellis and is titled * Towards the Unmanned Cochpat” In his lectare he considers the application ot
Intefligent Know fedge-Based Systems (IKBS) 10 the task of replacing the pilot in combat aircraft. The motvation for sach a siep i
the rapidl, growing complesity of the pilot's task in the combat environment, Cerrently, the pilotis required becanse ot his data correlation
capability and his ability o jump to intuitise solutions 1o complen problems. The swiem that ultimatels replaces the prlor wall hase
to exhibit these trais

Acvording to Dr. Ellis, the path to the unmanned cockpit will begin sowly and caretully with the use of anintelligent assistant which
wili integrate and proside for the pilot’s use the Knowledee Base of multiple Fxperis. To be useful. the aasistant will hase to hase contentuat
awareness, examine alternative solutions, and will be self-learning and self-extending. It will be adaprable 1o the needs of the mdiadual
wpeafic pilor and will provide intetfigent explanations appropricae o e siteation

Areas that can and will benefit from the application of IKBS include premission and real-time mission planning and a signal processing
and data fusion capability 10 present integrated sitoation data to the pilor, An intelligent system-monitoring capabilies to deal wih equipment
tatlures will also be sabuable. The TRBS will independ aoth controb displass so s 10 present appropreate displass and periorm necessai
resouree allocation

D Flis wall discuss the present state of TRBS and progress along the path to ite ultimate readizanon

Lecture 6:

The sixth fecrure o by Me 1P Aobert [0 an application lecture dealimg with hardware taule diagnostios The dJecture s fitled = Towand
a General Faalt Derection and Maintenance System (The Flag 2 Progeeny” Mo Auberr's applecation s an areral D g tion ssstem ot
cansiderable complesity The svstem deseribed s a second-generation Fxpert Ssaem

1 he first-peneration susiem consisted of a set of rules and 1ests, the hnowledge of the test costs, the replacement costsand the i
prabuabilines of the vatious components. Tt aperated on the sestem Tanlures mouch aowan as to aptimize the expected repdit costs Certain
crteias were made ab the was i which it worked and are discussed i the lectue The carrent sostenn ansswers these crt s

Abormportant chanee m e second-peneration swateny s the mcorporation of o knosfedee Acquisition Sastam (8 ANl allows
the Navieanon Eapert to describe the sssiem i o structnsal and tenctional deseription

[es Jdear in My Apherts dearore that the e poration of the Knowledge Aequiniion Syazem i the hev ta the saooess i implemienitg
nuatr of the Flag 2 Expert Sutent The RAS < deseribed as general enongh to be used inother apphcations that extubit simsilar chataawnisti
o the subjedt v igation sastem,

fecture 7:

The seventh Tecture is a tatonal lecture by D Bird titled A Review of the Knowledge Fnganeering Process™ Inothe lecture e B
discisaes the concept of the Bapert Sysiens as a combination ot two tandamental paris. the knowledee Bise and the Interence Fngime
The hnowledie Base holds the tacts, heuristies, and problem-solving rules. The Inference Fngine s the procedire tor using the Know e
Rise tor sobving a given problem.

I Bred resiews the sarious Knos fedge Frgineering approaches, in particalar those that concentrate on using iman experts as knowledue
sourees. The approaches are explamed wherehy expert knowledge is captured in an approprate data base. Fhe various techmgues o
representimg hnowledge. such as first-order predicate fogic, semantic networks, frames, and producnion rales, are dicissed i geris ot
their structure, advantages, and disadvantages.

His nest topie s the knowledge acquisition process, which is subdivided into the dentitication, conceptualization, tormalizanon,
implementation, and testing stages. An important topic in the Knowledge Engineering process is the tools that are regisred e makg
the development ot Expert Systems practical. In particular, the various Al programming languages sach as ISP PROLOG, OPSS

-
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ART, and KEE are discussed. System-building aids and supporl facilities are also explained. Dr. Bird closes with a discussion of (he
validation process in terms of the validation required of normal computer programs.

Lecture 8:
The eighth lecture i titled “A Rule Based System for Arrival Sequencing and Scheduling in Air Tratlic Control”™ and v presented
by Dr. Uwe Voelckers. This lecture deals with the Air Traffic Control problem as does Dr. Bowen's first paper.

Dr. Voelckers' lecture opens with an introduction to the Air Traffic Control problem and particularly to the tash assigned to the Air
Traflic Control Officer (ATCO). The task of the ATCO has remained a manual task even as automation has taken over mnuch of the
signal processing. The ACTO still must manually control the aircraft assigned to him within the controlled airspace. A completely automated
system, with ACTO monitoring only, is considered unacceptable even if possible. A Knowledge-Based Expert System ofters the possibiliny
of providing an acceptable, extendable system that can appropriately advise the ACTO.

He goes on to discuss the current efforts to apply Al techniques 1o the ATC problem, followed by a brief description of the organization
ol the Expert System, which is similar to several of the Expert Systems described by other lecturers.

The lecture moves on to cover a more detailed presentation of the arrival sequenving problent as 10 exists today with a discussion ot
problems and limitations.

The main topic of the lecture 18 the discussion of the computer-based arrival planning system with its evolution from the algorithmic-
based COMPAS syvstem to the hybrid PLANAIR COMPAS system. The tecture includes a discussion ol the architecture, the Inference
Element, and the Knowledge Base. The Knowledge Base is subdivided into the static and dynamic ATC hnowledge and the rule base.
The planning strategies are discussed 1n some detail.

Dr. Voelckers contends that the rule-based PLANAIR system establishes a proper planning sequence according to rules that are used

by ATCOs.

Lecture 9:

The ninth lecture is by Mr. Muenier and is one of our tutorial fectures. [t s titled “How 1o Use PROLOG for Expert System Develop-
ment?” In his lecture Mr. Muenier discusses the use of PROLOG as a language for Expert System development and the necessary environment
and additional facilines for industrial use.

PROLOG has been favored for Expert System development by some groups but has been disappoinung in othet efforts. This coniradiction
arees because several approaches are possible when PROLOG is used as a development tool. One approach is to use PROLOG directiy
av & specitication language and use the direct features of the language as a reasoning mechanism. Another approach is to use PROLOG
s the implementation fanguage. [n this case, the knowledge tormalism is detined as required and implemented in PRO1OG. Both approaches
have deficiencies that Mr. Muenier discusses.

['he remainder of the paper discusses EMICAT (MI14), which is an environment developed by Mr. Muemer and his ussociates at §lec-
tronique Serge DASSAULT specifically as an industrial environment for the development of Expert Systems,

EMICAT integrates the advantages of the PROLOG language with the additional features and capabilities reguired to fulfill the deswen
team's needs. These include advanced Expert Systems features as well as services such as graphics support., editing capabilits, and Know ledge-
Base archiving required in the development of real products.

Lecture 10:

The tenth and Jast lecture 1 by Dr. Bowen and is titled “Real Time Expert Systems: A Stacus Report™ i this fecture Dr Bowen discusses
and reviews the current state of the art with respect 1o real-time applications of Fxpert Systems. Mamy of the Guidance and Controf
applications of Expert Systems discussed during this [ecture series fit into this category so it s i subject of much mwerest

Dr. Bowen gives us a perspective on the control problem in general and goes on 1o describe some reasons why an Bapert System vondd
be the preferred approach (o a system solution.

In heeping with the title, he discusses the nature of the real-time problem and expases the sasten reguirements that thow from the
real-time consideration.

Dr. Bowen goes on to review and describe 10 applications of Knowledge-Based technigues to control ssstem examples. These examples
range from military to process control and are programmed in LISP, Pascal, OPSS, and PROLOG. In s reviews he covers problem
domain, design goals, architecture, knowledge representation, inferencing, language, status, performance assessment. and futire work

A1 the concluston of the system reviews, D Bowen gives us his view ot unreselved issues and problems These incluade the dominance
of surtace-level considerations 1o the exclusion of deep knowledge of the process phyaes The saetems deal anly with stanic sets ot system
parameters and cannot deal with dynamic problems. Additional 1ssues discussed mvlude Rnowledge-Base representation and consistenay

CONCLUSION

1t 15 clear that this lecture seric- has brought together a represerntative nurber of applications ot knosledge- Based sysfems thag spans
the ficld of Guidance and Control. The difficult issues i the santous appheation areas have been uncovered and iltustiated
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ALEXPERT SYSTEM TECHNOLOGY ISSUES FOR
GUIDANCE AND CONTROL APPLICATIONS

by

Hurold 1. Jones
Phe Analytic Sciences Corporation
1 Jacob Way
Reuading, MAOS107,USA

ABSTRACT

The increasing sophistication of modern digital avionics could conccivably
overload the system management capabilities of the tactical aircraft pilot. Indecd,
field interviews have verified that the operational pilot's role includes significant
time in managing complex electronics systems. Often the pilot must decide which systoms
to trust both mission success and personal survival to with only a rudimentary comprehen-
sion of the system components and their behavior. The Al field of expert systems could
make 4 substantial contribution toward {mproving both aircraft mission c¢ffcctivencss
and the pilot's sense of situation awareness. To mect this challenge, however, the
research and development community must resolve a numboer of signficant technical issues
which could otherwise limit the capability and acceptability of expert systems for coping
with mission-critical flight situations. This paper provides a perspective on 4 sct of
technical issues which, if unresolved, could limit the capability and acceptability ot
expert systems decisionmaking for avionics applications. Examples from on-going «xXpert
system development programs are used to illustrate likelv architectures and applications
of future intelligent avionic systoems.
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By «ontrast, Al addresses the problem solving process at g wore tundamentai
the underiving constraints, relationships and goals which define an
n whizh 1t omust be tormulated. [hus, an
the destgner.

Lewvel ) tacusing on
avceptable solution and divtate the manner
CXpEert svstem sceeks to cmulate the planning and problem solving skill ot
As illustrated in Fig. 2, the knowledge base on which the expert system reasons on
compasses the system and performinee and mission goals, heuristic
rules, value judgements, and procedures parts (e.g. . algorithms) used by o skilled
problem solver.  The inference engine vonstitutes a focusing mechanism tor applving the
knowledge base to the system data in order to postulate and examine alternative vourses
Sf actran, and select the course best sulted (o dttaining the stated goals.  The antended
result is a problem solving capability which is extremely robust in responding to un-
antivipated Civcumstances and operating @ onditions.

MIssion constrdints,

EXPERT USER
KNOWLEDGE INPUT/QUTPUT
ACQUISITION SYSTEM

FACILITY (TOOLS)
[
KNOWLEDGE ADVICE SPECIFIC
EXPLANATIONS FACTS
¥
INFERENCE
KNOBvxIéEEDGE KNOWLEDGE SYSTEM
(FACTS, RULES) RS

Figure 2 Basic Expert Systems Architecture
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An expert system is not likely to follow a rigid

“recipe” an lormulating o

solution. Rather, it is often opportunistic, using incomplete data to posit plausible,
but as yet unproven, solutions and then accumulating evidence in favor of (or against
The problem of efficiently focusing an expert system on the most produd -
tive line of reasoning is a largely unattained research objective, with the most etfec-

the strawman.

tive sea

of the search strategy pursued, however, one of the fundamental
system is the ability to explain its reasoning by summarizing the evidence supporting
4 given conclusion.

Fina

lly, although If-Then rules are the mosg

to applications involving sequences of operations, but

cult to test

for completeness (Are all the necessary

ch_strategy generally being either problem- or scendariv-spe.ific. Kk

traits ot |

egardleus
N expert

! commonly used knowledge repro-
sentation form. other representations may be more appropriate to 4 given application.
A rule-based system is very easy to augment with additional rule

s and is wel

a4 large rule set van

rules there

27y and can

relatively slow operation of the expert system. Yor these reasons, {rames and

nets (Fig. 3) are clearly preferable where their

the problem.

EXPERT SYSTEM TECHNOLOGY ISSUES

Development of an intelligent avionics suite
problem areas for the Al research community. First, t

at least partial responsibility for mission- or lif

be virtually

poses Lhree largely un

he expert

system would

I adapted
be duotti-
result o

semant 1o

imposed semantics are appropriate lo

addressed
be given

critical decisions, and thus must

infallible, even in unantidipated contingency circumstances. Second, an

intelligent avionics system would be expected to function within rigid time constraints
imposed by mission and aircraft operations, and applications such as flight control or
threat avoidance could require response in fractions of a second. And, finally, an
intelligent avionics system's ultimate goal will be to maximize the pilot's offensive
and defensive fighting capability; however, the pilot's situation awareness and perform-
ance level will be extremely difficult to assess. Thus, the expert svstem wi
quired to function with an incomplete, and possibly erroncous, set of priorities and
performance goals. ) o N '

[ SEMANTIC NETWORKS—I

IF X THEN Y
IFAANDB THEN C
IFLORMTHEN P

NAME 3

[Pror s]
/* ‘\

NAME 1 NAME 2
PROPERTY 1 PROP 1 —
PROP 2 PROP 2
PROP 3 PROP 3
PROP 4 PROP 4

Figure 3 Knowledge Representation Forms

Il be re-

These three new problem areas can be translated in'o six basic technology is-

4avionics prob

sues, as synopsized in Fig. 4. The relevance of each issue to the application of Al to
lems i5 discussed in the remainder of this seclion.
-time Al - In the traditional problem solving ‘paradigm, an expe
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The problem statement tor an

system to reason about the available time
and then obtain the "best” solution consistent with the avairlable

~ lot intertace resources. It must ant
the current observations. and recognize

craft can evade a threat SAM radar {:ior
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intelligent avionics system torces
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(or stmply accept an 1mpe

true. This problem is referred to as "truth maintenance” .  Recent
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ment tools (e.g., KI-ZlirM and ART ) provide a
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One obvious consequence of real-time

with partial or incomplete information.
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model-based fault diagnosis tests, optimal navigation filters and control algorithms,

- optimal route planners, and model-based target recognition algorithms for exploiting EW
1 and targeting sensor outputs. In essence, to be effective, an avionics expert system
must have at its disposal the best possible conventional information extraction and
planning techniques.

Pilot Interface - The traditional avicnics concern addresses the mechanics of
the pilot interface -- the display technology and symbology to be used, the viability
of voice recognition in a high stress environment, etc. Effective pilot/avionics suite

communications is even more important for an intelligent avionics system, however, be-

e

cause of the need for two-way information exchange. The pilot is the ultimate source
of mission priorities, and a vital source of status and situation awarcness informa-
tion. As a consequence, pilot attention becomes an important resource for an expert

system to manage.

1, The expert system must be able to ensure that high priority messages {(e.g

recommended evasive maneuvers) are understood by the pilot, and must be capable of pro-
viding a broad range of system status and inference explanatory information on an as-
needed basis. 1t must be able to attach the appropriate priority and interpretation to
information volunteered by the pilot, but must also be able tn achieve reasonable sys-
tem goals in the absence of pilot data inputs.

Mission suc.ess is a joint pilot/avionics system responsibility, with the pi-
lot having ultimate authority. In essence, an intelligent avionics system must exerl a
level of decisionmaking autonomy appropriate to the circumstances. One means of accom-
plishing this would be to estimate pilot workload and then adapt data exchange and auton-

omy levels accordingly. Unfortunately, there are no reliable metrics for 1n situ assess-
} ment of pilot workload or attention level. In the absence of such metrics, an intelligent
1_ avionics system would have to resort to pilot-programmable communication prioritization,

which would be accomplished during ground-based mission planning.

ke

b
Knowledge Acquisition - Formal operational training for tactical pilots stresses

reliance on simple fundamentals for mission execution. As an example, pilots are schooled
’ heavily in navigation using only a compass and chronometer, even though most will have
access to a variety of vophisticated aided-inertial navigation systems during their
careers. The result is a widely varied experience base among operational pilots, with
ad hoc rules and procedures based upon personal experience forming an important component
of each pilot's knowledge base. This user-to-user variability invalidates the concept
of a single "correct” knowledge base in lieu of a broader knowledge base which can be
tailored to the specific needs of individual pilots. The knowledge acquisition problem
b is particularly acute in planning for future avionics systems because of the absence of
operational domain expertise with developmental avionics systems, some of which have
not even been flight tested.

Much attention has been focused on tools for acquisition and codification of
knowledge -- KEE and ART are representive of the current state-of-the-art. Nonetheless,
! : extraction of relevant knowledge from domain experts in an architcecture-independent form

represents a formidable task. Procedural techniques, such as partitioning the knowledge
into '"chunks” along functional or domain expertise lines, can facilitate the process;
however, there are no viable methodologies f{or assessing the completeness of the result-
ing data base, or whether or not the functionality is appropriate to the problem. Simi-
’ lar to the problem of software validation, assessing the quality of the knowledge base
is largely a trial-and-error process,

. Distributed Expert Systems - The new supercomputing architectures stress par-
i allel computing, a trend which is also present in most advanced avionics architectures.
Because of the potentially substantjal computational load associated with most non-
trivial expert system designs, and because of the need to modularize the system to facil-
itate development and testing, an avionics expert system is likely to require distributed
(parallel) processing.

In developing an expert system architecture for a distributed computing envi-
ronment, the principal issues of interest are:

[ Distributability - Can the computation and inferencing be dis-

tributed to the available processors without imposing unreason-
able time resource constraints or excessive control overhead.

[ Concurrency - Can simultaneous hypothesis formulation and testing
be efficiently implemented, with minimal extraneous searching and
acceptable control overhead.

[ Focus of control - Can the inferencing process be effectively

focused on those lines of reasoning most likely to lead to a
viable solution.

[} Real-time 32 ration - Will the architecture support timely deci-
sions ba on incomplete data.
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3 Modularity - Will the proposed system modularization support ef-
ficient design, knowledge acquisition, software development, and
testing.

Current applications programs are focused on two basic architectural options
for meeting the stated requirements: blackboard architectures and communicating archi-
tectures (Fig. 5). Both employ modular expert systems (knowledge sources and exper
objects, respectively), each module reasoning only within a specified domain. The pri-

mary differences are in the global control philosophy.

Blackboard

s

KNOWLEDGE
SOURCES @——4 BLACKBOARD

Communicating Expert Objects

CeO
CcE0 MESSAGES
LOCAL v LOCAL
BLACKBOARD BLACKBOARD
MESSAGES MESSAGES
EXPERT EXPERT
PROCEDURES |+ CEo - PROCEDURES
LE
OR RULES LOCAL (V]
BLACKBOARD
EXPERT
PROCEDURES
OR RULES
Figure 5 Candidate Architectures for Distributed Expert Systems

A blackboard system uses a scheduler to select the appropriate sequence of
knowledge source invocations, but the scheduler can be both inflexible and slow. Com-
municating architectures provide much more autonomy for the expert objects and, as a
consequence, can be much more opportunistic in pursuing promising lines of reasoning.
However, weak evidence can potentially lead to high message veolumes and inconclusive
searches. Both architectures have achieved impressive siccesses (Refs. 4 through 8),
but both require considerable skill to effectively implement.

SUMMARY

The function of an intelligent avionics system should be to perform pilot-

delegated, mission-critical functions. Since the pilot wust bear ultimate responsibility

for mission success and safety, the role of an expert system would be to recommend in-
telligent options for system management and mission plan.ing, and to exercise the level
of autonomy conferred by the pilot in implementing those options. In performing this
role, the expert system could use a combination of heuristics (pilot goals and beliefs)
and mathematical procedures (signal processing algorithms, decision models and stralegy
generators, etc.) in responding to unforeseen contingencies.

It seems readily apparent that intelligent avionics have the potential for
improving aircraft performance and mission-responsivencss, while decreasing pilot work-
load. Because avionics perform a real-time, mission-critical function, however, full
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exploitation of the promise of Al will require substantial advances in a number of cri-
tical technology areas. The DoD is currently pursuing a number of preogram initiatives
with the objective of demonstrating the applicabiiity of Al to the avionics problem.
These initiatives will contribute substantially to the state-of-the-art in Al appli-
cations; however, solutions to several of the pertinent technology issues dare likely to
require contributions from the broader Al research community.
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INTRODUCT EUN

1f technological progress s very rapidiy {ncreas{ny the capdacity of electrani.
other hand the difflculty of establishiag diagnoses {o the event >t wltunctioa (.
quickly.

CiPadta, ot
trvraasing even aore

Repair time bears directly on the availability of an equipneat nd its cost of Aalatenas e, & re-
palr operation may be divided into the following three Jdistinct phases

- Test : detectinn of the fault condition
~ Dlagnosis : localization of the fault
= Repair ! return to a naormal serviceable condition,

The first and third of these phases are anenahle o svitenat (s procedures. The wecond pnase, ows
ever, requires not oaly {n-depth knowledge of the equipnent to be renafred but alas of {ra anp i oqrt
since a defective part away induce malfunctlna of othier eleqaents : how cin one he sure of L serelomahi i,
of an engine startec Lf the car battecy (s low 7 Thfs simple example noints to the Jdistroalos
tics in the case of a highly complex electronic circult 1o which fntervaction s

e
it overs biph o devell

Tt i{s necessary to distingnish two broad types of circad

w

Digital circufts which are snenahle to troubleshool 9y 4l fHrithas St ot b test el
has heen used by the [adustry for aany vears for this tvpe of clrouit.

b

Analog circuits which are very difticalt o describe, sactally auts{de o taerr araal tane s
of uperation. At the present tive, troubleshootiag is pertormed by iighls gqualitied
technictans. This dependence i such speclaltsts, little aotivated hy tuls <1t
without problea. Such persons are not verous and therefore cannot be
in service. ‘loreover, thelr uisslon ends rather quickly {u the li‘e
since they are then assijned to a nes eguipment.

[

clase Looall wuromen:

of equipment 1y operati

Automation, i.e. computer prucessing, of analog clreuit troubleshonting s thus
requirenent.

tooracial

“onventtonal data prucessiag does aot offer 4 satisfactory response to this requirement. Tn par-
ticular, it comes up agatnst the difficulty of quantifylug faformation to be processed and a4ls.o agatast
continuua of fault conditinns. [t i3 necessary to be cdpahle of reasoniag on 4 fault Hften appeaviay !
the first tine. Arztficlal tntelligence attempts to provide this ability of adaptation to untareseeshle <f-
taations, otherwise a major weakness of coaventinnal data processing.

e

Awong artifictal {ntelligence tachniques, those of expert systems (5.5.) would appear ta he those
{mmediately applicable 1n an industrial eavironment, A particularly convenient feature of “.5. 1s {adepea-
derce between the representation aud explottation of knowledge. Another {nteresting charascteristi(c of 7.3,
4ue to their declarative programming, {s their 2ase of modtflcation. They apply fodeed to ireas where knou-
ledge is poorly formalized and therefore never coupletely analyzed at the sta-t of a project. Ia parti-
cular, experlence {s handed down only progressively through the analysis of system fallures.

DEDALE is 1n &.5. develoned by Electronique Serge DASSAULT, the objective of Wwhich s to caver the
dlagnogtic phase of an analog circult.

.

NEDALE allows the fast and {atelligent (deantification of circuft faults. its ability 15 not itwi-
ted to 4 few circules ; ft is able to troubleshoot fairly quickly any new circult with afintmun {a1tial
knowledge. The novelty of DEDALE coupared with other F.S. largely resaults from this ohjective,

The procedure adopted by DEDALF in producing dlagnoses 1s comparable with that of an expert faced
with the same dituattion. Both apply very general knowledge born uf experlence (expertise) to a sttiatinn
they discover, one by means of a structural and functi{onal description of the defective circult and the
other by uweans of a clrenit diagram and layout drawing, a parts list and taformatlon resulting feon elec-
trical tests. The system, no more than the expert, 18 incapable »f fdentifying a fault without additlonal
{nformation. A troubleshooter is able to usc test and stimulation equipment fa additton to his five seasnes.
DEDALE must therefore make use of the troubleshooter's cowpetence for completing or supplementing Its
Inforaation. This conatralat, which manifests {tself by dialoguing throughout the repair work, has heavy
consequences. It (mplies an effort to limit the numher of informatfon resquests and to monitor thelr
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pertinence.

NDEDALE has been designed in collaboration with the Sclent{tl: Centre of [49 FR

olatrigl mew-

tings between techniclans took place {n 198) and were of flciallized by 4 rescarcn agreeseat 3tined 4t the

heginntng of 1985.

The study resulted tn the production of an eepertaental andel which was fenountratet 0 the e

se of 1985,

CHMAPTER 1 - THE KNOWLEDGE

The cowputer wodellization and representation of koowledpe useful Yor repatriag 0 o wle ey

circults appeared to

be the most cruclal and coaplex phases of DEDALE developueat. Tt asuld appear £ he

this which characterizes software of the F.S. type cowpared with nure coaventliaal ot teate tar st i fae
represeatdtion of informatinn ratses in general few problems.

1.1 CIRCULT KNOVLEDGE

This knowledge relites to the structural and functlonal aspects o a cireaft o whivh diagnoscs o

are based. |1] (3]

Baslc electronic concepts, general for all clrcalts, enable 1 particalar vir it €0 he larsiter
zed and referenced. Thelr (nternal structurey are adapted to effective ase dartay diapaasti-s. The Lresen
wethod adopted for vrganizing and controlling this (nformation ("frames™) highlights the hlersrohgoal vt

relational agpect of

concelvahle. Fach circuit {3 the sabject of a dual descriprion @ straccaral

4 fact within 4 context. Impleneat stion usiag ahlect orieated tansviayrs 13 perfect|-
1 taactional .

L.l.1 Structural bescripttion

The structural Jdescription atrempts to reproduce 1o YEDALF All (atoraatisn aser b 21 cosahles o
ting obtained hy visual observation of the circult or Lts layaut 4riviag.

Tt ts used for reflalng a dlagnosis by use of apatial concepts (locatlon, dlaeastnis, ety
or technological concepts (nature of connections, companents) and alsy for (dent ittt plest ol Locat s
at vhich tests must he perforaed. This (deat{ficat{on, which appears o the aser of WOALS 17 The ar,

graphical view, i3 a

flrst step towards cowmplete automation of the process.

The following varfaus stractaral voncepts have heen adopted

- structural_block :

- aton

~ Internal_node

- link

- test_point

a structural_block (s a physical enttty tdentiftea hy 1t Docarion and diaeast e »
its techaolugy, hy test polats and by an fnteraal stractaral Sre s Lo,

thls 1s 3 strucisral_block for which further stroctaral hreasdows 1 o0 o bt
tntecest for Jdlagnostice, Consequently, 1t {9 the snallest vttty ahteh can Mo oou e
ted in 4 cise of malfuncrton,
An atos wust possess electronic hehaviour known o DEDAE {6, sy Tresp ot )
function (refer to & 1.1,2).

tials s a physical entity combining techaplogteslly hoangeaeans o« moect 1oas wd? 65 4
structural hlock.

this i3 an atom having the speclal fanctlon of electrival connecelnn, The aawapt i
of normal operation of the electronical nodes Hf g clriabt 18 fn geaeral ot kly ad-
mitted in the course 5f trouhleshootiag, siace 1t enables 3 fancttanal faalr ta »
{dentified very rapfdly. It {s for this reason that liaks ad tatergal node. e {fs
tinguished from atows and strartural_hlocks. -

physlcal location at which an ohgervation of aay nature 3 v he envi<ged.
Exaople : weanurement of a voltage.
The test_potnt s generally located {n 4an interaal_node ot the clroatr.

Structural hlocks and taternal aodes enahle the clrcnlt to be deserihed {1 the tarm of { Wierar '
of structural entlties. The circuit represents the atructutal hlock dr the Bighest level, while the 41

13 that of the lowest

The alze of
written.

level. The characteriat{:s of each entity are defined {n 1 snatial relefence triae.

a block 13 glven by the leawth and width o the rectanvle ia which the Sack s

1.1.2 Functlonal Descriptinng

The functional deacription of 1 circult reproduces In DROALF a conventtanal fancttonal analists o

the clrcult.
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operatlon does not ladicate the causes of fatlure. Rules of malfuncri{an can then rapldly guide diaguaosis by
Indtcating thegse causes which may be later used by the rules of experteace.

Lt L3 also possihle to use the rules of malfunction direccly it vutheses coaceraing malfinctlon

are provided.

Fxample : If the actu4l measured frequency of an oscillatnr (s a multiple of its norial frequency,
the oscillator s defective and presents the problem of belng locked vnto 4 harwoulc.

1.2.4 Rules of Selection

The rules of selectlon (meta-rules) partictpate {n formulating a strategy for troubleshooting a

clrcutt. This knowledge {3 thus located at a less specific level of the expertise domain (examnle : to
privilege the validatf{on of a hypothesls relating to a4 subfunction of a functlon confiraed as defective).

The rules of selectinn allow faster progression {n the process of dlagnosis by giving preference

ta hypotheses likely to prove wore fruitful,

1,2.5 lMge of Knowleige of the Inferential Type

The rules of uperation and malfunction derive fron interpretation of the laws of electronics. They

are =asi{ly acquired and liztle subject tn wodiflcation other than thelr enriching.

are

sore

The rules uf experience corcespond to the synthesis of situations experienced by repairmen. They
ditficult to acquire and are never exhaustive.

The riles of selectinn descrihe methinds of diagnosis. They vary frum one expert to another and may

be coatrsdictnry. They nust therefore always be challenged Jduring development.

In addition, DEDALR ases 4 wode of ava-monotoni{c reasoning, f.e. a rule wnay he challenged folln-

wing {ts application.

"Ll Spectfic Prugrans

very

There (5 certaln kaowlelge relatiag to clreaft troubleshuoting, the nature and use of which allow a

conventional tita-processiag description of the algortthm type.

b

o

}

~

Analzsts af Blectrical Interaction Betseen Functions

The analvela of elactrical intecactions s haseld oo the following staople {dea : one functfon {n
general tafluences the ageration of nother function {f there {5 a pussible electr{cal path het-
weet then {{t hetng passthle to envisage other cases, such as thermo-electric, inductlve and me-
chanleal effects, etc).

This analysis t3 used adove 41l hy the miles of selaction in order to l1{alt the area of search.

Fxanple : 1F a2 fanction of the circult is not perforased, then consider oaly those hiypotheses rela-
tlag to tunctlons aftecttay the foraer,

Analysie of Priortties

A degree of priorf{ty expresses the doaht generally assipned to 4 structaral element, block or aton
concerning 1ts electronle performance. Doubt acquired by experience with regard to a structural
2leaent {oes not take fato account any special clronmstances having produced it. This knowledge
way tlierefore be used Jhatever the truoubleshooti{ng 1a progress.

The analysls of priortties and the analysis of {nteractions provide the (nput data for the rules
of gselection.

Flectrical Paraueters

Uhen they are uot .aeasured directly, electrical parawetars may be valculated or deduced. Knowledye
of ther {4 essential for deternining vwhether ur not aa electronic functlon {s normal.

flecrrical voltage 13 an eleccrical parametsr assoclated with the noide eatity considered as opera-
ting noraally. A voltaye wedsurement made on a physlcal potnt of a node ts sufficient for determi-
ning the voltaxr of thilsg node. This @av also he determined by appling Kirchoff's Law relating to
voltages. DEDALE attempta to apply this law systematically to avofd making nnnecessary
medsitrenents.

The parameter of electrical current {5 a spectal case, slace it {, a practically unaeasurable
quantity pussessing rather the characteristica of a quantitatlve synthesls nf considerations rela-
ting to the operatinn and tateractlon of functions.

The solution co this problea constitutes part of future DEDALF develupment. At the present time,
DEDALE asaunes {t {9 possihle to measure current and to apply Xirchoff's Law relating to currents,
A prograa determines the value of an output current for a given functlon and node [rom the values
af outpat currents for other functions and for the node considered.
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CHAPTER 2 : A DEDALFE SE
A session of clrcult troubleshooting by DEDALE is executed as follows :

2.0 ACQUISITION OF DATA DESCRIZING THFE CIRCUIT TO BE TESTEDL

These data, both structural and functional, are provided in a precise syntax reflecting thelr hie-
rarchical character. Specfal care has been taken to facilitate future exteaslons nf this syatax.

A Prolop program iamediately translates these daca by creating Instances of prototvpe frases rela-
tiag to the descriprion ot a general cirenit. Following this phase, the svstem thus nossesses
ral uad functivnal data of tue clrcult to be tested in 4 foram direcely usadble hy the svsten.

ie ntract s

2.2 ACQUESLTLON OF QUALITATIVE DATA CONCERNING JALFUNCTION

These are relating to the defective nature of the clrcuit as shown by the titouatic test procedn-
Fes s follows @

- The list of output siynals which difter from those expected in the vase of norual operatian.

The system then perfurms an fateraction analysis to determine the higher-level functions t . he
suspected according to the interaction they have on the cireulrn sutputs.

1f possihle, the types of qualitative fault observed on these outputs (signal absent, incurrwect
frequency, low voltage, etc.) or at the level af the circult ttself (excesstve power cansump-
tivn, etc.). These Jata are used by the rules of experience.

At the present time, these data are enterred via the cunsole by the operator i reply to questions
asked by the system. Thev could be entered directly by means of an interface between the systen arj test
procedures. This {s also the case for all data to he supplied later (mainly the results of voltage
measurenent ), the acquisition of which will he automated in the future.

Given these preliminary Jdata for guiding tts dlagnosis (in the ahsence of suclt data the svsten
oparates blindly by favestigating all functions), the system starts the actual raasonlag (cronbleshusting)
phase,

2.3 TROUBLESHOOTING

The inttiation of troubleshovotling Ls the onlv procedural part (2 lines of code !) of DLUALE.
Troubleshooting itself (s perforaed according to rhe following cvele.

2.3.1 Applicacion of Rules of Hxperience

All the rules of experience are exanined in the furwurd chaining wode antil sataration of the cur-
rent fact base. They determine new pussible hypotheses {(includiag i particular in-depth exploration of 4
suspected tunction) resalting from the fault symproms observed or deduced by the systew in the course of
former cycles (the syaptoas beinyg provided as data duriay the first cvele).

These hypotlieses relatliny to functious may be associated wit'h probable caunses of aalfanction, e,
hypotheses (capacitor {(N5, N8]), 73, short-circoit).

2.3.2 Application of Rales of Selection

The systen then activates fa the hack-chaining mode the rules of selection for the purpose of
determining among all the hypotheses of previvus cycles remalaing to be examlned that which the systen will
atteapt to validate during this cycle. In the ahsence of remainiug hypotheses, the rules select from the
circuit functions oot yet validated. This avoids an excessively rigld in-depth search strategy.

2.3.3 validattion

Validatinn of the selected hypothesis ts based oa the rules of valldation activated in the hack-
chalaing mode, These rules are conceptually siaflar to those of selection (s{ace It Is a questina of
ting the method of validation) and {avolve the rules of operation and the rules of aalfunctina
the hack-chaintng mode.

selec-

Thus if the selected hypothesls deflnes a case of walfanction of a4 functioan by means of the rales
of experience, the svstea ast tteapt to confirn deftoftively this aalfunciion hy usiag the assocfated ra-
les or, if this Ls not possihle, must try to show that the fanction is correct. Uf the hiypothesis expresses
doubt regarding a fanctinn without definju; the cause, the systes acts in the oppostte direction, attemp-
ting firstly to confirn correct operatlnn of the functlon before coastdering its possihle aalfanct(on,

The valldat{on resnlt {9 conserved {functinn recognized as carrect ar fncorrect or validation at-
tenpt fatlure, t.e. doubt voneerafas the hehaviour of the function). 1t is used {n subsequent cycles (rales
of experieace) as are any faults confiraged or detuzcted by the roles ofF malfancoion, e.n. fault (collector

basu_Junr:lon_ypen_ylrcuic. Th). -

also used 19
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2.3.4 Processing of the Validation Result

The program ceinitiates the troubleshooting cycle. The data acquirad duriag the previvus cycle are
then used by the rules of experfence.

The various stages of reasoning used by the rules (hypotheses concerning the functlons and possi-
ble causes, valldatton or invalidation of a function, normal or ahnormal operation of a function, type of
fault) are recorded in a curreat fact base continuously uapdated by the rules (additlons or removals) while
information acquired as a result of measurements (voltages) and considered as definitive ace store {n the
frames.

2.4 END OF DIAGHOSIS
This occurs

- either ar the start of a cycle when a rule of experience indicates that 4 defecttve atum or liak
hdas been found by a rale of walfunction during the previous cycle, the fault then betng
identified,

~ or at the nmoment of selectinn when all the functions of the clrcuit have already been subjected
to the validation phase, in which case the systes has failed to {dentify the fault and can at
thie most propose the changlag of non-valldated atoms.

2.5 TRACE AND INTERFACE

A graphical {aterface (under I[34 GDDM system) displays all or part {zoom) of the circult to be
tested.

Reneath the graphical field in which the circult Afagram appears, there are two alphanumerical
fields for system requests and user replies.

When a test polnt measutrement s requested In rhe First of these fields, this test point flashes
{n the diagram, enabling it to be easy recognized.

The execution of reasoning nay be followed graphically by neans of a colour code contrnlled hy the
rales, fdentifying at each cycle, the hypotheses generated by the rules of experience and then the attempt
to validate operatinn or malfanction of the selacted function.

Each time informat{on {s eutecred via the keyhoard, the trace mnde may be selected (or ahandoned)
at will for showing execation of the rules (see & 3.2). In any case, 4 complete trace of questions, answers
and rule activatinons s avallable in files at the end of the session.




CHAPTER 3 - THE KNOWLEDGE REPRESENTATION

In DEDALE knowledge {s represented in the form of frames and rules.
3.1 FRAMES
3.1.1 Description
Frames are used here for describing the factual knowledge of a circait (another possibilfty would
consist in formulating them {n object~or{ented language).
The conventional representatlion tn frames is given in the fora of quads
4 object, attcibute, facet, value >.
From the semantic poiant of view, it {s pogsible to distinguish

- the models which are special frames representing concepts, assembliag here the knowledge on an
electronic circult tn general (valid for all troubleshooting)

- the instances which are preclise objects materializing a concept, here the knowledge relative to
the particular circult under test.

The attribute plays a special role : the ISA link connecting a model to a more general wndel Hr
connecting an instance to a nodel. This hierarchical link automatically implies heritage of tiue values of
the attributes of a model by its descendants. Thus a graph is obtalned, the leaves of which are fnstances.

3.1.2 Ateributes
Hlere are examples of attributes together with the highest—-leval object where they are deflned.

Object : any (represents any atteibute) ; priority (a prior{ vulnerability coefficient)

Structure : reference(s) with respect to a local reference fraae ; form ; dimensions;
structural_type ; test_points ; technology

Slock : composition {(in blocks or 4tons)

Interna[_pode ¢ compostitlon (in 1nternal_nodcs ar links)

Circuit : defective_inputs ; defective_outputs

Test_point : position(s) (with respect to a local reference frane) ; volrtapge (potential difference
(pd) with respect to a ground reference teat_point) ; pd{T) (poteatial differeace with
respect to test_polat T) ; AC_voltage : AC_pd(T)

Node : composition (in internal_nodes) ; tesr_point

Function : gub_functions ; functlional_type (e.g. the name of the functlon without {ts parineters)

Active_block : temperature_compeunsation

Resigtor, Iaductor, etc. : tolerance

Diode : msximum_purrent H maxinum_reverse_yoltage, etc,

1t should be noted that the attributes, in the same way as the objects, may cons{st of a nane or a
nane with associated paraweters (Prolog predicate).

Many of these attributes, attached, as shown above, to their conceptual entities, are in fact used
only at the level of instances and receive titelr values at the time of data acnuisttion on the ctrcuft.
Others (voltage, pd(T)) are used in the course of troubleghooring under their nroceduril attachment aspect
(facet 1f_needed).

3.1.3 Facets

Contrary to domain-specific attrihutes, facets are more less univ .real in the lrane representa-
tion.

~ Value Facets
Facets intended for receiving the value or values of an attribute (these values generally belng

objects, Prolog atoms, nunbers or character strings) : VAL and DEFAULT {implictt {nformatlon to
be taken into account if there {s nothing in VAL).

Filter Faceta

Filter facets, which are constraints on allowed values of an attelbute as well a4s filtering 1n
the methods of searching for these values
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* 1t may %e Jdescribed taplicftly as alt the values canfiratng this praperty @ V. P(V) .

»

*

DOMAIN specifies tue domaila of atteibute value definition

This Domaiy ady he described explicitly, e.g. as a {ist of entities
Leapactity, techaolagy, doumatn, {polarized, unpolartzed|d or auuerical iaterval
Lrapacity, tolecsace, domaln, hetween {1, 11>,

i1t fs then caleulated when the nhject
domatn)}, in
of the tni-

It ndy be descrived by usting the abject as variable
ts tastanciated @ a.g. Cetreate, detective_outputs, domatn, outphaes (selt
which ouiputs (self, domatr) t3 3 program sroduciay the list of outpirts (doeala)
tial object self.

It s
then not calcalated ta advance hut any proposed value s accepted oaly {f (€ canfteus the pro-
perty e.p. &ohjact, prioriey, duasis, inteser(V)> to indicate that the priority must he iate-
ner.

Finalty, the domain nay “ave the naaes of tfrawes as value (3ee eaxclusive chofre helos).

TYPE can assane the Fallawing three assiinuents

Stinple-valued Jhen the value of the attribute (s single, which muv ke of the list rvpe a5 19
Snode, test_ potar_tist, TYPE, stagle-valued?
4node, test_polnt_list, VAL, (T1, T5, T7]>.

The single-valued character of an attethute Laplies restricetons when searching for a valas
{stop on the first value found) 4s  well as far adding a value (arroc as saoa as a #lferen
value ¢xiats). This (s the type hy far the nost ased (o JENALE,

* Multi-valued whan the attelbate can have several vialues, pravidad hey heluayg th the docatn

e.z. ¢ Lnode, test_polnr, TYPE, aulti_valusdd
£node, test_point_list, VAL, (Tl, T, T3)>

fato classes with an ex~

*

Hxclusive cholce when the attribute can have several valnes divided
clusive character within each class.

valoe s o4 ge-

PRE _CONDITLON acts as a filter in rhe search for 4 value of the attribute. lts
tion (representing conditions to be satisfied) which will he exsentesd before activation
reflex tf_needed found higher {n the 153 hiletacchy. This facet s for futare ecteasions.

of an

Reflex FPacets

Reflex facets constitnte the actlve part of franes under Jhich are stocked procedorsl owle fpe,
the fafrfatton v cascide of Jhich mavy he coasidered as Saslc reasoniag within the franes.

. LF_NEEDED : this reflex, the value of which ts aay action, is infriated when searchiay for a
value of an attribute (when there s nothing under facet VAL),
e.g. : %test_polnt, pd(T), [7_NEEDED,
nd_calcalation (s2l¢,t,V)
1f not tvequest {(self,pd(t),v)>

Self indicates the inftrial object of Interest {in this case a partienlar test_point), V is the
value sought (here the pd of the rest_point cnnsiderald with respect to L»;t_yzin( t), od_cla-
culatlion {f for example a Prulos proyeaa calealating the potential difference Setween tun
test_points, 'request’ is a frane uttlity f(unction nsed for questioniag the operator {1y or fer
tv obtain a value of an atccibute oc oliject.

TF_ADDED : the value of thie reflex 18 any action {niciated when adding a value (unaer facet
VAL) to an attribute : e.g. Srest_potnt,pd(c), 1¥_ADDED, put €t,pd(self),VAL,-V>}, put helng a
fraue utility functioa filling an object attribate facet oith a given value.

V\LHH_ERROR iocontalng an action inttiated when obtaining a value rejected by the flltars
(e.3. a value not helonging to the domain).

2.8, %abject, any, VALI'E_ERROR, write ('the value', V, 'is ecroneaus. Sive another value
of', ATT, ‘'of', aelf)d.

EXPLANATION @ contalas an actlon (in general a nessage) inftlated when requestlay an explana-
tion froa the napecator following a question asked hy tue systen,

- Utility Facets

« PRUMPT : contalns an actlon (in general a oesaage) activated hy the ‘request’ function.
a.g. @ Stest_poiat, nd(t), PROUPT,
1f {ground, reference, VAL, t2

then write ('measure the value
of the NC voltage on', self)

and flash (self)

1f not write ('measure Uhe value
of the NDC pd hetween', self, 's=ad', ¢}

and flash (self)

and flash (t) >

_—
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PROUPT_EVAL : contilns an dctilon {1n pgeneral a4 message) activated when evaluatiog a relatiun-
ship (ginary operitor) between an unkinown value of aa attribute and 4 given value of the sane
type (such an evaluatlon oiten occurs as prewise of an {nference rule and coastitutes the
{nterface of the rules/frames ctype) Ex. : T1 ; pd(T2) ; £ ; 3.

TOSL ¢ allows informatfon acquisitinn cost data to be placed here (value of dan attribute) by
means of an IF_NEEDED procedure (e.g. acressibility of a4 test_point or a medsureaent). This
facet s for future extensiovas.

3.2 RWLES
3.2.1 Degcriptina

These are rules of che type : {f premises then coaclusions, reflecting the inferential knowledpe
on troubleshooting at the level of the rules of electronic operation or mal€unctina, riles of experlence or
“meta-rules” of strategy.

These rulag are written in external forn as Prolog teras, with a certaln number of keyworlds (rale,
{f, then, and, or, no, among, etc.) defined as prefix or iafix Proluog operators «ith concelvable priorities
for reflecting the syntax adopted. The variables are Prolog varlables. This defines an external syntax, ea-
stly modiftable during the design phasc while remsaining within the Prolog framework, Thereby 1t allows d4i~
rect acquisitinn of the rules by the Proloz interpreter for the purpose of translation Into {nternal rales
usable by the Inference englne.

Unification {s used to the fullest extent, the conditions (premises) and actions (conclustons)
belag evaluated etther ia the systea of frames or tn the base of current facts or as peneral Prolog anals.

3.2.2 Forward chaining

Forwarl chatning {s performed hy satauration on the curreat fact hase, f.e. by enchaintng passes
through 31l rales uncil the fact hase is no loager modified by such a pass (opriulzartion easuring that, du-
cing a pdss, only those rules for which one presise at least has been modified during the previous pass,
are acrivated). Thig chech can be easily extended to saturatinn on the kaowledge base constitued from the
frimes. [1 an open Jorld, an additional check is performed that no contradiction oceurs in the fact
hage.

Other control modes dre possible, such as the interruption of farward chaining »n a particular ac-
tivated rule (predeace nf a STOP as conclusioa of this rule).

A check tay be executed by certain rules of the packet (operating as metd-rules). Tt 1is in this
manaer that the action af za activated rule nay be to (nhibit teaporarily (during renainder of the forward
chaining) or even ta definfcively renove a certaln number of rules from the packet.

During forward chalning, it is possible to (nhibit at will questions to the operator or aore geae-
rally the procedural attachaents ¥ NEEDED.

Exaaple of a tule of experlence used with forward chalaing

fule refereace_voleape faule
if fault (power_supply,*N)
and *N;block_connected;*3
and exec (presance {*B,*7) & funciion (*7,2ener,*Func))
and non~validacion (*2)
then hypothesis (*Func,*7,forward_hiased).

Tt indicates : if there (s a power supply problen on a node and {f a hlock connected to this nnde
comprises a Zener dinde not yet validated, then adiept the hypothesis that this Zener diode {s forward bla~
sed (faulet, validation, hypothesis are predicates of the current fact hase, block connected ts a frame at-
trihute, presence and function are Prolog predicates). -

3.2.3 Backward chaining
3.2.3.1 Mechanisa

Tn the case of backward chalaing, a rule 1s inftlated when a goal (infttal Prolog goal {nitiated
from the calling "program” or sub-goal frow a premise of another rule) “unifies” with an inittator of this
rule. Un peneral, any conclusion of a rule, other than the call to executs a specific progran (exec
(4Prolog-goal})), t.e. any coaclusion of th. £fact? type (and non €fact?® {n an open world' or
Laction_framed = 4objectd;Lattcibuted;4valued can aperate as inltiator of this rule : the “exteraal” rule
{s thus converted durlng compilation into as wany “internal” rules (Prolog clauses) as it possesses such
conclustons, The rule, initlated in this manner, evaluates lts premlises {possthly processed as other
sub=goals) and thea, 1a the event of suceess, actlvates (ts conclustons {validatling fn particular that ha-
ving secved as {ntttlator). lwplicitly this backward chalintng s perfuraed hy the Prolog tnterpreter, i.e.
the strategy of cnolce anong several rules having iniriarnes being unifled with the sase sub-goal, s to
tnittate these riles {n the order fn which they are stored {n the working space.

When this snb-goal posgsesses au free variables, no back-track pofat s created at {ts level.
On the other hand, when this sub-goal possesses free variables, 3 back-track polat s created, f.e. the
possibility of several validattions of this sub-goal corresponding thr MHiferent variable (astantiations is
left open.
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Example of a rule of operation used with backward chatning
rule diode_func
if *Anode; pd(*Cathode);*U
and *Cathode;current;*I
and (1 among exec (between(0.5,*U 0.8)&*I=0)
or exec (le(*U,0.5)&*10))
then normal_operatton (diode([*Anode,*Cathode]),*D).
It indicates : if the potential difference between the anode and cathode of a diode lies between
0.5 V and 0.8 V and if the cathode current 1s clearly non-zero or {f this potential difference is less than
0.5 V and the cathode current {s close to zerv, then diode operation (s normal.

A sub-goal initiating this rule is for example : normal-operation (diode({N6,N2]|)},N3)
(normal operation being a predicate of the fact hase ; pd and curreat being frame attributes, hetween,
le, =, 22 being Prolog predicates or operators).

3.2.3.2 Strategies

~ A strategy at the level of the order to evaluate the premises of an (nftiated rule may be
envisaged.

The Prolog by-defaulr strategy (evaluation in the written order) is often not the must nert.nent
in a4 given context. For example, there is 0o purpose in a conjunction of prewises, In inftiating fn-depth
search (with possihle questions to the user when the answers have no practical use elsewhere) for the first
(n=1) 1f the ath ts clearly fupossible.

A first rouph exanfnation of the premises can thius be nade, thereby resulting 1n the validation or
tavalidation of some and theretfore sometimes of the whole rule. Nnly in the case of fndeciston is a nmore
complete exauination required with {n particular faftfatlon of the procedural attachnents IF_NEEDED in the
frames stored during the first mass. During this reexamination, {t {s also possihle to fnvolve an order
taking tnto account the cost of acquiring the {aforwation contalned {n the I¥_NEEDED attachments (use of
the COST facet).

~ Another strateygy can he nsed 4t the level of the order in shich the rules likely to lead to a of-
ven sub-zoal are examined (i.,e, riles whose faftfators unify with this sub-pnal).

Here again, 1t {s nften preferable to avoid the arder given by Proleg, which is that {n which the
rules are loaded ; this is done for the purpose of separating the declaration of Xnowlsdge (declarattinn of
the rules hy the expert) and the control of their use (which the data-processing engineer should be ahle -
speclfy {udepeandently) as well as (ac the patrpuse of achleviag aaximuer decldrability and nodulacicy (rules
produced “pell-mell”™, possibly hy several persons).

3.3.3.3 Trace

In the case of backsard chalning, a trace (dynanic on the console and recorded 1n flies) {5 pruvi-
ded of

- the tnittating of aach rule on a sub-goal,

~ the success or fajlure of this rule : (n the latter case, the premise on which this tailire oe-
curred is first mentinned.

This trace {s indented according to the depth level of the calling sub-ygoal. [n additlon, the lisr
of rules eftectively executed [n bhackward chaining for an initiated goal is provided. This is used, for
exanple, fn the basic DEDALE cycle {n order tu select (for forward chaining) the rules of expertence haviay
at least one premise unifytay with a concluston produced by a rule execated during the previous hack chai-
ning.

3.2.4 Representation of Rules

In additlon to their internal tran-tation into Prolog claases, the rules havae 4 frame represent.a-
tion. This makes it easy to talk of rules by means of sowe of their properties (attribates), which is fa~
dispensable, for example, when wrlting the strategy and control neta-rales. Among others, a tule will
therefore possess preaise and conclusions attributes producing the list of its prenlses and conclusions.
Thus it iy possihle, when compiling a packet of rules Pl (with backwarl or forward chalning), to determine
the possible effects of a glven rule on another packer P2 of rules (Wwith forward chaianing), therehy allo-
wing chaining optimization : forward chaining of P2 limited to the rales of P2 using the new ‘mowledge pe-
nerated by the execution of Pl.
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CHAPTER 4 - LAN/HACHLNE INTERFACKE

In addition ro the fnterfaces needed becween the expert and the knowledge hase [FRAMES and X 'lkng
for constituting and updating this hase, two other types uf communication are provided, related (.

- general i(nformation on the clircult inder test (expert domdin),

~ speclfic I{nformation on the clrcuit inder test {(Hperator domain).

A set of syntaxes defined by DEDALE allows the communtcation of {nformatica ohtaited ‘ron éxteri.!
filles or frow the console. A set of nessapes and praphical truls enahles the user to communicite J4(°h

DEDALE.

4

GENEKAL INFORMATION ON THE CIRCUIT

DEDALE merely records the data pruvided by an expert 4n checks their syntax. The data are obtaiwd
frow two flles. The first flle contains the structural description of the circutt and the secad tile
contains the funcrional description. Semantic coherence 4t the level of bluck, node and tanction names (-
required in order to link or not structural and functienal eatities.

4.2 SPECLIFIC INFORMATION ON THE CIRCULT UNDER TEST

During diagnosis, DEVALE may require additional {nformatfon for tnvesttgatling or coucluding : qua-
litative measurements or observatfions of electrical parameters, temperatures, nhysicil appeatrance of compo-
neats.

Exauple of a message : what is Lhe potential difference hetween the anode and cathode »f dinde D1

The expected reply may »: checked {(and possibly refused) hy DEDALE. Tn this case, the nessagze 1s
repeated (generally with a uessage of explanation).

TONCLUSTON

The present state of progress c¢nahles DEDALE to be consfdered as a prototype, but oie already pos-
sessing performance characteristics such as {t can be nperated by final users : troubleshooters. This fs
nainly due to the quality of the I inrerpreter used (VM PROLOG) [»] and the power Of the connater (184
3090/200) on which the systea is run.

Tt is nevertheless uecessary to {ndustrialize the systen which shoald result (n easler mdintenance
of DEDALE and extenslon of the propused tunctions.

This will he achieved by ustag the FUICAT (M14) expert systean developaent envirinneat #hich #8570
has produced for f{ts own needs and which 1s now comnercially avatlable. EMIVCAT [114) {5 based oo an ssten-
sion of the Prolog language ts an object-orlented languare. The ohjects provide standard representatinn ot
all types of knowledge : factual, deductive (rules) and meta-kaowledyge. Anong the aany facilities oftered,
nention has to be made of the possihility of defintng aulciple-vule foraaltsms, of limiting both the applt-
cable rules and the objects they may apply to, and of menurizing knowledye Sase "states' used later tor
back tracking.

The coatribution of EMICAT (MI6) is at the level of

- malntenance, since the Major part of aaintenance will hencetforth be at the level af the ¢ 0l §r-
self as a constituent element of the overall system and siace the nse f emltiple-rale Faraa-
lisms will constderably f{mprove readahilfty,

4 - functionsg, since the mechantsas affered {(Including 17 particolar the state Meiorizatt o oeciha-
nism) will allow the laplementation of more sophisticated and nore efff{cient striteuias.

Another current evolution {n the DEDALF system deals With qualirative modetling and reasangae
Since no numerical wodel of behaviour ts avallahle for couwponents nutstde of thelr noradl raope f fanc-
tioning, the chosen solution {s to express wodels in terag of saln Jual’tative chanpes i1 the parivieter
tnvolved [4).

In conclusion, ' must he emphasized that the st of production-envineeriag AL Axpert <vsten re-
mains high but acceptable as a result of using high=-perforaance tools such a8 SMECAT (414) 4nd [~ justifted
for applicat{ons amenable to the techniques of expert systeas, such as diagnostic snd mafitensnce. leveral
expert systems of this type are beilng produced ar developed wititin “SU, for areas as varied as battla-tanks
alrborne radars and satellites.
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SUMMARY

A hybrid knowledge-based system 1s described which provides advice to Air Traffic Controllers on the
optimal tactiecs for resolving predicted aircraft conflicts. The overall functional architecture is
described which has both computational algorithms (in classical software) and rule bases containing the
knowledge and experience of controllers in the air traffic environment.

The system is designed to replicate the way in which a Controller might react to a predicted conflict(s).
It responds to conflict predictions with resolution advice, which depends on both formal rules (e.g.,
MANOPS) and on heutristics obtained from Controllers based on their experience in the air space.

The hybrid nature of the system is based on a design approach involving a decomposition of the overall
sequence of logical decisions required to resolve the predicted conflict 1into a "Global Inferencing
Algorithm” (GIA). The GIA approach simplified the design, partitioned in a natural way the knowledge base,
enhanced the performance, and permitted & systematic validation of each step of the resolution by
comparison to a Controller's decision in similar circumstances.

This paper describes first a GIA for resolving conflicts in a sparse airspaces (i.e., one in which a
resolution 1s effected without inducing further conflicts) and then extends this to a dense air space
(i.e., one in which a resolution tactic could induce subsequent conflicts). The question of convergence
(and/or the lack of it) of a completely autonomous system is discussed but not resolved.

The prototype of the sparse airspace system was programmed using an inductive systems builder called TIMM
on an IBM/XT. It contains 750 rules and responds to presence of a detected conflict in approximately ten
seconds.

0.0 A Perspective on Air Traffic Control

Air traffic controllers provide the essential strateglc and tactical control point 1in a complex
system designed to ensure the safe orderly movement of aircraft. The job requires considerable
intelligence to percelve the essential aspects of impending dangerous situations, and considerable
experience to make satisfactory decisions to avoid conflicts in flight paths, under situatfons which at
times can be very stressful. The spectre of disaster always haunts the controllers as the potential for
errors is contemplated. Air traffic control requires decisions involving human lives at one extreme, and
considerable capital costs and/or operating costs at the other; all this with incomplete data, in an
{mperfect control loop, and fa a time constrained situation.

Aircraft flylng in controlled spaces are assumed to have filed flight plans, and normally to be under
the surveillance of ground based radar or at least periodfcally to file pogsition reports. The pilot's and
the controller’s actions are constrained by many factors which could be considered as being based on both
stat{c and dynamic data. Static data is slowly varying and includes such items as government prescribed
rules for separation, the physical capabilities of aircraft, the location of emergency flelds, features of
the terrain, etc. Dynamic data includes such things as the current weather, emergency landing priorities,
the number of aircraft in the controlled space, etc.

Errors in  judgement calls can occur from many uncontrollable factors irn the process, such as
imperfect understanding of, or adherence to instructions by the pilot, lack of exact Informatfon on
locatton, poor and/or noisy communications channels, unexpected weather, etc. Thus, the controller must
work with an intrinsic uncertainty both in input data and with exact compliance to the control decisions.

A confliet occurs whenever a given alrspace is occupied by two or more aircraft, and i{s defined as
the violation of any one of a set of separation criteria specified in th: appropriate Alr Traffic Manual
of Operations (MANOPS). Conflict resolution consists of developing anc implementing a set of maneuvers
specifying flightplan modifications for one (preferably) or more of the aircraft involved in the conflict.
This set of maneuvers is derived by applying some combination ¢: the possible resoclution tactics to the
particular conflict being considered.

In general, conflict avoidance 18 an n-body problem, involving the separation of moving objects in a
three-dimensional space. This class of problems exhibits an exponential growth in computational complexity
as the number of bodies increases., Thus, classical programs based on algorithms have faiied for all but
very s8imple problems. Since this problem is routinely solved in practice, & heuristic approach based on
the experience of Controllers seemed appropriate.

1.0 Introduction

Alr traffic coatrol has many operatfonal procedures and other attributes which must be learned from
experience. This single feature has influenced many research groups world-wide to attempt to {ncorporate
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some aspects of artificial intelligence into the automation process.

In this paper, we will review the conflict resolution problem and demonstrate some results with
respect to automating this task by capturing the rules and procedures used by controllers to arrive at a
decision. As part of this demonstration we will show how the process of executing such a task can be
decomposed and allocated to regular software as well as to rule~based procedures. The result is a hybrid
software system containing both conventional software procedures and wmodules containing the rules
representing the procedures followed by an experienced controller.

To accomplish this demonstration, we first discuss the resclution in an alrspace that we vefer to as
sparse. In this simplified air space, the conflict resolution can take place without inducing other
conflicts. This assumption allows the design process to go on without undue difficulty and provides the
tutorial background for understanding the wore complex space ia which the resolution of one conflict can
induce others.

The resolution of conflicts in a space containinsg N aircraft can become computationally complex very
quickly. Indeed, the reason that algorithmic sttempts to solve this problem have failed is a function of
both the exponential complexity of the computational load that these routines demand and the difficulty of
defining and implementing the inferencing process required. This {s, perhaps, the main motivation for
using an expert system approach; for controllers routinely solve this problem based on experience without
having the benefir of a mathematical algorithm. Controllera normally adopt the procedure that is simplest
to execute. A good resolution is the simplest to implement tactically. This implies also that only one
aircraft should be involved whenever possible.

While an expert system will always attempt to emulate the final decisions of a Controller, it 1is
often possible to consider alternatives that would be computationally 1intense without the aid of
computers. Thus an expert B8ystem backed by reasonable ¢omputing power can consider alternatives and
procedures that might be eliminated in normal operationa.‘ There is no evidence that the addition of this
form of automation has increased the quality of decisions, ! and this 1s not the major issue. The issue 1s,
finally, can an automated system handle traffic on arbitrer flight paths in dense spaces with speed and
reliability.

Many attempts have been made to model the air traffic problem by analytic means. It appears that
these attempts have been in three areas: either algorithms, 1inferencing models or expert knowledge. The
most promising in our opinion is based on experience, cowmbined in an overall inferencing procedure that
is dependent both on rules and on procedures. Thus, our aphiroach is to start with 'What' must be done and
let the ‘'How' emerge either as a knowledge base or as an algorithm. This approach seems to drive the
requirements for particular functions and emulates what a Controller does in practice. The question of
implementing the "Hows™ will be discussed and illustrated.

In Section 2.0, a simplified model of the ATC problem is proposed so that we can agree on the basic
jargon for further discussion. The description 1s incomplete, but sufficient for our work.

In Section 3,0, a global set of interconnected modules is developed which solves the resolution
problem in a sparse airspace. This is called a global inferencing algorithm (GIA). Some of the modules
are classical software and some contain rules obtained from controllers. A system was programmed from this
model and results are presented.

In Section 4,0, the system is extended to cover the case where a resolution procedure can induce
further conflicts which in turn have to be resolved.

2,0 Modeling the ATC Problem

The requirements definition formed the initial parts of the systems design. Such a definition
consists of feasibility, attributes, performance, malatenance and growth, and validation sections.

The feasibility of an expert system implementation for conflict resolution was based on the
evaluation of a number of specific attributes. For example, the conflict avoldance task is well bounded in
terms of the knowledge required and results obtained, and makea extensive use of symbolic reasoning in
terms of the spatial and temporal relationships between moving aircraft. The task itself {is routinely
taught to new controllers, and is, therefore, decomposable into sub-tasks for this purpose. The range of
problems that can be solved and the quality of decisions {ncreases with experience. Used as an advisor,
the system would alleviate much of the pressure felt while handling busy airspaces. An expert system would
also allow controllers to apply a high level of capability to conflict situations and to prepare alternate
gsolutions for consideration. Expert solutions presented by the system woild also provide on-the-job skill
improvement for novice controlilers.

These factors provide sufficient evidence to warrant an expert systems approach to the conflict
avoidance problem, an assertion which will be validated by the design .and performance of the prototype
system. The prototype was, therefore, designed to demonstrate both feasibility and proof of concept.

The prototype's attributes can be distinguished as being either physfcal or logical. Physically, the
prototype runs on an IBM PC/XT. Logically, it used a commercisl system builder (called TIMM) to create and
maintain the knowledge bases. The user interface, which prompts the user for data and presents formatted
results, was written in a high level language (Fortran), so that a user need not be familiar with the
expert system builder to run the prototype.

To demonstrate feasibility the prototype implemented a subset o1 all conflict types, tactics, and
domain data elements. These provided a sufficient foundatfon for proving feasibility, and for
demonstrating the concepts relevant to conflict avoidance. The architecture handles single conflicts, and
does not consider future conflicts that might be caused by resolving present ones. Growth of the prototype
is possible, because it {s capsble of being expanded to Iinc{ude more conflf.¢ types, resolutfon tactics,
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data on which to base decisions, and rules through which decisions will be made. In addition, as will be
shown, it is the first step in the extension to dense Bspaces.

Validation was performed by devising test problems that exercised all of the system's capabllities
and each of the conflicts and tactics recognized. The solutions given by the expert system were compared
with those given by a domain expert in conflict resolution.

This system emphasized expert system technology for the selection and development of conflict
avoidance tactics. For this reason, 1t assumed that conflict detection 1is handled by standard procedures
callable at any time. It also did not attempt to solve classical software problems, although they were
identified and characterized. This included automatic acquisition of data from present air traftfc
systems, and calculating details of the maneuvers required by each tactic.

3.0 A Global Inferencing Algoriths for Sparse Airspaces

In this section, a global inferencing algorithm is presented for conflict resolution in a sparse
airspace. The purpose is to both {llustrate how this procedure is done and to orepare for the extension tu
a dense airspace. The procedure is first to interpret and then to replicate the detailed steps taken by
the airtraffic controller in resolving a conflict. The knowledge engineer must follow the controller's
thought processes and attempt to represent them in a form that is codeable by current technology. The
process requires extensive cooperation, as both the controller and the knowledge engineer must make
accommodations to each others skills and technology.

System Level Issues

Conflict resolution for our purposes is viewed as a potential reconfiguration of the afrcrafts'
original flightplans. This view is taken because it is possible that the resolution of a conflict amight
permanently modify the remainder of the flightplans of the aircraft involved. Also, more efficient and
more general resolutions can be achieved if flight plan reconfigurations are allowed.

Before a global (inferencing algorithm can be created, the logical sequence of functions must be
postulated. The first step in finding these functions 1s to view the Conflict Avoidance Expert System at
it's highest level of abstraction as a black box, as shown in Figure 1. 1t accepts some specification of
an airspace as it's input, and provides a recommendation for avoiding the conflict as {t's output. It also
requires rules, heuristics, and classical software procedures to guide the system's operation, which must
be acquired from air traffic controllers and aviation authorities during system design.

The 1input data includes at least the same {nformation available to an air traffic controller: for
example, Some statement of aircraft flightplans (analogous to the flight strips currently in wuse), and
data about the airspace, which could be extracted from present-day air traffic computer systems. The
output data sperifying conflict resolutions must be made avallable far enough in advance of the conflict
in order to be used, so the conflict detection must be done well before the conflicet, and the Conflict
Resolution system's response time must be reasonably short. The overall time budget allocated to each
function 18 a system level consideration. All of this data can be formalized and tabulated In a data
dictionary and as a set of performance specifications.

Global Inferencing Algorithm

Initially at least, three logical functions seem necessary for resolving conflicts, as shown {n
Figure 2. First, the conflict must be detected and characterized. Second, an acceptable set of tactics
that may be used to solve the conflict must be selected. Finally, the detalls of each tactic's
implementation must be determined for the particular conflict and airspace state.

The three functions shown in Figure 2 must answer the following questions:
Conflict Classification

What kind of conflict is {t?

Determine Tactics

What tactics might be used to resolve this conflict?

Which of these will actually work?

Which tactic is the best?

Determine Implementation

How will these tactics be implemented?

Answers to the first question classifies the conflict. It ensures that the system will understand the
type of conflict {t is dealing with, and that resolution tactics to be applied to this conflict may be
enumerated. Data required to answer this question will include only information about the two aircraft
involved.

Angwers to the second question gelect tactics on the basis of data about the conflict itself and the
aircraft involved. This {s analogous to the way an air traff{c controller first focumes attention on the
conflict, only widening the scope of attention when it is determined +hat might be done. The result of

this step 1s a set of potential tactics, (i.e., those tactics that have the potential to resolve the
conflict, depending on the state of the airapace).
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Answers to the third question bruadens the scope of the system's attentlon to faciude the dfrspace
and other aircraft in {t, 80 that each potential tactic must result in a safe conflict resolution Hr he
discarded. This evaluation results i{n a reduced set of possible tactfcs (l.e., tactlcs with which (v 1%
possible to resolve the conflict).

Each of the possible tactics is now examined to determine which one fs “best” . This priorittzation
must take Into account each alrcraft's efficiency of operatfon and any operational constrafnts fmposed hy
alr traffic procedures.

The final question is “How would these tactics be implemented?”, and i4 answered bv determining  the
exact maneuver specifications for each possible tactic.

Each of these functions is treated fn more detatl tn the foliowing:
Conflict Classification

While detafled definitions for all possible conflict sttuations are contained 1n documeats such s
MANOPS, Controllers typically organize related conflict situations fnto groups, and solve each group, or
“type” of conflict, in a similar manner. However, conflict detection software (s based on stri.t conflit
definitions. Therefore, the system must classify detected contlticts (f.e., determine their type, as 4
coatroller would, In a way that the rest of the system will be able to use).

Each conflict type will have a set of resolution tactics associated with 1t. Therelfare, the
organization of the conflict types and thetr resolution tactics {9 interdependent, since cach  detarled
conflict must be solvable using any of the associated tactics, regardless of how other tactars (b laen
the conflict's resolution.

The conflict classi{fication function in the prototype consi{sts of a single rule base vontalatng  or
rules that will recognize 10 types of conflicts, It requires hasic data about the conflicr, fn-lading the
flight level, airspeed, heading, and attitude of both afreraft at the moment ot the —omtlf ¢, ali ot whi
may be derived from data avaflable to controllers, such as tlightstrip intormation. The proretype
presently carries three of these conflict types through to Prioritizatton: Head-~on, ert aRking, i
Crossing Tracks.

Tactic Selection

The purpose of this function is tn determine those tactics that have the potential to pesoive  'ne
specified conflict. This selectlon process ig based only ¢ knowledge about the contlict itselt “toea,
data about the conflict type and the alrcraft involved). Data about the alrspace itselt or ather sir tat
are not used.

The knowledge base can be partitioned for efficient searches by using 4 look-up tabjie 1o detormive
which resolution tactlcs should be explored for a given conflict type. A conflfict type acvesses o 1w 0
the table, which gpecifies which tactics should be explored. A subset of this look-up table i< shown -
Figure 4,

The resolution tactics that are applied hy the protatype are Change Flight Level t'p, change  Fligh
Level Down, Increase Groundspeed, and Change Track to Port. Thege tactfcs oo applied o both afr ratt 4.

appropriate. The tactic selection expertise consists of a rule base of VI rutes,  and has e
partitioned according to both conflict types and reseolutfon tactics. This will resalt 1o the  Taoti
Selection rule base being partitioned into a number of rule sets, with one set tor everv comhinati a \

conflict type and resolution tactic, as shown in Figure 3.
Tactic Evaluation

When given a set of tactics that could potentfally solve the conflice | the Tt Fogluation faa i,
must eliminate those tactlics that can aot be used to salve the  conflict  in  the  present  alrspa.
configuration. The result fa a set of possthle tactics (f.e., those tactivs tor whivh it is possibie o
determine a complete conflict resolution procedure).

This evaluation involves considering all other factors that might att.ct the implementacton ot this
tactic. This would {include the locatlon of other alrcraft, possible futerferences caused by planned
maneuvers, alrspace restrictions, maximum crufsing altitudes, ete, In order to determine some ot this
data, classical software routines must be fnvoked by antecedents within the rule bane.

The Tactic Evaluation rule bhase, consisting of 72 rules, {s partitinaed in the same way as the lacti
Selection rule base, so that only rules pertaining to the Individual problem will be examined.

Tactic Prioritization

This function will accept a set of possible tactice and sort them in order of preference by assigning
a priority to each tactic. These priorities specify thelr relative preference, rather than their absolute
preference. It uses a rule base of bb rules, partitioned in the same way that the two previous functians
are.

The calculation of these priorities i{s based on each tactic's base priority (which states {t's
inttial utility unconatrained by any conflict factors), operational preferences nt the atrspace (r.g., the
effects of NOTAMs), and efficlency criteria of aircraft Involved (e.g , fuel conaumption).




Resolutiom Procedure Development

The resolution procedure development tunction {s reaponsible tor calealating the detatis ot all
manvuvers  required to resolve the conflict. In order ta do this, precediag osodules oust provide this
function with all of the information required to calculate the maneuver specitications. This reguired data

ts different for each tactic, and depends on the number of maneuvers {9 the cqctd |, the chara reriati ~ o
the conflict situatton, etc.

It s assumed that the coaflict and the airspace will impose time constraints on the maneuvers,
forcing them to occur within certain time windows. [In order to produce unambiguous specitications, it s
necessary to use both distance and time factors, depending on how the tlight of aircratt is attected by
wind conditions, navigational capabilities, etc.

This  funcrion (s a problem in classi-al software, 3nd fs essentfally 1 set of  madeaver  vesLors
specified in terms of time and space. [t can be completely specifled as a set of procedures, requiring ne
heuristic knowledge, and {8 considered to he In the same ~lass as, although less camplex than, contlict
detection. Therefore, it was not implemented in the prototype svstem.

Validatioo Results

Validation testing was performed by providing problems for the svstem to solve that showed orrect
operatfon and demonstrated particular aspects of {t's rapabilities. Thess reaults were approved by domain
experty as corresponding to those thevy would have recommended.

An wexample of a test problem solved hy the system {8 shown {0 Flgure n, It is 4 overtaxiog-tvp
contlict between a C5A Galaxy, representative of 4 large and cumbersome transport aircratt, and + Cessna,
4 small and more maneuverahle afreraft. At fts current level of expertise, the prototype  =oows  shout
wpplying tive tacties to this conflict, which, along with the prototype’s results, are shown in Figure /,

Performance Assessment

The prototvpe presentiv requires approximatelv | secaads to resolve a conflict, not inclutding tim
requited for user iateractions,  Given the automated acquisition ot data (o tree the controller trom this
time —consuming  task),  the pratotvpe -ould he —onstderablyv apgraded bhetare 1t's pertormance required  a

machine more powerful than an IBM PU AT, This growth wil!
tevels due to the large number of combinations Ht contlicts and resolntion tactics. However, proaprietary

ventually redacs pertormance below weveplable

developments at CompEngServ suygest that 4 full seale contlior avoidance system can he supported by an 1BM
PC/AT with an attached real-time expert svstem pracessor.

The ~lassical Loftware portian ot the protatype 15 the shell, which contains L, 1th lines ot  Fortran
code. However, the growth of the shell’s complexity wanld be less than ltnear, as the shell  presently
handles xnowledge base invocation, which would not change, md data {aput and outpat processing, which
would expand slowlv since most of the system’s growth would be contined o the xnowledge bases.

4.0 A GIA for Dense Airspaces

The extensinn  of the (nferencing pracedare ta a dense alrspace 1s demonstrated here in two  steps:
First, to a sltuation {n which the Cantroller {s still favolved 1o resolviag ditticult cases {called somf
ant snomous ) and tinally  to a sttuation in whi h the Svstem scarches tor a tioal sotution and  calls  tor
help aalv whea no solation seems poss{hle,

The design ot a4 such avatem is dependent on the philosophy adopted.  In the  approach  adspted  hy
CompEngserv, {t  was considered {mportant that any resolutton procedure disturh the atrspace as littie as
possible, This implfes that anv tactics adopted to resolve a contlict should, ft posstble, disturb only
one  of  the rwo  afrcratt {nvolved and oniy In extreme clrcumstances should the ather  (or  others)  be
Afasturbed.  (Clearly the applicatinn of this rule must be Aependent on the experience ot (ontrollers, since
the boundaries are nut well defined and any procedute musl alwavs include safetv as the prime directive,

The nther {mportant consideration {s how much dutonomy §6 the system to be granted. fn the end, vhis
wanid depend  on  the confidence level, which would prow as the system was seen to saive more  complex
problems. This f{ague 13 not addressed here, but the technical prablem ot the convergenie of the resolutian
algorithm ia postulated. The system belng proposed has not been constructed (at the time of writing), and
thus the convergence can only be argued.

The overall design proceeds Ln a sequence ot “teps (tu resnive the contlict), with each step helay
baned on the principle of minimal perturbation of the existing state spaci. We will present the material
a8 an extensfon to the aparse space, and i{n subsequent evolutinn trom seml autonomous ta autonomous. The
sem{ autonomous dyatem 14 defined as one (n which a final recourse to help trom the vontraller fs  alwavs
an option. in such a system the question {4 when to vall for help. In an autonsmous svstem no such help ts
avatlable. In such a system, the question of converdence {4 upper most. .n fact, we show a tinal call tor
help when the resolution procedures begin to taduce an fncreasing oumber ot contlicts, Whether thia will
happen or not ta indeterminate.

Conatder firat 4 seml autonomous system:

The global {nferencing algorithm for 4 semi  autooomous system ts shown In Figure B, The algorfthm
proceeds {n three steps. The approach fs to make everv eftart to find a reaslution procedure which wiil
not disturb other alrcraft (f.e., not induce other confliirts), In tale sftuation, the short list  of
candidates, produced under the asaumption that the space is sparse, {8 assumed to contain a possible
{nduced conflict. The l{st {8 aubmitted to a detectinn procedure whirh extends the seolutiona to predict
further conflicts. [f at least one aolution exiats for which no further conflict is  finduced, thia {s
presented to the Controller.
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If all possible tactics based on the original constraints induce further conflicts, the systea
retaxes the constraints and searches for new solutions. If some exist, these are presented to the
Controller. If not the Controller is asked for help.

Consider now the extension to the autonomous controller:

If the Controller is not f{ncluded in the Help loop, then the system must define the response by
further processing. An Inferencing algorithm for this is shown in Figure 9. The first procedure orders the
original short .ist to determine the least critical induced conflict. The partitioning algorithm is
assumed here to create the minimal perturbation on the aircraft flightplans in the airepace. Under this
assumption, the present conflict is resolved ignoring the induced conflict(s); following which, the
induced conflict {s then resolved by following the original procedure, It is assumed that the definitfion
of 'critical' is such that {nduced conflicts can be resolved within the response time of the system,

The procedure executed 1in the first step of Figure 9 could eveatually terminate with a nuil set
indicating that, within the defined partition of critica! and noncritical conflicts, no solution can be
found. It {8 assumed at this poilnt that the situation has become critical and strategic considerations
must be abandoned for short term tactical procedures Lo insure safety.

The procedure at this juncture is to abandon the minimum perturbation criteria and partition on the
bases of safe passage. The algorithm in this case {s recursive and is best shown as pscudo code. The
approach shown in the pseudo code in Table 2 {s as follows:

The list of preferred tactics is examined one by one.

For each one, the alrspace state ig computed based on the projected execution of the tactic.
The number of induced conflicts is then computed. The critical assumption made in what follows {s that {f
the number of iInduced conflicts Increases the solution is abandoned.

The procedure continues unti] all alternatives are exhausted and then calls for help.
The convergence of this algorithm has not been tested against real data.
5.0 Summary and Cooclusions

The procedure as presented was shown as a Iinear sequence of activities. In farc, there |is
considerable parallelism (n the algorithm. The parallel form, using structure diagrams (from the Ada
language [11]), can be used to find the parallelism. Parts of the algorithm can execute, even though the
results may not be used. Thus, for example, 1in Figure 8, the secnnd phase can be started as soon as the
selection process for the short list is completed. It is cbvious also that the third phase can be started
as soon as the conflicts have been identified. A fully {nterconnected structure diagram to exhibit all the
parallelism is stralght forward to develop. The results offers encouragemeant that the computations exhibit
sutficient parallelism so that regsolution tactics could be obtained in a relatively short period of time
{a few minutes) for reasonabhle cost (few PCs)

The assumption of resolving conflicts with a minfmal perturbation of the airspace is arguahle. For
example, other starting assumptions could lead to different decision criteria and the order nf processing.
In particular, the assumption might change depending on the current density of afrcraft in the space, or
be permanently altered in a tight tactical air space such as around an aerodrome. For our purposes, ft
lead to a nicely definable resolutfon procedure.

The convergence of the algorithm {s a matter of concern whenever autonomous conflict resolution s
discussed. The algorithm as presented has not been tested against live alrspace situations., Thus, the
convergence {s a matter of conjecture and not liable to mathematical proof. However, the resolution
algorithm seems to follow the procedures used by Controllers, and {ntultively should «converge. In
addition, sufficient parallelism exist so that reasonable computing power should yleld advice {in real-
time. The question always remains however, as to a pathological sftuation existing {n which the resolutton
procedure starts to converge. In the end, as shown, it seems probable that an appeal to a Controller must
be buflt lnto the system.

The question of the accumulation of sufficlent knowledge to f1ll the required knowledge bases |is
relevant. Again this queation cannot be answered definitively, however, experience suggests that
Controllers can supply such information and that rational decision can b: made as suggested.

The i{mplementation of this algorithm and hence the answers to many of the timing and convergence
questions depends on the equivalent parallel representation of the algorithm. The {mplementation could
then be carried out using a multiple processor system such as Intel's wultibus or Motorola's VME bus, with
an appropriate choice of processors, following the procedures outlined {n [12].

Further work that 1{is in progress includes the obvious requirement to test for convergence of the
algorithm against real and simulate conflict sftuations. In the fuw;re, the parallel version of the
algorithm can be constructed and a suitable architecture devised for implementation to create maximum
response In a dense space. Finally, the partition of the data base and the optimum relations for each need
further study.
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Table 1: Definition of the Data Sets

C: The list ot predicted conflicts

L1: The Short List
Thesr are resolutioan tactfcs proeferred by the
Controller, the selertion of which was hased on a set of
criteria,

L2: The short list with induced conflicts removed.

L3: The set of resolution tactics acceptable under relaxed
constraints. Note that L3 does not include the set L1,
since L1 ts known to Induce conflicts.

L4: The set of resolution tactics acceptable under relaxed
constraints with all induced conflicts removed.

A:  Advice to the Controller including conflict data plus a
priorftized list of resalat{on maneuvers.

HELP: Conflict data, plus specifics on what has already been
tried.
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Function: Resolve_Conflict

;% Assume N = number of tactics to be examined

3 L = aumber of induced conflicts

;* The algorithm in Figures 8 and 9 1is executed using the global procedure names shown

BEGIN
IF Sparse_Space() = OK THEN
BEGIN
Prioritize_and_compute();
END
ELSE
BEGIN

IF(Relax_and_Delete() = Null)OR (Detect_and_Remove = NULL) THEN

BEGIR

IF (System = Autonomous) THEN HELP();

ELSE
BEGIN

IF (Partition_and_Detect() = NULL) THEN

BEGIN
CLASSIFY();
Prioritize_and_Compute();
Advise_Controller();
END
ELSE
BEGIN
FOR £ = 1 TO N DO
BEGIN

;* Compute the alrspace state after the execution of the ith tactic

Compute Airspace [1i]
;* compute the number of induced conflicts
Detect Conflicts (L]
F = True
Count = 0

;* This determines if the number of conflicts is growing

Number = Resolve Conflict
IF Number NE O THEN
BEGIN
IF Number > = L THEN
BEGIN
F = False
i=1L
END
Count = Count + Number
IF Count > L THEN
BEGIN
F = False
i =1
END
END
END

;* The following two IFs either call for help or determine that a resolution has been found

IF { = N AND F = False THEN
NOT Resolving, Call for HELP
IF L < N AND F = TRUE

Resolved.
END
END
END
ELSE
BEGIN
CLASSIFY();

Prioritize_and_Compute();
Advise_Controller();
END
END
END

Table 2: Pseudo Code for Autonomous Resolution
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Figure 4 Rule Base Structure
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Test *= 4 Conflict Type Head-Cn

Aircraft A Aircraft 8
1D Cessna CSA Galaxy [f Track Above not occ |
Airspeed 170 400 Track Below not pcc
Flight Leve! 150 150 Track Ahead not occ
Attitude level level Track to Port of A occ
Next Maneuver nothing nothing Track to Sterboard of A occe
Priority avg. 8vQ.
Pre-Conflict Angle 180 Weather Conditions o«
Post-Conflict Angle 180 Restricted Airspace to port

[Results:

Figure 6 Sample Validation Test

3

<

4

1} Unconstrained case - results depend only on awrcraft characteristics

2) Tactic 6 failed selection because it's navigational ability is low, and is
unable to navigate this turn
The priority of tactic 1 is reduced because aircraft A (the Cessna) is
above it's optimum altitude
The priority of tactic 2 is reduced because the maneyverability of the

Tactics Selection | Evsluslion Prioritization

1 Change Flight Level Up - A v pass pass

2 Change Flight Level Up - B v pass pass

3 | Change Flight Level Down - A X X X

4 | Change Flight Level Down - B X % X T
S | Change Airspeed, increase -8 | » X R

6 | Change Track to Port - A v fail X

7 Change Track to Port - B v pass pass |

Comments:

CSA Galaxy is "low”

CSA Galaxy is "low™

5) The priority of tactic 7 is reduced because the maneuverability of the

Figure 7 Results of Sample Test
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SUMMARY

A concept that embeds knowledge-based techniques in a trajectory generation and
control system is defined. The system concept is called the Unified Trajectury control
System (UTCS). The objective of this system is to aid the pilot when operating in the
intense threat environment projected for the 1990's.

The UTCS has an architecture of independent trajectory generation elements whaose
opera*ions are integrated by a knowledge-based system. This Artificial Intelligence
(AI) technique utilizes production rules, an inference engine, and a system of frames
for communicating with the trajectory generation elements. Separate trajectory genera-
tion elements are utilized for terrain following/terrain avoidance, threat avoidance,
weapon delivery, obstacle avoidance, and mission planning. The role of the knowledge-
based system within the UTCS is defined and the various components of the system are
described including the structure of production rules, the inference engine mechaniza-
tion, the types of problem-solving knowledge needed in the rule base, and the frame
system architecture. The various uncertainties in the UTCS are described and the need
for a method to account for these uncertainties as part of the knowledge-based tech-
niques is identified. A simulation of the system developed using the LISP and FORTRAN
computer languages on a VAX 8600 computer is described.

BACKGROUND

The missions of the 1990's will place requirements on pilots and crews not seen in
the past. Our aircraft operators will be facing ground-based and airborne defensive
systems that are sophisticated, extremely lethal., and operating cooperatively to in-
crease their effectiveness. This threat environment will be dense, mobile, and unpre-
dictable, thereby increasing the number of unexpected events occurring during the mis-
sians. These events will include encountering unexpected threats, detecting unknown
ohbstacles when flying at low altitudes, incurring damage to the aircraft and systems
caused by the threats, and changing mission directives to accommodate the dynamics cf
the battle,

The pilot has always had to handle unexpected and unplanned events during the
mission, The difference in the future is these events will be happening at a faster
rate pecause of the higher threat density, This compresses the amount of time the
p1lnt nas to make decisions. These decisions will be more difficult because of the
large number of threats plus the pressure to complete each mission in a fast paced war.
The decision making problem faced by the pilot and crew is characterized as follows: 1)
time compression - events happening rapidly and demanding quick decisions and control,
2 tots «f surprises - events that were not anticipated during mission planning and
must be handled 1n real-time, and 3) contlicting gnals - situations where goals as-
sociated with the mission, survivability, and human factors confli<t with each other.

tne way to increase the pilot's and crew's effectiveness in these projected mili-
tary envirounments is to provide real-time, comprehensive, and eccurate information to
the cockpit - information depicting the situation outside and inside his aircraft.
Sensors, communication systems, diagnostic systems, and cockpic interface devices are
bei1ng developed tc provide information the pilot can use for assessing his situation,
However, providing more information to the pilot or crew is not the complete solution
tor pi1let derision aiding. The pilot will often nat have sufficient time to adequately
analyze the information and select effective actions. And, t> complicate the problem,
quick and accurate decisions will be required during critical situations involving rapid
occurrences of dangerous events and requiring complex trade-offs. What is needed are
computers that process the situation assessment information and derive data that aids
the pilot 1n making decisions,

INTRODUCTION

A concept for pilot decision aiding is described 1n this paper. The concept has an
on-board computer system computing one or more desirable aircraft trajectories for the
pilot and controlling the aircraft to the trajectory selected by the pilot. The concept
1s called the Unified Trajectory Control System (UTCS]). To be effective as a pilaot
decision aid, UTCS will need a number of capabilitjes:

[ The trajectories will need to be computed to anticipate the approaching situa-
tion, where mission planning knowledge will be used, and to respond in real-
time to unexpected events occurring in the actual situation. (To anticipate
the approaching situation, mission planning knowledge will be used.)




[ These trajectories must be computed with the fidelity needed for flight con-
trol and have the reliability necessary for flight safety.

[ The trajectories need to avoid known threats, evade detected threats either
before or after weapon launch, avoid unexpected obstacles during low-level
flight, account for aircraft performance degraded by equipment failure or
battle damage, and, when necessary, deviate from the mission plan in such a
way that still accomplishes mission objectives as best as possible. For
threat evasion, the UTCS needs to evaluate the use of aircraft maneuvers,
terrain masking, countermeasures, weapons, or a combination of these for
countering the threat.

[ Preferences about the trajectory inserted by the pilot into the system need to
be accommodated in the trajectory calculations.

° The various uncertainties and inaccuracies in the infeormation utilized in the
system must be accounted for in the UTCS calculations.

) In making trade-offs between conflicting goals, the UTCS's decision making
logic must be compatible with the pilot's

The complexities of the problem being solved by UTCS rule out a straightforward
application of conventional trajectory optimization technigues. These techniques are
numeric in nature, i.e., the problems being solved are modeled with variables having
numbers as values and the problems are solved with equations and logic that operate
primarily on numeric valued variables. The algorithms used in these techniques are
derived principally from analytical methods including non-linear optimal control,
singular perturbation theory, and dynamic programming. The current versions of these
numeric-based algorithms have been applied to trajectory optimization problems involving
a few performance criteria. However, when there are more than a few criteria, or
trajectory goals, and when human expertise needs to be built into the system to handle
conflicts between criteria, a single, analytically-based trajectory optimization algo-
rithm is extremely difficult to develop.

The integration of knowledge-based, Artificial Intelligence techniques with a
number of numeric-based trajectory optimization algorithms is the approach used in the
UTCS concept. Artificial Intelligence concepts have been applied to a variety of chal-
lenging problems in recent years. From these applications has evolved a set of tech-
niques for symbolically representing human expertise or knowledge. Symbolic repre-
sentations have an advantage over purely analytical methods for representing human
expertise. They are useful for heuristics or "rules of thumb" used to simplify the
numerical calculation of solutions to problems.

Many Artificial Intelligence systems rely primarily on symbolic representatiocns and
processing. This is in contrast to UTCS which uses both symbolic and numeric proces-
sing. Symbolic representations do not have the fidelity needed for many of the trajec-
tory computations. This is why numeric-based algorithms are utilized in UTCS. The UTCS
concept uses a number of numerical trajectory generation algorithms with each algorithm
computing trajectories for a few trajectory performance criteria. UTCS integrates these
algorithms with the symbolically oriented Artificial Intelligence techniques.

The Artificial Intelligence technigues used in the UTCS concept have been success-
fully used in other Al applications. They are combined with reasonable, mature, trajec-
tory optimization algorithms. This combination offers the potential of yielding a
system that is realizable in the near future,

This paper describes the UTCS concept that has been developed during an Air Force
Flight Dynamics Laboratory sponsored program [1]*. The description includes the fol-
lowing: a functional description of the concept, the numeric-based trajectory optimiza-
tion algorithms, the Artificial Intelligence techniques employed in the concept, the
type of knowledge needed for the system, and the progress made in simulating the con-
cept. The paper concludes by describing what additional efforts are needed for further
developing the concept.

UTCS FUNCTIONAL ARCHITECTURE

The UTCS has the two basic functions of a trajectory control system - trajectory
generation and trajectory tracking. The trajectory generation function calculates the
trajectory that is desirable for the aircraft to fly [2'. The trajectory tracking

function computes commands for the flight control system and quidance cues for the pilot
to follow the desired trajectory

For trajectory generation, the UTCS approach employs a number of trajectory genera-
tion modules where each module computes a particular type of trajectory. Because each
trajectory generation module has a specialty, the modules are referred to as trajectory
specialists. The specific trajectory specialists are discussed below, but examples are
terrain following/terrain avoidance, obstacle avoidance, and weapon delivery, Employing
trajectory specialists allows the trajectory generation problem to be distributed among
the specialists. Each specialist has its domain of expertise, a few trajectory optimi-
zation criteria, and its own optimization technique for c¢ymputing optimum trajectories.

* Numbers in brackets designate references at end of paper.
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With this approach, the total set of trajectory goals (criteria) are distributed among
the various specialists. These specialists jointly contribute to the total solution of
the trajectory problem.

In the UTCS architecture, the task of integrating the specialists' operations is
handled by a separate module, the Trajectory Decision Maker (TDM). This module
schedules the specialists' processing, makes trade-offs between conflicting trajectory
criteria, and blends the individual trajectory specialists' outputs together into full
trajectory solutions for the aircraft. Knowledge-based techniques are used for the TDM.

Figure 1 illustrates the UTCS functional architecture showing the trajectory
specialists and the Trajectory Decision Maker. Shown in the figure is a direct inter-
face between the specialists and the sensors, weapons, and data bases that the special-
ists need to accomplish their particular task. Since the TDM is involved in the higher
level decision making aspect of the problem, it does not need the same level of informa-
tion detail from the sensors, weapons, and data bases as the specialists. Therefore, an
interface to the TDM is not shown on the architecture diagram,

Figure 1 also shows the trajectory tracking function of the UTCS, which is com-
prised of the Predictive Path Control and inner loop control laws. The TDM feeds the
desired trajectory to Predictive Path Control for the tracking operation. Predictive
Path Control is an advanced control technique that has been developed as part of the
UTCS program. A feature of this control technique is accurate trajectory tracking of
the dynamics in the commanded trajectories. This is accomplished in this technique by
continually predicting the best set of controls for the immediate trajectory future {2]
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Another element of the UTCS concept shown in Figure 1 is Aircraft Model Learning,
The other UTCS elements - the trajectory specialists, the TDM and the Predictive Path
Control - require accurate information about the current aircraftt aerodynamic, pro-
pulsion, and control capabilities. This is the role of Aircraft Model Learning. This
UTCS element will update models and any other types of representations of aircraft
capabilities that are utilized in the other UTCS elements. ™he updating is especially
critical when on-board subsystems degrade in performance or fail and when there is
damage to the aircraft. The module will utilize data from sensors, predicted aircraft
trajectories, and subsystems BIT (Built-In Test) and diagnostic systems. A combination
of system identification and performance estimation techniques will be used in Aircraft
Model Learning for processing this data.

Knowledge-based techniques will be used in all elements of UTCS, not just in the
Trajectory Decision Maker, to provide the flexibility needed for the aircraft to operate
in the hostile environment described above. However, the initial development of the
UTCS concept emphasized applying knowledge-based techniques to the TDM and its integra-
tion with the trajectory specialists. Consequently, the remainder of this paper is
devoted to describing the TDM, the trajectory specialists, and their combined operation.
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TRAJECTORY SPECIALISTS

Low altitude flight in the presence of threats 1s most demanding in terms of the
rate of unexpected events and, consequently, the needs of a trajectory control system
for pilot aiding. This type of mission segment was used to develop the UTCS concept.
The trajectory specialists selected for this mission are shown in Figure 1. The1r
functions are as follows:

1. Terrain for low altitude trajectories optimized with respect to the terrain.

2, Threat for trajectories and countermeasure usage that maximize survivability
against threats affecting the aircraft's current operation

3. Obstacle for trajectories avoliding unexpected obstacles.

4, Combat for delivering weapons against targets or threats.

S. Mission for in-flight planning of new mission trajectories. This involves

computation of long term trajectories that meet mission objectives while
maximizing survivability against anticipated threats.

6. Recovery for recapturing the current planned mission when deviations from the
mission plan occur.

7. Predictive Path Control (PPC) for predicting the aircraft trajectory that will
result when the TDM supplies a desired trajectory to the trajectory tracking
function. The PPC was described earlier as a part of the trajectory tracking

function, but it is also employed as a specialist in the UTCS concept. The
predicted trajectory the PPC computes when in the specialist role accounts for
the control actions of the PPC (when operating as a controller), the effects
of the inner loop control laws, the aircraft aerodynamics, and the propulsion
system,

8. Pilot for incorperating the pilot's trajectory preferences and constraints.
This specialist keeps track of the trajectory preferences the pilot makes as
the flight progresses and supplies these pilot desires to the TULM. This

specialist is not a model of the pilot and is not an attempt to emulate his
cognitive process, but is a mechanism that feeds pilot preferences or derands
about the trajectory into the trajectory decision making pracess. Theése pre-
ferences are expressed by the pilot through the control display intertace.

The UTCS function is generating the desired near-term trajectory tor the airore
A near-term trajectory originates from the aircraft current state and 1s defined v
reasonable length of time in the future. Consequently, all trajectory specialists,
except the mission specialist, compute near~term trajectories and are concerned with
satisfying the trajectory goals for the local situation effecting the aircratt. How-
ever, UTCS must also consider how the near-term trajectory affects the ftuture parts
the mission. This is the role the miscion gpecialist plays

Predictive Path Controel has @ unique role as a specialist., When the TIM o ves the
PPC a potential desired trajectory computed by the other specialists, the 'PC feedis ba w
to the TDM the effects the control system and aircraft dypamics wil) have -n the traje.--
tory. This allows the TDM to evaluate the effects of contrel actions before committ g

to a desired trajectory, Tnis capability 1s mportant for the UTCS tao rmeer g
safety standards,

Many of the trajectory generation algorithms that can be used 1n the trajectory

specialists have already been developed. Terrain following/terrain avoirdance alqge

{5) can be used for the Terrain specialist and weapon delivery algurithms je! too
Combat specialist. Route planning algorithms have been recently developed tar *
Planning [2]. Of all the specialists, the least developed specialist 1s Threat. i
specialist computes the near-term trajectory and recommended ~ountermeasure usadge ¢

avoid known threats while evading detectea threats.
TRAJECTORY DECISION MAKING AND TRAJECTORY SPECIALISTS' OPERATIONS
The trajectory specialists compute their own 1ndividual *rajectories, while the

manages the specialists' computations to establish complcte trajector jos that
satisfy all trajectory gaals. In managing the specvialists, the THM performs a nuriber -t

operations. The TDM decides which specialists should contribute to the desired trajec-
tory, based on events occurring both external and interral 'o the aircratt, It combines
the individual outputs of the trajectory specialists 1nto composite candidate trajec-
tories that attempt to satisfy all factors affecting the aircratt trajectory. The THM

analyzes these candidates to establish it any satisfy all the trajectory tacters, it
conflicts between factors need to be resolved, and if trajectory improvements ate rte-
quired. To resolve conflicts or improve the candidates, the TODM reschedules the
specialists with different weightings on the specialisty' optimization criteria and/ot
different constraints on the specialists’' solutions. Whenever the specialists generate
their individual trajectory solutions, new composite cancidates are created and the TDM
analyzes the results to determine the next actions 1n the process of determining a
desired trajectory. This process of searching for desired trajectory solut:ions 1s an
iterative process 1nvolving one Or more specialists at each step and managed by the ThM.

When the TUM has determined one or more candidate trajectories that best satisty
all trajectory goals, the desired trajectary that will be input to the trajectory
tracking function must be selected from these candidates. The method of selection will
depend on how the UTCS is integrated with the pilot's operations in the cockpit. In one
method, UTCS provides the most promising candidate trajectories to the pilot, via dis-




plays, whn selects the desired tiajectury. Ancther met bood, whiioch imay e aned

critical, high workload situations, has the TDM selet the hest candidate and aute

matically feeding 1t to the tratectary tracking tunction with min:nal oo prrlet

involvement. It is anticipated that the selection method will vary ‘tur na the cission
and depend on what events are occurring snd the Joevel ot pilat wirkioad.

0

Comput ing aircraft trajectories with independent traje:tory speialists whose pe
rations are integrated and managed by the TDM s the trajectory generat.:n - onept t
the UTCS. When addressing the development ot this crineept tor pedal-tome, alilbopne
application, there 1s concern that the .terative search p! oess describedt abeove will

require unrealistically large computer thraughput, ADct et o tnern L% that rhere will

be considerable 1inefficiency 1n the translat:on between the trajector: talist s’
numerical representations and the symboelir representat ione of the Arr,tr inte .-
gence techniques. Ta address these voncerns, twi fedtures wele o ppe ate Do thee TTMW
specialists' concept.

One feature is having the specialists generate . arse, jow resolution, abstiat

representations of trajectories when the TDOM 8 expior ing prorisina trajet ry At
dates, This allows the TDM to quickly exarmine 1y camgdaty selat pons, Whet pror s

candidates have been established, the TUM has the speialists refjne “he cand o tates w00
fine, detailed calculations of the trajectaries. This teature [opailes Tt e
specialists compute both coarse, macroscopl: representat tons and fine, detailed topré
sentations of their trajectory solutions. Furthermore, he speciglists will neet
generate the c¢onarse, low resoluticn trajlectories significantly taster, and with e

caomputer speed requirements, than the tine, detajled trajertcries,

The second teature of the 1ntearafi-.n approach s o lanquage g 1epresent oo
aircraft trajectaries, The laniquage & Necded 1. provide a trajetily representygr
common to all specialists, plus a means for them to ormnnmicdate of b qent Iy witt
TDM. This lanquage needs to be symbolic for the coarse tralesraries A N ey
detailed trajectories, The symbolic lanquage provides (o oft o tent [P ocens:
trajectaory anformation by the TDM's Artaficial intelligence techniques where
about significant trajectory attributes, trade-ctfs, and the specidlosre!
istics 1s detined symbolically. The numeric representat on vide s e acour
tor factors such as aitrcraft Jdynan terrgin cuonstlaint s,

thre e r e,

TRAJECTORY DECISION MAKER

Fiqure 2 shows the major modules ot the Tralect:ory Pecasion Maker and e v w
Artifirial Intelligence techniques used ar the 1] Trese two tectnianes are a proscdue-
tion rule system and a trame syster, The truame system ptorfaces the poootipt ton puie
system with the trajectory speciladists,
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As shown 1n Figure ¢, the production rule system has a khowledde tase, o set oot
rules, a list of facts, and an interence endqine. The tact list contains .ot.oration
about the local situation and facts describing the current staté of the TOM trajecrory
search process. The inference engine matches the tacts and trajectory information tyor
the frame system to the set of rules and selects a tule to activate or "fire”. A rule
firing can have a number of results: g tact or facts can be added teooor onapaared e
fact list, objects or datda in the frames can bLe modified, pew Prames can be 6=t a0t

ated, and trajectory specialists' operations ¢an be initiated, The interen.e «o

processing 15 lterative; a match against the rule base, a ru.e tiring, antter ule
base match now with the revised fact list and,:r trames, another rule taring, and tias
continues until a rule tiring terminates the process, It s critisal that a corpula-
tionally efficient procedure be used for this processing,  Note: the s:wolatioo of *he

TOM engine used a torward chaining approach far processing the tules,

There 15 a dist:nction between the product inn rule systen used an the TUM any Che
typircal production rule system which inwvelves (ust a role base ansd tact oot Foooot b
TUM, nturmation from the trame system 18 alsc provesserd ih cohjunct ton o with the g of
list. This difierence results 1p a specialived struct irée tor tThe tules that b stdes
beth tacts and frame data.

The qgeneral IF-THEN rule strusture that has bween stailiced n the Fnowledge
many production rule systems (3] was used tor developing and sooulating the T0M coneept,
However, sinve the TDM rules are expressed 1n terms ot bath syrbolic fdors atid syo6 o] i
and numeri1cal trajectaory descriptions from the trame systen, an [E=THENL rule structure
war speritically Jdeveloped tor the TOM,

seew 0

The 1F part ot eacrh rule consists ot a list of pattern clauses and a fasl o e
clauses, 'he pattern clauses are symbolic expressions invelving the facts 1n the tact
Iyst and -an 1nclude pattern variables. The test clauses involve primdr i1y the sycholls
and numeric data from the f ares and are composed of trare acy tunctyens oy >
tracting anformataion from the frames and auxiliary tuncrions tor processina the fact
List. Including test ~lauses 1n the IF part «f the rules was necessary { .f the T
applicatisn sc¢ the rules could be expressed 1n terms of the trajectory specialists
cutput s without having to convert the specialists' cutputs nta facts tor the fact 1ist,

The THEN part «f a rtule defrnes act ions ot b taken when a rule = trred and
cnstets of fupctions toer manipolating the tacts g the fact list, data 1n the frarmes,
and perat ions of the interence engine, In adittion te the TF-THEN parts, a thaird part
ot the T'M rule structure 18 a rule confidence value, i, ., a nurmer ;~al parametery
defining contidence 1n the rule, Attaching contidence values to rules was part ot a
method used when simulating the TDM to accaunt tor upcertalnties 1 the nformation

provessed by the TOM,

A part of the dnference endgine that sianificantly aftects the behaviog f a pro-
inct1on rule system and, theretare, the behavior of the TEM s the conflicr resalutinn
strateqgy, This 1s the strateqy the intercence engine uses for selectinag the rule ' tire
trom the set nf ruies whose IF onpditionsg matceh the fact list and trare data, In
developing the TUHM concept, a number of needs was  established for the conflict resclu-
tion strateqy.

First, the contlict resolution strategy must be changeable for difterent THM upera-
tians, For example, the operaticon of deciding which trase~tory spectalists to emplay
deeds a conflict resolution strateqgy ditterent than for the operation of evaluatina the
desirability of each randidate trajectary. Ta be able to change the conflic. resolution
strateqy 1mplies that the THEN part of a rule should be able to specify the strateqgy
teing used by the i1nference engine,

Secend, the methods for contflict resolution must include the processing needed to
make decisions in the presence ot uncertainty. The types of uncertainties and 1inac-
curacies present 1n the UTCS that will influence the trajectory decisions are described
in a later section. These uncertainties and inaccuracies need to be accounted for in
the process of selecting the ruiles to be fired.

When simulat ing the TDM inference engine during the UTCS project, a technique based
on the certainty factor propagation method developed as part of the MYCIN medical
diagnosis research work (4,7] was used to account for uncertainty. In this technique,
each fact ip the fact list has a certainty factor which is a number depicting 1ts
certainty. The inference engine uses the certainty factors attached to facts for com-
puting a certainty value for each rule whose 1F conditions match the fact list and frame
data. The inference engine computes this rule certainty based on the certainty factors
of the facts 1n the rule IF condition and the rule confidenre value. These rule cer-
tainty values can be used in conflict resolution methods for determining which rule tao
fire. Two conflict resolution methods based on rule certainty values were used in the
TDM simulation., One method fired the rule with maximum certainty, while the nther
methaod prevented from firing any rule below a certainty threshold. The last step of the
certainty factor technigue occurs when a rule is fired. 'he certainty factor ot each
fact in the THEN part ot the rule is computed based on the rule certainty and the
previnus value of the fact,

Third, the conflict resolution strateqgy needs to be mechanized as a hierarchy of
contlict resolution methods. In the strategy, each method is assigned a priority. The
inference engine applies the methods in order of priority with each method narrowing the
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set of potential rules for firing until one is fired.
TDM KNOWLEDGE BASE

The TDM rule base will have the knowledge needed for managing the trajectory
specialists and using the specialists' outputs to develop desirable trajectories. The
rule base will have lLeuristics for the following: deciding how to respend to unexpected
events, what specialists to schedule, when to schedule them and what inputs to provide
to them, evaluating the specialists' outputs, priorities on conflicting trajectory
goals, trade-offs between trajectory goals as a function of the external and internal
environment, and changes to make to the specialists' inputs to improve a candidate
trajectory's desirability. The expertise needed for developing this TDM knowledge base
will need to be derived from a combination cf pilots, military mission analysts, and
engineers with intimate knowledge of the trajectory specialists' algorithms.

The UTCS project was an exploratory development program, SO rescurces were not
available to develop a complete knowledge base. However, a prototype rule base was
developed and simulated. To assist in developing this rule base, a basic approach tor
solving the TDM problem was established. Figqure 3 defines the steps in this approach
These steps are described next.
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FIGURE 3
Determine Important Factors. This first step starts the problem solution, occurring
whenever a new trajectory computation is needed, The UTCS as a real-time, on-board

csystem will be making trajectory computations as the airciatt flight progresses, both
periodically and whenever unexpected events occur. Many of the trajectory computations
will be updates to the previously selected desired trajectory. However, when unantici-
pated changes occur in the current situation, the trajlectory computations likely will
result in recommendations for or selection of a new desired trajectory. This step in
the problem solving approach determines what factors are .nportant in the current tra-
jectory computation. Examples of important factors are new events, such as a newly
detected threat or temporary loss of a control element, and past trajectory decisions,
such as a decision to attack an air threat or type of cbstacle avoidance maneuver.

Define Search Strategy. Based on the important factors, the TDM establishes a strategy
for determining candidate trajectories during the computational cycle. There are at
least three strategies: 1) breadth-first, which is used when unexpected events occur
dictating a search for new desired trajectories that may differ significantly from the
current trajectory, 2) depth-first, which is used when tnere have been minor changes in
the situation, i.e,, updated threat information or minor aircraft deviations from the
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desired trajectory, requiring only refinements to the current desired trajectory, and j}
trajectory extension, which is used when there have not been any signiticant changes to
the situation and the desired traectory needs only to be extended because of aircraft
progress along the path.

Define Initial Candidate Trajectories. The TDM establishes which specialists to employ
for generating an initial set of candidate trajectories. A candidate canh be a trajec-
tory from a single spectialist or a composite trajectory formed by trajectories from
different specialists, Characteristics of the current situation, new events that have
occurred, decisions made in past computation cycles, and the search strategy determine
what specialists' combinations have the potential of generating candidate trajectaries
that best meet all trajectory goals. To generate different candidate trajectories, the
DM can adjust the specialists' inputs, which are the weightings on their performance
criteria, trajectory constraints, and size of the trajectory search space.

Generate Candidate Trajectories Using the Specialists. The TDM activates the special-
ists or sequence of specialists to compute the candidate trajectories. Each special:s
computes the trajectory that is optimum relative to its domain of expertise.

Critique Candidate Trajectories Using the Specialists. The THM has each specialist
evaluate the performance of all candidate trajectort relative to their dorain of e
pertise. The array »f critiques provided by the specialists are used by the TiM in fhe
next step to evaluate the performance of each candidate relative tr all trajectsry
qoals.

Evaluate and Compare Candidates. The performance of the candidate trajectories agains:

the trajectory goals is evaluated and, when necessary, the performance .t different
candidates are compared, These evaluations and comparisons can have t rotypes <t
trajectory search actijions: 1) modifications to existing candidate tra; tor tr
improve their overall performance by changing constraints to the specialists' opcir:ra-
tion problerms, 2) generation cf entirely new candidates by using specialists -t :

nations ot specialists that were not previously used, 3) refinement «f coarse, 1. w
resolution candidates that are considered desirable by a return to the specialists tor a
detailed trajectory calculation, and 4) acceptance of one or more candidates as desirt-
able trajectories, If any one of the first three actions occurs after an evaluat: -,
the specialistw are activated to compute the candidates and the evaluation/compare Step
is pertormed again. The iteration through the evaluation/compare step :ontinues unt 1l
one or more trajectories are found desirable. When candidates cannot te teund that
satisfy all trajectory goals, priorities on the goals and/or goal threshalds are o od-

fied until a successful candidate {(or candidates) is developed.

THE FRAME SYSTEM

As i1llustrated in Figure 2, thne UTCS concept uses a system ot ftrarmes as the ocoani-
munication medium between the TDM and the trajectory specialists. A frame is defined as
a4 data structure describing a class of objects and consists of a collection nf slois
that describe the various aspects of the object, The value «f a slct can be another

frame, a frame feature which gives rise to a hierarchy of frames [4].

Frames are used for a number of purposes in UTCS as shown in the {rame hierarc
Figure 4. The four sets of frames shown in the figure represent the following:

Current Situation represents the aircraft state and the mission situation, such as
threat status and mission critical points.

Search Space represents items such as the volume of the trajectory search space and the
search strategy.

Trajectory is a hierarchy of frames representing the trajectories. At the top of this
hierarchy are the composites, the TDM candidate trajectories, Composites are a combina-
tion of hypotheses which are the trajectories generated by the individual specialists,
The hypotheses are divided into segments by the specialists as a means for representing
the different aspects of the trajectories, Other frames aissociated with trajectories
represent critiques, refinements, trajectory alternatives, and comparisons between com-
posites.

Specialist contains the procedures for inputting data and receiving data from the dif-
ferent specialists.

The frame mechanism has two features - generic frames and attached procedures -
that have been useful in UTCS. Generic frames have been er ployed extensively for storing
the specialists' trajectories where frames for composites, hypotheses, and segments are
instantiated whenever a specialist is activated. Attached procedures, often called
demons, have been an efficient way for the TDM inference engine to invoke a specialist.
Whenever a rule firing calls for a particular specialist to be processed, a value of a
particular slot in the specialist's frame is set, This initiates a procedure that
activates the specialist. The inference engine is not involved in setting up the
specialist's inputs or receiving the specialist's inputs
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In summary, the combination of a frame system and a production rule system :s weil
suited to the UTCS. The use of generic frames and a hierarchy frame structure is
efficient for representing trajectories. Activating the specialists as attached pro-
cedures in the frame slots eliminates the need for those detailed procedures being mech-

anized in the production rule system, Storing the trajectory data in frames instead of
as facts in the fact list drastically reduces the size of the fact list and, cor-
respondingly, the executinn time of the production rule syster,

TRAJECTORY SPECIALIST PROCESSING

In the UTCS conrept, each specialist has its own afgorithm ena, perhaps, Preduction
Rule System for computing a trajectory that is optimum or desirable for its domain
However, in interfacing with the frame system, all the specialists will have a number of
common elements. Figure 5 1llustrates a qgeneral structure for each specialist's proces-
sing. The frame system provides a symbolic representation of specialists' inputs which
are converted into a numerical representation of the inputs using a decoder function.
The set of inputs is then transformed 1nto an appropriate form for the specialist
trajectory processing.

Each specialist will have two modes: trajectary generation and trajectory cri-
tigque. The critigque mode provides data to the TDM which it vses to evaluate the other
specialists' trajectories 1in terms of this specilalist’'s domain and objectives. For
trajectory generation, the specialist computes the trajectory optimum relative to its
domain, using models, data bases, knnowledge bases, and optimization techniques ap-
propriate to the processing task. After being generated, th trajectory's performance
is critiqued relative to the specialist's objectives and critsria. This 1is the same
critique process that is perfcrmed when the TDM requests the critique of an input
trajectcry. After the critiquing is complete, a trajectory encoder is used to transform
the trajectory and its critiques into the symbolic representation which is output to the
frame system,

The TDM provides the same types of inputs to each specralist. These 1nputs include
the following: 1) a 3-D trajectory search space, including a starting aircraft state
and optionally a terminal state, 2) a priority ranking of the optimization criteria
used by the specialist, 3) a generate/critique request, 4) a representation resolution
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request (coarse, intermediate, or finej,
and, optionally, 5) a reference trajec-
tory with tolerance band. If this lat-
ter option is selected by the TDM, the
specialist constrains its trajectory
optimization search to within the

tolerance band around the reference,
The general structure for the
specialists shown in Figure 5 has been
designed to accommodate existing trajec-
tory generation algorithms, such as
terrain following/terrain avoidance [S]
maneuvering weapon delivery [6]), and
Tactical Flight Management global tra- SYMBOLIC
jectory generation [2]. These algo-
rithms will be used in the trajectory DECODER
block of the

generation general

structure, Existing trajectory genera- NUMERIC
tion algorithms will typically be com-
puting trajectories with only one reso-
lution; therefore, for the UTCS applica-
tion, these algortihms will need to be INPUTS
expanded to compute trajectories with

coarse, intermediate, and fine resolu-

tions,

DECISION MAKING IN PRESENCE OF UN- M

CERTAINTY

As indicated earlier in this paper,
the TDM needs to account for the dif-
ferent levels of uncertainty and inac-
curacy inherent in the data and rules TRAJECTORY
that the UTCS uses to make trajectory
decisions. Uncertainties and inaccura- OPTIMIZATION
cies exist in various forms in this l

system,

Inaccuracies are expected in data
provided by sensors. For the UTCS, this SEGMENTS
includes data describing ground threats, DETERMINATION
air threats, obstacles, and aircraft and
control dynamics. These inaccuracies
are of different types: detection inac-
curacies, classification imperfections,
and parameter errors.,

CRITIQUE

ENCODER

The UTCS also exchanges information NUMERIC

with other on-board systems, not in-
volving sensing, and there will be un-
certainties in some of the information
provided by these systems. For example,
key mission events {coordination points,
time constraints, and targets) will have

SYMBOLIC

QUTPUT

varying degrees of importance. This TO
variation in importance is a form of TOM
uncertainty. Another example is pilot

trajectory preferences that are input
into the system via the cockpit con-

trollers. There will be variations in GENERAL FLOW DIAGRAM FOR EACH SEGMENT
the strength of pilot preferences, an-
other form of uncertainty. FIGURE 5

In addition to uncertainties in sensor data and information, there will be uncer-
tainties in the knowledge base. The set of rules making up the knowledge base will have
varying levels of credibility. In the MYCIN certainty factor method, a confidence
factor is assigned to each rule by the human expert creating the rule to guantify its
credibility. .

A method for accounting for these types of uncertainties is required in the UTCS
concept. The method most applicable to UTCS needs to be extracted from the research
that has been and is being conducted in the area of inexact reasoning {7], (8], (9]
During the UTCS project, a MYCIN-type certainty factor method was used in simulating the
TDM inference engine, as described above. Working with this method, a concept for
handling the types of uncertainties present in UTCS was formulated.

In the UTCS concept, some of the facts contained in the fact list symbolically
describe such things as the elements of the current external situation, key parts of the
mission plan, the pilot's trajectory preferences, and health of the aircraft and its
systems. These are macroscopic descriptions appropriate to the decision making aspects
of the TDM. In the certainty factors method, a certainty factor is associated with each
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fact in the fact list. Therefore, certainty factors can be used t: chara~terize the
reliability of the information contained in the facts, i.e., certa.nty fact s hdra
terize the reliability of the current situation information, the criticality
mission points, the definiteness of the pilot's preferences, and the reliatility of e
on-board system health assessments. With these factours describing the ceriainties .t
the current and future situations, the inference engine propagates the factnrs thro
the rules and, combines these factors with the rule confidence value, and makes de: :-
sions from the resulting rules' certainty values. These decis:chs are such things
which trajectory specialists tc invoke, what sersor information each sperialist uses !
generating its trajectory outputs, and how to weigh each specialist's outputs 1n terr
of its reliability when making trade-offs between trajectory goals

In developing the concept for handling uncertainty, the interplay between the TLM
and the trajectory specialists was addressed. One approach to establishing the :roles of
the TDM and the specialists is to have each specialist account four the uncertaintias n

the sensor data and information it uses when computing its trajector:es. With tioaw
approach, the specialists would provide their trajectories to the TDM along with 1ndica-
tions of trajectory certainty. The disadvantage with this approach 1s tre TDM wauid he
unable to vary the level of assumed sensor performance or to sclect what sensor data ¢

use when creating trajectory candidates with the specialists. For example, the TIM ray
want the terrain specialist to generate trajectories assuming, first, normal pertormance
from the terrain sensors and, then, worst case performance from the sensors. Similarly,

the TDM may want the threat specialist to generate trajectories for only threats known
with high probability and also to generate other trajectories with rhe threat data base
including known as well as suspected threats, For this reason, the recommended appt ach
for dividing the responsibility between the TDM and specialists 1s t« first establish
what sensor data and sensor performance levels the TDM will need to :ontrol to create
trajectory candidates especially when considering trade-offs between trajectory Geoa.s.
Second, expand the interface between the TDM and specialists s the TDM can specity to
each specialist, when it 1is activated, the sensor data to use and the level «f sensor
performance to assume when computing its trajectory,

UTCS SIMULATION

A simulation of the UTCS concept was performed during the UTC Frograms an a

8600 computer. A short flight segment of a low altitude mission was pertormed

major parts of the concept were simulated - the ThM, five ~f the traject Y Spec1lda. s
{threat, terrain, mission, recovery, air-to-air combat), and the PPC. The s mulaticn
included models of a high fidelity fighter aircraft and asscciated 1nner-locp flight
control system. The simulation used DMA (Defense Mapping Agency) terrain elevaticn data
from the Fulda Gap area and including a number of arcund threats, fleneric lethality

models were used for the qground threats. Detection b an unexpected arcu
an air threat were the events simulated.

1 threat ami

Two Higher Order Languages (HOLs) were used for the simulation sottware e L
ment : VAX LISP (the Digital Equipment UCorporation Common LISP lanquaae) and FORTRAN.
The trajectory specialists, the aircraft and contral models, and the PPC were progranfed
in FORTRAN because they have involved primariiy numerical calculat ns.  The production
rule system and trame system were programred in VAX LIS f.r ease ot developinsy the
symbolic processing part of the concept.

Because the UTCS Program was an exploratory development program, only a prototype
set of rules for the TDM was developed and implemented. A total of 140 rules wete
implemented to illustrate all operations of the TDM in the UTCS concept. A sianiti-
cantly larger knowledge base wil!l be needed 1n a fully operational systerm, Also,
because of the exploratory nature of the project, the trajectory specialists were not
developed. Instead, their behavior was emulated using a dynamic programmina algor ithm
and software code previously developed on the Air Force Tactical Flioht Management

Program [1].
CONCLUSION

The UTCS concept has been defined and a top-level simulation of i1ts characteristics
has been performed. The concept is a trajectory and attitude control system for pilaot
decision aiding designed for operation in an environment of unplanned events, changing
missions, and damaged aircraft expected in the intense threat environment of the |990's.
A functional architecture of independent trajectory specialists integrated with a know-
ledge-based trajectory decision maker is the cornerstone of the concept. The 1issues
involved in the integration of the numerical processing and symbolic processing that is
inherent in this architecture and any knowledge-based trajectory control system have
been addressed.

This concept was developed as part of an exploratory development program. Further
development of the concept will need to include the following developments: the TDM
knowledge base, the threat and mission trajectory specialists, techniques for handling
uncertainty, the aircraft model learning module, a cockpit integration concept, and a
computer architecture for parallel implementation of the specialists and TDM.
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TOWARDS THE UNMANNED COCKFPIT
by
Dr Brian Ellis
Head Human kngineering Division
ROYAL AIRCRAFT ESTABLISHMENT
Farnborough
Hants
i Gu1l4 &TD
UK

"I must Create a System, or be enslav'd by ancther Mans"

William Blake, "Jerusaics

SUMMARY

Trends in air-warfare make the development of autonomous unmanned aircraft
necessary. Advances in Intelligent Knowledge Based Systems (IKBS) and in computing
technology will make 1t possible. This paper examines the case for unmanned aircraft
and their prchabile evolution from manned platfor with discrete intelligent aids throud
more sophisticated, hicghly interactive IKBS to eventual autonomy. Some indicaticns arc
offered of the deveclopments that will be called for in the IKBS tieomselves and 1n
computing hardware and some of the problem areas that are already known, such as valida-
tion and knowledge elicitation are consideved in sonme detail.

1 WHY CONSIDER AN UNMANNED COCKPIT?

There are two main driving forces that lead us to consider future alr systems plat-
forms which do not carry a human pilot but which perforr many of the functions of todayv's
pilocted aircraft (helicopters as well as fixed wing). Firstly, there 1s the continuins
escalation in the complexity and worklead invelvad in the medeorn military aircraft
mission, and, seccondly, there is the awarencss of the onormous strides that are Loing
made in computer power and data storage, and which will uncdoubtedly continug
there are still many who remain sceptical about the potential of sophisticaved pilatle
aircraft, For them it should be instructive to leook bLack to the recent past, as inde
it is for all w would be rash enough to attempt to predict the future, and conszider
far we have come in the last 20 years or sc. Retrospective contemplaticn, incadentally,
reinforces the wisdom of Will Durant's dicturm, "Those who do not wnow history are foreger
condemned to repeat it".

Litt e more than 20 yecars ago enepy territery woul-d have beon attacked by bonbers
at high altitude, carrying a crew of 2 or {requently nere, with atrrition rates that were
regarded as acceptable. As far as computing was concerncd, the first, primitive, pockot
calculators were just appearing on the market and, py today's standards, WET
horrendously cxpensive. 1In seeking to predict the proarces f the next
w1ll be as well not to be too conservative.

1t

Nowadays, as is widely appreciated, the military flying miss:ion has become very much
more demanding. DPenetration at very low level is normal practice, the density of threats,
both ground based and airborne, is exceedinaly high and the amount of informat:ion concern-
ing the mission, intelligence and threats that thoe prlet is expocted te process s
enormous., Continuing pressures to reduce ¢rew nunbers compound the problers by fartho:r
increasing the demands on the remainineg crew, aften now just one man, and the shartaae of
time for reaching a decisicn and implementing 1t in Tow level flight makes matters still
more Jdifficult. Similar comsideratieons apply to battlefield helicopters as to fixed winas
fast-jet aircraft. Few would now dispute that the task of the himan pilot in military
aircraft has become so demanding that the provision of intelligent assistance will be
essential in the near future. If we are to learn the Iessons of histery it must boe seen
as inevitable for the trend to continue and ultimately the pile* will be surplanted for
some of those missions which today require manned aircraft.

In the information processing field the achievements an odern intearated circults
are too well known to require great eclaboraticn. Such are the commercial prossures to
achieve still greater component densities, storage capacity ard processing speeds that
there can be no real doubt that substantial further gains 1n all these areas will be nade
before the end of the century. In the immediate future current VLETD programmes will
vield submicron integrated circuit technologies with useful 11 7°reases in speed and
component density. As long as silicon continues t¢ bo the favoured material vVLST devel-
opments will also continue to reduce the cost of any qiven Jdata processinag capability.
tome discontinuity in this trend is preobably inevitable as alternative, nhigher speed,
materials such as GaAs rcach the market place but in time they too will become cheaper.
Whilst it is right to be optimistic, it is also neocessary to appreciate that the pace of
improvement may be slowing down as has boen pointed cut by Kuck ot al (1], Uramatic
improvements in computing hardwarce will only come throuagh sitgnificant chanaes in the
basic technology employed but for this we may lock to the acvent of technigues such as
parallel processina [1] [2]) [3] [4]. Initially, useful agains will be made by configurina
conventional systems in a parallel fashion but in the lonoer term the full potential of
parallel processing will be realised through the use of technologies that lend themselves




e

. o

aadea
gy 'ﬂ_,‘j-ynnnih-l'.'t.

6-2

naturally to parallelism. Foremost amongst these at the present time are o
processing and optical data storage [5) [6] (7] {8]. However, 1t 1s not s
hardware that the real advances need to be made, although they sh st

estimated, but in the associated software and here it is not merel
programming problems that can currently be foreseen but the huge conceprual
that lie ahead that will prove the most awesome. Fortunately, we are arred
scarcely tapped resource of Intelligent Knowledge Based Systems (LKE
to be a formidable weapon in providing a worthy replacement for «
Once again, although the challenge is daunting it would be fatal to
difficulties, we should take heart from the achievements of the past

Wit

At this point it is worth pausing to consider why the presonce
cockpit is still readily accepted with little question. After all 1t
were to propose a sensor system of poor optical quality, connected
bandwidth to a processor with erratic performance that was newver sg
alone subjected to the highly formalised functional specifications thit are
sine gqua non in modern systems circles he would, I suggest, be unlik
seriously. Yet that, with considerable simplification, 1s a fair e
visual system, admittedly redeemed somewhat by extremely sensitive phe
by ill-understood but sophisticated focal 'plane' processing (for a nore
account of human visual processing see, for example, rof 9. The bLasic
human data processing and human reaction times are, Ly clectranic stania
why is the man regarded as indispensible? Indeed why 1s 1t that man ;.
consent, still superior to any inanimate system? The reason is
comings, man remains the most effective parallel processor availakb
system can yet compete with the human operator neither can any ran-
yet approach the human ability to correlate infurmaci.n
In the field of signal acquisition and pracessing it
system could currently match the extraordinary haman s
the well known “"cocktail party effect”. C(rbxnvd witii ti
established abilities of the human operator to draw upon
to apply this in the form of heuristics t» yield '
problems. Man is also adaptable and versat:le
vet match.

Granted these virtues, 1s 1t scensible to
the cockpit? Even accepting that he 1s currentl
would 1t not be better to confine our attontion to prow
gent aids that might enable him to undertake his task as
possible in the increasingly complex and bustile envaTonment ot
3till remain the human phyvsiological limitations at are ilixely -
drawback and there is the further point that <liminating the huran
the necessity for many current constraints on arrcraft o
include the well known high 'y' manocuvre roestricotior
against the consequences of chemical and nuclear weg
15 not an asset, he is a liability. PRemoving the mdp
removes the need for the cockpit itself and saves the bulk
seat, displays and controls and eliminates the need for a lardge ‘:a
the avionics significant savings would accrue fror the climination
Jdancy introduced to cnsure levels of safety that were only reguire
aircraft. Environmental conditioning would no lenger be r e
for the avianics, with consequent reduced demands on ongine air
front-end space should become available for important sensors.,
savings in volume, weight, power dissipation and cocling roquirements

wi

to offset the additional demands madce by the new intelligent aatomated
2 WHY 1S5 IKBS THE KEY?
Intelligent Knowledge Based Systems are the practical embodiment of artafi-ial

intelligence, which after years of being regarded as an acaderic cur:osity,
pe of practical importance, has emerged as almost a prerecgulsite for any s
purports to be up-to-date. What has happened to bring this about 1s a chan
instead of trying to create "intelligence"” ab initio from basic corponents and
algorithms the philosophy is now to take existing human knowledge and cmbed this int
specially designed computer environments. Instead of starting from scratch we are

endeavouring to start from where we are now. This 1s the reason for the intense worl
wide interest in so-called Expert Systems and their more sophisticated relations, [FEi

At this point a word on nomenclature is appropriatc: in the UK 1t 1s aencraliy
accepted that Expert Systems represent the simple end of the intelligent systers eotrar
providing, for the most part deterministic answers, calling upon embedded ran knowle oo
and often requiring a lot ot ser interaction., IKBS is the term reserved for more
ambitious systems involving complex multi-reasoning systems and often invelving rmuch
closer, direct interaction with the real world. This classification 1s 1llustrated in
Figure 1.




FIGURE 1 INTELLIGENT SYSTEMS TERMINOLOGY

Increasing Sophistication ey

Artificial
Expert Systems IKBS Intelligence
Often deterministic Advanced, multiple reasoning Intelligence
Require user interaction Maintain multiple hypotheses developed from
Generally small Adaptive fundamental
Simple reasoning Near Real-time abstract
Advisory Large knowledge base concepts
Possibly self learning Academic
Possibly self extending approaches

In principle, therefore, IKBS offer the opportunity to substitute an automated
system for the human operator in the military aircraft cockpit. <Clearly, this will
initially be in the form of an intelligent assistant in a piloted aircraft (10] ({11}

{12} [13] but as confidence is gained and capability is extended the assistant will take
over more and more so that eventually the pilot himself can be replaced. Whilst the IKBS
techniques are still in their infancy they offer the valuable kenefit of incorporating
human knowledge and experience, in its most up-to-date form, into the automated systems.

A powerful advantage of IKBS is their ability to maintain a consistent high level of
performance without fear or fatigue and largely irrespective of the prevailing conditions.
Furthermore, their embedded expertise may, if appropriate, be culled from more than one
expert provided that the results can be suitably melded into a coherent body of knowledge.
The problems of using multiple experts to generate the knowledge base are considered
further later in the paper. In domains where expertise is scarce, possibly confined to a
small number of people, IKBS offer the opportunity to capture the relevant knowledge,
thereby ensuring that it is not lost and, if appropriate, that it can be more widely
disseminated. Although this feature is generally thought of in the context of specialised
terrestrial activities, it is in principle applicable to airborne skills (eg in ASW
interpretation). It might also be valuable in training pilots to use new equipment,
including of course IKBS themselves.

Granted that IKBS will make the!r way into the cockpit, initially in the role of
intelligent assistants to the human pilot [(10] (11} {12} [13], it is appropriate to
consider what differentiates an intelligent aid from conventional automation. There are
a number of key features, not all of which need necessarily feature in every system:

(1) Contextual Awareness

Conventicnal automated systems generally have closely defined limits
of application., Indeed, formal functional definition procedures lay great
store by precise, limiting demarcation of the domain in which the system is
to operate and in defining in detail its interaction with other subsystems.
By contrast IKBS boundaries may be fuzzy because the concepts they involve
are not strictly defined. Their interactions may change dramatically with
relatively slight changes in the circumstances. Very often an IKBS will be
far broader in its scope than a deterministic system and it will be "aware"
of far more of the context in which a decision is to be made and its decision
will reflect that context, just as the decision of a human operator does.
The decision not to attack a target of opportunity because it is of insuf-
ficient importance bearing in mind the state of the battle, would be just
one such example.

{1i) Alternative Solutions

A well-established virtue of IKBS is their ability to present alter-
native solutions and recommended actions with confidence factors and, if
desired, an account of the reasoning behind the course cof action recommended.
Alternative solutions may be presented in terms of various postulated develop-
ments in scenario, for example "If SAM site suspected at A is contirmed divert

to ... “I1f JPT continues to rise ......"
(ti11) Self Learning/Self Extending

An IKBS should not be thought of as immutable, after all a human pilot
continually learns by experience. Thus a sophisticated IKBS will involve
feedback from the world with which it is interacting and will have the ability
to change its reasoning accordingly. In the broader context of mission
planning the IKBS may be expected to report on its experience during the
mission, including such information as a high level interpretation of threat
data, Suitably combined with that from other aircraft this would modify the
database of the I[KBS for subsequent missions.

(av) Adaptability

In many cases IKBS incorporate a user model and :here is no reason why
this should take a single form. It should certainly reflect the ecxperience,
ability and characteristics of the pilot so that, for example, it would not
trouble a highly experienced pilot with unnecessary detail but would provide




this for one less experienced. It might also compensate for individual
characteristics, a particular pilot's over-enthusiasm for active jamming
might be an example. Personal characteristics, including preferences,
could easily be fed into the IKBS with pre-mission bricfing material ({ar
extremely simple precursor to this is the driver preference data on seat
and mirror positions now stored in more expensive cars). Again the TEKS
should adapt to the increasing experience of the pilot, even ir thue coursc
of the mission and once more the analogy with the behaviour of a human
companion is relevant.

(v} Explanation

One characteristic of expert systems that 1is widely acclaimed 1is
the ability to provide explanations in varying degr=zes of detail of the
reasoning underlying their decisions or recommendations. Whilst this may
well be of value in non-real-time terrestrial applications, particularly
those in which there is a high degree of user interaction (the many well-
known medical diagnosis programs are typical examples), it is a techniquc
that is likely to be of only limited value in military aircraft. Certainly,
there is rarely time for the pilot to recognise that he has a need for an
explanation and for him to request it and digest it before action needs to
be taken. Thus the system must be designed to provide the right degree of
explanation and justification, but no more, and to present it in a readily
assimilable form. Furthermore, it must adapt its explanation to the
circumstances, curtailing it when time is too short or when toc much other
information must be conveyed simultaneously. A truly adaptive IKBS will
adjust the extent and depth of explanation to suit the expericnce and
requirements of the pilot and, moreover, will continuously readjust then
as the mission progresses.

It is evident that an IKBS should be far more acdaptable and compliant than ncrmal
software systems. As progress is made towards fully autonomcus unmanned aircraft it is
anticipated that the IKBS provided as intelligent assistants will evolve toward a nore
autonomous role. Much of this evolution may occur in a straightforward way, without the
need to completely re-think the systems concepts. Faith in the potential of fully
autonomous systems will be generated as confidence in IKBS technigues is built up during
the phase in which they fulfil the role of intelligent assistants. It fcllows that scme
care must be taken over the introduction of the initial, discrcte IKBS in an advisory,
aiding capacity, since it would be quite easy to underminc confidence, rather than create
1t, either through the use of systems that purported to be intelligent but which turned
out to be dim-witted or, conversely, by premature attempts at over-ambitious systems
which failed to live up to thelr aims. Once again the lessons of the past, not least
those learnt from the introducticn of computing equipment into military aircraft, must be
firmly in mind.

3 POTENTIAL APPLICATIONS QF IKBS

Having agreed that progress towards the unmanned cockpit will be evolutionary and
that it will follow on from the development of discrete intelligent aids of gradually
increasing scope, it is appropriate to consider what applications in the military cockpit
are most likely to benefit from the use of TKBS. It is convenient to consider the puten=-
tial applications of IKBS in military aircraft under a number of headings:

3.0 Planning

Planning is a major activity both prior to a mission and whilst 1t 15 in progare
It is a splendid example of an intelligent reasoning process that calls upon many sourc
of data, often othrrwise unrelated, and which almost invariably requires knowledge of the
context. The time constraints for pre-mission planning are, of course, gencrally sorowhat
less severe than those for planning in the course of the mission, otherwisce the twe
aspects are broadly similar.

Mission planning must take account of a wide range of fectors. Whilst the basic
objective is often well defined and of the "Destroy fixed target at point X" form, cven
such a definitive objective may be subject to caveats (eg "at all costs” or "withcut
placing the aircraft at risk" or "assuming that it has not been successfully attacked b
other aircraft beforehand”). The objective will often be suvoject to change in the cour
of the mission and for many missions, CAP or attack of battlefield armour by either heli-
copters or fixed wing aircraft, for example, it will not be precisely defined at the
outset. 1In these cases there are many implied constraints on the mission that the pilot
has knowledge of, possibly subconsciously, that must be emulated by an IKBS if it 1s to
approach similar levels of performance. (Of course, it may be that not all the pilots
preconceptions are beneficial ......) Once the basic objectives of the mission and the
related constraints are decided a choice of route must be made and this aspect of mission
planning has already received considerable attention from the IKBS community {14] [15}.
Numerous factors impinge upon the planning of a suitable route. Account must be taken cof
the terrain and of known or suspected enemy thrcats. If the data is uncertain the
reasoning process must assign a probability to its validity and take account of this in
optimising the route. Since it is only to be expected that the enemy will dispose his
defensive missiles and armament in greatest concentration along just those routes that
seem most attractive topographically, the choice of optimum route is unlikely to be self-
evident. It may also be influenced by the presence of other friendly aircraft in the
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area concerned.  Mission planning must alsc take account of such factors as weather, the
avallability f Giversicnary airfields, aircraft parameters, the likely role of enemy
fighrters, chexical contamination and any other aircraft taking part in the attack.

Missior plannirg i1s known to be a time consuming process, even when conducted

before the mission starts,  FPor battlefield helicopters it is frequently necessary tc re-
plan at short notive in the course of a mission in order to take account of changes in
the state of the battle or to cope with urgent or emergent threats. In this case all the
above factors must still be taken into consideration but the decision must be arrived at
with great rapidity. The choice between a direct route through densely defended terrain
and a lengthier, less threatened route which takes longer and requires more fuel, may hot
be easy to gauge correctly in an instant in the heat of battle, especially when the data
1S5 incomplete, out of date, uncertain or conflicting. In such applications IFBS already
clearly have an important role to play, especially since the aircraft now being developed
Will have fewer crew than their predecessors. It may also be foreseen that from these
relatively straightforward reute planning aids, which take account of only a limited nu
ber of the factors considered above, will evolve more complete mission management syste
capable of assuming much of the mission planning responsibility. A major factor to be
constdered in their development is the manner in which intelligence data, on enemy threat
locations, for example, is updated, since the manual insertion of large quantities of data
by the pilot in the course of the mission is unlikely to be acceptable. This question is
not straightforward since it ‘nvelves more than just the mechanics of data entry - itself
no trivial matter - but extends to consideration of the extent to which the pilot believes
the 1nformation - in the most obvious case, because of his position he may know that a
particular piece of data 1s out of date, but more subtle examples may also arise. It
would be counter-praoductive to 1nsist ¢n the piiot vetting each and every incoming piece
of information. Many guestions of this sort will arise as IKBS planning aids evolve and
w1ll only be answered in the light of experience.

m-
I
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Planning is a topic of major interest to the IKBS community at large and 1t is
lirely that military airborne applications will penefit extensively from progress in the
civil field, from such applications as the development of automated factories, autonomous
land vehicles and others. Few civil applications, however, are as demanding as their
military counterparts, especially as regards the need for near real-time operation.

Whilst the present discussicn has centred on mission planning in aircraft, since
this 1s a clear element in the march towards the unmanned cockpit, 1t should not be for-
gqotten that other aspects of air-warfare depend upon planning activity, often at high
level. Obvious examples arc ‘the dispositicn of aircraft, either for offensive or defen-
sive operations and, on the battlefield, the tactical disposition of helicopters. It 1s
tc be hoped that much commonality will exist between ideas developed to solve planning
:veblems 1n these areas and these in the airhorne envivonment.

3.2 Si1enal Processina and Data Fusion

One of the strixing features of the Jdevelopment of military aircraft since the

Second World War has beon the dramarjc increase in che number and variety of sensor
systems that have becnme ctanqdard eqguipment, althouagh, 5n passing, it is interesting to
note that primitive rada: warning recelvers were carrvied by many aircraft in the later
staces of WWIT. Mcost partse ~f the olectromagnetic spectrum can now be detected by
military aircraft, with sensors covering radio, radar, infrared and visible frequencies,
although in the latter case the senser s usually the human eve. Added to the data
provided by the arrcratt's sensors s a mass of information relayed from other aircraft
and from the o HN oot ot pranciple functions of the human pilot, and for which
he 1s at present unigucely capab.o, 1f the rntegration of all this data. He must, for

example, decipher the indications from his threat warning sensors, generally at a time
when they are 1ndicating a large number of possible threats, and correlate the informa-
tion with intelligence :iata received on the greund prior to the fliaht and, subsequently,

in the course of the missiun. In some cases this may need to be further correlated with
topographical data and with radar returns 1n order to build up a ccmplete picture. On
occasion the decision to use dan active radar sen or, for example, may Jdepend on the

initial sensor data coerrelation,

Underlying thiis massive task of data fusion is the fundamental and related issue
of siagnal processing. Where the information 1s pictorial, in seeking target information
1n the output of a FLIR, for example, the human visual system st:ll reigns supreme des-
pite, as noced earlier, its optical imperfections and its inherently low bandwidth. The
human ability to perform visual target detection and recognition better than a machine
almost certainly owes much to the application of heuristics derived from experience and
this is therefore an obvious and natural application for IKBS, However, since many of
the heuristics involved are probably not formulated consciously but are held at a deeper
level in the brain, the problem of knowledge elicitation is likely to be unusually
formidable. Thus, in signal processing, there is currently a fairly clear division
between information conveyed by the normal human sensory modalities, primarily vision
and hearing, in which the human signal processing is clearly superior and which IKBS
must strive, witih difficulty, to emulate, and those sensors which detect electromagnetic
signals far removed from normal human ranges and present their outputs in formats which,
although visual or aural, are not a familiar part of normal hunan experience. There is
no way in which a human being would consider de-interleaving the mass of complex signals
handled by an ESM receiver, even if he possessed the necessary sensors. Thus for such
data the electronic system is already accepted as indispensable [16). It is worth
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noting, however, that the interface between the electronic system and the human cperator
is still far from satisfactory. Despite the inherently good performance of the human
visual system in processing pictorial information we have yet to devise an interface with
an ESM system, which although complex produces far less information than a normal visual
field, which handles the latter data as effectively. Perhaps this problem will unly
disappear with the advent of far more intelligent processing.

Whilst signal processing has been a large and active research area since lnang before
the advent of IKBS, stimulated by such applications as automatic image processing for
robotics among many others, data fusion as an issue has come to the fore with the develop-—
ment of IKBS - possibly because it is, intrinsically, an intelligent activity. Civilian
applications do exist, in such vital areas as the control system for complex industria:
installations such as power stations and also in process control, but once again the
extreme demands of military systems, especially in the real-time environment of the
military cockpit are likely to provide the greatest challenge

Indeed a major step forward in the development of IKBS architectures, the develop-
ment of the "blackboard" configuration arose through the HASP/SIAP programme 1n the UsA
which was applied to the interpretation of sonar data {17) and this remains amongst the
best known of IKBS signal processing/data fusion applications. (Strictly speaking the
blackboard architecture was not invented for HASP/SIAP, it had evolved earlier fir the
HEARSAY speech recognition/synthesis programme, nonetheless the challunge of the military
signal processing/data fusion application provided the simulus for further development
[18].)

3.3 Intelligent System Monitoring

Fundamentally, system monitoring requires little intelligence. Despite thas, the
crew of present aircraft are expected to spend much of thelr time maintaining a watch on
the aircraft systems and dealing with indicated malfunctions, again often 1n a well
prescribed routine fashion. In the event of there being too many prescriptions to
remember, they may be provided with flip-cards for reference. System monitoring ro
intelligence when the appropriate action to be taken is dependcnt upon the circumsta
or where the sensor data is ambiguous or imprecise and heuristic knowledge is called up
in the interpretation. A particular equipment may be known tc exhibit certain fault
characteristics in given circumstances or diversionary landing sites might entail dis-
advantages (lack of facilities, proximity to enemy forces, etc). Thus, whilst some
faults are simple, say a generator failure, others may give rise to a multitude of cirjles
indications that are difficult to decipher. A scrious engine failure, duc to rnalfunction
or to enemy action, might well trigger warning indications relating to hydraulics, fucl
and electrical systems. The rapid assessment of such a plethora of warnings calis for an
tntell igent system. Certainly the use of reference material, be it flip-cards or an
interactive "Expert System" is impractical at a time when the pilot needs to take urgent
action and needs to devote all his effort to controlling the aircraft. This illustration
also provides an example of the value of contextual awareness; the possibility of an
otherwise improbable malfunction due to damage from enemy weapeons would clearly be
afforded a much higher probability when the aircraft was flving over ecnemy-held territory.

However, since failure analysis is coften either deterministic or involves fairly
straightforward probability reasconing, the system may often tend to divide naturaily into
two sections, the first performing the analysis in a fairly well-~defined deterministic
way whilst the seccond (embodying the intelligence) decides upon Lie actions to recommend
to the pilot,

Failure analysis systems are important to the development of 1K#S and anrgfvru ti
its evoluticn towards the goal of achieving autonomous unmanned operation, since thew

include many of the straightforward and, more important, the largely self-contatined
systems. Simple failure analysis systems with a medicum of intelligence are practicable
now and through consistent accurate diagnosis and recommendation should help significant!
to lay the foundation for the confidence in IKBS that will be crucial to their acceptance.

Almost any failure analysis system will be called upon to process data with a wide
range of priorities and leading to conclusions and required actions of varyina urgenc
It must be able to recognise the important conclusions, especially when, as 1s often
case, several system failures are being dealt with simultanecusly. Morever, it must
present its conclusions and actions in arder of priority. The ability of KBS to main-
tain a number of alternative hypotheses throughout the reascning process is one featurc
that makes them a natural choice for failure analysis applications. This 15 also of
considerable value in recognising that two or more failures being treated as independent
may, in fact, have a common origin. 1KBS continuously accepting updated information fron
the sensors in near real-time should show considerable advai‘tages over basic "snap shot”
indicators.

In the longer term more sophisticated 1KBS failure analysis systems will not only
assess the priorities of the failures with which they are dealing but will have sufficient
awareness of the situation of the aircraft and its mission, possibly because they form
part of a much more extensive mission management system, to calibrate the irportance of
the failure information in terms of other mission priorities. Some failure 1ndications
that would otherwise be presented might be withheld during critical parts of the attack
phase, for example. Of course, eventually the IKBS will be able to decide whether it
should initiate action itself or inform the pilot.




System monitoring -dves not simply mean fallure analysils and there ave rany oliores
(eg fuel management) that automatic systems will take over from the prlee.  Indeed tias
15 already happening. In the field of flight control [KBS have the jotential to extend
current manoeuvre demand techniques to include consideration of the ©
manoeuvre is to take place. Tne rapid consumption of fatique 1:fv L
conseyguence 1f the alternative 15 to the arrcraft evtn
system failure and a human pilet would not hesitate an sach Mion. o An THBEY shouald o
likewise. 1t should also be good at choosing the oprimum way f achlevino 4 given
manoeuvre, again through awiteness of the context,
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3.4 Intelligent Aids

There are a number of simple discrere aids, incorperating a modest dedaree of
intell:igence, that are likely to be among the earliest examples of IKBS 1o
cockpit and which can conventently be vonside sed as a group.  The applicats
Jdisplay foermatting and display surface allucat on i Me such examrple,  Thig may ranje

from fairly straightforward, stereotyped display confiquration to more ambit1ous arrange-

ments which take account of the likelihond of the informaticn being needed 3t any giv on
point in the mission and of the cxtent and format 1n which it sheuld be proviaed Ths
the scaling of a map display may be saimply tarlered to suit the anticipate:d re
2f the aircrew, it being unlikely that a pilot flying at hiagh altitude would be able ¢
ake use of very detailed topographical informatizn, for example. Fssentially, this
amounts to automatic, 1ntelligent Jdeclutterinu; clearly 1t must be intelligent since
prlots will have little sympathy with a system that rcrmoves informaticn just as
attempting to use 1t., Nelther will there be ich support for a systen that s
to frequent changes 1n pursuit of an "optimum”, and ¢learly muc
the design of such systems. One feature which may be destrab:ie s an andication,
following a change, of where the i1nformaticn has aune ar how 1t may be retricved.
Initially, automatic display configuratinon will be applied te the rever

the case of failure 1in the display system =r 1n the case of an ¢mergency 1n the aircrats.
soof the varlie:

Control of display formats throuah direct vocal input will probably b on
applications of speech recogniticn technolegy in the cockpit.

Under the general heading of resource allocation a number of promising aptlicat .
for IKBS may emerge, including intelligent aids in scveral diverse field Comnunicat i
management is becoming more onerous with ever INCreasing emphasls uUpan Covers operatlen
and a system that makes the best use of communication channels 1n ter € propatation
constraints, intelligibility, cte could clearly embody a certain amount foantelligenos
and relicve the pilot of an appreciable clement of his warrnload.

Resource allcocation in the anti-submarine warfare (AsW) field 1ncludes =uch
siderations as the decision te deploy sonobuoys in given conficurations and types
terms of the prevailing conditions, including the needs of the mission and, 1n the case
>f an ASW helicopter such parameters as its fuel remaining. The extent of the intcl-
ligence embodied in such systems depends largely upon the dearee of awarcness of the
situation built into the IKBS.

Considerations of resource allocation also enter into the ECM and LM ficelids when

the decision to use jammers or chaff arise and, 1n the broader context, in the allocatiorn

rément

10N necessary I

1text 1n which the

appear in tho
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vocare will be needed on
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of ESM rescurces. Again, contextual awareness is important and role of 1KbS will sepend

upon the extent tu which this is incorporated or to which the specialised aitds are aliic
to interact with more extensive systems with greater awarcness.

There are clearly a very large number of potential applications far LERG an 1
cockpits of fixed wing fast-jet aircraft and in helicopters in all their diverse oo
Most of these will be undertaken individually as TKBS becomes an over more jractical
reality and they will provide invaluable experience upon which the langer term o
to develop fully autonemous unmanned aircraft can camitalise., Further experionce
come from the numerous [KBS being developed worldwide for commercial and civil
from other military applications, most directly from other autenomous vehicle pro
(the DARPA autonomous unmanned land vehicle programme beina a notable examplel.

4 THE PRACTICAL APPLICATION OF IKES

4.1 Present State of IKBS

This is not the place to embark upon 3 review of achievenonts an TKIG, nor s gt
necessary since there are a number of accceunts that arce generally available [14].
Already there are substantial achievements 1n the faceld but, as perhaps s .

4
cxpected, they are mostly at the "Expert System end of the —pectrum, It 1s
still true to say that there has yet to be seen a system that even a majority
observers would agrece to call "intelligent". Most do not purport to be so, their pro-
ponents would merely claim that they arc useful, oftern as good as their human counter-
parts, occasionally better, and that they achieve that performance by the incorporation
of human expertise, It is not unusual for an expert system to yield a deterministic
answer but, having employed heuristic techniques, to produce 1t far quicker than a
conventional program., Perhaps it is worth remarking, however, on the paradox that
becomes apparent when an intelligent system is described. nvariably | considerable

«
robal iy
of

effort is devoted to producing an account that makes clear covery essential detairl of the

ITAmre

system and once it is sou described it seems, nut unnaturally, wirtually self cuvrdent and

therefore, not intelligent. There is some truth in the suggaestion that something which
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can be described completely cannot be antelligent. For mest 1KBS worthy of the rame,

course, complete descriptior is in reality not practicable, when details of the

reasoning processes are borne in mind, however, descriptions given 1n terms of their

inputs and outputs with a basic outline of the reasoning process t*it invcelves a

base of some 200 rules") sound as if they are complete and perhaps this is where the

difficulty often lies.

— r—y—— — ——

o f

rule

Wwhilst this may scem a digression 1t must be remembered that the geal cf intro-
ducing intelligent atds intc the cockpit will only be achieved with the willing co-

operation of the prlots who will use them, and it may be assumed that they will
have encountered dermonstraticens of "intellicence” that left therm unconvinced.

already

Although there are a number of operational expert systems in the comrercial worla,
they make poor examples of intelligence. Worse still, most of them are 1nteractive
require extensive user input. This is completely unacceptable for airberne applications
in all but the very simplest cases. More sophisticated systems, true [KbS, do exist but

they are almest all at the research stage. It 1s interesting to note that mary

alic

of the

more advanced IKBS are aimed at rilitary applications. There have as yet been no reports

=f IKBS operating in an airborne environmert.

Most simple systems employ relatively conventional backwaerd chasnins: o
it is almost a hallmark of a true IKBS that its rcassning system 1s far rore
At the very least it will incorporate both forward and backward chaining but the
probable arrangement i1s the so-called "Blackboard" [18} referred to ia section 3

Tlex
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In

1ts sirplest form this consists of a central element (the blackboard) with connections
to surrounding surrogate entities, knowledae sources relating to partaicular aspects of

protlem, 'd

rons’ for tackling certain functicns, xnowledde bases, etc. Basically

the idea 1s that the current state of the jroblem 1s raintained on the blackboard aro
the peripherals feed thelr outputs to this when called upon or when they have e Use -
ful contribution te make to the solution of the problem. Ceonvirsoiy, they can indicate

noeds that they may for particular pireces of data before further progress
rade. Varicus blackboard configurations have been proposcd, including malt
board systems, but they share the copron vivtues of areat flexsbality, tner
solution in an oppertunistic (e not previcusly defined

incorporaticrn of data flows from the rcal world. In princ
: s

.
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Hicn, and the natural

readily extensible. As with mest KBS they tend to e oxtiavadent n thesr derand:

corputer processina capacity and for data storaae,

4. goevieleping Fractical IKBS fer Military Awrcrafe

Frem the ecavlier discussion in this paper 1t will Lo apparest

distinguish military IKBS from ordinary corrercial applicatinns of ot
two factors are, firstly, the neea for pear real-tise operatiocn andg,
abl  complexity. Fach of these represent a considerakble challerue o the
s solution must not only satisfy the functicnal need 1t must alss be
practical for use an military aircraft. Thus, the arplementation
15 ruygged, cermpact, reliable and affordable besides bavina snffice
storage to meet the need. Neither sbould (0 require excossive ar
2r place undue strain on the cnvironmental cocling systems. Input and outyy

ments must Le compatible with the aircraft systems ard software interfaces nust
tesigned to be fully compatible with the arrcraft's convertional data and comput
E ters.,  To o a consitderable extent these practical factors increase the Gdiffceul

tevine near real-time nperatior in corplex Stons.
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Even in conventional systems the regquiremoent {or near real-tine operation ropresent o
b t

a challenge;: in 1KES the difficulties are reltiplied. It 1s not merely a matter

R

ensuring that «data inputs and outputs are sufficiently rapid and well organised and

the processing 1s fast enough.,  In 1IKBS there 1s the significant additional and
rental problen that continuous reasoning over time varying situations is a topic
has yet to reccoive much attention in the IKBS world. Recalling that IKBS may bLe

fu

s

that

exterdiing and highly adaptive, places this Jdifficulty in perspective.  Althouah there

are a nurber cf high-level toolkits that are powerful aids to the pretotyping of
such as ART, KB

real-time syst
hutatlishre B
a tockrit specrfically designed to meet such reeds, it is called MUSE,

1, MUSE -~ A Toolkit tor Real-Time LKRS

E, Louks, PLOON and others, none of these was designed for the complex,
ystors needed for malitary airborne applications.  1hus the Royal Aircrar:t
‘nt (RAL) at bParnberouch an the UE has fundoed Cambridge Consuitants Laimited t.

MUSE 1s designed to support the prototype development o1 military airborne IKBS

1

lications and 1t has two essential ingredients, a powerful set of snftware tools

for

prototype system development and a compact, solid state target machine capable of being
flawn 1n aircraft for system evaluation. The choice of hardware for the experimental
system and for the prototyping machines was strongly influcnced by the need to facilitate
its use by a large number «f teams tackling a wide range of apglications. Thus the
development system 1s based upon the SUN workstation upon which the basic prototyping is
uncertaken with the compiled code being subseguently downloaded to the target machine

which employs a 68010 series processor.

ts desiagned to be flexible and 1t includes a range of representation languaacs

that may be used i1n combination for maximum efficiency. The flexibility extends to the
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reasoning system which involves separate reasoning modules, communicating by shared
access to particular databases. The number of and relations between these modules and
databases is not fixed. It is anticipated that the system will mostly be used in a
generalised blackboard format (section 4.1) and the approach employes the 'object
oriented' concepts that are well developed. Each knowledge source is an 'object' in

the system parlance (as are a number of other quantities), and contains a local rule
structure (with its own private database to act as fast working memory) in addition toits
own database, which is accessible to outside objects. This seemingly complex structure
allows for considerable flexibility in system construction and operation whilst main-
taining high speed. A more detailed description has been given by Reynolds [20].

In the MUSE hardware moving parts have been excluded in the interest of rugged-
ness and reliability. Non-volatile memory is used to hold the IKBS code and it alsc
records events during trials for subsequent analysis. Facilities are proviljed for
accepting aircraft and sensor data and for suitable outputs to displays and aircraft
systems. The entire system, which employs only standard commercial components, fits into
a single box of modest proportions.

MUSE has already been applied in the laboratory to a simple cockpit warning system
and it is hoped to have it flying in an RAE helicopter in late 1987,

4.4 Future Role of Parallelism

The scale of IKBS considered in this paper with its ultimate goal of replacing the
man in the military aircraft cockpit is far greater than any existing IKBS and it is
already clear that its implementation will make enormous demands upon computing technology
both as regards processing power and data storage. As already remarked this implies the
need for parallel processing and for optical data storage and processing. Crude parallel
processing is already with us, some data handling problems being readily amenable to
straightforward parallel techniques (problems which involve many repetitions of the same
calculation and which benefit from SIMD architectures are the simplest examples: somewhat
more complex are MIMD configurations, which require the problem to be conveniently
divisible amongst processors). IKBS reasoning programmes, however, follow ill-defined
paths that may change dramatically in form and extent as a result of quite small varia-
tions in the input parameters. They are thus not readily amenable to predetermined sub-
division in order to allocate portions of the problem to different processors. With IKBS
the efficient use of parallel processors will necessitate a wholly new outlook and this
is bound to include the adaptive use of processing power. Whilst this is quite straight-
forward on a modest scale, when considered on a large scale (say 1000 processors) it
represents a conceptual challenge of mind-boggling proportions. It may well be that,
initially, parallel processing will be applied to blackboard-like architectures, perhaps
with one processor to each knowledge source or, more economically, with a number of
processors ready to undertake processing for individual knowledge sources as their needs
arise.

A somewhat separate application of parallel processing is in the domain of self
learning, self adjusting configurations such as neural networks and work is under way in
this field [21]. Although this is still at an early stage it is a powerful concept that
is bound to find widespread application in the IKBS field.

4.5 Validation

Those concerned with aircraft programmes are already acutely conscious of the
problem of validation. Quite severe problems are already encountered in the validation
of large suites of conventional software and it is therefore only to be expected that
when it comes to IKBS, reasoning with uncertain data and possibly including self learning
or self extending capabilities, the problems will become still more difficult. Many
lessons have been learnt in the development of conventional programming and obviously
these should be applied as far as possible to IKBS. It should for example, often be
possible to attempt functional definitions at the outset of development, although this is
more feasible for the simpler, more nearly deterministic systems. With more advanced
IKBS, whose very nature and the basis for whose importance is their generality and
adaptability, only the broadest of definitions will be possible when the work is
undertaken {22).

As far as possible internal consistency must be maintained in the course of system
development and there are well established procedures for the ceatrol of conventional
software development which can be adapted to apply to some limited extent to IKBS
programs. However, once again the very characteristics of IKBS which make them
attractive for the solution of problems requiring intelligent reasoning, namely their
vast choice of possible solution paths and their ability to adap: their own reasoning and
modify both their reasoning processes and their databases, are by thejr very nature
antipathetic to validation. Thus, whilst it is obviously sensible to take all reasonable
steps to validate an IKBS, it must be recognised that comprehensive validation will be
unattainable either through the application of formal procedures or by the application of
test cases since it is unlikely to be practicable to administer a sufficiently wide range
of appropriate trials,

Against this gloomy background it is important to retair a sense of proportion. It
is all too easy to call for standards of reliability, accuracy and validity from a
computer system that are far higher than those demanded of a human operator. Yet the




6-10

IKBS may be doing no more than taking over part of the function of the human pilot. 1If,
for the moment we regard the military pilot as a "system" it is worth pausing to consider
the extent to which he has been "validated" at the completion of his training. For such
an ill-defined system the validation may be considered rather limited. Apart from the
theoretical training it consists of the administration of a relatively small number of
"test cases" none of which apply to the situation in which the peak performance is
required (ie in the stress and confusion of war rather than peace-time training) and some
of which are conducted not in flight but in a simulator. It could never be claimed that
the envelope of human piloting activity had been more than sampled to a limited extent.
Furthermore the measures of performance applied are relatively few and to a large extent
subjective. To cap it all it may be remarked that the assessment 'systems' are themselves
neither calibrated nor validated. 1In defence of the human operator it may reasonably bec
countered that, for all that, the 'system' appears to work and achieve its objectives
quite well. The credit for this must be attributed to the high degree of adaptability
exhibited by humap beings, in other words man is able to compensate for his own
shortcomings., Such thinking may provide a valuable clue to the way in which progress
towards the validation of IKBS may be made.

Thus, the first important step is the realisation and acceptance that the anything
that would remotely approach an acceptable standard of formal validation, in the conven-
tionally understood sense, is, for IKBS, impossible. Secondly, it should be recognised
that if current standards of human performance are regarded as acceptable, there is no
reason why higher standards should be required of intelligent systems (although, of
course, they are highly desirable), provided that the IKBS achieve those similar levels
of performance overall and not merely in some artificially limited domain. Since the
human pilot achieves his acceptable overall performance through an ability to adapt and
to cope with his own shortcomings why should not IKBS, which are also highly adaptive,
emulate the self-assessment and self correction of the human being? Hence conventional
formal validation would be replaced or at least supplemented by self-validation. In order
to achieve this IKBS will need to apply criteria of "reasonableness" to evolving solu-
tions, indeed it is possible to visualise the development of concepts that are not domain-
specific but which can be used to provide an indication that solutions are developing
within appropriate and acceptable bounds. Such a module, once developed, might be quite
widely applicable to a broad range of intelligent systems - conventional numerical tests
could be included where appropriate and would form a natural subset of the symbolic
processing procedures. By this means IKBS could, in principle, be validated to give
performance of at least similar standard to that attained by human operators.

4.6 Knowledge Acquisition.

It is already a matter of common experience in the development of ordinary expert
systems that knowledge acquisition can represent a major problem. 1Indeed, validation, in
the sense of confirmation that the knowledge actually built into the system truly repre-
sents that culled from the human expert, is also a problem in knowledge acquisition.
However, for the present, it is reasonable to trust that that will be solved as far as is
possible by careful procedural checks. The less tractable issues arise from the widely
different approaches adopted by equally competent experts, from the need to ensure that
all the relevant knowledge of the experts is explored (23] and in relating the knowledge
to the level of expertise that the IKBS assumes in the pilots with whom it is to interact.

Incompatibility between experts is a widely recognised problem in IKBS and airborne
applications are in no way exempt, as is implicit in the time-honoured dictum, "If you
want 3 opinions try asking 2 pilots". At first the temptation is to attempt to "average"
in some fashion, the different approaches. Assuming that the approaches are genuinely
irreconcilable, this procedure is, by definition, doomed to failure. Furthermore, the
idea of applying ‘cut and splice' techniques, adopting one expert's approach for part of
the problem and later changing to another's, clearly holds dangers of discontinuities,
possibly quite subtle in nature, that should spell caution in other than guite special
circumstances. Thus, once irreconcilable differences have been established a decision to
adopt the approach of a single expert rather than an amalgam of several is likely to be
preferable. This could be viewed as an elitist rather than a committee-based approach.
It does, of course, imply the need for exceptional care in the choice of expert.

Often, however, the choice may lie between expert approaches that are of equal
standing but which differ strongly in character. One could think of flying styles that
might be summed up as, say, ‘vigorous' or ‘methodical’, for example, equivalent but very
different. Clearly, just as one style is the hallmark of a particular expert so it will
suit pilots who feel an affinity for that type of approach. Conversely, the other extreme
they might find irritating. Yet by relying upon one or other expert in building the
knowledge base such characteristics would inevitably become built into the system -
eventually a sophisticated IKBS might be said to incorporate: some elements of a
personality. It would be counterproductive to inflict upon a pilot an IKBS with a
‘prrsonality' that was alien to him and the remedy might be to provide alternatives -
either contained within a single IKBS or as options selected when the system is briefed
before the start of a mission.

If an IKBS is to be accepted as a genuinely intelligent aid it must command the
respect normally accorded to an intelligent companion. In particular it should appreciate
any change in the experience or expertise of the pilot and modify its interaction
accordingly. To enable it to do this means must be provided for it to monitor the pilot's
characteristics in some way. Whilst this represents something of a challenge it is likely
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to be essential if IKBS are to be regarded as anything but rather dim-witted, after all
no-one would have much time for a human companion who took no note of increases in
experience, or perhaps, of the fact that a similar event has alrcady vccurred earlier an
the mission.

Ensuring that all the relevant knowledge and especially that all appropriate
heuristics are culled from the expert and incorporated in the IKBS, 1s a seemingly

obvious consideration and yet it is a potentially serious error that could be both comron
and unappreciated, Quite often an expert is unaware of the hvuristics he employs ar

indeed it is not unusual for an expert to have an incomplete or errconcous .dea of the way
he tackles a task. Such factors are well known pitfalls 1in knowledge acquisition. iinc

virtue of using more than one expert, at least initially, 1s that it may roeveal ncore-
pleteness in the knowledge base derived from other experts.

In a large and complex domain the use of several different experts to cover
individual aspects of the problem is inevitable and this will clearly be the case for
ambitious intelligent cockpit system, with separate experts covering control, ESM, nav:
tion, weapons, etc. Not only does this require especial care when defining interfaces
alsc entails the need for special vigilance to ensure that nothing at the edges of a
domain is inadvertently omitted.

5 SUMMARY - THE ROAD TOWARDS UNMANNED AIRCRAFT

In the course of this paper we have examined the thinking that leads towards
unmanned aircraft and by looking at the breathtaking pace of progress in IKBS, computins
and electronic data handling have confirmed that the technology required to achieve
intelligent autonomous unmanned aircraft is likely to be achievable.

Fortunately, an evolutionary course is both possible and desirable. Indeed, {1 -
gress towards unmanned aircraft involves discrete steps that are of such modest prop
tions as to form a quasi-continuum. No great breakthroughs are called for but, nonc
less, the sum total of the discrete steps cchstitutes a formidable challenge.
path lies through initially discrete, relatively simple systems with relatively nmcd
pretensions to intelligence but which build confidence and provide expericnce 1n IHE
more ambiticus systems which interact strongly amongst themselves and with the tradit:
deterministic aircraft systems to provide the more complete contextual awarcness that 1z
one of the hallmarks of a sophisticated intelligent system. As _urther confidence is
gained greater autcnomy will be granted to the IKBS and fewer decisions will be reforred
to the pilot. The way to complete autonomv and unmanned aircraft is then clear.
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ABSTRACT

Our paper deals with the problem of diagnostic knowledge acquisition. We present a front-end 1o a4 didgnostic svatet
under development, that provides aides to the expert in the process of diagnosis rules design. This tront-end uses
structural and functional modeling. It seems to be general enough to be applied to other apphrations that we
characterize.
I, Introduction

Qur application concerns the mawntenance of an aircraft Navigation System (NS). This systen 1s divided nito
physical units, called LRUs (Line Replaceable Unit). When the pilot hay noticed something wrong during a thght, the
ground technician must find and change the tarded LRI's to getr the aircraft back in an operational state.
Maintenance is quick if he 1s able to find failures by making simple tests by hinself. The aim of the expert syster
s 1o assist the techmician in his job in order to avoid the use of a specialized processor which tests the plane
systemnatically but immobilises the plane for a tong period.
1.1. Previous work

A tiest version of the expert system was credated (2], Its knowledge-base was made up of
P Y 8 p

(1)  knowledge about the LRlis, such as the replacement cost and the probabilities ot known farlurcs,
(2)  knowledge about the tests including the cost of operating and diagnosis rules in the torm :

(f0) conjunction of tests results == Junclusion
The conclusion part either suspects or discards possible component failures.
The general strategy used consists o choosing the operatien (test or replacement) that munimizes the avcrage
probabiiistic cost of g repairing session.
1.2, Criticisms
This system was criticized by the maintenance experts on the following points :
(1} no distinction between tests and repairs 1 they were vondidered together as operations by the optimization
\(rdl('g\‘
(2} applicstion of the single talure hypothess,
(3 dithiwulties encountered by the expert in providing the elements of the diagnosis @ tests and dragnosis tules.
1.3, Current work
The FLACG 2 system under development 15 meant 1o answer these <riticisms,
In this paper we tocus on the problem of bulding the diagnosis rules. This required considerable eftorts, irom
the cxpert v compiling know ledge spread throughout the wiring diagram and maintenanc e documents. Therefore
only a small part of the NS was represented in the previous syster,
To address this problem we choose to tree the expert trom this burden, providing him instead with the way to
describe the elements of the NS and related knowledge through the use of a4 Knowledge Acguisition System
(Fig. 1. This KAS allows a stractural and functional description of the NS from which test interpretations are
generated. Such an interpretation 15 a set of implications of the following torm :
{f1)  <xingle test result> and <conditions> ==> <conclusions>
2. The KAS
2.1. Structural and functional description

The expert describes the NS in a hierarchical and structural way as long 1s he possesses such knowledge, after
which he decomposes it in a functional way.

* This research has been supparted Dy DRET fFrench Defense Mimistty' ang has bepn wotked on with Avians Marcel
Oassault ~ Atequel Aviation
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This description maps 1nto the bullding of a net of black boxes linked by causal dependendies. Boses origihate
through either the ~tructural description ot a component or a functional one.

Causal dependencies are flagged by contexts that determine their existence of not. [noour «ase, some conitexts
dre deternmned by selecting modes of devices. Modes are the difterent tunctioning setups I a «amponent.

Figure 2 shows a relay with ats structural and functional representation and the resulting three dependencies ;
ore is permanent, the others are respectively set in the "ON" and "OU'F" retay modes.

These dependendies gy possess a2 type. In our application, GF-dependrrcies are those existing betweet,
omponents n the state of Good Funcuonning (GF) 3 actually, the stractural hinks between devices map 1o
dependencies ot this type. BF-dependencies (Bad Functionning dependencies) are originated in the knowledge o
tadures causing wreegular dependencies. BE-related flagging <ontexts gy 06 sel of the «ondilion that so'nhe
components have not been discarded from the set of suspect commponents.

When setting a context relies on focal conditions on INpUt OF outpul saiuts a1 component lerminas, ¢
propagation model in the equipment may free the expert {rom expressing suoh kiwwledge as e

<knowledge of the global state of the equipment>=><selected contexts>

In our case, selecung any context of this type 1s equivalent to selecting component modes. Theretore the rodel
couid be restricted to the propagation of mode controls. In tact it 1s larger as the expert hnows locai tramster
functions enabling the computation ot outputs from inputs. For the relay (fig 7} we knew that @t e3 28Voit
then the "ON" made s selected 5 otherwise the "OFF" mode 1y selected. Propagating o value tor €3 w.il enable
this selection.

Knowledge of possible wutputs tor compoenent termminals, without assuitung good tuie Hong, s wlso part o this
model.

2.2, Dagnosis knowiedge

Three kinds of diagnosis knowledge are expressed by the exper: :

know ledge concerning the definition of the urits that support the diagnostic {the "gram’™ of diggnostic) ang how
they are positioned 1n the structural and functional description. This delimtion is either tmplicit o exphait. It
;s implicit because the diagnosts decomposition matches with the structural and func ional one. 11 s expin it
when the decomposition s ade only for diagnosis purpases. Anatogical devices, for example, are otter
decomposed in several moduies represenung characteristic test values.

(2} knowledge used for suspecting components on whah the mtecpretatian of talse test celies. A component wili be
suspect ¢
(a) 1f 1t takes part, in GF, to the production of the tested output.
(b) :t its failure may explain the bad functioning of a component suspected aocordimg to (u).

{3)  knowledge used to validate a cormponent on which interpretation ot true test rehies. Knowing that a ¢ omponent

output 15 correct the problem s to express :

{a) which parts of the component are known to be active,

(b} which parts may be validated,

(¢} which wputs are known to be correct.
The knowledge (<) provides a way of propagating backwards the symbolic value "ok" [5] and sometimes s
assorted with an ipverse transfer function enabling the propagation of a numerical value, The process of
validation may proceed backwards as long as it s possible to propagate "ok". In the case of the relav, "high” s
sefected 1f s (tig 3} # e and s ¥ e, and consequently e = "ok” (for "low" respectively s f ¢, and s /e, and
consequently e - "ok")! "Comimon™ 1s selected in every case on condition that "low and "high” have aiready
been vahidared.” Moreover 1f "high" 15 selected we know that e, - 28Volts {respectively for “low" we know that
c ./ 28Volts)

2.3. Additional diagnosis knowledge

The expression of failures associations provides pointers to cases of multiple tailures known by the expert. They
wtll be wused by the repairing system and are not involved in the compiling process leading to ] torms.

3. Aided test interpretation

The KAS provides a tool for heiping the expert in building test interpretations. Their form wtif further aflow
thear integration in & net of non-monotonic data dependencies that 1s the skeleton of the diagnhosis systern.

3.1. False test

The interpretation of false test proceeds as follows ¢

(1) When an observed output 15 bad, the set E ., of the components that participate in GF to the production ot
this output must be susperted. This set s Bult going back through the active GF-dependencies starting from
the output point. They are found by selecting the associated context propagating mode rontrols it the
equipment.

(2) rhe set § of suspected components 1s made Up of those whose failure can explain the inproper functioning of
components. Obviously, we have both i( ; &5 and those components which can explain a BF by couphing.
Tke later may be suspected given the non- \alldlly of certain other components, and determined by taking

BF -dependencies into acccunt.
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Thus the interpretation 1s bunlt as u set of mmplications :

<false test>=> <suspected components>
(f2) ‘ <false test> and <conditions> == <suspected components>

The expert can then effect an analysis by withdrawing or adding wasped ted compohents, or cven by validating
some.

3.c. True test

The basis of the interpretation of a true test hes w the vahidation knowledge expressed by the expert. Varnous
interpretations arc possible and must be deterrmined interactively. A true test observed dl > may RidC rose i
many interpretations. Concerming the retay we have seen that "common' validation js dependent on the validits
of "high" and “low". and that their validation relies on conditions that deal with the vutput ~ and the nputs ¢,
and e..

Let us assume that the conditions s £ e, s g e and & / ¢, cannot be evaluated because knowledpe of the
possible output values are not available prior to input e

Various interpretations can thus be envisaged :

(I!No addittonal hypothesis s added in relation to the test specilications, In such a case. no companent can be
validated and 1t 1s not possible to contihue the valhidation by "working backwards" through the circat.

(D1f we hypothesize that H1 and L) are valid, then st is possible to validate "common®,
(VALID HI) and (VALID L D=>(VALID Coml)

Consegquently ¢ "OR™ 3 at 15 now possible to work back towards the relay 2 where nothing, howeser, can be
accomplished without aking another hypothesis.

(N Let us assume that the possible output value are available prior to ¢, and that we make the hypothesis that the
set of rodules belonging to Xel are vahd. Eventually a value for ¢ ‘may te computed. Consequenthy 1t o g e
and s/ e, we will know that L1 s valid and working backwards [(\rough Xe2 with ¢ | COR" (and ¢ oF will
be possible. N .

In this case we would have at least :

L (VALID ¢ ) = (VALID LD
cyEX el t
()Let us add, 1o the previous case, the hypothesss that HT is valid In this case we realise that Coml iy vabid ane
that 1t s possible to work backwards starting from e, with a control value of the mede of LI known to be
actne. Tins alloas the validation of H2, L2 and Com2. Consequently

L (VALID ¢ and (VALID H1) == (VALID L1) and (VALID H2) and (VALID L2) and (VALID Comi)
IRTAY N
During the repaining session certain modules might be validated and the preceeding instances of muplications
would trigger.

We realise from this exampie that o preat deal of condimonal interpretations are possible. Mary of then woale
not be ot any use n that erther they assume the validity of a great number of components Gnagine severas
hutidred rodiules comprising Xel) or no test capable of making the conditions true existse The chotre of usetul
interpretation 15 left to the expert. The resulting  test interpretation will have the tedowing forn

’ <true test> ==> <valid components>
(f3) <true test> and <conditions> ==% <valid components>

4. Contributions of KAS and conclusions
As for application, contribution ot KAN 5 very positive @
(1)1t allows the expert to express his entire khowledge concermng the equipment

(s knowledge s better exploited. Conditional test interpretations (f1 forms) huve the saime expressine poseer
than diagnosis rules relying in test results conpuncts (8 forms). However, buildig, every nteresting such
conjonctive  form revealed unfeasible, and led the expert 1o suspect muore  companents  than necessars.

(3) The developed representation scheme enables other aides o be created, notshly those concerned with test
generation,

We behieve the KAS is general enough to be applied to other fields having suth sinular charaeenistos as
. There is no well-established physical model as a descrniptive basis that allows one 10 reason from “tirst
principles” [3], The interactions between LRUs are generally electrical but van be mechanioal, even th il
. There 15 a close relation between structural and functional des ription ot the equipment and the descniption ot
the "grain™ of the diagnostic. In tact, the later s embedded in the [ormer. A these two aspects are s
interwoven, the expert remains indipensable to describe the material,

. The diagnosss knowledge can be compiled prior to uperating the repaicing svstern Thas approar h s not alwagy
feasible particularly in domains where a strong need for hierarchicar duagnostic reasoning would 1mphy an
unpractical volume of compited knowledge. as every irchical decomponing dependog on diggnostin s antexts
would have to be envisaged.
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SUMMARY

Expért Systens are boeing applied 1n many areas of business, finance, medicine, and
vnqineering and have the potential of being embedded in guidance and contrnl systems.
The key to development ot an Expert system :s the development of 1ts knowledge base. A
turdamental premise «f Expert Systems s that knowledge agbout how to solve problems o
the problem domain of the Expert System 1s avallable. Enowledge enginccering is the
frocess of aequiring this knowleddge and incorporataing the knowledge 1nto the kExpert
System, The knowledae engineering process 1s divided 1nto the following parts: acquil-
sition of the knowledge, implementation of the knowledge using computer tools, testing
st the khowledge bhase, and revision of the knowledge base based on the test results.
This paper provides an cverview ot all parts ot the knowlicdge engincering process. The
basic types ot data structures used for represent:ng knowledge in an Expert System e
desoribed ncluding production rules and frames. The computer-based tools avariable

ass15tina enginedrs 1n acquiring and testing knowledge bases are discussed, [SERES
“tudes desoribang the gqeneral capabilities and features ot the ditferent types ot
re stem deve lopment tools, e paper concludes by discussing the validarien of

th rseie critical to gquldance and cantrol o dpplicat rons,

toSyster o onvepts which were originally developed tor tasks 1n medical diag-
L Qe b

e g

vieal data anterpretataon P2y, and contiguring computer systems 3] are
Pevw b nd dpg Lied i odareas of enaginecring, Examples of englnecring applications, which
tiave bLeen descrioed over the past tew years in conterences and journals, areintegrated
manutactuting, automated VIST layouts, maintenance diagnositces, data fusion, battlefield
ratagetent . autorns mous ldand vehicle navigation, and pillot decision airding. In addit:ion
teo these engineering Applications, this Artaitacial Intelligence technology has applica-
troar te arreratt gopdance and control o systems, specitically flight control [4], route
Planevinag U955, and antegration with the crew statien [6,7], Expert Systems enbedded 1n
these sy=ters fave the portential obf wncregsing the flexibility, adaptiveness, and opera-
tiandal range of these sy~toems,

Amralr o dist it tion betweern an kxpert System oand today's conventionally structured
Wothe Expert ystem knowledge base. tne of the early reports [8] on
foan bxpert Systen described the rele of knowledge inoan Expert System as

"An kXxpeert Nystem®m i1sxoan intelligent computer program that uses knowledge and in-
torence pricednyres to solve protrlems that are difticult enough to require signifi-
ant humar expertise for thelir solution, The knowledge necessary to perform at
cLeroa leved, plus the anference procedares used, can be thought of as a model of
[RITRESS SETEE T totte hesy practitioers of the freld.

Prne xhow,edae o f an bxpert System congasts of tacts and heuristics. The facts
natitate a4 tody of antormation that 1s widely shared, publicly available, and
Getied 1auy aAdareed upon by expetrts o oanoa faelada, The heuristics are mostly private,

B AT TR S PO Ioagesd cudqeneent frules of plausible reasoning, rules of

: [ TS B thoat fata. terize expert - leve]l decision making n the field. The

et Tt e e £ Expert Ny tem g rimarily a function of the size and
1 Y Y

ettty Porbe ki aweedge base that 1t possesses,”

Hee e e kW iredde base gr the essential element of an Expert System, these

Lot ne ' dot g Fnewled e Hased Systens,
TR R Cr e foan bxpert tysten s shown o oan Piqure ], The structute 1%
! fet ! tw toacbsment g parts - g e wledge base and Che anterence engine. The
Mo e estgee ot ep g P gttt ey, and prc b lem selvang rales for the domain
t, [EETE S fl P R B S P P R L The 1oference enane 1s the procedure for
ot e | EFTEIN ST STT I REICIPI S YRS SRR NN 0T N S0 RENPIIES S X S Y {0 The kntowledge bhase 1s unique
e e Cor e e vt thee ntereer o wigute may be commoen taoa number of
Cor - 1 A Pt -
[ P P [ PR b Xy et wetemotoas toge bont bioe ks o shownoan Fragure
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GENERAL STRUCTURE OF EXPERT SYSTEM
FIGURE 1

Working Memory contains the declarative knowledge about the particular problem
being solved and the current state of affairs in the attempt to solve the problem.
There are several ways to represent data in working memory: predicate logic
frames, and semantic networks. These representations are described below.

Domain-Specific Problem Solving Knowledge contains relationships between several
pieces of data in working memory. These relationships establish how the data can
be manipulated to solve problems in the domain. The most common form of relation-
ship is the production rule which also is defined below. In the knowledge base
the rules represent domain facts and heuristics - judgements of good actions to
take when specifics of the problem arise.

solving knowledge to solve the particular problem defined by data in working memo-
ry. For production rules, the control strategy is implemented with an interpreter
that decides how to apply the rules to infer new knowledge, i.e., new data for the
working memory, and a scheduler that decides the order in which the rules should be
applied.

Explanation Facility involves explaining to the system user the line of reasoning
that led to the problem solution. With a production rule knowledge base, this is
often accomplished by retracting the chain of production rules that led to the
solution and translating them into some form readily intelligible to the user

KNOWLEDGE ENGINEERING APPROACHES

The process of developing or building an Expert Systewm is called knowledge en-
gineering. This process involves obtaining problem solving expertise, building a knowl-
edge base from this expertise, and implementing the knowledge in an Expert System. The
expertise in solving problems in the domain of the system can come from a number of
sources: one or more human experts, books and manuals, or simulations. A majority of
the research and applications work devoted to building Exper: Systems has utilized human
experts, usually one expert, as the problem solving knowledge source. This can be
verified by reviewing the Artificial Intelligence periodicals and conference proceedings
over the past decade. In addition to human expertise, material in texts and reference
manuals is often used to complement the human expertise or to» aid in acquiring knowledge
from the human expert. For some complex problems where limited human expertise exists
detailed and extensive simulations of solutions can provide insights into "rules of
thumb” and heuristics for the problem solving knowledge. This paper concentrates on
reviewing knowledge engineering approaches that utilize human experts as knowledge
sources, primarily because these approaches have been emphasized in the knowledge en-
gineering literature.

The key component of the knowledge engineering process is knowledge acquisition.
This 1s the process of transferring and transforming the problem solving expertise from
the knowledge source to the computer program embodying the Expert System. This process
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has proven to be difficult and has caused knowledge acquisition to be identiticd as o
bottleneck in the construction of Expert Systems [1,8].

Currently, there are two methods for knowledge acquisition which are 1llustrated in
Figure 2 {1]. In the first method (Fiqure 2a), the expert converses with a second
person, the knowledge engineer, who extracts the expert's problem solving expertise. In
this method, the knowledge engineer becomes very knowledgeable about the way the expert
solves problems, determines how to best represent the knowledge in the computer, and
uses this representation to develop the knowledge base and system. The second method
{Figure 2b) is described in Reference | as follows: “The expert conversant wilth com-
puter technology can interact more directly with the Expert System via an intelligent
editing program. Here, the expert converses with the editing program rather than with &
knowledge engineer. The editing program must have sophisticated dialogue capabilities
and considerable knowledge about the structure of knowledge bases, This method replaces
one set of communication problems {expert to knowledge engineer) with another (expert to
program}."

EXPERT SYSTEM

—
EXPERT KNOWLEDGE ENGINEER INFERENCE ENGINE

KNOWLEDGE BASE

KNOWLEDGE ENGINEERING VIA KNOWLLDGE ENGINEER
FIGURE 2a
EXPERT SYSTEM
iNT

EXPERT — ELLIGENT EDITING INFERENCE ENGINE

PROGRAM

KNOWLEDGE BASE

L

KNOWLEDGE ENGINEERING VIA AN INTELLIGENT EDITINSG PROGRAM

FIGURE 2b

This paper focuses on the knowledge acquisition process. The various data
structures used for knowledge representation are described. Then, the major stages of
the knowledge acquisition process are discussed. These sections are followed by
descriptions of the types of software tools available for acquiring knowledge and de-
veloping Expert Systems.

KNOWLEDGE REPRESENTATIONS

The knowledge utilized by an Expert System typically has several forms. There will
be declarative knowledge which may include definitions of terms used in the problems

being solved by the Expert System (e.g., "actuator”, "aircraft attitude”, "waypoints")
and descriptions of objects and their relationships to each other (e.qg., "MP is a
mission plan with targets T1 and TZ"). There will be protlem solving knowledge (e.q.,

"1f lateral path deviation is greater than one mile and next waypoint is less than five
miles, then go direct to next waypoint").




Artificial Intelligence researchers have applied the Expert System concept to a
variety of problems and have established a number of ways to represent knowledge [9].
Experience has shown that no representation by itself is efficient for all types ot
knowledge. Some representations are better suited for declarative knowledge and others
for problem solving knowledge. First order predicate logic, semantlc networks, and
frames are the most widely used representations for declarative knowledge while pro-
duction rules predominate in the representation of problem solving knowledge. A combi-
nation of production rules and frames has been used recently in a number of Expert
System development tools to provide the flexibility needed for representing knowledge 1n
a wide variety of applications [10,11]).

This section describes four ways of representing knowledge. This includes descrip-
tions of their data structures and the advantages and disadvantages of each representa-
tion.

First Order Predicate Logic

One of the earliest areas of research in Artificial Intelligence (Al) was 1in
theorem proving which developed first order predicate logic. In this representation,
tacts and relationships are represented as predicates, for example, “"Caesar was a ruler”
and "A Roman was a person” are represented as "ruler (Caesar)" and "for all x, Roman (x)
> person (x)".

First order logic is appealing because there are formal, theorem-proving type

procedures tor deducing conclusions from the set of predicates. The resolution
principle (12] is a method for making deductions that is most often associated with
First Order Logic. This method has given rise to many of the ideas behind the Al

programming language PROLOG.

There are several reasons that first order predicate logic is a useful representa-
tion. Expressing facts in logic is the most natural way for some applications. Logic
is precise - with formal methods available for drawing conclusions from the facts
Logic 1s flexible, has well-defined semantics, allowing facts to be expressed in a
simple way without having to consider their possible use. Logic is modular - new facts
can be incrementally added to the knowledge base without adversely effecting the deduc-
tions of the system.

One disadvantage of tirst order logic 1s the fine grained structure cf its repre-
sentation making it difficult to define complex objects and relationships and difficult
for the domain experts and knowledge engineers to understand. A secound disadvantage 1s
difficulties in combining logic-based declarative knowledge with heuristics needed for
problem solving. This is especially acute in problem domains involving large combina-
toric search processes,

Semantic Networks

This way of representing knowledge 1s based on a network structure. A semantac
network consists of points called nvdes which are connected by links called arcs. The
arcs describe the relations between the nodes. Nodes stand for objects, concepts, ur
events. Two often used arcs tor representing relationships are "isa” acd "has-part’
{91.

A simple example illustrating nodes and arcs of a semantic pnetwork 1s shown in

Figure 3. Two of the facts shown in this example are, "The ¥F-4 15 a ftighter” and "A
fighter is an airplane”. Because of the relations defined by the arcs, «a third
statement can be inferred from the network, "The F-4 is an airplane”.
" has-part
AIRPLANE .
isa has-part
NAVIGATION FLIGHT
FIGHTER AIRLIFTER
SYSTEM CONTROL
has-part sa
isa
MISSILES] | F-4 C-130 INERTIAL
SENSORS

SIMPLE SEMANTIC NETWORK OF AN AIRPLANE

FIGURE 3




Relations such as "1sa” and "has-part” establish a propertyv 1nherrtance  hierasichy
itn  the network. This means 1tems lower 1n the network can  anheryt  properties  tron
objects higher up 1n the network. For example, in the examvle uf Figure ¢, the navida-
tion system, flight control system, and inertial system are stored once at the aircratt
level, but inherited at the lower levels tor cach type of aircraft. Use of inheritarce
arcs saves huge amounts of computer memory space.

Semantic networks are a very popular representation scheme. The  node-and- aro
structure match~up with the symbols and pointers used 1n symtolic computation and have
natural compatibility with the association relationships detined an the psyrcholooy

studies of memory. Semantic networks are a useful way to represent knowledaqe 1o
problem domains that have well-established taxanomies, This 15 why semantic networks
have been successfully used in natural language research [13]. Tftrculties arise when
semantic networks are applied to large, complex problems where there are  usually

problems in interpreting the semantics of the network structure [9]. These prob.lems e
reduced through aggregated network structures like trames which are discusserd next.

Frames

A trame is a data structure for representing an objlect or classes of rbjects, Tt
data structure has fields, wusually called slots, used to describe the attributes of the
object. Some frames in a frame system are used to provide generic descriptions !
objects. For example, a generic airplane frame may have slots for artfributes =uct o
the number of engines, cabin configuration, cockpit layout, and physical dimensions. A
frame for a particular airplane has the same slots ~ inherited from the qeneric frame

with the contents of the slots fully specified.

A frame structure can have an inheritance mechanism similar to semanty networ ks .
Specialized slots in a frame can establish a property inheritance filerarchy amana
frames, which allows information about a parent frame to be inhertted by 1ts obixldren
This 1s similar to the inheritance relationship 1n an “1sa” arc ot a SCmIntic  Hetwork
With this inheritance feature, a system of frames can be organized much 1ike o semarnt:
network where each node in the network is a frame, the topmost  nodes fepresen? ine
general concepts, and the lower nodes being specitfic instances of these trames, [ rmany
frame systems, a slot can have subslots of its own, 1.e., a4 slot adas g frdme sbructioge.

The attributes described 1n the slots and the property inherttance bpergro!
frame represent static facts about the abject or classes ot objects, i
have a dynamic or procedural behavior which is achieved Ly attacting oomiuter pp ey
to slots in the frames, Thesc procedures are refetrred to as attacted o re i
general, there are two types of attached procedures [87:  an !-Neoded g

e tlse

Fooctentry LR
executes when detalls need to be filled-an about the siot and an T diaert pre o o0
executes when the value of a slot has chanqed.

Major advantages of a frame system are the following: H t toroen ! v
or class of objects is lccated together, Aecessing and woanipuiat g etoxreyt g i
easler, the inheritance feature mirimigzes duplicat ian o f Tt rmat ron e ot to

the knowledge base, and values for the object's atrributes are cpeates whe
main disadvantage of frames 1s that, except for aftas bed prooedne vy by
inherent capability for utilizing their data for proboer olvana,

Froduction Rules

A production rule consists of an Tk part aved o THEN ot
set of conditions under which the acticns 1o the THEN pare of b T L A T
general, the rule structure 15 as tollows:

IF Candition |, Condation 2, .., Canditoen

THEN Action )V, Artran o, ..., Action o

where the conditions and actiots adie patterns ' et TR T ] Lo .
In the typrcal Expert Lysten, Thas p e musk o g e e f Pl
vroblem  selving  knowledqgo. There are twe metdodo g 5o EEERE PR .
cessing the rules: forward chasnng and backwarsd oo g
In forward ~haining, the pnterence gpagpe compape:r Yhe by ' ' v . .
the conditions of the varitcus rales and yppes to by . PR TR E N R v o
tule whose conditions are matiohed, Tt the coamdr oo Sty e Lo o
o conflict resolation methad s wtrlrzed to determane what §o 0 0 [ W '
tires, the tacts associated  with ts gt pons e aclde Y [ ey -t “
petentially trigger aother rules. This metbogd - tren ViTet tar e e e

becanse the rule condlitions d4re being matched agoiest tv, 0yt

Forward chatning 1< very usetul an real tame g i g ot Gy o
the rules can represent evenptirosponse type kpewledp

Ity backwared charning, the syarem <tarte with o by Y caoey g L B
part ot the rules, and fands of one of those gt e one e e g T e
takes the conditions of the applicable 1o fe Mok e Ten sty st e e LR
whihe actions woul satysfy these subanale, Thie g e g R . :
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and subgoals match the known facts. This method is called goal-driven reasoning.

Of the current methods of representing knowledge, rules are the most widely wused
way for representing problem-solving knowledge. They are often thought of as relatively

independent pieces (or chunks) of know-how. This is the type of know-how psychologists
feel humans use for perception and thinking. Rules have been effective for representing
the following types of knowledge experts use in solving problems: preferred problem-

solving tactics, plausible intermediate steps to take in finding solutions, and just
plain shortcuts found from experience:

Some of the reasons production rules are effective in knowledge representation are
the following [9]:

. Modularity - rules can be added or deleted without changing the other rules 1in
the knowledge base

[ Uniformity - because of their rigid structure, rules can be easily understood
by other people besides the expert and knowledge engineer and they can be
efficiently processed by the inference engine

[ ] Naturalness - the rule format is an easy way for a human to express certain
types of knowledge, in particular what to do in predetermined situations

The modularity and independence features of rules, which make them attractive for
particular types of problem solving knowledge, make rules less efficient for represent-
ing objects, their attributes, and their static relationships - representations handled
efficiently by frames. In a rule system, the representation of an object or object
attributes is distributed over a number of rules with dependencies between rules. The
data structure that can be naturally associated with objects is lost when compiled 1n
the form of production rules.

The complementary nature of production rules and frames has been recognized and is

being used to increase the effectiveness of Expert Systems. A later section of this
paper discusses how some computer programs designed as tools for the knowledge acquisi-
tion are combining frames and production rules for hybrid representations. Frames

represent objects and their relationships that are referred over rules. This simpliiles
the rule sets in exchange for the added complexity of a frame system and the 1increased
complexity of the inference engine which must process frame data as well as rules and
facts.

THE MAJOR STAGES OF KNOWLEDGE ACQUISITION

There 1s no established, well-defined process for developing the knowledge base for
an  Expert System. Sitnce the mid-1970's, when the concepts for Expert Systems were
formulated as part of research 1nto Artificial Intelligence methods, there has been
considerabie study of knowledge acguisition processes [1,14,15], but only guidelines are
available detining a knowledge acquisition methodology. Guidelines have evolved from
work ranging from theoretical studies to empirtcal system development and these guide-
lines are 1n general agreement. They agree that the knowledge acquisition process has a
number of phases, or stages, on what the stages should be and, in ygeneral, on  what
should  be accomplished 1n each stage. This section will describe these stages of the
knowledge acquisition process, drawing heavily on material 1n References 1 and lé6.

The knowledqge acquisition process can be viewed as fave highly interdependent  and

averlapping stages: tdent1ficat 1on, conceptualization, formalization, implementation,
and test ing., Fiqure 4, which 1s borrowed from Reference 1, 1llustrates these stages and
how  they interdct. In general, the process 1s 1ncremental - acquiring knowledge  for
sotving  simple problems an the Expert System's domarn and expanding this  knowledqge  te
solve harder  problems  an the domain, The ancremental approacth anvelves  buildina  a

frototype  knowledae  bhase  and ausing seme form of Fxpert System  development  to test,
evaludte, and refine the knowledge base,

fdentificatron HStage

The mmttial step a0 acquittog knowledge 15 establishing teae important teatares ot
the « Jasses of prablems that will be solved by the Fxpert system.  This involves ident -
tlying the domain expert |0 expertst whe will particapate in the knowledge  acguisition
[EREETEAS 2N The Xnowledge engqineey works with the domasn expert during this initial stage
s ooaddequatetly detine the problem domarn so development ot the knowledge base can beqgutn,

Probilem  adentifaication ancludes sdentitying the type and scope of prohlems  being

solvedd, An antarmal characterization of the terms describing the problems, key con
cepta, and how to ddivade the problem into subproblems 1 esrabliohed, The qoals o
b e U pvan fothe Fxpert system are detined, Fxamples ot bxpert System goals are t b
foollowiting: i CAapturing t hes oxpertise ! A key expeort in the organisation, tor
axAamp be, RS TP RS 13 LITEL A o desianer dqyro tedhnician, v flight control systen mainte

e expert, S manaing the data dasplayed on o the sockpat displays, oand Y pranina
the =seat b Space 0 4 Poarectary ptimrzat van albaorithm,
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STAGES OF KNOWLEDGE ACQUISITION
FICURE 4

Conceptualization Stage

During conceptualization, the knowledge engineer and domain expert decide what
kinds of «concepts and relations are needed to describe problem solving ideas in  the
domain. Conceptualization includes exploring problem solving strategies, dividing the
problems into subtasks, and characterizing problem constraints.

This stage involves extensive interactions between the knowledge engineer and
expert and develops the essential elements of the knowledge base. The interactions with
the expert must include specific examples of solving prototype problems, Getting  an
expert to provide accurate verbal descriptions (protoculs) of his own personal  probilem
solving process is difficult. Some Artificial Intelligence researchers recommend some
torm of organization be employed in the knowledge engineer - domain expert(s) inter-
views, such as a thinking aloud protocol and related methads from the area of problem
solving psychology [17].

The knowledge cngineers may find it useful or necessary to diagram or organize the
concepts and relationships arising from the interactions with the expert. Preducing  a
"paper knowledge base" consisting of English sentences representative of the concepts,
relationships, and problem solving strategles from the protocols reccrded during  the

interviews 1s part of one organization's knowledge acquisition methodology [19]. A
paper knowledge base starts making the knowledge structure clear during the conceptual:-
zation stage. It can also aid in establishing the granulerity needed in the knowledge

base, 1i.e., ta what level of detail the knowledge needs to be represented to solve
problems in the domain.

Formalization Stage

The formalization process involves mapping the major concepts, relations, sub-
problems, information flow, and problem solving ideas into a formal knowledge repre-

sentation framework. The knowledqge engineer takes a more active role in the inter-
actions  with the domain expert(s), describing to him/her the knewledae structures  and
problem sclving paradigms that appear compatible with the problems in this domain. s

progress is being made in solidfying a knowledge representation framework, sclection ot
an  Expert System development tool with a knowledge representaticn architecture com-

patible with the framework 1s selected. 1{ a development tocl was already selected,
because of project schedule constraints, development of the knowledge representation
framework takes into account the representation capabilities of the sclected tool. The

output of the formalizatiun stage is a set of partial specifications describinag how the
knowledge base can be represented within the chosen Expert System development tool.

There 1s disagreement among Artificial Intelligence practitioners on how elaborate
aninitial  knowledge base framework is required betore starting to  prototype  an  an
Expert System development tool. Many advocate quickly putting together a  preliminary
concept  of the knowledge base, implementing it in a prototype system, and shaping and
determining  a qood knowledge base framework and structure through what is learned trom
the expert interacting with the prototype [l6]. Uthers advocate providing more
structure an the formalization activity before prototyping. These advocates feel  the
irplementation constraints present in a prototype system will prevent convergence onoan
efficlent knowledge base structure 1f commitment to prototyping is premature.




Methodologies designed to place structure in the knowledge base formulation process
concentrate on uncovering the underlying knowledge base structure, structure of the
problem solving knowledge, domain objects, relationships between objects, and con-
straints of the problem domain. These methodologies typically involve mapping the
verbal data collected during the sessions with the expert into an implementation-inde-
pendent description of the domain knowledge {18,19]. The descriptions are high-level,
abstract representations of the problem's knowledge structure and are distinctly dif-
ferent from the knowledge representation languages (frames, rules, etc.) discussed
above. The descriptions consist of typologies of basic elements and structuring rela-
tionships for certain classes of porblem solving tasks. The basic elements will
typically be objects, relationships, dynamic operations, and knowledge structures that
guide the selection and use of these operations [19]. The formalization process con-
sists of repeated cycles of elicitation and analysis of verbal data from the expert
aimed at refining the top-level description of the knowledge base.

The decision on whether to prototype as soon as possible or to utilize some faorm of
structured method for formalizing a knowledge base structure before prototyping depends
on the project objective and duration. I1f the objective is to show the feasibility and
performance of an Expert System for the problem domain and with a limited project
budget, prototyping as soon as possible is recommended. A structured approach for
determining the knowledge representation framework takes time and may contribute little
to demonstrating feasibility and projected performance. It the objective is the com-
plete development of an Expert System, a structured approach to developing a sound
knowledge representation framework for the problem domain is recommended. A good under-
standing of the knowledge representation framework is essential for the knowledge base
maintenance activities required for validating the Expert System and later for wupdating
it with new knowledge during its operational use [20].

Implementation Stage

The implementation process turns the formalized knowledge into a working computer
program. The domain knowledge made explicit during the formulation stage is implemented
on the Expert Svstem development tool using the knowledge representation capabilities of
the tool. Implementation includes integrating the operations of the different parts of
the prototype Expert System, i.e., working memory, problem solving knowledge base,
inference engine, and explanation facilities so the system functions properly for test-
ing.

The implementation stage should proceed rapidly, especially for a feasibility
project, because the objective is to check the effectiveness of the concepts and knowl-
edge representation structure developed during the conceptualization and formulation
stages. The implementation will change as the testing of the prototype progresses.

The variety of Expert System development tools that can be used for the i1mplementa-
tion and testing stages are discussed in the next section.

Testing Stage

The testing stage involves evaluating the knowledge base and the knowledge repre-
sentation framework using the Expert System development tool. The domain expert
evaluates the performance of the prototype system and helps the knowledge engineer
revise the system. The system is tested with probiems that cover the domain including
prototypical cases and hard cases expected to probe the domain boundaries.

Many revisions of the knowledge base part of the system are expected during testing
to attain the performance expected by the expert. There may also be modifications to
the 1inference engine; although, these are expected less often. Revisions may require
revisiting the earlier stages of the knowlecge acquisition process. Typically, the
revisions will occur in the following order:

1. Refinement of the prototype system by adjusting production rules, working
memory characterizations, and the inference engine's control mechanism until
the knowledge base gives the expected performance.

2. If refinement doesn't converge to acceptable performance, redesign of the
knowledge representation framework developed during the formulation stage and
acquisition of additional or new knowledge through further expert - knowledge

engineer interviews.

3. If the difficulties are so serious that knowledge base redesign and prototype
refinements are not adequate, serious mistakes in identifying or conceptualiz-
ing the problem have occurred. It may be necessury to rescope the problem,
provide additional data or information to the system, or re-evaluate the
system goals or objectives.

In addition to evaluating the performance of the knowledge, the utility of the
Expert System built around the knowl- ig- base is evaluated. The interface to the user,
whether a human user or another system, is evaluated for efficiency, i.e., are the

system solutions organized, ordered, and presented at the right level of detail? Also,
the time for computing solutions is assessed to determire if the system will be fast

enough to satisfy the us,r. The assessment can be actual measurements of solution
times, if the prototyping romputer system will be the operational system; otherwise, the
. % B
l
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solution time is estimated based on the processing architecture of the operational
hardware. 1f the solution times do not meet user requirements, there are a number <!

options: more efficient implementations of the knowledge base and inference engine, tine
of a traditional procedure-oriented programming language such as Ada or FORTRAN for
implementation or reformulating the knowled¢: representation structure and acquir:ing
more problem solving heuristics from the exp rt to reduce the amount of computations
required of the inference engine to solve problems.

EXPERT SYSTEM TOOLS

Expert System tools are programming systems that aid in the task of implementing
and testing the knowledge elicited from the domain expert or experts. These prougramming
systems range from very high-level programming languages to low-level support
facilities and can be divided into four categories [1,16]: programming languages,
knowledge engineering languages, system building aids, and support ftacilities.

Programming Languages

The programming languages generally used for Expert System applications are symbe.l-
manipulation languages such as L1SP and PROLOG. The LISP language 1s built around
mechanisms for manipulating symbols in the form of list structures. ‘These structures
are useful building blocks for representing abstract and complex concepts necded in an
Expert System. LISP is the most widely used programming language for Expert 5Systesn
applications; although, PROL0OG, which was developed in the mid-1970's, 1s gaining 1n
popularity. The PROLOG (PRUgramming in LOGic) language 1s usually basea on o thearem
prover method, which can tell if a given set of leaical formulas has any vontradictions
or not.

A programming language offers the most flexibility tor developing an Expert Systen
and implementing a knowledge base; however, there are major disadvantages. An extensive

amount of time and manpower is required to develop @ complete Expert System that has
production rules, an inference engine, and adeguate explanation and debudg capabilities.
If a mixture of representation structures are necded, tor example, both framcs ana

production rules, the development effort is even mure extensive. This kind of develop-
ment will be very inefficient early 1in a knowledge acquisition project, especially 1t it
is used as the prototype Expert System. Significantly less effort will be expended 1t o
knowledge engineering langquage offering a choice of representation tacilities 1s uscd
for mechanizing the prototype Expert System.

Knowledge Engineering Languages

Knowledge eng.neering languages are languages designed specifically tor developing
and debugging Expert Systems. They have speclial tacilities that ease the development ot
Expert Systems, but are less flexible than vrdinary prograimming languages. The computer

programs that embody these languages are usually writte: in one of the two Artificial
Intelligence programming languages, LISP or PROLOG, and are hosted on crmputers that
process these languages. Recently, some ot the knowledge engineering languages have
been written in conventional languages, such as €, for hosting on minicomputers and
workstations.

At a minimum, a knowledge engineering language provides the means for representing
the various parts of a knowledge base, 1.e., objects, relations, and problem solving
knowledge. In addition, the Expert System components needed for processing the knowl-
edge base representations are included in the language. A know' dge engineering
language has the capabilities a knowledge engineer needs to develop a total Expert
System. Reference 22 surveys the variety of knowledge engineering languages currently
avallable.

Some knowledge engineering languages use one way for representing knowledge. OPS5

is a well-known and well-documented language based on production rules [21]. This
language is a result of the extensive amount of Artificial Intelligence research on
production rule systems. It has been successfully applied to many applicati1ons where

production rules are an effective means for representing the knowledge base.

Recently, knowledge engineering languages have been developed that combine the
features of the ditferent knowledge representation techniques, 1.e., they combine the
features of frames, rules, and semantic networks. These languages provide the knowledge
engineer a number of ways of representing knowledge and, therefore, are capable of
developing Expert Systems for a wide range of problem domains. These general purpose
languages have a number of choices for knowledge represcnhtation, but arc usually
restricted in the control mechanisms used in the Expert System inference engine. The
more elaborate languages include a number of sophisticated Al techniques such as search
strategies and knowledge base maintenance, making it easler for the knowledge engineer
to implement different forms of problem solving strategies. Two examples of general
purpose, knowledge engineering languages are ART (Automated Reasoning Tool) and KEE
(Knowledge Engineering Environment} [22].

Another way the knowledge engineering languages eauve the knowledge engineer's
implementation and testing tasks are through specialized user interfaces. The more
sophisticated languages have many of the following user interface features:




- access to several types of program information through multiple windows on the
computer display,

- menus and a pointing device for easy system control,

- simultaneous viewing of evolving short term memory and production rule
execution sequences during Expert System operation,

- graphical representation of hierarchical inheritance relationships 1n the
frame system, and

- facilities to incrementally add, delete, and modify any knowledge base
statement at any time

System-Building Aids

System-building aids are computer programs that help acquire and represent the
domain expert's knowledge. These programs are designed for a particular problem domain,
have knowledge representations tailored to that domain, and possess user interfaces that
help elicit knowledge from the domain expert. These programs often are designed to
interface directly with a domain expert.

Compared with programming languages and knowledge engineering languages, few sys-
tem-building aids have been developed. Relatively complete system-building aids have
been developed for fault diagnosis, classification, and configuring system problems
14,23,24}. The knowledge encoding in these computer programs is conceptually close to
the actual expert knowledge and, hence, makes the knowledge base easier to construct,
refine, and update. Maintenance of the knowledge base is also made simpler with these
aids.

Support Facilities

Support facilities are extra software packages that come with the Expert System
development tool making the tool easier to use, friendlier, and more efficient. In
gen~ral, there are three different types of support facilities: editors, knowledge
enhancement tools, and explanation facilities.

The most common editors are language editors with knowledge of the specific syntax
of production rules and other knowledge representation structures. Editors are used
interactively, with the editor prompting the knowledge engineer for portions of a rule
or declaration, supplying defaults, correcting spelling, and performing type-checking as
necessary. Editors remove the drudgery of discovering and correcting syntax errors.
More sophisticated editors statically analyze the knowledge base entered by the knowl-
edge engineer, analyzing new rules to help find undesirable interactions with existing
rules.

Knowledge enhancement tools analyze the Expert System computer program dynamically
during execution. Dynamic analyses include traces of rule firings and working memory
modifications, summaries of rule executicn statistics, and the ability to step forward
and backward through the Expert System execution. The more sophisticated knowledge
enhancement tools suggest areas in the knowledge base where the rules need to be
generalized or specialized and areas where new rules are needed to fill problem solving
knowledge gaps.

Explanation facilities attempt to answer the knowledge engineer’'s gquestions re-
lating to Expert System behavior. The least sophisticated facility uses canned text
linked to production rules or slots in frames. The next level of sophistication gene-
rates explanations based on traces of production rule executions or frame activities

VALIDATION

The Expert System concept is making the transition from being a research idea over
being a software engineering technology. Demonstrating feasibility and performance of
Expert Systems for different applications has been emphasized during this transition.
Little attention has been given to the reliability and robustness of Expert System

software. There is concern that Expert Systems developed heuristically by trial and
error methods will be inherently less reliable than conventional software developed from
precise specifications. Some Al researchers feel the best Expert Systems can do 1is to

imitate human experts, who are themselves imperfect [25].

An Expert System is still a computer program, especially when viewed from the
perspective of software validation requirements. And, except for the separation of
knowledge from control (the inference engine), an Expert System has the same character-
istics as a conventional computer program. For example, both Expert Systems and conven-
tional computer programs use heuristics and "rule of thumb" judgements. The ditference
is that convent:nnal computer programs embed this type <. knowledge 1in a procedural
implementation.

Today's software engineering methodologies for developing reliable and robust
computer programs can be applied to Expert System development. These methodologies
typically divide the computer program development activities into phases: requitements
analysis, specification, design and implementation, and test. The stages of the knowl-
edge acquisition process discussed earlier in this paper correspond closely with these
phases. This correspondence is even closer if the software engineering prancaiples ot
modularity. layering, and information hiding are incorporated into the design of produc-
tion-level knowledge bases and Expert Systems.
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However, the *esting of an Expert System is different trem that of a  convenrtional
computer program. First, an Expert System often exhibits non-deterministic  bera.:
because  the pieces of the knowledge base (production rules and frames) strung toae
by the inference enginre to solve problems are determined durlng systom execution.
makes the system behavior unrepeatable for dynamic, time-varying vproblems  anc, tiepe-
fore, makes the system difticult to debug. Second, there 1s Ne precise nput-.not; ut
relationship for production rules as there are for procedurcs 1nh canventional comprite
programs. This makes 1t difficult to use input-output analysis for testiodg. in
number of ways production rules can be activated i1s too large to be able to reald
ly generate test cases covering every branch 1n the program.

Consequently, prototyping 1is the only effective way to test an  bxpert
Experiences of the experts and users with the prototype can reveal vital pratloem
the design. However, this type of testing can present a protlem because  jprebtotype
testing of a large system can take substantial effort and time.
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by
4. Yolckers
Deutsche Forschungs- und Versuchsanstalt
fiir Luft~ und Raumfahrt (DF/(R)
Institut fur Flugfuhrung
Flughafen
D-330C Braunschweig, Germany

' Summary
Monitoring, planning, conflict solving and decisicn making trn atr trgfé- ot e
carried out mainly by human controllers, Computer assistance and Ir part -,lar *ve s4yp0ce 0 rv v
Intelligence (Al) now offer the possibility to support contrallers ir tresr fntu ™ wrt,y ¢ 0 o 4
enhance perfarmance and efficiency in air traffic contrel (A70},
A rule-based planning system is presented, designud i 3cnist rumy s e
merning high density inbound traffic into congested airports,
i Tonics to t discussed in wcre detail includer ¢h . ratinrale for ere = 6 Te g ‘e
3¢ #e 11 38 the crucial requirements for tha developiant of 3 role-baues  cotae € ey oy

ith smtedded "L functions. It shauld B¢ enphazised trat the o,
The sstions chick lad to the celacticn of suitatle rrograresec ; .
“rac streetures Atc. are discussed  dn detail. Tre TimerarsTes o . o RN
Smpgvemonte are ontlired,

. "rtrodyctior

Nespite the introduction of advanced technical equipment in Air Traffic lontro’ tre ta ¢ *oe
Traffic Control Officer (ATCC) has remained highly "conventional" ur "marual”.

\ith the first generation of automation in Ajr Traffi~ Control, automated -y-tems for c3dar .
processing and tracking, flight plan data processing and for compurication were provided to ¢ rire ler
However, the actual control process still had to be carried out in the hrain: of the humar <-rer er-

In tocays second/third generation of automation in ATC, advanced comg.ter-systems arc juec fac ox
information processing and planning functions. The ATC units are provided with filtered

,rec,t
solutiong, which assist the controllers ia their decision making process {References '/

Horever the aporoariate tesk sharing betweer human controllers and the computer ang the dictrioue: -
“f resnnnsibility betwecn man and machine has raisad meny questiors and prablems, yet tc he solvesr.
Lorelutieon, where the computer system works fully automatic, with the human controllers
Sitarian tht svsten, n oorder %o take over in case «f syston failure, presently is  for many reasong
nmitnar sracticabhle cor accentable,

o

Tiee e the peacnn why so far the deoree of automatien is quided by the philosophy of giving computer
iovseep b the human controllers. The svstems releave the controllers of routine functions ang  Support
“er recpesary data to take safe, efficient and orderly control actions, The decision making itself
aver and thas the overall responsihility is still Teft to the controllers.

o

Jitheut chanqgina this fundamental desion priniciple of computer assistance for Air Traffic C(ontrol,
srooase of browledae-hased systems  instead of pure algorithmic systems now offer new oppurtunities for
car o friendly nroarecs of automation in ATC.

T

.ot i nassible to make use of the knowledge of many different ATCO-experts, 1in particular of
a7 cmarational strateqies, heuristics and experience, which are incorporated in a knowle -
sttt g1l ws symholic processing.

cooe ueeofir F a0 keowlodge based  system (KBS) concept is, that it can be easily modif 1 or

vooeryore’e of the nvplanatory functions of a KBS, the controlier is able to ask for the reasons,
roroned cnlubion, Thus more transparency and confidence .. the computer generated plan can
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3.7 Geners) jyitems Architecture
Lomputer-systems that asitst, Lupport  or part’y  automart e a7V T T R ALY are e

“expert-systems®. An expert systems in genera’ 15 formed f the ‘. l'owing L,ctem element. oy

knowiedge-base, that contains al! necessary knowledge, 4n !inference-mechan)sm, whirh guides the Drot ww
ving p vs and makes use Of the koow'edge base” TUFURBTMOFE &7 eepert Gyitem ontairs o

dialogue-element, intended tc expiain the problem sclving process and 1ty rag, ity to the numar .ser gr.
TIST not 18ast - a knowledge-acquisttion-element, that gives the capaai’*t, t  modify >r sstens *ne

knowledge base.

3.2 Capabiltties

The knowledge base may contain 3 variety of knowledge: textbook knowledge, wel! defined mathematica'
functions up to unstructured human heurfstics, acquired by experfence over years.
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e et E e Ty ke Deeyt L igerng prayatie de egch control unit and must be coordinated

L T

"he eu ttcatiie o gre weral' plareing criterion and concerted control action is very difficult to
awrnieve, becaise 1f FRe sery hiqgh <ooriination effort,

"he 'ntearatian of 4 vartety of fata from many different sources has to be performed mainly in the
hrains nf the human controllers,

"his leads tn extremely high work load and even small disturbations which can't be matched, may
result in a  traffic congestion, Splitting-up and distributing this task to more control units would
require even more coordination effort. Therefore ft was envisaged to transfer at least parts of the human
nlannina and control functions to a computer.




N

4-4

4.2 Computer-based arrival planning

Based upon studies at Frankfurt Afrport, a concept for a computer based planning system (COMPAS),
atming to assist controllers in the comprehensive planning of arriving aircraft was developed, tested and
evaluated by the DFVLR Institute for Flight Guidance in cooperation with BFS - the German ATC-Authority
JARVS

The essential design principles of the COMPAS-system can be described as follows:

0 The stepwise distributed planning of the controllers is surstituted by one, comprehensive, overall
computer planning.

o

The computer planning function anticipates the traffic development for the next 30 minutes and uses
one single criterion, common for all units,

[~

Besides the "usual® data such as radar position information and fli?ht plan data, many other data
are included in the computer planning functions, (e.g. traffic Tload in sub-sectors, aircraft
performance and economy, actual airspace-structure etc.?. The computer integrates these data and
generates concentrated planning results.

=)

fach control unit involved is provided with its specific planning results, necessary to carry out
control and to play its part in the overall plan.

=3

The controllers stay fully in the loop and keep their executive function, In general the computer
generated plan is acceptable to the controllers. However, it {s possible for the controllers to
interact with the computer in order to modify the plan.

The basic structure of the COMPAS-system is shown 1in Fig. 3. The operational objectives of the
COMPAS-system are with regard to the Frankfurt situation:

o best usage of runway landing capacity,
o delay reduction for arrivals,
o to apply economic descent profiles, if possible.

Fig. 4 shows how the COMPAS-system will be integrated into the existing ATC~-system. COMPAS is
designeg TS work in the present ATC-environment. But beyond that, actual radar-data and flight-plan-data
are fed on-line fnto the COUMPAS-DP-system via special interfaces. Taking into consideration many other
information (aircraft performance, airspace structure, wind etc.) COMPAS generates a plan and displays it
to the controllers. The controller may use these COMPAS-proposals, but §s not obliged to use the system.
However, {f he does work with it, the results should be so reasonable and convincing, that he easily can
adopt these proposals for his control actions., Under normal conditions no controller-computer ijnteraction
is required. However interaction is possible, {f the controller wants to modify the plan or if it is
necessary to cope with unforeseen events.

The COMPAS-system is still algorfthmic - using a pranch & bound algorithm - to find the optimum
sequence and schedule.

Kow as a next step, a rule-based system - called PLANAIR was developed. It is based upon the COMPAS
system functions, but 1instead of using an algorithmic optimizatfon function to determine the optimum
sequence, a rule-based production system establishes the proper sequence and schedule, by making use of
typical controller strategies and tactics, with regard to the actual traffic situation.

5. The COMPAS/PLANAIR - Systems-Concept

in cooperation between DFVLR-Institute of Flight Guidance and the University of Saarbruecken a rule-based
planning system, called COMPAS/PLANAIR was developed (References /9/;/10/).

The rule~based arrival planning system PLANAIR requires certain components of the conventional
COMPAS-system. These are in particular all kind of functional/mathematical calculations, such as:

radar data tracking

flight plan data procurement

atrspeed calculation from radar data
economic descent profile calculatfions
arrival time prediction.

o000

The results of these calculatfons are continuously stored in a data-file (FID in Fig. 5). PLANAIR
makes use of this updated data file.

The following description of the PLANAIR component is based upon the work of LUX/9/ and HERINGER/10/.

5.1 PLANAIR-Systems Architecture aod Elemepts

The PLANAIR-systems comprises the tygical elements of an expert system, as shown in Fig. 5.:
o an inference element ({nterpreter),

o a knowledge base,

o a dfafogue element,

o an explanation element.

- — re——— -
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The PLANAIR-system is implemented on a VAX in the OPS5-language. The system comprises about 60 pro-
ductions and about 30 LISP and C-functions. In order to achieve a more efficient implementation of O0PSS, a
supplement to OPSS, -the “"extended productions®-, were included in the system. They allow LISP-predicates
in the condition-part of a production.

In the following chapters the basic elements of PLANAIR are described in more detail.

5.2 The Inference Element

For the dynamic planning with PLANAIR, the OPSS5 language was selected, because OPS5 offered the must
powerful interpreter and fs not limited to specific application areas. Hyhrid tools, such as KEE, LOOPS,
BABYLON, ART had been under consideration, but have been ruled-out for this prototype cystem, because of
their great complexity. It should be noted, however, that these hybrid expert system shells have a great
potential for future applications.

In this paper the OPS5-shell itself shall not be further described, However some of the advantages of
OPSS with reqard to the specific requirerents of the arrival planning system shall be mentioned,

In the OPSS productions cifferent 1instancec of various object-classes can be addressed and the
correct relation Yetwean thase elements can he verified.

Anart from making us2 of loqic attributas, 0PSE alisws also the processing of objects witr numerical
values,

PSS nses a forward chaining  inference mechanism, which is adequate to solve the dynamic planning
pronlem for arrival planning in ATC,

‘1ith the so-called "extended productions” in OPSH, it i5 possible to formulate and include complesx
arocedures and ~aleulations as L1SP-predicates as left-hand part of a production rule, thus allowing to
include nurerical calculatiors and algorithmic procedures {e.g. profile calculations), which are an
jate-ral nart in air traffic plannina. They rcan “e processed in tha normal rule matching pracess of the
OPSS-interpreter.

Sorc of the disadvantages of 0PS5 should also be mentioned. A main handicap for OPSS is the lack of a
user f-iandly prograrming environment aad the lack of compreheasive debusging support.

"n 2ssentirl shortcoming of the 7PS5  incerpreter for  dynamic clirning is, that the rule-matching
procens can't be interrunted, but has to he conpleted in any case! This means in the case of ATC-planning,

that relavant aew infarmation (e.c, new aircraft; new nosition; contrellor inputs) can't be considered in
the cunnina crele, but only efter ite corpleticn, in the rext ryc'e.

£.3 The ¥nowledoe Rase
The PLANAIR knowledge base is formed of three parts:
2 declaritive knowledge, describing the air traffic environment,
o procedural knowledge, i.e. the planning rules,

o text elements for the explanation functions.

5.3.1 Air Traffic Knowledge

The knowledge about the air traffic is represented in the knowledge base by working memory elements
as part of the OPSS5-production system.

Static knowledge, that does not change, is formed by information on the airspace structure, aircraft
performance, separation data etc. The declaration in the working memory fs made by the *literalize”
statement, by which a class {i.e the class "aircraft"} is specified with all its necessary attributes.

Dynamic knowledge on the air traffic, which changes continuously, such as: positfon, speed, altftude

{s stored In € samé way as working memory elements, However, this rart of the working memory is
continuously updated.

5.3.2 Production Rules - The Procedural Knowledge for Arrival Planning

The knowledge that is necessary to solve the arrival planning problem, is coded in OPSS production
rules.

In a process of knowledge acquisition with the help of ATC-staff from the Frankfurt Air Traffic
Control Center some basic human controller strategies were identified and formulated as "rules", i.e.
“productions* in the OPSS lanquage.

It should be noted that these rules are not yet comprehensive, Additional knowledge still has to be
acquired. However the rules found so far, already form a solid base to establish an overall arrival
sequence and schedule, that is efficient with respect to traffic demsnds and reasonable with respect to
human controllers reasoning and deciston making.




In the knowledge acquisftion process {1t became evident, that the various controller strategies or
*rules of thumb” can be classified in four groups, i.e. rules, that refer to:

o the overall planning strategy,

o tentative sequence planning,

¢ tentative arrival time planning,
o final sequence/schedule planning.

These four groups of planning rules form a four level processing-hierarchy. This means, that in
addition to the basic rules gafned from the controllers, some more rules (meta-rules) for the overall
control hierarchy had to be set up, which allow to define, to modify and to consider the hierarchy leve!
of each strategy. The productions are processed according to their hierarchy levels, This concept allows

to assign a higher priority to specific strategies, depending on the traffic situations, or to adapt to
individual human controller preferences.

5.2.2.1 Overal] Planning Strategy

PLANAIR presently provides two main planning strategtes. One making use of every means to expedite
the flow of arrivals, i.e. the planning process is based on the “tarliest Estimated Arrival Times". This
strategy may be used in peak-periods.

The other strategy uses the “Estimated Arrival Times", based upon economic idle descent profiles.
Fia. 6 gives an impression how these two strategies are expressed fn an 0PSS production.

5.3.2.2 Sequence planning strategies

To establish a proper sequence of arriving aircraft 9 different sequencing strategies have been
implemented in PLANAIR so far, According to the planning hierarchy concept each strategy has to be
assigned s priority level.

The nine sequencing strategies are as follows:
¢ The "First-Come-First-Served”- Strategx, which is the basic strategy. All aircraft are intially planned
according to S strategy, betore other sequencing strategies may be applied.
The "Delay"-Strate
UsTng the delay s!&ategy. PLANAIR gqives preference to the afrcraft with the greatest delay versus fits

scheduled arrival time.

The “Short-Cut"-Strategy
N Tow density periods controller tend to apply path shortening manoeuvers. An aircraft is planned to
use an assigned short-cut; the potential time-saving is stored in the air traffic knowledge base.

The “String”-Strate
Tontrollers usually try to establish an in-trail sequence of aircraft with proper longitudinal
separation. The control effort for such "string" then is lower.

The PLANAIR "string-strategy" tries to maintain strings of ajrcraft, if no other aircraft or strategies
are penalized or violated.

=]

Q

The "Pile*-Strate,

Kircraft merg?n? gn a waypoint at the same time, however vertically separated, are often handed over to
approach control as a "piie”. The approach controller then gives different vectors in order to establish
the necessary separation. If posstble, he tries not to merge other traffic into this group of aircraft,
PLANAIR provides the same strategy option.

The "Low-Before-High” Strate¥¥
OF Several reasons a controller usually establishes a sequence with the Tower aircraft first, followed
by the higher atrcraft. This strategy is part of the rule-base.

The “Height-Rule"-Exception
S rule allows to abrogate the normal "Low-Before-High"-Strategy, e.g. {f the low aircraft is very
slow, and a confliict-free descent profile for the faster but higher aircraft {s possible.

o

Q

(=]

The "Sect’ -Prioritx'-stratggl

Tue Yo unbatanced traffic streams from different directions, traffic demand in a certain sector can be
much higher then in others. In order to avoid congestion, aircraft from high density sectors are
prefered.

Each of these strategies is stored in the knowledge base in the form, of one or more 0PSS productions. An
example for the "Low-Before-High®"-Strategy is gfven in fig, 7.




$.3.¢.J Arrivel Time Planning Rules

After the sequence planning the working memory elements for alle known arrTiving atroraft are  rilecs
according to thelr assigned sequence time, The time planntng finction ther assfgn. the Liarnes  grecva
times for each afrcraft, takim tnto account the necessar, separatt.r t- the predececc s, 10w . .
possible delay. If a time-conflict with the succeeding afrcraft  tu rregted, a'" time-o nf ot by re
succeeding alrcraft then have to be checked and to be resclvedt.

“.4 The Planning .yc'e

The OPSS fnterpreter runs stepwise through all productiont 1n the  fugr fescrines re rarit, e
The 1nference mechanism initially tries to find it whethesr thne D S L S T
matched. All productions that "metch”, form the aggregate of product ore whicP may [otecta’ 'y catecr, oy
ronditions,

AT these possibly conflicting productions sre “her hamied  “ver £ 4 o0t res ot mecnar e
which selects the applicable rule according t0 (@i« (P it@ria ~v <top< whe: “FBTE are 7 sy P
teft. The fnterpreter cyrle finishes with the “actiro-phare™. - 0 the roqut raed cove o e o g

of the productine roles cre carvied cut, w.q. wirbteq Peevry clemects qre omyaafn
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.4 The "lalcque t lement

For the display of resuits and the dta’ogue with the contriller v <pecta’ Sterfare wan e e
for a TI/EXPLORER Computer

The display is divided up into several windows 41124_2‘

A oWindow for a cadar-like Atr Traffic aplay upper Cefr |

D Window for the I'LANAIR-generated " ime Schedu's andg Leguence  pper et
1 window for Trace of Ips

. window for anteractior merue etc. ‘hottmi.

The “interact”-menue cffer. the foilowming splicn: 0 the etr '

feplacaticr ‘explanattor about the sequence

Insert Slut (for additional afrcratt, i.e. missed approacnes |
» Delete lot ‘for cancelled flights,

cequence (hange {{f he does nat agree with the PLANAIL propusal
Nurwey Chamae fat any timel,
* Flow Change (atrport acceptance /landing rate),

“.f The Lxplanation Component

The explanation Component of the knowledge base (untaint test-elpments ¢or the eapianatioe 6 0 ANAT.
reasoning and planning results:

A text element has the following structure.

class of text element

conditions for text element

string of text with placing parameters
placing parameter !

placing parameter 2

placing parameter 3,

o

nooDCco

For each of the last 10 planning cycles the planning information about all active atrcraft 15 storec
in a Tist-file, A list element for one cycle contains the following information.

Individual Code

Planning Status

Standard Arrival Route {STAR)
Earliest Estimated Arrival Time
Estimated Arrival Time

Planned (Assigned) Arrival Time

o Priorfty levei/class of text element,

oo 000

[~

iith this information and the conditions of the text elements, all explanatory text can be generated
if the controller asks for an explanation, The controller calls-up “explanation® and *“clicks" the
Individual Code{s) of the afrcraft. Then the list-file elements with the desired individual codes are
called for the corresponding planning cycles, The planning information on that aircraft, which is stored
in the 1ist-file, is then matched against the class- and the condition-parts of the text elements.
According to the productions that matched and the placing parameters the explanatory text in selected and
displayed.
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fFig. 7

(p switch.toseq.plan_with_acc
(prod " prod_name switch_speed ° prod_pri <pri>)
{contro] flag ° c_valye {(pri) >= 0}
T coatep <step>
° cace without acc)
(aircraft ° ac delay {> Ob}
° ac.status (<> 4}
* ac.acc.mode {<> x}
* ac_seq.time gt <stgtl>)
(aircraft * ac_seq.time gt { <agi2> <= <mgi1>}
© ac.plan_time gt <pigt2>
* acstatus {<> 4}
* ac.ace.mode {<> x}
° ac_delay {<= 0})
— (aircralt * sc_seq.time.gt {> <sigt2> < <mgt1>}
° ac.delay {<= 0})
— (aircraft * ac_plan_time gt {< <ptgi2>})

(modify 2 ° c.value remove.seq_time gt
* ¢acc with.acc)
(modify $ * ac._seq.time.gt rul ~ ac_plan_time. gt nil
© ac_delay mil)
(modify 4 * ac seq.time_gt nil ~ ac.plan_time_gt ni!
* ac.delay nil)
(make proof sequence " pr_pre <sigt2> " prsuc <aigtl>)}

UPSS - Productions for Uverall Planning Strategy

{ep two_sc_in same sec_with_same_time_deep.before_high_cond
{prod * prod_name height_rule * _prod.pri <val>)
(control_flag * c_value {<V|.|> >= 0) © catep <step>)
(aircraft * scseq.time.gt {<stgtl> <> nil}

* ac.status {<> 4}

T ac star <starl>

" sc_last_height <height1>
" acprio {<= <val>}

ac_plan_timegt {<> new})

{sircraft * ac_seq time gt {<atgi2> <= <sipt1>}

s _status (<> 4}

T ac.star <starl>

* ac_last_height {> <height1>}
" ac_prio {<= <val>}

* ac_pian_time. gt (<> new})

(star * star_nr <star1l> * st_mf.name <mfl>)

(star * star_nr <star2> ° st.mf.name <mfl>)

{$eqtime_p$ 3 ac_seq.time. gt sc.seq.time gt

(call identity <stgt2> <sgt2>))

(make proolsequence * pr.pre <stgt2> " _pr.suc <stgti>)
(modify 3 ° ac_plan_time gt new * _ac_prio <val>}
(modify 4 ° ac._seq.time_gt (compute <stgtl> + 1)
* ac.plan_time gt new ° _ac_prio <val>)
(modify 5 ° ac_seq.time gt {compute <stgt2> + 2)

* ac_plan_time gt new ° _ac_prio <val>))

0PSS - Productions for "Low-before-High"-Strategy

a1
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3. plan_end_without A%
. In1e sequence

. 0root _eeparetion_efter_ac.ineert vl
_separamion_oftar ec_ifeert _withiut co Tict feuert!

cmm s

. rossl_leat tuo ac 758 759 8o M8
8. 1n1t Feset pLet _sen 772 171
B wtet i

conf lict 704 VIS 799 793

aeq_a/ter_firet_ac_with no_deley T4 TV
] a_uith no_delay 778 $96
o oalay 708 e

1P PLAMAIR-C

Fig. 9 PLANAIR-Display (Sequence Change)
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a FMICAT (MI4). For example, the
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thereny aeof g aabijafties Which were cropplag up during the “tnheritance” process.
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1 F activatio could be provided. As a result, rhe following prucedures are attachahle to anv at-
. 1f-needed,

. before-insertion,

. after—insertion,

. before-deletion,

. after-deletion,

. before-change,

. after-change.

Tinally, some new facilitles were tatroduced, amony which :
- the irnheritance scope specification (to enhance efflciency},

-~ an anti-loopling checking at the procedural atrtachaenta level, . Ay o - »
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2.2 STATE MEMORIZATION MECHANIS!
An expert system development tool nust offer the following three cholce mechanisms [LAURENT A4
- choice of the state of the knowledge base on which to act,
- choice of the rule to be applied,
- choice of the objects on which to apply the rule,

The firat of these choices 1s the most hard to implement and costly to use hecause it requires of-
ten bulky information storage ; that's why few development tools propose ft.

Tt happens that {f this mechanism i{s Integrated with the object representation, the expert systen
designer has an elementary tool that allows him to program strategles tailoted to the problem to he trea~
ted. To do so, in EMICAT (MI4), a prototype called "state” i{s predefined.

Operations carried out on objects are constantly menorized inside the instance of prototype
“state” labelled as “current-state”. Every tiwse a backtrack point has to be created, a new Instance of
“"current-state” must be generated. Such a mechanism makes it possible to memorize the search tree so as to
be able to backtrack to any state.

Two primitives sufffce to control this mechanism :

- new-state{x), which {nstanciates a new abject, fram the "current state”,

- goto(x), which allows changing of curreat state.

Example :

In order to implement a strategy for selecting the hest rule from a list L, when only the evalua-

tion of the rule allows judging its interesct, it is sufficient to write (upper~cases designating the PROLOG
variables) :

strategy {(L)e— neuher (R,L) & successively selects the rules to be tried
new_state (3) & creates a new state ; return to the previous state during
backtrack
apply (R} & applies the rule
evaluate (S) & evaluates the current state and store the results of the

evaluation in an attribute of the ohject §

fail backtracking
strategy (L)e— select (S) & seleccs the bhest state by snalyzing the stored attributes
go_to (S) fixing of the selected state

The generated state tree {s in this particular cdse :

inftial state

@ & @

The informatinn stored In each object and enahling a state change 1s user-accedgsible and aliows
programming a strategy such that, for exdample, {n the event of a deadlock cond{tion the system returns to
the state having generated a given attrihute as {ndicated in [VIALATTE 85) ,

Since an expert system way not necesssrily redort to such a amenorization in all the reasoning pha-
ses, this mechanigm way be turned off so as to not penalize all the searches.
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CHAPTER 3 : ENVIRONMENT FuR PRODUCTIUN RULES

The object oriented represeatatlon aloae 13 ast eaough to develop an expert system. In fact, a
large amount of knowledge 13 represented more easily in the form of production rules. This i3 shy FMICAT
(ML4) which {s bullt around the "PROLOG-object oriented representation” pair, {ncludes an envirsnment that
allows definlng and using productinn rules.

3.1 RULES UITH EULCAT (114)

The definition of a production rule formalism is subject to a nunher of oftun antagoni{stic cons-
tralats, that is :

the formalisw must be powerful and general, but it must also be adaptable to 4 particular expert
field so that the expert hinself can eater the rules.

the forualism must allow rules to be written but also meta-rules, the former dealing mostly
with the expert field and the latter with the search strategy.

the foraalism must be declarative, but it sust also allow expressing knowledge of a4 procedural
type (search strategies).

To cope witii these constralnts, the basic forn of an FMICAT (MI4) rule {5 a conjunction of PROLIG
goals.

For example, suppose the rule is expressed in fnglish as follows

“If the alrplane searched for {s a delta wing and carries passengers, concorde should he added to
the list of suspects”,

then this rule may be written as

Value (atrplane_searched_for, wing, delta) &
Value (airplane_ﬁearched_jor, passenger, ves) &
Value (suspect, list, L) &

Set-val {suspect, list, concorde.l).

It 15 clear that such a formalism although convenient for the knowledge engiteer 4ho has all the
puwer of PRULOG at his disposal does not make exchanges with the expert easy and, in any case, does not al-
low the expert to enter the rules himself. This is why the previous form represents only the Internal forw
of the rules, usable for resolving certain specific types of prohleas - such as programming a special
search strategy ; 1n practice, the user can define each rule as an obhject, finheriting frow the general
“"rule” prototype and having two attributes :

- one describing the "body” of the rule, provided in a form best adapted to the problea,

- the other describing the “translation” of the rule, applfed to the body to convert (t Iato a
PROLOG goal conjunction (internal form).

With this approach the hierarchical relationship between objects wmay he used to define families of
rules the formalism of which is adapted to the type of knowledge to he represented ; often the same expert
system should resort to several formalism simultaneously.

The translation ts automatically carried out when a rule is entered or changed by the set of
procedural attachments inherited from the highest level prototype ; thanks to the use of operators present
in most PROLOG tmplementations, this translatfion may remain simple, while providing the expert with an
easy-to-manipulate formalism. For example, the rule used in the previous example will be written as

object rl

body 1if wing = delta and passenger = yes then suspect (concorde)
translation tr (Rxternal-rule, Internal-rule)

with simply for the translator :

tr(if P then suspect (X), PL &
value (suspect, list, L) &
set-val {suspect, X.L)

trl (P, Pl).

trl(A=B and R, value (airplane_searched_for,A,B) & R1) / &t (R, Rl).
trl(A=B, value (alrplanq_gearched_for.A,B)).

REMARK ¢
It might be surprising to find no distinction betseen the condition and action parts of rules,

which are the very essence of production rules ; in particular, it might seem problematic for determining
the conflict-set formed by rules applicable at any given time.
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In practice, one can always re-establish this distinction by defining an external ad-hoc format ;
moreover, the maay possibilities allowing the manipulation of rules {n EMICAT (MI4) and described in the
next paragraph, constitute a powerful and well-adapted tool to cope with rule selection.

3.2 HoW TO “TALK ABOUT" RULES
The tmportance of meta-knuwledge doesn't have to he proven anymore [PITRAT H2| ; In fact, as soon
as an expert system reaches toughly a thousand rules, the application nechanisms, regardless of the asso-

ciative addressing ser up, rewain essentlally sequential and loose thelfr efficliency.

To aid 1n determining what knowledge 1s usefu) for resolving a glveu problem, EMICAT (MI4) offers
five possible ways of referring to the rules present in the hase :

1) organize the rule in a hierarchical form, which {3 acliieved tmmediately thanks to the object repre-
sentation on which the rules are constructed.

construct one or aote index(es) ; the construction {3 autnsatically carried out at the moment when
the rule is entered according to the lastructlons of an attrilbute speci{fying

~
~

. the index name,
. the pattern to he used as a key,

. the pattern search mode {(total unification, filtering ia the direction rule-pattern or In the
diraction pattern~rule).

3) refer to a set of attributes computed when the rule (s entered and aarking the constants that 4are
specified therein (objects, types, artributes, external predicate) allowing meta-rales coaparihle
to [DAVLS 80).

4) refer to attributes entered by the rule's writer (to specify, for exmsple, the cost or the {mpor-
tance of the rule).

5) unificatfon or filtering on the rule's hody (external form).

~

sing the last way, any inforamation present in the rule is accessthle. However, for the sake of
efficleacy and effectiveness it Ls clear that (t should preferably be used in conjunction witit the
other ways so that a subset of pertinent rules can be capidly selectad.

3.3 APPLICATION OF RULES
The main objective of EMICAT (1114) {5 to allow defining stratepias addapted to the problen tu he
solved ; this is made possihle hy a unique rule-applicatinn primitive described tn the next paragraph,
which is used for predefined strategles (% 3.3.2) as well as user strategles (% 3.3.3).
3.3.1 Applicatlon Primicive
The application prinivive is a predicate with three argoments and (s written as follous
apply (rule-choice, ohject-choice, selected-object)
Fach solutinn corresponds to a successful instanclation of one of the selected cules. The diffe-
rent solutions are obtalned - which 18 always the case In PROLOG —whenever bhacktracking occurs on the

primitive, The three arguments have the following meanings

- the rule-cholce (g made efther by giving the list of rules to he applied or hy a property
{conjunction of PROLOG goals) that should he verlffed by them, as for example :

R:: object (R, dlagnosis) & value (R, cost, low)
allows applying all the rules the type of which is "diagnosis” and the cosi of which 1s "low".

the object-choice argument specifies, at the tine of applicatlon, on which objects the rule has
to he applied. Indeed, it (s highly advantageous to be able to state general knowledge {a the
form of 4 rule {like Ohm's law), but to apply this knowledge to the only ohjects pertinent to
the problem to he solved {and not as in the example »f Ohm's law to 1ll the components of an
electronle clrecuics !).

Thus, for example :
NDbject (R, resisctor):: value (R, power_max,X) & X > 2

will limi{c the application of the rule to res{ators the power_max of which s greater than 2
watts.
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- the selected-sbject argument allows cownunicat{on hetween the rule and the application
mechanism ; to do so, the rule's writer can gpecify with a predefined predicate (select) a teruw
{a the rule that will he unified with the third argument of the application primitive.
Thus, for example, to "apply rules selected by meta-rules wml and m2”, 1t <11l 3uffice to write :
apply (R:i: apply (ml.m2.nil, ail,R),nil,*)
provided that meta-rules ml and m2 encompass a term such a "select('rule to be selected')”.
3.3.2 Predeflned Scrategles
EMLCAT (ML4) offers a few predefined strategies bullt thanks to the primitive “apply”, such as :
Pass ¢ evaluate all the solutlons

Saturate : successively avaluate "pass” uatil no object s changed any longer during a pass

Prove : apply until saturation {3 reached ar until a goal (conjunction of PROLDG goals) sup-
plied as an arzument is proven.

3.3.3 lser Strategies

Tt is not by chance or oulssion that we have not discussed backward chafafng up to now. Tirst of
all, backwacd chainiag aust act be considered as a wode of application for a rule (since the rule can only
be applied rigorously in the dicection condition - actlon) but rather as a search strategy. On the other
hand, the experience that we have acquired fros the development of several expert systews has dewonstcated
to us that Lt +as simply not realistic to propose a "standard” backward chaining ; in fact, the number of
paraneters tu take itato accounat ts very large :

= should the sedarch he carried out in depth-first or hroad-first stratagy ? (of a amix of both) ?

should all the ohjects be searched for 7 (for some 1t often wakes no sense).

when 4nd for which objects should the operator he gueried ?

This {s why we thiak that {r is up to the knouledge engineer to deflne the backward search
strategy. It also seems to us that EMICAT (MI4) offers a large anount of facilities to lmpleaent such a
strategy. Thus, for exanple, to carry out

- the peoof of » goal of the form : value (X,Y,7)
= 1in Jdepth~first stcategy

without user querylag
{t suffices :

=~ to provide foc the generatlon of an index (see % 3.2) of the rules mentioning the term set-val
(X,¥,7)

- to attach to the ohjects for which backward chalnlng ls deslred the procedural attachmeat
if-necded with the value :

parm (2B, ATT, Val) &
apply (R::index(set-val(0b,ATT,Val),R},nil,*)

and that's it ! The evaluatlon of a goal of the form : value (X,Y,7) - efther when a1 seirch is
initiated or when a rule (s evaluated - will generate a search by the applicatlon of rules that are liable
to prove the target when it ls not preseat in the bhase ; the anti-locpliag systea {ntegrated with the ohject
representation prevents the passibllicy of a potentially Infinite search.

CHAPTER 4 1 IMPLEMENTATIUN

The envirinment just described was developed on an 1AM 30xx with the language VH/PROLOG. The es-
sentials of this enviruamuent reside in the object oriented represeatation described in Chapter 2 ; conside-
rable stress was placed on ensuring good respoase times. As a result, the value of an attribute ls acce-.ed
in roughly 100 microseconds. Nbviougly, L{f the object representation were totally {ntegrated in the PROLOC
interpreter, these cesponse times could be dramatically ilaproved.

And, for the productlion rulas, they are "compiled” or, to he more precise, "converted” 8o as to
Introduce as efficiently and effectively as pogsthle the object-cholce mechanism described tn ¥ 3.3.2. Tt
should he noted that the “coapiler™ can be redeflined by a Lnowledge enginear 4hen a particular need war-
raats {t.
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CONCLUS TuN

The purpose of the EMLCAT (M14) environment just described {3 to use the tacontest tble advantages
of the PROLOG language to henefit expert system progranming.

The wore sallient features of ENMICAT (ML4) are
- object-oriented language features
- integration to PROLNG envirinment

~ easiness for programming strategles sulted to various ipplications (including fntelligent back-
tracking and weta~rules Jritlng facilities)

- flexibility for defining various rule formalismg

But, above all, EMICAT (’114) is an industrial product tatlored to ease the development of knowled-
ge based applicattons. For that purpose, various facilitles are provided, such as :

- integration to graphics
= trace {at various levels)
- object editing

- xnowledyge base archiviug

Since the heglnning of 1986, EMICAT (MI4) has heen used for more tian 10 applicatlons, in four ma-
jor fields :

- ailitary (battlemanagement, avionics)

- 3pace (satellites : battery wmanapement, diagnostic)

- software engiaeeriag (quality assurance, rapld prorotyping)
- CAD/CAM (layout verification, diagnostic)

'fost are expert systeams, though sowe (a fault tree generator for avionles, rapld protatyplag) use
mafnly the object-oriented features of EMICAT (MI4) for knowledge representation.
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SUMMARY

The control algorithm for complex physical plants {8 usually based on a model, efther liscrete or linear,
which describes the appropriate response to data obtained from sensors located throughout the plant.
Models of plant behaviour are usually based on a Markov proccss assumption or on some l!inear system
approximation. Many subtle characteristics beyond the range of the assumptions or approximations are
either 1ignored or the appropriate response is obtained by fine-tuning after the control system {s
installed.

Plant representation and control by a knowledge-based system {s an attractive alternative. A  knowledge
base can reflect not only the algorithmic aspects of a plant's behaviour, but take into account many
factors which are difficult or impossible to describe algorithmically. In addition, such systems allow
strategic considerations to be incorporated in the controller, which would be impossible to realize in
any other fashion. Such systems are being implemented in growing numbers.

This paper presents a comprehensive state-of~the art summary of the status, progress, {ssues and
directions 1in the use of knowledge-based systems in real-time control applications. It includes a
bibliography of current work, up to January 1987,

0.0 A Perspective on Control Systems

The description of a physical plant for the purposes of computer control 1s often implemented as a
Markov process represented by a finite-state machine or by an equivalent algorithmic representatlion of
the control states and the transition requirements. In a purely sequential control situation, the design
18 relatively simple in that the correct procedure is instituted according to a preset time standard or in
response to antictpated events during operation. As the topology of the control algorithm becomes more
complex, the representation and execution constraints become increasingly difficult to fmplement.

In the situation where many events can occur asynchronously and where each must be attended to In
gome fixed perfod of time, the controller design becomes even more constrained. The designer must
guarantee adequate responses within the specified time interval for the worst case. Often the anticipated
performance 1is dependent on fast hardware, although good algorithms are of considerable assistance. The
degigner's job 18 to obtain a sufficiently good representation of the plant dynamics, and to insure a
response to given excitations in the predetermined time by the appropriate choice of fast hardware and
software, based on the cost constraint. Most plants also have a human operator in the control loop.

The basic task the Operator is to maximize the cost-effectlveness of the production process while
minimizing the likelihood of damage to the plant and personnel in the event of component failures and/or
other events not included in the control algorithm. The operators must, therefore, attempt both tactical
and strategic coatrol, depending on the complexity of the control system design. The functions of the
controller and the {nstrumentation system are the following:

Tactical;

~ To reduce the need for operator interventfon by auinmatically controlling the plant (l.e., to
implement tactics).

- To reduce the risk of damage to plant and personnel by automatically shutting down part or
all of the plant when process variables move out of their normal operating ranges (i.e., failure and/or
disaster containment).

Strategic;

- To provide up-to-date information tu enable optimum control strategies to be implemented by
the operators.

The implementation of an appropriate strategic response to an emerging situation depends on the
experience of the operator and on the ability to recognize and respond appropriately. In addition, the
current cost/performance and flexibility provided by process-—coatrol computers means that it {s possible
to present to the operators a large quantity of information. The operator, in such situations, must
respond to this {nformation and must often make complex strategic decisions. As a result, when things
start going wrong, accospanied usually be a eudden proliferation of alarm information, both the operator's
ability to respond appropriately is stressed resulting in errors of judgment, and response time limits are
often exceeded. This phenomenon 1s known as °cognitive overload'.

There is, therefore, a need, in many applications, for systems capable of reducing the cognitive
load on operators by focuaing on underlying plant problems and automatically implementing correct tactical
and strategic functions. In extreme cases, there 13 a need for eliminiting the human operator altogether.
These requirements suggest the use of knowledge-based software (often called an expert system).

The representation of a plant by knowledge-based software 1s appealing from several points of view.
Often the plant has many features, which are difficult to model by ordinary means, and such features are
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often easy to state as rules. The representation of a plant by a knowledge base is a simulation oi the
plant, which caa be based on compiled knowledge, as well as on heuristics obtained from obseived
behaviour. These are often easier to represent by rules, based on knowledge, than by attempts to model {t
mathematically. A knowledge-based representation maintains all the attributes of extensibility,
transparency and simplicity normally obtained from these systems.

In addition, strategic approaches to control can be  nst{tuted easier than in classical approaches.
Smart controllers are possible, therefore, not only in a tactical but in a strategic sense as well. Thus,
complex inferencing about control options can be {instituted for such considerations as failure
containment, emergency response tactics, and responses to developing pathologies. In addition, the
operator's tactical and strategic role can be reduced (thus reducing the stress level) and/or eliminated.

Finally, it 1s ofcen possible to get a working system with a higher performance-cost ratio than by
clagssical means. There are, however, problems in both the design and implementation of this approach:
primarily 1in insuring a good representation of the plant dynamics that is executable within the time
constraints.

This paper provides a state-of-the-art lock at progress in the wutilization of expert systems
technology In the design and control of real-time expert systems. It provides a report on the published
work 1in the field, as well as who is working in the area. It discusses the design of real-time expert
systems, Che problems involved in developing them, and the approaches taken to overcome the obstacles. It
thus serves as a first point of reference for anyone considering work in the field.

1.0 INTRODUCTION

The descriptive phraze “a real-time system” is used widely by various design teams to describe very
different performance attributes. On the lower side, 'real -time' is often used to mean 'fast', 1in some
vague sense, either relative to an external environment or {n terms of computing resources consumed to
produce the response. For our purposes, a teal-time response forms part of the design requirements and is
a constraint which must be met before acceptance. Regardless of the algorithm, the system must guarantee a
response to a given external stimulus in a given time (most often, the results of not meeting the time
congtraint is catastrophic rather than merely incoavenieant). The set of stimull, and the assorted set of
responses form the real-time constraints on the design.

More formally, given a set of inputs §St and associated set of responses SRt, and the associated
response time intervals §Tt, the designer must guarantee that after an input S5it, the elapsed time T before
a suitable response is generated is such that T is less than Ti,

In some situations, the quality of the response will improve given more computational time. In such
situations, an adequate response may be computable within the given Ti, but not necessarily the optimum. A
carefully defined adequate solution may form part af the design requirements. The designer's problem, in
this case {s, to organize the knowledge base and Inferencing algorithm so that the quality of the solution
improves monotonically with the search time and so that the solution found in Ti {s always acceptable.

The representation of the control characteristics of a plant can be undertaken by the functional
partition of classical expert system software i.e., a rule base and an inference algorithm. The ({aput
excitation from the plant is Intercepted by the inference algorithm and the search for a suiltable output
excitation involves finding the consequence of the appropriate rule. The problem has many facets: the most
obvious belng to guarantee the response time (l.e., the search time of the knowledge base) based on the
specified constraints. The response required of such systems could either be the best, within the time
limits imposed, or the optimum obtainable, within the same limits. Each requirement poses speclal design
problems.

{n most applications, 1in order to achleve the benefits of this technology, the knowledge base 1is
large and complex, and the inferencing techniques are, therefore, subject to combinatorial explosion
problems (the search tree growing exponentially), and sometimes a version of halting problem, {n which the
search 1s not guaranteed to terminate [28]. Several approaches to speeding up the search have been
proposed (these are, of course, applicable to regular expert systems), which i{nvolve cowmpacting the
knowledge base and partitioning it so that only the most probable partition is searched.

Implementation of the appropriate compacting and partitioning apnroaches would reduce the execution
time and possibly allow implementation of a real-time response: howevay, 'fast' {s not necessarily real-
time, and many additional techniques are usually adopted to guarantee appropriate response times.

Finally, knowledge-based systems can be designed and implemeated to respond to input data which {s
incoaplete and/or uncertain, by utilizing reasoning processes that acknowledge uncertainties., Reasoning
with uncertain data is an attribute that is relatively easy to implement using a knowledge based system.

This paper discusses how these approaches have been applied. It reviews real-time expert systems
implemented to date, as well as the problems that have been encount red in developing these systems, the
design approaches that were used to overcome the problems aad the further issues that need to be resolved
before these systems may be widely used.

Section 2 provides a discussion in more detail of the requirements for real-time systems that apply
generally, regardless of the {mplementation.

Section 3 {8 a gummary of the features of several systems, which {llustrates both some typical
applications and the varfious approaches used during implementation.

Section 4 reviews the approaches, which have been published to date, af{med at addressing the issues
and for solving the problems.
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Section 5 i{s a perspective of the major problems that have yet to be solved before the wide-spread
use of this approach will be viable.

2.0 REAL-TIME REQUIREMENTS

A number of 1issues beyond those usually considered in classical expert systems design must be
addressed before choosing such systems for real-time problems.

Obviously, in order to guarantee the real-time constraints, the system must provide the response to
changes 1in the environment at or before the time it {s needed. Achieving the design specifications
requires, as usual, a judicious allocation of the response-time budger among the instrumentation, the
processing hardware and the software. The software is our main concern here, and this software can be a
hybrid of classical (i.e., algorithmic) and knowledge based modules. The design of the algorithmic
software follows all the rules, which are now well understood. The knowledge-based portion of the software
is the novel part and is of the most interest in this paper. The obvious first approach is to reduce the
size and complexity of the knowledge base and to find high-speed inference procedures to search for
responses. This may not be easy, or even possible, since large and complex representations and inferencing
procedures may have motivated the use of this technology in the first place.

The results of the designer's efforts may be thought of in three catagories: representation,
functional allocation and performance:

Representation: Representation 1s thought of as encompassing both the logical representation of the plant
dynamics and its operational requirements (both tactical and strategic) and the implied inferencing
procedures. The representaion used has been either rule-based and/or frame-based systems.

Inferencing procedures are often the most difficult to model and to implement. Both forward and
backward chaining are used as are many variations of hypothesis testing and truth maintenance.

Functional Allocation: The allocation of functions between hardware and software is dependent on the
performance/cost ratio that must be achieved.

The first major decision with respect to software is the allocation of functions between classical
algorithms and the knowledge-based software. Normally, the orerational attributes allocated to the
knowledge-bases should be those that are difficult to represent by algorithms, both in the representation
of the plant dynamics (i.e., tactics) and those used to implement strategic operations or responses based
on experience and/or heuristics.

It 18 a trulsm, perhaps, that each functional part of the controller should be allocated to the
mechanism that wmost cost-effectively implements the requirements. This ifmplies that a good design
methodology is available to expose the functions and to partition the design so that a proper allocation
can be found from the alternatives. This is a separate topic for discussion, which is beyond our scope.

Performance: Achieving real-time performance within the cost constraints is the bottom line from the
designer's point of view. It involves both achieving a good representation and an appropriate functional
allocation. 1In addition, 1t almost always involves choosing fast hardware as executinn vehicles. The
first and most important step is to create a functional architecture that allows optimum decisions to made
with respect to the partition and allocation to implementation hardware. This 1implies that the
software/hardware boundary can be chosen with equally well.

Given that a good functional architecture has been chosen, the task can be considered in two parts:
first, the intrinsic response obtainable from the software and second the speed of the hardware portions.
It may take many design iterations to find an optimal solutions as well as testing and tuning during the
field trials.

Parallel processing becomes an important consideration with the implied requirement that tasks can
partitioned and allocated to take advantage of the inherent concurrency. Once again we are back te the
need for a good design methodology.

3.0 Application Examples and Approaches

In order to illustrate the benefits from an expert systems approach, it is useful to evaluate the
problem domains or areas that have already been tried, and the level of success of the systems built to
date. This section is divided {nto two parts: Section 3.1 outlines a generic overview of some problem
areas that have benefited from implementing real-time expert systems; Section 3.2 contains an extensive
discussion of systems that have been reported in the literature as either working or in progress.

3.1 Domain Areas:

The following represent some of the generic applications reported in the literature. They 1llustrate

a grouplng of the various domains and {llustrate some of the specific tasks allocated to these systems.

INDUSTRIAL
1) Process Control

a) Process upset, i.e. handling of the alarms.

b) Diagnosis of 1inconsistent {information (for example, critical measurements that do
aot tesult i{n san alarm).

¢) Strategic economic optimization.

d) Provide strategic advice to the operators to help them handle and avoid crises.
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2) Maintenance Tasks:

Assist the smooth running of the plant by providing a quick diagnosis of the fault and recommending a
quick repair or advising on the most suitable action. These expert systems are best regarded as an advance
in the automation of the factory They perform the following tasks:

a) Alarm monitoring [ES for maintenance tasks].

b) Fault diagnosis.

©) Test generation.

d) Automatic plan rescheduling.

e) Sequencing of repair action.

Management of the acheduling and long term planning of the plant’'s operation.

h) The entirety of the plant wmay also be kept in perspective, so that the propagation
of faults throughout a plant may be detected.

~

3) Computer Operations Environment:
A continuous real-time expert system for computer operations.

a) Controlling the computing system.
b) Provide real-time advice for the operators.
1) Scheduling large batch of jobs.
2) Detect and suggest correction for hardware errors.
3) Performance monitoring.
4) Background monitoring (ro verify all parts of the environment are operational).

MILITARY

a

-

Autonomous satellite that participates 1n early warning missile tracking and counter
measurements.

b) Satellite self defense activities.

¢) Nuclear power plants.

d) Smart weapon systems.

MEDICINE: 1Intensive care patient Monitoring

COMMUNICATIONS: Message interpreter (for example, for ships and airplanes).

3.2 Example Systems:

The following examples provides a description of several real-time expert systems that are either in
routine use, in field testirg, or in a development environment. The goal is to provide a comprehensive
view of the variety of systems and where posible the approaches used in resolving the var{ous {ssues faced
by the designers.

HEXSCON: An Expert System for Real-Time Control [26]

Problem Domaln: Hexscon was developed for military applications which demanded high degree of
sophistication with strict constraints.

Design Goals:

1)} Accommodate 5000 rules in a microcomputer system with 512 k memory.
2) Response time of 10 ms to 100 ms.

3) Ability to handle many objectives (about 1000)

4) Ability to function with uncertain data.

Architecture: Uses both conventional logic and knowledge based techniques, to preserve adequate and rapid
operational decision making.

The problems that arose from this approach was the need for compatible knowledge representations in
the two parts. Therefore, to make a completely {ntegrated hybrid system, knowledge and data
representations for both conventional and knowledge-based parts would have to be {dentical or at least
fully compatible. The solution was to use a representation translator. Th's allows the conventional and
knowledge-based parts to exchange Information freely without requiring full representational
compatibility.

Knowledge Representation and Inferencing: Real-time systems are usually pavtitioned into highly wmodular
tasks, communicating under control of a real-time operating system. However, it proved difficult to
{mplement the knowledge-based part of the system by partitioning it into highly modular tasks due to the
following ressons:

- Forward applications of conventional real-time techniques were extremely expensive In scarce
mewoTy resources.

- A sophisticated partitioning of the inference engine introduiced problems {in implementing
efffctent knowledge representations that had been developed in stand-aione knowledge based
systems.

~
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The solution was to let the knowledge based portion run as a single task in the real-time system using a4
forward chaining (data driven) inference engine. Production rules are used for representing the heuristic
knowledge of the problew domain.

Language: At the beginning of the project LISP was chosen but it was abandoned since LISP languages for
microcomputers tead to be memory intensive and execute significantly slower thar other
microcomputer languages.

Pascal was then chosen because it simplified construction of large programs, produced compact, fast
code in the target environment, and it could be easily converted to Ada.

Status: A prototype real-time knowledge-~based system was developed on a microcomputer.

Performance: The response time varies from 0.10s to 30s depending on the computer, and the number of rules
used in the knowledge base. The response time was 0.25~0.5 s with the emphasis on maximum speed, and | to
10 s with the emphasis on maximum expertise.

Assessment: Although the system does not achieve the ultimate goal for the response time (10 to 100 ms)
for most cases, it shows that a knowledge based controller could be built that runs on a microcomputer and
has enough sophistication and capability to be effective for some real world problems such as military
applications. It also shows the state of the art in predicting expert systems performance.

ESCORT: An Expert System for Complex Operatiocus in Real-Time [24]

Problem Domain: Escort's knowledge covers instrumentatfon failures and some operator errors. Plant
failures, such as pipe rupturing, were excluded because of the relative rarity of such problems.

Design Goals: The design of ESCURT was influenced by the following factors:

1) The system must provide advice on plant crises within | second, (a requirement typical of
convent{onal process control systems)

2) This advice must both indicate the cause of an alarm and the tmportance of the underlying
problem relative to other existing problems.

3) The system should provide advice on control and instrumentation problems but not plant
failures.,

4) The operator must always remain in control of the system; not the other way around.

5) The delivery system should be capable of installation without modification to the target plant,

6) There must be a net benefit to the operator of using, rather than ignoring Escort.

Architecture: Escort has two user interfaces, the first provides continuous advice on plant status to the
operator; the second enables enhancements to be made to the knowledge base.

The user Interface was considered to be critical in the design because of the following reasons:

1) It would be a major factor in the usability of the system
2) its Llmpact on the Escort's knowledge and reasoning approach.

These resulted in the following requirements:

1) Advice on the problem causing alarm

2) Explanation of the basis for advice

3) Indicate the relative {mportance of the alarms

4) Indicate the likely affect of not dealing with the problem

5) The operator should always have control over which advice he is given.

The following are the tasks that Escort needs to perform:

1

~

Recognizing occurrences ar events in the processing plant which may indicate some plant
problem or operator errvor.

2) Prioritising these events.

1) Analyzing an event to infer the underlying plant or {nstrument problem or operator error

4) Prioritizing the underlying problems

5) Presenting problem diagnoses to the operator

6) Responding to operators request.

Of these, all but the last two use knowledge~based approaches.
Knowledge Representation and Inferencing:

Time critical systems require more sophisticated ways of determining reasoning strategy than using
explicit representation of domain knowledge. This 18 due to the fact that they have to cope with widely
varying computational loads, dea) with multiple events in parallel, and respond quickly to events.

Escort, therefore, uses a knowledge based scheduler. It provides the flexibility to allocate
resources depending on the current state of {ts problem solving and of the plant. The knowledge-based
scheduler 1s able to take account of the plant state, the diagnoses made and any operator requests in
detetrmining which activity to perform next.




The scheduler is responsible for ensuring that the individual tasks and in particular the diagnosis
task are performed efficiently. For the knowledge-based tasks, this {s esseatially a search problem in
which a solution is obtained by examining and applying as few rules as possible. Rules applicable at
similar instances or at simllar stages in the diagnosis task are therefore grouped together {nto rule sets
so that, at any stage {n the problem solving, only potentially relevant rules are examined. This has meant
that typically 20X of the rules are activated in diagnosing a particular problem.

Assessment: The system is capable of reducing the cognitive load on a plant operator. However, there {s ne
mention of the systems response time in this paper.

Future Work: The recent work has concentrated on making Escort's diagnostic reasoning more flexible.
Escort will be able to follow the cause and effect pathway from the original precblem to fts manifestation
elsewhere 1n the plant using the knowledge-based search strategy. The new approach will also enabls Escort
to reason over time rather than just within time.

YES/MVS: A Continuous Real-Time Expert System for Computer Operations [22]

Problem Domain: The requirement for high availability and performance in large computing installations has
tfncreased the -eed for fast and consistenl responses to operational problems. Therefore, automatic aids
for computer operators are needed.

YES/MVS is an experimental facility developed to aid in the real-time operation of a large multiple
virtual storage/system Product-Job Entry Subsystem 3 (MVS/SPJES 3) computing Inscaltatfon. Tt addresses
both routine acctlions taken in operating the target system and spontaneous problems that would normally be
handled by an operator,

Design Goals: The problems addressed include:

1) Various kinds of MVS-detected hardware errors.
2) JES queue space depletfon.

3) Channel to channel link problems.

4) Subsystem abnormal ends.

5) Performance monitoring.

b) Background monitoring.

Problems detected and positive corrective actions are displaved for the operator.
The following benefits were anticipated:

1) Better management of the different processes which are running asynchronously 4s  part  of
YES/MVS.

1) Relieving the expert system from low level input/output considerations such as message and
display screen formatting.

3) Providing a self contained knowledge base, so that operational policy description can be more
easily read and modified.

Architecture: YES/MVS runs on a separate computer and does not depend upon the target system fur computing
time and other resources in order to be able to handle major Incidents ir the target system. [ts interface
to MVS {s through an emulated JES 3 console, appearing to MVS as a normal operator's console. YES/MVS runs
in three concurrently running virtual machines under VM/SP operating system:

i) The expert virtual machine.
2) The MVS communications control facility virtual machine.
3) The display control virtual machine.

The expert virtual machine: Using the expertise from multiple subdomains together has several advantages
over creating a separate expert for each subdomain in its own virtual machine. Since rules in a given
subdomain may use some of the same status information that {s needed by the rules in annther subdomain,
One global model of the target system is kept in working memory. This eliminates redundencies and, hence,
incnngtisteacy acrass subdomaing in the expert system's model of the target system.

The MVS communications control facility virtual machine: It runs the MVS communicatfons control
facilitfes. This virtual machine frees the knowledge engineer from concerns about parsing messages and
extracting Iinternal character string.

The display control virtual machine: It controls the display facilitfes and all interactions between
YES/MVS and the systems operators. The actual {mplementation of display facilities was carried out through
the nse of an OPSS rule base, caowbined with calls to the IBM Graphical Data Display Manager.

Knowledge Base and Iaferencing: The knowledge basec {s a high level, declarative format of production-
rules. Since the knowledge base fg inherently modular, it 1s easier for it to adapt and evolve with a
procedural encoding of the knowledge.

Language: 0OPS 5 was selected as a vehicle for implementing YES/MVS due to {ts several advantages for the
project.

1) It t{s flexible and modifiable

2) It could be converted to run under LISP/VM on an [BM computet

3) Its ugse of production rules as a knowledge base representation scemed naturally suited to the
type of knowledge occurring in the domain of computer operations.

4) Tta data driven form of Inference was particularly appropriate to the situation of respondling
in real-time to information received from the target MVS system.




i-7

However, significant extensions were miade to OPSS to enable it to be used in a real-time application.
The expertise in YES/MVS on system operations is encoded in an extended version of OPS5, which runs within
the LISP/VM environment.

The Requirements for Real-time Control: The MVS system being monitored and controlled by YES/MVS is highly
dynamic. Since the MVS world is highly nonomonotonic, 1t {s impossible to maintain an accirate model of
MVS that is complete in all detail. Instead, a model that provides a reasonably good description of the
status of MVS, from the view point of operations is maintained. The vatrious problems discussed earlier
were addressed as follows:

Problem: Real-time response.

tolution: The speed of execution of OPSS was improved by cowpiling the right hand side of the rule (such a
compilation has been independently introduced in OPS83). The matching process has been tuned with several
LISP macros. Also the rules were distributed between several OPS5 systems using concurrent processes in
the form of separate virtual machines supported by a host computer.

Problem: Being able to initiate an action at a given time is one of the fundamental requirements of a
real-time control problem. With a data-driven inference engine, this includes the production of work.ag
memory elements at some future time.

Solution: This was accomplished by defining a new right hand side action primitive for delayed production.
TIMED-MAKE, which takes the normal OPS5 MAKE arguments followed by either an absolute or relative time
specification.

Problem: The ability to have distributed processes interact in a timely fashion.

Solution: Fast communication 18 achieved by introducing a new communication phase in the normal OPS5
inference cycle (recognize, conflict resolution, act). During the communication phase, external messages
are picked up and outbound messages are sent. The conflict resolution then takes place based on changes to
working memory as the result of both right hand side actions and incoming messages.

Problem: Need for explicit control. For example, there are critical problems that require a command
sequence to be issued to MVS without other queries or commands being interspersed. Hardware error message
handing is one such case. Such a real-time requirement necessitates explicit control over the rule firing
in the inference engine.

Solution: The two modes of OPS5 conflict resolution, LUEX and MEA, were extended by a Priority Mode which
has precedence over these. The conflict resolution of OPS5 {s modified so that the active conflict set is
temporarily reduced by excluding all active rules that do not have the highest prirrity task awmong set.
Then the normal OPS3 conflict resolution acts on the reduced set.

The priority mechanisum effectively satisfies the real-time control needs. It als: allows control over
tule interaction between different subdomain areas. While meta-rules could have been used to refine the
conflict resolution strategy, it was found that the priority control mechanism oifered an equivalent
capability without incurring the overhead and compiexity of such a facility. Furthermore, {t provides a
rule~grouping paradigm similar to the use of contexts in EMYCIN and rule-groups for HH rules {n EXPERT,

Requirements for continuous operation: There are at least three basic requirements for operating in a
continuous mode:

1) The inference engine should not terminate when no rule is eligible to fire.

2) The system should ideally run on a special-purpose, high-avallability computer, different
from the subject machine. If the host computer or the virtual machines coamprising the system go
down, the system must be restarted.

Working wemory elements that have served thelr purposes must be removed. The accumulation of
old wuseless data in the working memory not only creates memory space problems in continuous
operation,but, of more 1mportance, 1{instantiates the wrong productions {in a data driven
irference engine, such as OPSS.

3

In order to overcome these problems the following steps were taken:

1) An OPS5 rule OPSWAIT was implemented, which puts the system into a waiting mode. Any external
messages causes the system to resume, with the new data added to the working memory.

2

—

An automat{c restart procedure {8 called during the host computcr faitial program load and also
when a down machine is detected during a periodic mutual polling among virtual machines of the
system.

3) Many different "garbage collection” techniques have been used t» remove old data.
Language: OPS5
Status: YES/MVS ran regularly at the Yorktown Computing Center during a period ot over nine months. After
considerable effort, it ran fully authorized, taking action automatically and subsequently notifying the
operalor.
Assessment: The 8ystem certinly worked as designed, however it 18 interesting to observe the continuous

increases 1in cpu memory being used by the monitor. The cost/performacne {s certainly something tht will
have to be looked at from several points of view.
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Future Work: A second version of YES/MVS {s being developed by the Expert Systems for System Management
Group. This second version wil® e installed at several large IBM computing centers. It will contafn
software to address problems that are sufficiently uniform that generally applicable knowledge can  be
used to control diagnosis and corrective actions, It will also emphasize software constructs that support
the natural statement and direct implementation of knowledge about the operational policy that is unique
to a particular computing installation.

IAP -~ Feasibility Study For an Epergy Management System
Intelligent Alarm Processor: [21])

Problem Domain: Modern energy wmanagement systems all have some form of alarm processing to alert the
operators to power system parameters that are out of normal range or to changes that wmay affect the
operation of the power system. Alarms can be processed and given to the operators on the CRT display very
rapidly and this has led to concern about the way alarms are processed.

Design Goals: Several recommendations for {mproving the alarm processing has been made. The following are
a few examples:

1) EMS systems should present transformed data to the operator not just volumes of raw data.

2) The transformation of the alarm data should be done in such a way as to improve the operator's
view of the power system, offer a larger and better base to make decisions, and convey a
clearer i{dea of the power system condition causing the alarm.

3) Alarm priority should be changed dynamically as system conditions change.

<

Architecture: One assumption build into the Intelligent Alarm Processor (IAP) {s the need for processing
speed so that the expert system does not ftself put an intolerable delay in the display of alarm results
and analyses. For this reason, the rules that govern the processing of the alarms can be set up to reduce
the depth of analysis performed on each alarm when a large burst of alarms is encountered and then to
return to the normal analysis after the disturbance has passed.

Language: The first several prototypes of the expert system were written in FORTRAN since most power
systems analysis software is written in FORTRAN the people trained in its development are usually well
versed in this language. However, later {n the design process LISP was found to be a superior language for
developing the system. The only drawback to using LISP {s the need to occasionally call for results from a
calculation which exists in FORTRAN program. Therefore, future implementation of expert systems in EMS
systems will require one of the LISP systems which can interface to other languages when needed.

Status:

Assessment: The IAP appears to be just a prototype and it stil]l has a long way to go before it could be
used {n the EMS systems. Its feasibility was tested using a dispaicher training simulator and it has not
been tested on the real modern energy management systems. The was no Indication of the response time of
the system.

Future Work: The work so far has demonstrated the feasibiiity of using Al techniques to solve a very
difficult problem facing the users of energy management systems. More extensive wcrk {s now being
conducted to determine the type of rules and the ways in which the knowledge base should be built for an
actual IAP installation. It is expected that a working prototype will be tested in an EMS installation by
1987,

PICON: A Real-Time Expert System For Process Control: (9]

Problem Domain: In a large process plant, such as a power plant, refinery or other such process, there are
several thousand measurements and alarms provided to the human operator. The large size and dynamic nature
of the domain requires new approaches to the inference, since exhaustive search procedures are not
possible in real-time.

Design Goals: Design an expert system to perform inference as would a human expert, who 1s confronted with
the same problem of a limited time to respond to complex situation. The key concepts are:

1) To recognize quickly process conditions which are potentislly significant; and
2) To finvoke relevant rule-sets and focus on these problem areas for dlagnosis and procedural
advice.

In addit{on, there were two real-time design considerations:

1) Dynamic nature of the domain "facts” presents a particular challenge.
2) Large size of the knowledge base required for a realistic implementatfon.

Architecture: The Process Intelligent Control (PICON) package is designed to operate on a LISP machine
interfaced with a conventional distributed system, where as many as 20,000 measurcment points may be
asgessed. This presents a major communication problem, which was solved by using the LAMBDA wachine from
LMI. The LAMBDA provides two processors running in parallel: a LISP processor for the expert system and a
68010 processor for real-time data access and certain low-level inference tasks.

Considerational efficlency led to a design utilizing two parallel processors:
- A 68010 running a C-coded package called RTIME (Real Time Intelligent Machine Environment).

RTIME performs process condition analysis, as directed by the expert system {n a LISP
processor.
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Logic rules an procedures are used when required for the diagnostic inference. PICON mimics the
expert process operator in this regard: logic rules and procedures are invoked specially when they are
required for diagnosis of a process problem, or as requested for a specific step in the inference.

The design includes the ability to change the time period of measurement and algorithm processtng in
individual cases. Therefore, in effect, the system can "focus attention” to a specific area of the process
plant, and put all associated measurements and rules for that area on frequent 8can. This can be done
under control of the LISP program.

Another use of this “focus™ facility {s to scan the plant in a background mode, focusing attention on
parts of the plant to evaluate unit process performance and detect subtle problems, utilizing both the
knowledge base of the expert process operator and the expert process engineer.

It should be noted that the ability to focus not only emulates the way a human expert works, but
also it avoids the problems associated with overloading the distributed process system with request for
information.

Knowledge Base and Inferencing: The infereance engine includes both forward and backward chaining, since
within the context of an alarm advisor, there are requirements for both of these procedures.

There are two types of knowledge in the knowledge base:

1) Process control knowledge
2) Heuristic knowledge

The heuristic knowledge base 1s organized im a taxonomy of frame-like structure. This was chosen for
generality, and also to facilitate explanation. It includes provision for certain factors, permits
backward chaining diagnostic inference.

Status: The PICON package provides a knowledge based structure, facilities for acquiring the knowledge
base in an organized manner, and real-time collection of data with some parallel processing of
inference,and higher level inference tools. The individual applications require specific knowledge
engineering, which is facilitated using the tools we have described.

Future Work: In the future applications such as plant optimization, overall plant and corporate
scheduling, plant design and other high level planning will be considered for expert system application.
These will require further development of yet more sophisticated expert system tool.

A RULE-RASED SUPERVISORY CONTROL SYSTEM FOR MANUFACTURING: [19]

Problem Domain: The cement manufacturing process, and in particular the kilning stage, has acted as a
focus for the assessment of alternative control techniques, and specially for the fnvestigation of rule
based control.

There are two maln reasons for this attempt: first the kiln process is very complex and is subject to
a number of problems such as, changes in raw materials composition, random process disturbance, and long
process lags. Past attempts at automating the supervisory control of the process based on coanventional
techniques have not been sufficiently robust to be useful in the kiln environment. Secondly, the
potential payback in terms of energy saving is very large.

Architecture: The computer system is based on the PDP 1l series (11/23 or 11/73), with all the software
running transparently under the RSX-11 M operating system, providing a full wmulti-tasking multi-user
real-time environment. All software i8 sourced in C and MACRO; conventfonal Al languages were considered
but dfscarded at the system design stage, due to the real-time operating constraint and the amount of
floating point mathematics required.

The number of data base "items™ that can be accommodated is dependent on the memory available.

Knowledge Base and Inferencing: Data frames are used to describe plant items and their treatment. Several
types of data frames are available, which in effect form a composite knowledge base.

Inferencing procedure: Knowledge, strategy, procedure and control mechsaisms are all handled by the
Linguistic Control Language, a language with limited forward chaining combining the normal functions of
real-time process control languages with a technique for embodying knowledg: of the process expert as sets
of linguistically expressed rules. The language also handles uncertainties.

Status: The system has been installed in Blue Aberthaw works since early 1985, and has been conducting the
closed loop supervisory control and optimization of the process. In use, the system has proven its worth.
Linguist{c rules have been shown to permit complex processes to be easily described and succesafully
controlled. It enabled the Blue Circle to gain ever greater insight into the process. Finally, all the
indicators are that the 5% energy reduction aimed at is achievable, with all the cost saving implications.
The system {s being jointly marketed as a commercial product.

AN EXPERT SUPKAVISOR FPOR A ROTARY CEMENT KILN: (14)

Problem Domain: Conventional control schemes in cement manufacture have not succeeded in achieving the
desired results due in part to both cost and process constraints. Processes such as this are generally
controllea +ftt 1 aignificant level of human experts.
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Knowledge Base and Inferencing: The knowledge base has been developed in the form of production rules. The
operating mechanism for the production system consiets of a long term memory (LTM) and a short term
memory (STM). The former contains set of rules and the latter data pertinent to the current state of the
process. When information in the STM has been utilized it may be replaced in total or in part by new data.
The main program is goal driven, with top goal being to determine the KILN CONDITION.

Language: The logical language PROLOG was chosen for writing the sets of rules. The version used was YORK
Portable Prolog for which source code in ISO Pascal was available. This has been installed on several
computers, such as IBM-PC.

Status: This paper only presents an approach for developing knowledge based process supervision and
control for cement kiln. The author claims that the techniques for developing expert systems in this
situation are not yet well established. The total knowledge is neither available nor capable of complete
utilization within the present structure for knowledge representation.

THE ALVEY RESCU PROJECT- A PROGRESS REPORT [20]

Problem Domain: RESCU is a real-time expert System Club of Users who are collaborating with financial
assistance from the ALVEY program in a project to establish the poteutial of exert systems in process
engineering.

Design Goals: The application selected was to apply the expert systems techniques to the quality control
of an Ethoxylates plant at ICI Wilton. The system covers process modeling, process trackling, control,
recipe, recommendations and explanations.

Architecture: The expert system is developed on a DEC VAX 11730 under VMS using the POPLOG development
environment, with a color display system used to support the plant operator's interface and plant data
being acquired automatically from an already installed Foxbourough Fox 1/A computer.

Language: Poplog

Status: May .985, the project moved to the prototype development and integration phase. At the end of
August, nearly all components had been completed and some had been tested in isolation. Some components
had been combined into subsystems and tested as cooperating elements under communication infrastructure.

Future Work: The next stage of the project is to move towards complete prototype integration in parallel
with process of on-gite knowledge elicitation and representation on the RESCU KRL. There will then follow
a period of on-site commissioning. knowledge refinement and assessment of the prototype.

INTENSIVE CARE UNIT MONITORING USING A REAL-TIMK EXPERT SYSTEM: [2)

Problem Domain: Conventlonal alarm systems are typically unable to handle patient/disease specificity,
temporal/dynamic changes,and multivariate interactions. The existing alarm systems used in monitoring ICU
have many limitations. In actual clinical practice, the good clinician is able to circumvent these
limitations. But, what {f an astute clinician is not attending the patient? Under these conditions, it is
quite possible that a significant physiologic derangement is missed. Therefore, some means is required to
help the clinician in these situations. A real-time expert system was proposed to do the job.

Architecture: Production rules are proposed for developing the system. The knowledge base is divided in to
chunks of rules were each node contain production rules that are applicable during a certain time
interval. That is, these chunks of production rules could be viewed as separate systems which present
distinct processes. Therefore, this architecture is fundamentally parallel in nature. The system is
designed to accept concurrent, asynchronous inputs. Since the processes are not independent of each other,
there must be some method of interprocess communication.

Strategies for enabling communication between the various production networks is being examined. The
following are the issues that must be considered:

[) Certain types of Information have to move more quickly through the hierarchy than others.

2) The system must be able to handle potential counflicts, for example, two conflicting
expectations.

It 18 not clear whether conventional communication techniques are powerful enough, or even
appropriate, for the needs of the system. These standard techniquee have arisen in traditional algorithmic
environments, not heuristic ones. Moreover, the techniques are algorithmic rather than heuristic.

Status: To date the project has accomplished the following:

1) Identified certain major weaknesses in conventional alarm systems;

2) Developed a novel production system architecture that’ {s designed to alleviate these
weaknesses;

3) VWritten many of the rules for individual parameters

4) Begun to consider lower level implementation details.

ERIK - An Expert Ship Message Interpreter: Theoretical and Experimental {25]
Problem Domain: The interpretation of communicated messages become =xceedingly complex due to {ll-formed

constructs and noisy transmission channels and requires a considerable amount of human {information
processing.
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Design Goals: Make use of the available technology for processing natural language.
Interpretation Requirements

1) Considerable amount of task specific knowledge
2) Large degree of flexibility in processing
3) Efficient error recovery mechanism.

Processing requirements:

1) Interpret or reject a message in less than 60 seconds of processing time.
2) Must be able to process correctly at least half of the {incoming messages.

A failure to meet any one of these requirements would have drastically reduced the practical validity
of program. The following processing difficulties and goals have guided the major design decisfons In
creation of ERIK:

1) Boundaries between reports on multiple messages have no clear markings. Breaks between reports
must be recognized nevertheless, or else an entire report may be parsed incorrectly.

2) The reports are often ill formed.

3) Due to time and accuracy constraints, ERIK must have the ability to quickly identify cases
that it cannot process and, consequently, to terminate further processing. However, the
rejection of reports must, in general, be kept to a minimum.

4) Only a small fraction of the entire information in a message is relevant to ERIK. Determining
the relevant parts is one of the major concerns.

5) No string dictionary exists for many filelds, wmaking identification of those fields difficult.

6) A limited natural language capability should be given to the interpreter. This 1is because
natural language 1s occasionally used in reports that describe ship sall plans.

7) The access to the data base containing the ship names and call signs should be held to minimum,
gince it 1is very large.

Architecture: ERIK runs on AMVER (Automated Mutual-assistance Vessel Rescue). The source code in LISP {s
541 k words. It takes 1218k words in dynamic memory of common LISP (this includes the {ndex into the ship
and port name data base but not the data base itself).

Language: LISP.

Perfromance: Average processing time per ship message depends on the hardware on which ERIK runs. For
example; on DEC VAX 11/785 running common LISP:

the average CPU time per ship report = 19.35 seconds,

the average CPU time per message = 27.5 seconds, and
the average CPU time including
LISP garbage collection time = 25,51 seconds

per ship report
the average CPU time including
LISP garbage collection time = 36.26 seconds
per message

However, when running on Symbolic LISP machine, the equipment used by the Coast Guard, these numbers
are reduced by a factor of two.

Future Work: It includes studying aspects of ERIK that are cognitively valid on tasks such as expectation-
based spelling correction, which 1s integrated with conceptual analysis, and efficlent interpretation of
garden path sentences.

4.0 UMRESOLVED ISSUES AND PROBLEMS

The systems described in Section 3 are not yet exploiting the full potential of this technology. Iun
the following several issues are discussed, which form the concern of researchers in the field, whose
regolution will hasten the advent of large scale real-time expert systems. The issues range from the
ability to think about and represent strategic requirements to the problems of knowledge representation
and inferencing already discussed.

Strategy and Inference Procedures: Current real-time expert systems tend .o use heuristics to guide the
search at a surface level, and for relating observed signals to implied uncderlying causes and faults.

Few applications so far have considered the dynamics of the systems they are monitoring - most look
for combination of static signal conditions. For less complex applicationi, these restrictions are often
tolerable, but future controllers for very complex systems, capable of reasoning about and controlling new
situations, will have to reason at deep levels about cause and effect and dynamic behaviour of the
observed system. Two areas of interest become important: deep knowledge and simulation as a means of
inferring future behaviour.

If deep knowledge could be used both to reason about and to control new situations, then simulation
could play a very substantial role in the control of a system. Simulation could be used as wmeans of
inferring future behaviour and checking the credibility of the hypotheses.
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It 1is possible to reason about diffevent properties and constraints than those presented 1in the
knowledge base only 1f we use methods of reasoning at the level of general cases and theories. The
heuristics are thean at a such deeper level than surface heuristics. There may be some drawbacks, however,
since these levels don’t encompass any of the induced heuristics that an experienced plant operator may
have gained. Therefore, there may be aifferent levels at which the knowledge-~based control could act. The
higher level representations are wore flexible, but are more expensive in computational terms. However,
many are convinced that by concentrating efforts on systems working at these high levels, more intelligent
systems can be bullt. In particular, we may be able to construct systems which can reason correctly in a
certain percentage of unforeseen clrcumstances; a rather exciting possibility.

Representation: The success of a rule-based controller depends obviously on the representation of cthe
process. The rules need to be compacted, 1If the speed of response of the system {s not to deteriorate as
the number of rules increases. This may be done in several ways, for example by grouping together the
rules which apply to a particular component, or by ordering them according to the number of separate
clauses in the antecedent of the rule.

A frame-based structure lends itself particularly well to process control and maincenance. A frame
plant component' may be defined, describing basic properties. Particular kinds of component are defined
as subclassea. The advantage of this kind of knowledge representation are flexibility and capacity to
present °deep' knowledge about physics and materials.

Deep 1level representation of knowledge 1s more expensive in computational terms. However, wmany are
convinced that by concentrating efforts on systems working at this level, more lntelligent systems could
be produced.

Reliability and Sanity: It appears that none of the systems built so far have attempted to provide means
for checking the knowledge base for inconsistencies. If a procedure could be developed to check this, then
it would reduce the search time for the cases in which inconsistencles occur and hence reduce the search
complexity.

5.0 CONCLUSION

Knowledge-based systems are now being used, and will become more wide spread as more experience is
gained. An expert system, none-the-less, is quite similar to a real-time control system; for example,
both are command and event driven, have feedback loops, require the same instrumentation packages, and
access the same kind of data from conventional data bases. The total software package is often hybrid in
nature combining classical algorithmlic representations with knowledgr bases and inferencing procedurss.
The designer must allocate both the functional tasks and the response-time budgets among the various
{mplementation devices. Speclal purpose hardware and software for this application ls often essential.

The systems presented here have dealt with most of the real-time requirements. It scems that they all
have avoided the problems encountered when attempting to deal with dynamic facts by treating them as
static facts for a particular instance. However, this approach can not be used for more complex systems,
and it does not provide any insight finto the past history or future expectations. Therefore, none of these
systems can predict future problems. An approach for solving the °dynamic facts' problem is to empluy decp
heuristics or knowledge by applylng qualitative theorems. The area of qualitative heuristics requires more
research at the preseat time.

Setting up an Expert System:

For an on-line system attached to a control system, a goud approach would be to let each system do
what they do best: a classical control system should handle real-time data based on algorithmic tasks, and
the rule-based software should perform the rule-based rapresentation of the plan dynamics and the
strategic tasks. The 1iggue 18 how do you arrive at the optimal partition within the cost/performance
window.

LISP for real-time control operations:

Any language or development system that uses linked lists and heap storage, must perlodically engage
in a process of compacting memory storage areas that has become deallocated. This proces (s called
“garbage collecting”. A LISP based system, for example, must execute such a procedure. In many cases,
garbage collection 1s an uninteruptable procedure. Uf {nterrupt service is needed during the garbage
collection, it may not be possible for the system to tespond in time. Therefore, 1f a L1SP-based expert
system {s to be developed, the details of how garbage collection 1s handled must be known to the designer,
to insure that it will not interfere with the real~time functions. In addition Lisp executes slowly on a
non-Lisp machine.

Development Systems

When comparing the capabilities of the commercially available evpert system development packages, one
of the first items to examine is the command language. The command language used should allow the user to
write in the implementation language, if necessary.

Using LISP hardware and software, allows development of an expert system that will run efficlently in
a real-time environment. However, there are rare exceptions, the packages can not be downloaded to any
other target computer. Work is going on to improve LISP and PROLOG compllers and interpreters for standard
computers.

T e
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In terms of cost, LISP hardware and software is quite high compared to a conventional computer. This
situation will change as soon as low cost LISP machines become widely available. Jther considerations for
selecting a development systea for an expert system that will be used in an industrial or process conirol
environment include:

1. Most systems will require a representation that is hybrid in nature. The langvage used in the
system builder should allow both rules and frames.

2. The system should be able to communicate with other computers, ot with other tasks {n the host
computer. This allows the expert systems to communicate with each other and with conventlonal

software.

3. Development and run-time portions of the expert system should be separable, so0 that run-only
delivery systems can be developed.

4. Multiple {inference engines should be available. This will permit the knowledge base to be

designed to fit the application, not the other way around.
5. Forward chaining and backward chaining are both important in control applications.

Cognitive Overload and Operatorless Systems: It is clear that as these systems progress that wore
strategic functions will be incorporated into the software. The future of operatorless systems becomes a
cause for wide concern. The impact {s not only in union negotiations, but in productivity, competitiveness
and perhaps industrial survival. The 1ssue 18 one of broad soctal concern. Indeed, machine intelligence is
a hidden time bomb in our social fabric, which may have to be dealt with long before some of the other
impending societal dooms we are alledgedly facing.

Clearly, the cognitive overload problem must be faced. The level of complexity of systems 1is now
approaching the limits of human cognitive abilities, 1in terms of response times and reliability. The
machine as ‘'decision maker' or 'advisor' becomes a issue which goes beyond the normal demands placed on
the designer.

Uncertain Data: Various systems builders can operate with both uncertain input data and with uncertainty
assoclated with the coasequences of the rules. Despite this facility, there is still disagreement about
how the uncertainty in the physical world is best represented in the inference engine, and how {s s best
characterized in the faput data. This field of research will continue for some time into the future.

Strategy and Heuristics: There {s a need for a representation of high level strategic goals 1into the
execution of the knowledge base. Indeed, dtistingulshing the point where strategy becomes tactics is of
importance, There 18 a requirement here for process descriptions that extend over more than one snapshot
of a systems state; {.e., for extended Markov models. Incorporating longer term trends into a strategic
responge plan 1is difficult and will undoubtedly depend on heuristics derived from good strategist, at
least in the beginning. The study of the representation of strategy is an interesting and {mportant area
of research.

Performance: Predicting the performance of an expert system seems at this time to be closer to an
experimental art rather than a reasonably theoretically based science.

The characteristics of a knowledge base are often fragile when subjected to compression or
compaction, therefore, seeking speed-ups based on this approach requires great skill. The lack of an
appropriate approach can lead to not finding the best solution or not finding any solution.

Results from a knowledge base are dependent on the boundary status of the rules. Interesting eveat
combinations could cause irrational problems depending on the rule structure.

Commercial Development: It 18 difficult to ignore the lack of commercial results in this field. The
technology has gone commercial too fast. The field is too young for this to happen. The consequences will
be the duplication of results and an increased cost in the utilization of this new technology. There is
considerable agruement for the research to remain in the Universities for a while longer until the baic
problems have been worked out.

The Final Word
For those of us driving the technology, the challenge s to think in ever {ncreasing levels of

abstaction about our machines and sytems. We are, at this point {n time, limited by concepts, not
technology.
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