-R191 284  UNITED STRTES AIR FORCE SUMMER FACULTY RESERRCH PROGRAM 1///
(1987) PROGRAM TE. . (U) UNIVERSAL ENERGY SYSTEMS INC
DAYTON OH R C DARRRAH ET AL. DEC 87 AFOSR-TR-88-8213

UNCLRSSIFIED F49628-85-C-8013 /6 5/1

8-
E

ol [T




WO T RN NN WY Y L“}

LA A Ak

LR LA A A S Balr Sal Eal tof Vol Sl St N hi i i

-

16

|

14

i

HLi T

UTIUN

R by 9t




AD_A la| 204

UNITED STATES AIR FORCE
T SUMMER FACULTY RESEARCH PROGRAM
n:_-;:::: 4 1987

o PROGRAM TECHNICAL REPORT
UNIVERSAL ENERGY SYSTEMS, INC.

S ) VOLUME TI of III

Program Director, UES ; Program Manager, AFOSR
Rodney C. Darrah . Major Richard Kopka

4 Program Administrator, UES
. Susan K. Espy

| Submitted to

j:._:. Air Force QOffice of Scientific Research

o

LY

AN

Bolling Air Force Base .

Washington, 0OC D I IC

T1ECTE
-
December 1987 g MAR Q11988

Q.

NORERY AR

hY

.

oy
K

¢t A

H

L

®
~
)
Y
>
[}
N
8
N
®
.
o
S

-,
A

oG Yy

DISTRIBUTICN STATEMENT A

vy
PN,

Approved for public relecaay
Distriburion Uzimitod

it e

-

......

. . R S LI IR g S L A e R S i N N L AN Al Sl A S R R
g 5 A A L e O S LAY RN ~.’~."'-."\"\"‘

N
P
G 4
[S
y




MM LRI Gl e i A S Sel Nl el SR G i 0l 204" 2 \R" A 200 e ICAMCAAA U AaS oat et BATR A ad te St AR Ak L ol ind o Sop sob Wad Gad 6.a°2 a4 ave ot StSEL e V'T

Cemy {'\ ' b fh 4
il ;Q . t\-‘{, b

TABLE OF CONTENTS

Y
SECTION PAGE
Preface . . . « .« o i e e e e e e e e e e e e e e e i
List Of Participants . . . . . « . .« . . . .o e e e e ii
Participant Laboratory Assignment . . . . . . . . . . . . .. .oxxviii
Research Reports . . . . . . . ¢ . . . .o v 0w e e ey o xxxdiid
o~ '
. i
1
"
Accession For //r ‘
NTIS GRA&I d
DTIC TAB 0
Unannouncsed )|
. Justification
y By
q Distribution/
) _ Aval;gbility Codes
’ |[Avail and/or
y Dist Special
: (
>
, ,\
q ‘\ ‘
-,
N
Y
n
q
LN A A A '-F'\F,&-("l‘ L A S S

.' . ‘, . I'I“ul"-(" '." S ) o, ol S «?u o O
D B e e e . s VT N P T o




i.Wh\ fiﬁw

LI

r. o S - 4
: , ,". |
3 i @ N | P
.. | : [Nl ! o

e te H \
“ , gt
b > R . KENPE

| n:.m.m Tecnnicai tor

L a*}
2y

S50

TETE W W LW

M ol o

T T T S T TN e T e A W e

PRI LT W W T IR N




A A A ol A A MG AR AR Yol AEA o LB oAD'l oW bl A A faa® el fah el Sob Sof ol Sol ted sl saf val WAk -4 ERAPathta Sl A el A b A b B Aok Bt ant aa |

SECURITY CLASSFICATION OF THIS PAGE

. . Form Approved
REPORT DOCUMENTATION PAGE OMB No. 0704-0188
1a REPORT SECURITY CLASSIFICATION 1b RESTRICTIVE MARKINGS
2a. SECURITY CLASSIFICATION AUTHORITY 3 DISTRIBUTION/AVAILABILITY OF REPORT
Approvel famouhlic release;
2b DECLASSIFICATION. DOWNGRADING SCHEDULE aistribution ualimited.
4. PERFORMING ORGANIZATION REPORT NUMBER(S) 5 MONITORING ORGANIZATION REPORT NUMBER(S)
AFOBR-TR. ¥ 8- u 21
6a. NAME OF PERFORMING QRGANIZATION 6b OFFICE SYMBOL 7a NAME OF MONITORING ORGANIZATION
(If applicable)
Univer<al Fnergy Systems Inc. ATOSR/XOT
6¢. ADDRESS (City, State, and ZiP Code) 7b ADDRESS (City, State, and Z/P Code)
4401 Dayton-Xenia Read Building 410
Daytor, Oh 45432 Bolling AFB DC ?0332-A448
8a. NAME OF FUNDING 'SPONSORING 8h OFFICE SYMBOL 9 PROCUREMENT INSTRUMENT IDENTIFICATION NUMBER
ORGANIZATION (If applicable)
Same as ‘7 F49620-85--C-0013
8c ADDRESS (City, State, and ZIP Code) 10 SOURCE OF FUNDING NUMBERS
\ PROGRAM PROJECT TASK WORK UNIT
Same as 7 ELEMENT NO NO NO ACCESSION NO
61102F 3396 D5
1Y TITLE (Include Security Classification)
USAF Sunmer Facuity Qescarch Program - Volome 7 -~ 1987
12 PERSONAL AUTHOR(S)
Rodney C. Darrah, Susan K Espy
13a. TYPE OF REPORT 13b TIME COVERED 14. DATE OF REPORT (Year, Month, Day) [15. PAGE COUNT
Annual FROM TO December 1987
16 SUPPLEMENTARY NOTATION
i7. COSATI CODES '8 SUBIECT TERMS (Continue on reverse if necessary and identify by block number)
FIELD GROUP SUB-GROUP
19 ABSTRACT (Continue on reverse if necessary and identify by block number)
See Attached
AR
e
.
20 DISTRIBUTION/AVAILABILITY OF ABSTRACT 21 ABSTRACT SECURITY CLASSIFICATION
4
O K unciassipepunumiTed [ saME as reT CJ BTIC 1JSERS IMC : ASSOEQY D
e 229 JIAME OF RESPONSIBLE INDIVIDUAL 22b TELEPHONE (Include Area Code) [ 22¢ OFFICE SYMBOL
}\-:’ LT, COL, CLAUDE CAVENDER 202-767-4970 XOT
g
g.- DD Form 1473, JUN 86 Previous editions are obsolete SECURITY CLASSIFICATION OF THIS PAGE
o
r;l.\
'l -
'-‘.'J' -_‘-w——‘ﬁ-—
IJ‘-J"-..\ .
hara”a¥a




“28a Yka R )

AEE———

T TN W R Wy AT RTE LT T TR T e AN LT LT e e R T R R R T ET T e T

Y, Rt >l
[, INTRODUCTION AFQLR - 72,

Universal Energy Systems, Inc. (UES) was awarded the United States
Air Force Summer Faculty Research Program on August 15, 1984. The
contract is funded under the Air Force Systems Command by the Air Force
Office of Scientific Research.

The program has been in existance since 1978 and has been conducted
by several different contractors. The success of the program is evident
from its history of expansion since 1978.

The Summer Faculty Research Program (SFRP) provides opportunities
for research in the physical sciences, engineering, life sciences,
business, and administrative sciences. The program has been effective in
providing basic research opportunities to the faculty of universities,
colleges, and technical institutions throughout the United States.

The program is available to faculty members in all academic grades:
instructor, assistant professor, professor, department chairman, and
research facility directors. It has proven especially beneficial to
young faculty members who are starting their academic research programs
and to senior faculty members who have spent time in wuniversity
administration and are desirous of returning to scholarly research

programs.

Beginning with the 1982 program, research opportunities were
provided for 17 graduate students. The - 1982 pilot student program was
highly successful and was expanded in 1983 to 53 students; there were 84
graduate students in the 1984 program.

In the previous programs, the graduate students were selected along
with their professors to work on the program. Starting with the 1985
program, the graduate students were selected on their own merits. They
were assigned to be supervised by either a professor on the program or by
an engineer at the Air Force Laboratories participating in the program.
There were 92 graduate students selected for the 1985 program.

Again in the 1986 program, the graduate students were selected on
their own merits, and assigned to be supervised by either a professor on
the program or by an engineer at the participating Air Force Laboratory.
There were 100 graduate students selected for the 1986 program.

Follow-on research opportunities have been developed for a large
percentage of the participants in the Summer Faculty Research Program in
1979-1983 period through an AFOSR Minigrant Program.

On 1 September 1983, AFOSR replaced the Minigrant Program with a
new Research Initiation Program. The Research Initiation Program
provides follow-on research awards to home institutions of SFRP
participants. Awards were made to approximately 50 researchers in 1983.
The awards were for a maximum of $12,000 and a duration of one year or
less. Substantial cost sharing by the schools contributes significantly
to the value of the Research Initiation Program. In 1984 there were
approximately 80 Research Initiation awards.

1




PREFACE

The United States Air Force Summer Faculty Research Program
(USAF-SFRP) is a program designed to introduce university, college, and
technical institute faculty members to Air Force research. This is
accomplished by the faculty members being selected on a nationally
advertised competitive basis for a ten-week assignment during the summer
intersession period to perform research at Ar Force
laboratories/centers. Etach assignment is in a subject area and at an Air
Force facility mutually agreed upon by the faculty members and the Air
Force. In addition to compensation, travel and cost of living allowances
are also paid. The USAF-SFRP is sponsored by the Air Force Office of
Scientific Research, Air Force Systems Command, United States Air Force,

and is conducted by Universal Energy Systems, Inc.
The specific objectives of the 1987 USAF-SFRP are:
(1) To provide a productive means for Scientists and Engineers
holding Ph.D. degrees to participate in research at the Air

Force Weapons Laboratory;

(2) To stimulate continuing professional association among the

Scholars and their professional peers in the Air Force; !

(3) To further the research objectives of the United States Air i
Force; }
(4) To enhance the research productivity and capabilities of

Scientists and Engineers especially as these relate to Air
Force technical interests.

During the summer of 1987, 159-faculty members participated. These
- researchers were assigned to 25 USAF laboratories/centers across the

country. This three volume document is a compilation of the final

reports written by the assigned faculty members about their summer

research efiorts.
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LIST OF 1987 PARTICIPANTS

NAME/ADDRESS

Dr. Suresh K. Aggarwal
Assistant Professor

Dept. of Mechanical Eng.
Univ. of Il1linois at Chicago
P O Box 4348

Chicago, IL 60680

(312) 996-2235/5311

Dr. Gurbux S. Alag

ssociate Professor

Dept. of Electrical Eng.
Western Michigan University
1940 Howard Street, #410
Kalamazoo, MI 49008

(616) 383-1538

Dr. John W. Amoss

ssociate Professor

Dept. of Systems Science
University of West Florida
Pensacola, FL 32514

(904) 474-2547

Dr. Victor H. Appel

Associate Professor

Dept. of Educational Psychology
Univ. of Texas at Austin
Austin, TX 78712

(512) 471-4155

Dr. Xavier J.R. Avula
Associate Professor

Dept. of Engineering Mechanics
University of Missouri-Rolla
Rolla, MO 65401

(314) 341-4585

Dr. Francesco L. Bacchialoni
Associate Professor

Dept. of Electrical Engineering
University of Lowell

1 University Avenue

Lowell, MA 02173

(617) 452-5000

......

DEGREE, SPECIALTY, LABORATORY ASSIGNED

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Deqree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

\\

Ph.D., Aerospace Eng., 1979
Aerospace Engineering
APL

Ph.D., Systems Eng., 1976
Systems Engineering
RPL

Ph.D., Electrical Eng., 1972
Electrical Engineeering
AL

Ph.D., Psychology, 1959
Psychology
HRL /MO

Ph.D., Etngineering Mechanics
1968

Engineering Mechanics

HRL/MO

Ph.D., Ingegneria, 1946
Engineering Mechanics
HRL/MO
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Dr. Praphulla K. Bajpai
Professor

Dept. of Biology
University of Dayton
300 College Park
Dayton, OH 45469

(513) 229-3029

Dr. Vernon L. Bakke
Associate Professor
Dept. of Math. Science
University of Arkansas
Fayetteville, AR 72701
(501) 575-4531

Dr. Shankar S. Bale

Professor

Dept. of Science and Math
Saint Paul's College
Lawrenceville, VA 23868-1299
(804) 848-3111

Dr. William W. Bannister
Professor

Dept. of Chemistry
University of Lowell
Lowell, MA 01824

(617) 452-5000

Prof. Beryl L. Barber
Assistant Professor

Dept. of Electronic Eng. Tech.
Oregon Institute of Technology
3201 Campus Drive

Klamath Falls, OR 97601-7791
(503) 882-6321

Dr. William M. Bass
Professor

Dept. of Anthropology

The University of Tennessee
252 South Stadium Hall
Knoxville, TN 37996

(615) 974-4408

..........

Degree: Ph.D., Immunophysiology,
1965

Specialty: Immunology

Assigned: AAMRL

Degree: Ph.D., Mathematics, 1971

Specialty: Mathematics

Assigned: AL

Degree: Ph.D., Genetics, 1971

Specialty: Genetics

Assigned: AAMRL

Degree: Ph.D., Organic Chemistry,
1961

Specialty: Organic Chemistry

Assigned: ESC

Degree: MS, Electronic Eng., 1961

Specialty: Electrical Engineering

Assigned: RADC

Degree: Ph.D., Physical Anthropology
1961

Specialty: Physical Anthropology

Assigned: ESC
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i Or. Bryan R. Becker Degree: Ph.D., Engineering Science,
Associate Professor 1979

. Dept. of Mechanical Engineering Specialty: Engineering Science
Rose-Hulman Institute Assigned: APL

5500 Wabash Avenue

_. Terre Haute, IN 47803
L. (B12) 8717-1511
-
:: Dr. Charles Bell Degree: Ph.D., Mechanical Eng.,
Professor 1965
Dept. of Engineering Specialty: Mechanical Engineering
Arkansas State University Assigned: AD
P O Drawer 1080
. State University, AR 72467-1080
; (501) 972-2088
¢
Prof. Kweku K. Bentil Degree: M.S., Building Construction,
Associate Professor 1975
School of Building Construction Specialty: Building Construction
) University of Florida Assigned:  LMC
{ Gainesville, FL 32611
" (904) 392-5965
v Dr. David E. Betounes Degree: Ph.D., Mathematics, 1978
- Associate Professor Specialty: Mathematics
Mathematics Oepartment Assigned:. AD
i Univ. of Southern Mississippi
- S.S5. Box 5045
y Hattiesburg, MS 39406-5045
- (601) 266-4293
Prof. Phillip A. Bishop Degree: Ed.D., Exercise Physiology,
Assistant Professor 1983
Area of HPER Specialty: Exercise Physiology
" University of Alabama Assigned: SAM
: Tuscaloosa, AL 35487-9909
= (205) 348-8370
X Dr. Jerome W. Blaylock Jegree: Ph.D., Computer Science,
- Associate Professor 1982
f Dept. of Computing & A.S. Specialty: Computer Science
Texas Southern University Assigned: LMC
y 3100 Cleburne Avenue
j Houston, TX 77004
J (713) 527-70N1
:
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Dr. John W. Bopp
Assistant Professor
Dept. of Chemistry
Nazareth College
4245 Last Avenue
Rochester, NY 14610
(716) 586-2525

Dr. Kevin Bowyer

Assistant Professor

Dept. of Computer Sci. & Eng.
University of South Florida
4202 E. Fowler Avenue

Tampa, FL 33620

(813) 974-3032

Mr. tee I. Britt
Instructor

Dept. of Physics

Grambling State University
Grambling, LA 71245

(318) 274-2575

Mr. Richard H. Brown
Associate Professor

Dept. of Biology

Quachita Baptist University
Box 3686

Arkadelphia, PA 71923
(501) 246-4531

Dr. Robert A. Buch]

Assistant Professor

Dept. of Physics & Astronomy
Univ. of Wisconsin-Eau Claire
Eau Claire, Wl 54702-4004
(715) 836-2272

Dr. Charles M. Bump
Assistant Professor
Dept. of Chemistry
Hampton University
P 0 Box 6483
Hampton, VA 23668
(804) 727-5330

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

vi

Ph.D., Chemistry, 1984
Computer Science
AD

Ph.D. Computer Science, 1980
Computer Science
RADC

M.S., Physics, 1978
Physics
AEDC

M.S., Physiology, 1963
Physiology
OERL

Ph.D., Physics, 19N
Physics
AD

Ph.D., Organic Chemistry,
1979

Organic Chemistry

FJSRL
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-~ Dr. Allan R. Burkett Degree: Ph.D., lnorganic Chemistry,
" .
o Associate Professor 1972
o Dept. of Chemistry Specialty: Inorganic Chemistry
~ Dillard University Assigned:  RPL
o 2601 Gentilly Blvd.
. New Orleans, LA 70122
= (504) 283-8822
5 Dr. Ronald V. Canfield Degree: Ph.D., Statistics, 1975
1 Professor Specialty: Statistics
- Dept. of Applied Science Assigned: RADC
v Utah State University
UMC 42002601 Gentilly Blvd.
- Utah State University, UT 84233
b (801) 750-2434
g o
» Dr. Patricia A. Carlson Degree: Ph.D., Literature/Language,
. Professor/Director 1973
Dept. of Humanities Specialty: Literature/lLanguage
. Rose-Hulman Inst. of Technology Assigned: HRL/LR
4 5500 Waoudash Avenue
o Terre Haute, IN 47803
. (812) 877-15M
: Dr. Kwo-Sun Chu Degree: Ph.D., Theoretical Physics,
" . Chairman 1974
g Dept. of Physics & Comput. Sci. Specialty: Theoretical Physics
. Talladega College Assigned: ML
. Talladega, AL 35160
(205) 362-0206
Dr. David Y. Chung Degree: Ph.D., Physics, 1966
Professor Specialty: Theoretical Physics
Dept. cf Physics Assigned: FJSRL
Howard University
Washington, 0C 20059
e (202) 636-7903
2"
N Dr. Robert W. Courter Degree: Ph.D., Aerospace Eng., 1965
N Associate Profe;sor ' ' Sgeg1a1ty: Aerospace Engineering
¢ DepF._of Hechan1ca] Eng!neer1ng Assigned: AD
M Louisiana State University
i CEBA 2513D
N Baton Rouge, LA 70803
C: (504) 388-5891
| EW
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Dr. Bruce A. Craver Degree: Ph.D., Physics, 1976
Associate Professor Specialty: Physics
Dept. of Physics Assigned: ML

University of Dayton
300 College Park
Dayton, OH 45469
(513) 229-2219

Prof. William K. Curry Degree: M.S., Computer Sci., 1976
Assistant Professor Specialty: Computer Science
Dept. of Ccmputer Science Assigned: Al

Rose-Hulman Inst. of Technology
5500 Wabash Ave.

Terre Haute, IN 47803

(812) B77-151N

Dr. Phanindramohan Das Degree: Ph.D., Meteorology, 1963
Professor Specialty: Meteorology
Dept. of Meteorology Assigned: ESD

Texas A&M University
College Station, TX 77843
(409) 845-0633

Dr. Bruce A. DeVantier Degree: Ph.D., Civil Eng., 1983
Assistant Professor Specialty: Civil Engineering

Dept. of Civil Eng. & Mechanics Assigned: ML
S. I11inois University

Carbondale, IL 62901

(618) 536-2368

Dr. Elvis £. Deal Degree: Ph.D., Industrial Eng., 1985
Assistant Professor Specialty: 1Industrial Engineering

Dept. of Industrial tngineering Assigned: OEHL
University of Houston

4800 Calhoun

Houston, TX 77004

(713) 749-4487

Dr. Suhrit K. Dey Degree: Ph.D., Aerospace Eng., 1970
Professor Specialty: Aerospace Engineering
Dept. of Mathematics Assigned: AEDC

tastern 111inois University
Charleston, IL 61920
(217) 5681-32117

viii

>~ - B R e e T e e T T L e e e e e e s T T T e T e e T T e et e CERARILITY . «
R P A AT AT AT . e S L L e e e e e e e e T T e e _,:-,\‘,_‘,\.'_\_“_\‘.
AT T LT T T R L VS W S




T

?

L]
N

-
b

-
)
»

)

.

Dr. Ronna E. Dillon
Professor

Depts. of tducational Psychology

and Psychology

Southern I1linois University

Carbondale, IL 62901
(618) 536-7763

Dr. Ravinder Diwan
Professor

Dept. of Mechanical Engineering

Southern University
Baton Rouge, LA 70813
(504) 771-470

Or. Verlynda S. Dobbs
Assistant Professor

Dept. of Computer Science
Wright State University
414 Fawcett

Dayton, OH 45435

(513) 8713-249]

Dr. F. Carroll Dougherty
Assistant Professor

Dept. of Aerospace Engineering

University of Colorado
Campus Box 429
Boulder, CO 80309
(303) 492-B464

Dr. John M. Dunn
Assistant Professor

Dept. of Elec. & Compt. Eng.

University of Colorado
Campus Box 425
Boulder, CO 80309
(303) 492-5487

Dr. Thomas A.W. Dwyer
Associate Professor

Dept. of Aero & Astro Eng.

University of Illinois
104 S. Mathews Avenue
Urbana, IL 61801
(217) 244-0720

Specialty:

Specialty:

Specialty:

Specialty:

Specialty:

Specialty:

L B P SR W '. "'
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Ph.D., Educational
Psychology, 1978
Educational Psychology
HRL /MO

Ph.D., Metallurgy, 1973
Metallurgy
ML

Ph.D0., Computer Sci., 1985
Computer Science
AL

Ph.D., Aeronautical/
Astronautical Engr., 1985
Aerospace Engineering
AEDC

Ph.D., Applied Physics, 1984
Applied Physics
RADC

Ph.D., Mathematics, 1971
Mathematics
WL

\Lx' \"
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Dr. Kiah Etdwards
Professor

Dept. of Biology

Texas Southern University
3100 Cleburne Street
Houston, TX 77004

(713) 5271-1829

Dr. Marco A. Egqoavil

Associate Professor

Dept. of Mechanical tngineering
University of Puerto Rico
Mayaguez, PR 00709

(809) 834-4040

Dr. Ira Elder

Professor

Dept. of Mathematical Sciences
Eastern New Mexico University
Portales, NM 88130

(505) 356-6208

Dr. Ramez Elmasri
Assistant Professor

Dept. of Computer Science
Univ. of Houston

Houston, TX 77036

(713) 749-2630

Dr. John E. Erdei
Assistant Professor
Dept. of Physics
University of Dayton
Dayton, OH 45469
(513) 229-2318

Or. Joseph J. Feeley
ssociate Professor
Dept. of Electrical Engineering
University of Idaho
Moscow, 1D 83843
(208) 885-7482

Degree:

Specialty:
Assigned:

Deqree.
Specialty:
Assigned:

Degree:

Specialty.
s51gned.

Degree:

Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Ph.D., Molecular Biology,
1974

Molecular Biology

Ot HL

Ph.D., Mechanical €ng., 19B1
Mechanical Engineering

ALDC

Ph.D., Applied Mathematics
1979

Applied Mathematics

WL

Ph.D., Computer Science,
1980

Computer Science

RADC

Ph.D., Condensed
1983

Physics

APL

Matter,

Ph.D., Electrical Eng., 1980
tElectrical Engineering
AD
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Dr. Wilton Flemon
Associate Professor

Dept. of Chemistry
Metropolitan State College
Denver, CO 80204

(303) 556-2838

Dr. Dennis R. Flentge
Associate Professor

Dept. of Math/Science
Cedarville College

Box 601

Cedarville, OH 45314-0601
{513) 766-2211

Dr. Luther D. Flippen, Jr.
ssistant Professor

Dept. of Mechanical and
Nuclear Engineering

Mississippi State University
P 0 Drawer ME

Mississippi State, MS 39759
(601) 325-3412

Dr. Lee A. Flippin
Assistant Professor

Dept. of Chemistry

San Francisco State Univ.
San Francisco, CA 94132
(415) 469-1621

Dr. Lionel R. Friedman
Professor

Dept. of Electrical Eng.
Worcester Polytechnic Inst.
100 Institute Road
Worcester, MA 01609

(415) 469-1627

Dr. John W. Gilmer
Assistant Professor
Polymer Science Program
Penn State University
University Park, PA 16802
(814) 863-1487

Degree:

Specialty:

Assigned:

Degree:

Specialty:

Assigned:

Degree:

Specialty:

Assigned:

Degree:

Specialty:

Assiqned:

Degree:

Specialty:

Assigned:

Degree:

Specialty:

Assigned:

xi

Ph.D., Physical Organic
Chem1 try, 1970

Physical Organic Chemistry
RPL

Ph.D., Physical Chemistry,
1974

Physical Chemistry

APL

Ph.D., Mechanical Eng., 1982
Mechanical Engineering
RPL

Ph.D., Organic Chemistry,
1980

Organic Chemistry

AFGL

Ph.D., Physics, 1961
Physics
RADC

Ph.D., Physical Chemistry,
1984

Physical Chemistry

ML
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Dr. Stephen J. Gold

Associate Professor

Dept. of Electrical Engineering
South Dakota State University

P 0 Box 2220

Brookings, SD 57007

(605) 688-4419

Dr. Michael R. Gorman

Assistant Professor

Dept. of Engineering Mechanics
Univ. of Lincoln-Nebraska

216 Bancroft Hall

Lincoln, NE 68588-0347 ®
(402) 472-2397

Dr. Benjamin Gottlieb
Professor

Dept. of Science

Bishop College

3837 Simpson Stuart Road
Dallas, TX 75042

(214) 312-8773

Dr. Gary M. Graham

Assistant Professor

Dept. of Mechanical Engineering
Ohio University

261 Stocker

Athens, OH 45701

(614) 593-1556

Mr. William M. Grissom
Assistant Professor
Dept. of Physics
Morehouse College

630 Westview Dr., S.W.
Atlanta, GA 30314
(404) 681-2800

Dr. Timothy A. Grogan
Assistant Professor
Dept. of Electrical and
Computer Engineering
University of Cincinnati
ML#30 898 Rhodes Hall
Cincinnati, OH 45245
(513) 475-2349

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Ph.D., Electrical Eng., 1969
Electrical Engineering
FJISRL

Ph.D., Physics, 1981
Physics
RPL

Ph.D., Physics, 1964
Physics
AFGL

Ph.D., Mechanical Eng., 1985
Mechanical Engineering
FDL

M.S., Mechanical Eng., 1978
Mechanical Engineering
AEDC

Ph.D., Electrical Eng., 1983
Electrical Engineering
RADC
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Dr. David Ludwig Degree:

Assistant Professor Specialty:

Dept. of Mathematics Assigned:

Univ. of North Carolina

Greensboro, NC 27412-5001

(919) 334-5749

Dr. Mohammed Maleque Degree:

Associate Professor Specialty:

Dept. of Pharmacology Assigned:

Meharry Medical College

Nashville, TN 37208

(615) 327-6510

Dr. Robert Masingale Degree:

Professor Specialty:

Dept. of Sciences and Math Assigned:

Jarvis Christian College

Hawkins, TX 75765

(214) 769-2174

Dr. Michael Matthews Degree:

Assistant Professor Speciaity:

Dept. of Behavioral Sciences Assigned:

Drury College

Springfield, MO 65802

(417) 865-8731

Dr. Alastair McAulay Degree:

Professor Specialty:

Dept. of Electrical Engineering Assigned:

Wright State University

Dayton, OH 45440

(513) 873-2167

Dr. Barry McConnell Degree:

Assistant Professor Specialty:

Dept. of Computer & Info Sci. Assigned:

Florida A&M University

Tallahassee, FL 32307

(904) 599-3022

Mr. Oliver McGee Degree:

Sr. Research Associate Specialty:

Dept. of Civil Engineering Assigned:

Ohio State University

Gahanna, OH 43230

(614) 476-5035
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Ph.D., Mathematics, 1971
Mathematics

SAM

Ph.D., Pharmacology, 1976
Pharmacology

SAM

Ph.D., Chemistry, 1966
Chemistry

FISRL ;

Ph.D., Psychology, 1984
Psychology

HRL/MO

Ph.D., Electrical Eng., 1974
Electrical Engineering
AL

Ph.D., Computer Sci., 1984
Computer Science
WL

M.S., Eng. Mechanics, 1983
Engineering Mechanics

FOL
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Dr. Daniel Mihalko
Associate Professor

Dept. of Math & Statistics
Western Michigan University
Xalamazoo, Ml 49008

(616) 383-6165

Mr. Augustus Morris
Mathematics Instructor
Dept. of Natural Sciences
Wilberforce University
Wilberforce, OH 45426
(513) 376-291

Dr. Mary Morton-Gibson
ssociate Professor

Dept. of Chemistry/Physics
Lock Haven University

Lock Haven, PA 17745
(717) 893-2054

Dr. Lena Myers

Professor

Dept. of Sociology/Social Psych.
Jackson State University
Jackson, MS 39217

{601) 968-2591

Dr. James Nail

Associate Professor

Dept. of Engineering
Mississippi State Univ.
Mississippi State, MS 39762
(601) 325-3665

Dr. Henry Nebel
Associate Professor
Dept. of Physics
Alfred University
Alfred, NY 14802
(607) 871-2208

Dr. Maurice Neveu
Associate Professor
Dept. of Chemistry

State University College
Fredonia, NY 14063
(716) ©73-3285

W NN AT NN,

Specialty:
Assigned:

Specialty:
Assigned.

Specialty:
Assigned:

Specialty:
Assigned:

Specialty:
Assigned:

Specialty:
Assigned:

Specialty:
Assigned:

--------
e e,
LIS .

Ph.D., Math Statistics, 1977
Math Statistics
SAM

B.S., Biomedical Eng., 1981
Biomedical Engineering
AAMRL

Ph.D., Physiology, 1970
Physiology/Biophysics
SAM

Ph.D., Sociology, 1973
Sociology

‘DEOM]

Ph.D., Electrical Eng., 1976
Electrical Engineering
AD

Ph.D., Physics, 1967
Physics
AFGL

Ph.D., Chemistry, 1959
Physical/0Organic Chemistry
FISRL
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Dr. James Noyes
Associate Professor
Dept. of Math & C.S.
Wittenberg University
Springfield, OH 45501
(716) 673-3285

Dr. Noel Nussbaum
Associate Professor
Dept. of Biology

Wright State University
Dayton, OH 45401-0927
(513) 426-8935

(] Or. Thomas Nygren
Associate Professor
Dept. of Psychology
Ohio State University
Columbus, OH 43221
(614) 486-7931

Or. Kurt Qughstun

Assistant Professor

Dept. of Electrical/Computer
Engineering

University of Wisconsin

Madison, Wl 5370%

(608) 231-3126

Or. Surgounda Patil

Professor

Dept. of Math

Tennessee Technical University
Cookeville, TN 38501

(615) 528-6924

. '.i

XA BN

Or. Martin Patt

ssociate Professor

Dept. of Electrical Engineering
University of Lowell

Lowell, MA 01854

(617) 452-5000

RSReAOE

b

o

k:- Dr. William Patten
[;}j Assistant Professor
0. Dept. of Mechanical Eng.
W University of lowa
v Towa City, 1A 52242
s (319) 335-5675

fg:
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Degree: Ph.0., Computer Sci., 19717
Specialty: Computer Science

Assigned: Al

Degree: Ph.D., Biology, 1964
Specialty: Biology

Assigned: AAMRL

Degree: Ph.D., Psychology, 1975
Specialty: Psychology

Assigned: AAMRL

Degree: Ph.D., Optics, 1979
Specialty: Optical Sciences

Assigned: SAM

Deqgree: Ph.D., Math Stat., 1966
Specialty: Math Statistics

Assigned: AEDC

Degree: M.S., Electrical Eng., 1964
Specialty: Electrical Engineering
Assigned: AFGL

Degree: Ph.D., Mechanical Eng., 1986
Specialty: Mechanical Engineering

Assigned: FDL
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Or. Ralph Peters Degree: Ph.D., Zoophysiology, 1975
Associate Professor Specialty: 7oology
Dept. of Biology Assigned: SANM

Wichita State University
Wichita, KS 67217
{316) 943-8762

Dr. Randall Peters Degree: Ph.D , Physics, 1968
Associate Professor Specialty: Physics
fept. of Physics Assigned: WL

Texas Tech University
Lubbock, TX 79409
(806) 742-3151

Dr. Gerald Pollack Degree: Ph.D., Physics, 1968
Professor Specialty:  Physics
Cept. of Phy-ics/Astronomy Assigned: SAM

Michigan State University
East tansing, Ml 48823
(517) 3%3-9590

Or. Spencer Porter Degree: Ph.D., Phys. Chemistry, 1968
Professor Specialty: Physcial Chemistry
Dept. of Chemistry Assigned: ML

Capital Univeristy
Columbus, OH 43209
(614) 236-6107

Dr. Leonard Price Degree: Ph.D., Org. Chemistry, 1962
Chairman Specialty: Organic Chemistry
Dept. of Chemistry Assigned: SAM

Xavier Univ. of Louisiana
New Orleans, LA 77012
(504) 486-7411

Ry
i‘? Dr..Stephen Pruett Degrge: Ph.D., lmmunology, 1980
v Assistant Professor Specialty: Immunology
<37 Dgpt: of Biological Sciences Assigned: SAM
s Mississippi State University
Pl Mississippi, MS 39762
Q*i (601) 325-3120
<
Ig..:\J
,-\;_:'J' .
Qttj Dr. Panapkkam Ramamoorthy Degree: Ph.D., Digital Signal
ﬁ)x{ ssociate Professor Process, 1977
‘f‘ Dept. of Electrical/Computer Eng. Specialty: £Electrical Engineering
23; University of Cincinnati Assigned: RADC
el Cincinnati, OH 45221
S (513) 475-4247
e XX
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Dr. Gandikota Rao Degree: Ph.D., Meteorology, 196%
Professor Specialty: Meteorology
Dept. of Meterology Assigned: AFGL

St. Louis University
St. Louis, MO 63156
(314) 658-3115

Dr. Donald Robertson Degree: Ph.D., Psychology, 1981
Associate Professor Specialty: sychology
Dept. of Psychology Assigned: AAMRL

Indiana University of PA
Indiana, PA 15705
{412) 357-4522

Cincinnati, OH 45221
(513) 475-4461

Or. Ramenara Roy Degree: Ph.D., Nuclear Engr., 19
Professor Specialty: Nuclear Engineering
Dept. of Nuclear Engineering Assigned: APL

Arizona State University
Mesa, AZ 85202
(602) 838-0551

Dr. Paul Rybski Degree: Ph.D., Astronomy, 1972
Assistant Professor Specialty: Astronomy
Dept. of Physics Assigned: AFGL

University of Wisconsin
Whitewater, WI 53190-1790
(414) 412-5766

- .' '.
‘
LNt ‘\

P

]; Dr. Joseph Saliba Deqree: Ph.D., Solid Mechanics,
s Assistant Professor Specialty: Solid Mechanics
e Dept. of Civil Engineering Assigned: FOL

University of Dayton
Dayton, OH 45469
(513) 229-3841

A
.l" [3

- Dr. Richard Schori Degree: Ph.D., Mathematics, 1964
o Professor Specialty: Mathematics
- Dept. of Mathematics Assigned: SAM
o Oregon 5State University
\ Corvallis, OR 97333

. {503) 754-4680

n XX 1
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Dr. Kenneth Roenker Degree: Ph.D., Solid State Physics,
ssociate Professor 1973

Dept. of Etlectrical/Computer Eng. Specialty: Solid State Physics
University of Cincinnati Assigned: Al

15

1983
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Or. Lawrence Schovanec
Assistant Professor
Dept. of Mathematics
Texas Tech University
Lubbock, TXx 79409
(806) 742-1424

Dr. William Schulz
Associate Professor

Dept. of Chemistry

tastern Kentucky University
Richmond, KY 40475

(606) 622-1463

Dr. Nisar Shaikh
ssistant Professor
Dept. of Engr. Mechanics
Univ. of Nebraska
Lincoln, NE 68588-1347
(402) 472-2384

Dr. Shiva Singh

Professor

Dept. of Mech. Engineering
Univ. of Kentucky
Lexington, XY 40506

(60b) 257-3825

Dr. Gary Slater

Professor

Dept. of Aerospace Engineering
University of Cincinnati
Cincinnati, OH 45221

(513) 475-6281

Or. Timothy Su

Professor

Dept. of Physical Chemistry
Southeastern Massachusetts Univ.
North Dartmouth, MA 02790

(617) 999-8235

Dr. David Sumberg

Associate Professor

Dept. of Electrical Engr.
Rochester Institute of Tech.
Rochester, NY 14618

(716) 475-6067

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree
Specialty:
Assigned:

xxii

Ph.D., Mathematics, 1964
Mathematics
RPL

Ph.D., Chemistry, 1979
Chemistry
£SC

Ph.D., Mechanics, 1983
Mechanics
ML

Ph.D., Mathematics, 1959
Mathematics
FDL ‘

Ph.D., Aerospace tngr., 1971
Aerospace Engineering
FDL

Ph.D., Physical Chem., 1471
Physical Chemistry
AFGL

Ph.D., Physics, 1972
Physics
RADC




Dr. Wesley Tanaka Deqree: Ph.D., Biochemistry, 1974
Associate Professor Specialty: Biochemistry
Dept. of Chemistry Assigned: SAM

University of Wisconsin
Eau Claire, WI 54701
{715) B836-5388

Dr. Richard Tankin Degree Ph.D., Mechanical Eng., 1960
Professor Specialty: Mechanical Engineering
Dept. of Mechanical Engr. Assigned: APL

Northwestern University
Evanston, IL 60201
(312) 491-3532

Dr. Joseph Tedesco Degree Ph.D., Civil Engr., 1982
Assistant Professor Specialty: (Civil Engineering
Dept. of Civil Engineering Assigned: ESC

Auburn University
Auburn, AL 36849
(205) B826-4320

Or. Forrest Thomas Degree Ph.D., Chemistry, 1959
Professor Specialty: Chemi,try
Dept. of Chemistry Assigned: FOL

University of Montana
Missoula, MT 59812
(406) 549-8205

Or. Howard Thompson Degree Ph.D., Mech. Engr., 1965
Professor Specialty: Mechanical Engineering

Dept. of Mechanical Engineering Assigned: FJSRL
Purdue University

W. Lafayette, IN 47907

(317) 494-5624

Dr. David Townsend Degree Ph.D., Cog. Psychology, 1972
Associate Professor Specialty: <Cognitive Psychology
Dept. of Psychology Assigned: HRL/LR

Montclair State College
Upper Montclair, NJ 07043
(201) 783-9407

Dr. Michele Trankina Degree Ph.D., Nutrit. Physiology
sistant Professor 1982

Dept. of Biology Specialty: Nutritional Physiology

St. Mary's University Assigned: SAM

San Antonio, TX 78284
(512) 436-3241

xxiii
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Dr. Robert Trenary Degree Ph.D., Computer Science/Math

Assistant Professor 1987
Dept. of Computer Sci. & Math Specialty: Computer Science
Western Michigan University Assigned: AL

Kalamazoo, MI 49008
(616) 383-6151

Dr. Dennis Truax Degree Ph.D., Civil Eng., 1986
Assistant Professor Specialty: Civil tngineering
Civil Engineering Assigned: ESC

Dept. of Civil Engineering
Mississippi State Univeristy
Mississippi State, MS 39762
(601) 325-3050

Dr. John Uhlarik Deqree Ph.D., Psychology, 1970
Professor Specialty: Psychology
Dept. of Psychology Assigned: HRL /0T

Kansas State University
Manhattan, KS 66506
(913) 532-6850

Dr. P. Vaidya Degree Ph.D., Acoustics, 1969
Associate Professor Specialty: Acoustics

Dept. of Mechanical Engineering Assigned: £SC
Washington State Univ.

Pullman, WA 99164

(509) 335-7436

Dr. Joseph Verducci Degree: Ph.D., Statistics, 1982
Assistant Professor Specialty: Statistics
Dept. of Statistics Assigned: OEHL

Ohio State University
Columbus, OH 43210
(614) 292-3886

"E Dr. Robert Voigt Degree: Ph.D., Metallurgical Engr.,

gi; Associate Professor 1981

T Metallurgy Specialty: Metallurgical Engineering
: ;Jf Dept. of Mechanical Engr. Assigned: ML

N University of Kansas

S Lawrence, KS 66045
‘}:Q (913) 864-3181
st
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Dr. Keith Walker Deqgree: Ph.D., Physics, 1971

Professor Specialty: Physics
Dept. of Physics Assigned: AFGL
Point Loma College

[ ] San Diego, CA 92106

(619) 221-2374

Dr. Richard Walker Degree: Ph.D., Math/Geophysics, 1979
Assistant Professor Specialty: Mathematics
Dept. of Mathematics Assigned: AFGL

Fort Lewis College
Durango, CO 81302
(303) 247-1147

(] . .
Or. Jacob Weinberg Degree: Ph.D., Mathematics, 1961
Professor Specialty: Mathematics
Dept. of Mathematics Assigned: RADC

University of Lowell
Lowell, MA 01854
(617) 727-9820

Dr. Howard Weiss Degree: Ph.D., Industrial Eng., 1975
Associate Professor Specialty: Industrial Engineering
Dept. of Management Assigned: LC

.. Temple University

Philadelphia, PA 19122
(215) 787-6829

Dr. Charles Wells Degree: Ph.D., Management Sci., 1982
Associate Professor Specialty: Management Science
Dept. of Decision Sciences Assigned: HRL/LR

University of Dayton
Dayton, OH 45469
(513) 229-3332

Or. Ward Wells Degree: Ph.D., Human Performance,
Assistant Professor 1981
Human Performance Specialty: Human Performance
: Dept. of Physical Education Assigned: SAM
A University of Alaska
! Fairbanks, AL 99775-0240
% (907) 479-5115
E:
b Dr. John Westerkamp Degree: Ph.D., Electrical Eng., 1985
K Assistant Professor Specialty: Electrical Engineering
@ Dept. of Electrical Engr. Assignec.  AAMRL
N University of Dayton
o~ Dayton, OH 45469
L (513) 229-3611
»
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Dr. Robert Wetherhold
Acsistant Protfessor

Mechanical & Aerospace Eng.
State Univiversity of New York
Buffalo, NY 14260

(776) 636-2593

Dr. William Wheless
ssistant Professor

Dept. of ECE

New Mexico State University
Las Cruces, NM 88003

(505) 646-3214

Dr. Stanley Whidden

Researcher

Hyperbaric Medicine

Dept. of Hyperbaric Medicine
JESM Baromedical Research Inst.
New Orleans, LA 7011%

(504) 363-7656

Or. Andrew Whipple
Associate Professor
Dept. of Biology
Taylor University
Upland, IN 46989
(317) 998-5333

Dr. Sharon Williiams
Instructor

Dept. of Chemistry

Southern University

Baton Rouge, LA 70813-0572
(504) 771-3990

Dr. Frank Witzmann
Assistant Professor
Dept. of Biology
IUPUI Columbus
Columbus, OH
(614) 372-8266

47203

o

Degree:

Specialty:

Assigned:

Degree:

Specialty:

Assigned:

Degree:

Specialty:

Assigned:

Degree:

Specialty:

Assigned:

Degree:

Specialty:

Assigned:

Degree:

Specialty:

Acsigned:
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Ph.D., Applied S5cience, 1983
High Temperature Composite
Materials

ML

Ph.D., Electrical Eng., 198BS
Electrical Engineering
WL

M.D., Hyperbaric Medicine,
1984

Hyperbaric Medicine

SAM

Ph.D., Cell Biology, 1979
Cell Biology
AAMRL

M.S., Cell Biology, 1979
Biochemistry
SAM

Ph.D., Biology, 1981
Biology
AAMRL

ANy



I S A A e 2 e iy Re T B e e e N

Dr. William Wolfe

ssociate Professor

Dept. of Civil Engineering
Ohio State University
Columbus, OH 43210

(614) 292-0790

Dr. Lawrence Wolpert
ssociate Professor
Dept. of Psychology
Ohio State University
Columbus, OH 43210
(614) 267-9328

'1l[l
.
e

Dr. Cheng-Hsiao Wu

(314) 341-46M7

" .
v Associate Professor
k:. Solid State Physics
o Dept. of Electrical Engineering
o Univ. of Missouri
;‘ Rolla, MO 65401
2

Ty ™ Y
Pt s 4 k A

Dr. Joan Wyzkoski

ssociate Professor

Dept. of Math & Computer Sci.
Fairfield University
Fairfield, CT 06430-7524
(203) 254-4000
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Dr. Melvin Zandler

Associate Professor
Physical Chemistry

ODept. of Chemistry

Wichita State Univ.
Wichita, KS 67204

(316) 689-3120

Or. George Zobrist
Professor

Dept. of Computer Science
University of Missouri
Rolla, MO 65401

(314) 341-4492
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Degree: Ph.D., Engineering, 1979
Specialty: Engineering

Assigned: FDL

Degree: M.S., Psychology, 1983
Specialty: Psychology

Assigned: AAMRL

Degree: Ph.D., Solid State Physics,

1972
Specialty: Solid State Physics
Assianed: APL

Degree: Ph.D., Mathematics, 1979
Specialty: Mathematics

Assigned: WL

Degree: Ph.D., Physical Chemistry,
1966

Specialty: Physical Chemistry

Assigned: FISRL

Degree: Ph.D., Electrical Eng., 1965

Specialty: Electrical Engineering

Assigned:  ESMC
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C. PARTICIPANT LABORATORY ASSIGNMENT (Page 1)

1987 USAF/UES SUMMER FACULTY RESEARCH PROGRANM

AERO PROPULSION LABORATORY (AFWAL/APL)
(Wright-Patterson Air Force Base)

1 Suresh Aggarwal 5. Thomas Lalk

2 Bryan Becker 6. Ramendra Roy

3. John Erdei 7. Richard Tankin

4 Dennis Flentge 8. Cheng-Hsiao Wu
ARMAMENT LABORATORY (AD)

(Eglin Air Force Base)

1. Charles Bell 6. Joseph Feeley

2. David Betounes 1. Elmer Hansen

3. John Bopp, Jr. 8. James Hoffmaster

4. Robert Buchl 9. James Nail

5. Robert Courter

ARMSTRONG AERQOSPACE MEDICAL RESEARCH LABORATORY (AAMRL)
(Wright-Patterson Air Force Base)

1. Xavier Avula 8. Thomas Nygren

2. Praphulla Bajpai g. Qonald Robertson
3. Shankar Bale 10. John Westerkamp
4. Gwendolyn Howze 11. Andrew Whipp'le
5. Charles Kimble 12. Frank Witzmann
b. Augustus Morris 13. Lawrence Wolpert
1. Noel Nussbaum

ARNOLD ENGINEERING DEVELOPMENT CENTER (AEDC)
{Arnold Air Force Station)

1. Lee Britt 4. Marco Egoavil

2. Suhrit Dey 5. William Grissom

3. Carroll Dougherty 6. Surgounda Patil
AVIONICS LABORATORY (AFWAL/AL)

(Wright-Patterson Air Force Base)

1 John Amoss 6. Alastair McAulay

2. Vernon Bakke 7. James Noyes

3. William Curry B. Kenneth Roenker

4 Verlynda Dobbs 9. Robert Trenary

5 Narayan Halder

DEFENSE EQUAL OPPORTUNITY MANAGEMENT INSTITUTE (DEOMI)
(Patrick Air Force Base)
1. Dan lLandis
2. Lena Myers

EASTERN SPACE AND MISSILE CENTER (ESMC)

(Patrick Air Force Base)
1. George Zobrist

xxix

DR TRN AR ot |



R T S i Sl N AP A AL S AR A Y, A AL AV At aF B aNE Nl avf A0l o aWn ol Al aFh afiC ol S nsG Al o J'“JT

C. PARTICIPANT LABORATORY ASSIGNMENT (Page 2)

ELECTRONICS SYSTEMS DIVISION (ESD)
(Hanscom Air Force Base)
1. Phanindramoha Das

q:

ENGINEERING AND SERVICES CENTER (ESC)
{(Tyndail A r Force Base)

1. William Bannister 5. William Schulz
2 William Bass 6. Joseph Tedesco |
3. Peter Jeffers 1. Dennis Truax !
4 Yong Kim 8. P. G. Vaidya
FLIGHT DYNAMICS LABORATORY (AFWAL/FDL) :
(Wright-Patterson Air Force Base) ‘
1. Gary Graham 6. Shiva Singh
2. David Hart 7. Gary Slater
3. 0liver McGee 8. Forrest Thomas
4. William Patten 9. William Wolfe
5. Joseph Saliba
FRANK J. SEILER RESEARCH LABORATORY (FJSRL)
(USAF Academy)
1. Charles Bump 6. Henry Kurtz
2. David Chung 1. Maurice Neveu
3. Stephen Gold 8. Howard Thompson
4. Albert Hirschberg 9. Melvin Zandler q
5. Lawrence Koons
GEOPHYSICS LABORATORY (AFGL)
(Hanscom Air Force Base)
1. Franceso Bacchialoni 8. Martin Patt
2. Lee Flippin 9. Gandikota Rao
3. Benjamin Gottlieb 10. Paul Rybski
4. Robert Hoffman 11. Timothy Su
5. Mayer Humi 12. Keith Walker
6. Steven Leon 13. Richard Walker
7. Henry Nebel
L|

HUMAN RESOURCES LABORATORY/LR (HRL/LR)
(Wright-Patterson Air Force Base)
] Patricia Carlson
l. David Townsend
3 Charles Wells

XXX
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X 1. Victor Appel

2. Ronna Dillon

3. Michael Matthews

e HUMAN RESOURCES LABORATORY/0T (HRL/QT)
(Williams Air Force Base)

1. Terence Hines

2. John Uhlarik

o LOGISTICS COMMAND (LC)
7 (Wright-Patterson Air Force Base)
. 1. Howard Weiss

LOGISTICS MANAGEMENT CENTER (LMC)

o (Gunter Air Force Base)
j: 1. Kweku Bentil
‘. 2. Jerome Blaylock
e 3. William Kauder
MATERIALS LABORATORY (AFWAL/ML)
(Wright-Patterson Air Force Base)
1. Kwo-Sun Chu 8. Gordon Johnson
2. Bruce Craver 9. William Jordan
3. Bruce DeVantier 10. Spencer Porter
4. Ravinder Diwan 11. Nisar Shaikh
) 5. John Gilmer 12. Robert Voigt
- 6. Vijay Gupta 13. Robert Wetherhold
) 7. Kenneth Halliday
- OCCUPATIONAL AND ENVIRONMENTAL HEALTH LABORATORY (OEHL)
< (Brooks Air Force Base)
" 1. Richard Brown 4. Robert Masingale
ﬁ: 2. Elvis Deal 9. Joseph Verducci
i 3. Kiah Edwards
@
}i- ROCKET PROPULSION LABORATORY (RPL)
:: (Edwards Air Force Base)
- 1. Gurbux Alag 5. Michae! Gorman
7~ 2. Allan Burkett 6. John Kenney
. 3. Wilton Flemon 7. Lawrence Schovanec
o 4. Luther Flippen
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ROME AIR DEVELOPMENT CENTER (RADC)

(Griffiss Air Force Base)

1. Beryl Barber 7. Timothy Grogan
2. Kevin Bowyer 8. Louis Johnson
3. Ronald Canfield 9. Panapakkam Ramamoorthy
4. John Dunn 10. David Sumberg
5. Ramez Elmasri 11. Jacob Weinberg
6. Lionel Friedman
SCHOOL OF AEROSPACE MEDICINE (SAM)
(Brooks Air Force Base)
1 Phillip Bishop g, Leonard Price
2 David Ludwig 10. Stephen Pruett »
3. Mohammed Maleque 11. Richard Schori
4. Daniel Mihalko 12. Wesley Tanaka
5 Mary Morton-Gibson 13. Michele Trankina
6 Kurt Oughstun 14. Ward Wells
1 Ralph Peters 15. Stanley Whidden
8 Gerald Pollack 16. Sharon Williams

WEAPONS LABORATORY (WL)
(Kirtland Air Force Base)
1 Thomas Dwyer Randall Peters
2 Ira Elder William Wheless
3. Jerome Knopp 7.  Joan Wyzkoski q
4 Barry McConnell
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Report
Number Title Professor
Volume |
1 Vaporization Behavior of Multicomponent Or. Suresh K. Aggerwal
Fuel Droplets in a Hot Air Stream
2 targe Space Structure Parameter Dr. Gurbux S. Alag
Estimation
3 Correlation and Simulation Studies of Dr. John W. Amoss
GaAs Microwave MESFET Power Devices
= 4 Air Force QOfficer Selection Revisited: Dr. Victor H. Appel
- Entertaining The Possibilities for
N Improvement
d
o 5 Evaluation of Three-Dimensional Kinetics Dr. Xavier J.R. Avula
o Analysis Methods of Robotics for the
-~ Study of Human Articulated Motion
) Pointing Control Systems for Dr. Franceso Bacchialoni
Balloon-Flown Instruments
7 Sustained Delivery of Volatile Or. Praphulla K. Bajpail
Chemicals by Means of Ceramics
8 Frequency Estimation in the Analysis Or. Vernon L. Bakke
of Radar Signals
9 Invitro Cytotoxic Effects of Or. Shankar S. Bale
Perflurodecanoic Acid on L5178Y
Mouse Lymphoma Cells
10 Fire Technology of Jet Fuels Dr. William W. Bannister
(JP-B vs. JP-4)
N Microwave Measurements Prof . Beryl L. Barber
:{- 12 Identification Technigues Using Or. William M. Bass
ﬁﬂ{, Fragmentary Human Bone
\."-.."
:i{. 13 A Numerical Simulation of the Flow Dr. Bryan R. Becker
v Field and Heat Transfer in ga
o Rectanguliar Passage with a
o
6j Turbulence Promoter
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RS 14 Synergictic Effects of Bomb Cratering Dr. Charles Bell
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30
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Construction Contract Administrator's
Technical Handbook

Least Sgquares tstimation Theory and
Geometrical Smoothers

Increasing Work Capacity of Personnel
Wearing Protective Clothing in Hot
Environments

User-System Interface Standards
Fourier Transform Infrared Studies of
tthylenediammonium Dinitrate and
1,4-Butanediammonium Dinitrate

A "Form and Function” Knowledge
Representation for Reasoning about
Classes and Instances of Objects

An Analysis of Infrared Light
Propagation in Hollow Metallic Light
Pipes

Phytotoxicity of Soil Residues of
JP-4 Aviation Fuel

Dynamics of a Metallic Jet

Reactions of Nitryl Chloride with
Aromatic Substrates in Chloraluminate
Melts

Chemistry for the Space Program

Bayesian Testability Demonstration

Hypertext and the Integrated
Maintenance Information System (IMIS)

Dopant Diffusion in NIPI Semiconductor

Superlattices

Nonlinear Optical Effects in Fibers
and 5mall Crystals

The Effect of Model Flexibility on the

Accuracy of Aerodynamic Coefficients
Determined from Free-Flight Ballistic
Tests

Tunable Ab<sorption 1n Superlattices

xXxXxy
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Prof. kweku K. Benti)

Dr.

Prof .

Or.

Dr.

Dr.

Mr.

Mr.
Or.

Or.

Or.
Dr.

Dr.
Dr.
Or.

Dr.

Dr.
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David £. Betounes

Phillip A. Bi<hop

Jerome W. Blaylock

John M. Bopp, Jr.

Kevin W. Bowyer

Llee 1. Britt

Richard. H. Brown

Robert A. Buchl

Charles M. Bump

Allan R. Burkett
Ronald V. Canfield

Patricia Carlson

Kwo-5Sun Chu

David Y. Chung

Robert W. Courter

Bruce A. Craver



32 Computer Simulation of Adaptive Prof William K. Curry
Resource Management in Real-Time

33 Effect of Wind and Turbulence on an Dr. Phanindramoha Das
Artificially Generated Strato- {
Mesopheric Plasma

34 Analysis and Modeling of the Thermal Or. Bruce A. DeVantier
Response of an Autoclave for Expert
System Control of Carbon-Epoxy
Composite Fabrication

35 A Study of Service Demand Distribution Or. Elvis Deal
and Task Organization for the Analysis
of Environmental Samples and Associated
Support Services at the USAF
Occupational and Environmental
Health Laboratory-Brooks AFB,
San Antonio, Texas

36 Vectorized Perturbed Functional Dr. Suhrit K. Dey
[terative Scheme (VPFIS) for Numerical
Solution of Nonlinear Partial
Differential Equations

37 An Eight-Domain Framework for Under- Or. Ronna F. Dillon
standing Intelligence and Predicting
Intelligent Performance

38 Microstructural Developments in Or. Ravinder Diwan
Titanium Aluminides: A Study of
ODynamic Material Modeling Behavior

39 Ada and Artificial Intelligence Dr. Verlynda S. Dobbs
Applications for Electronic Warfare

40 Computational Simulation of Transonic Or. F. Carroll Dougherty
Store Separation

o 4

- Guided Waves in Millimeter Wave Or. John M. Dunn
= Circuit Design
if 42 Slew-Coupled Structural Dynamics Dr. Thomas A.W. Dwyer
.~ Identification and Control
Y
[jP 43 The Effects of Metal Mutagens on the Dr. Kiah tdward:
L Synthesis and Accumulation of
b Macromolecules
(A
b{ 44 Project 1 - Scaling Laws of Two- Dr. Marco A. Egoavi)
' 6 Dimension Nozzle Plume-; Project 2 -
o Design of a Mechanism to Control {
. Turbulence Levels in Wind Tunnels ‘
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.
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iﬂﬁ 45 Computation of Rutherford Scattering ODr. 1ra 1. Elder
L Cross Sections
- 46 Database Processing in Real-Time Systems Dr. Ramez A. Elmasri
47 Non-Uniform Spatial Systems and the Or. John E. Erdei
Transition to Turbulence
48 Bank-To-Turn Control of Air-To-Air Dr. Joseph J. Feeley
Missiles
49 Borazine Reactions Dr. Wilton Flemon
50 Chemical and Spectroscopic Evaluation Dr. Dennis R. Flentge

of Antimony Sulfides

51 The Evaluation of a Thermal -Hydraulic Or. Luther D. Flippen
Design of a Fixed Particle Bed Reactor
and Suggested Model Revisions

52 Sift Studies of Gas Phase Ion-Molecule Or. Lee A. Flippin
Reactions

53 Silicon Junction-Difet Electrooptic Dr. Lionel R. Friedman
Modultator

Volume 11

54 Phase Behavior of Poly(p-phenylene Dr. John W. Gilmer
benzobisthiazole) Molecular Composites

55 Design of an Omnidirectional Torquer Dr. Stephen J. Gold

56 Acoustic Emission and the Fracture Dr. Michael R. Gorman

Behavior of 2 D Carbon Carbon

517 No Report Submitted Dr. Benjamin Gottlieb

58 High Amplitude Airfoil Motion Using Dr. Gary M. Graham
Point Vortices

59 Liquid Film Cooling of Rocket Engines Mr. William M. Grissom

60 Cellular Logic Image Processor Dr. Timothy A. Grogan

Evaluationn

61 Thermal Decomposition Investigations Dr. Vijay K. Gupta
of Candidate High Temperature Base
Fluids 11. Silahydrocarbons

62 Effect of Surface States on the Or. Narayan C. Halder
Electronic Transport Properties in
Semi-Insulating GaAs
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The Surface Primitive Method of Dr.
Feature Based Computer Aided Design

for Manufacture

Gun Gas Diversion Dr.
Multi-Block Grid Optimization Dr
Encoding in Less than 100 Milliseconds Or.
Denonstrated Using a Reaction Time

Task

Nitrated Heterocyclic Compounds: A Dr.

Synthetic Study

A Human Factors Approach to the Process Dr.

of Developing the Advanced Meteoro-
logical Processing System

Pressure Attenuation in Solids: A
Computer Model

In Situ Detection of QOsteoprogenitor
Cells in an Actively Growing Bone
System

Non-Jlocal Turbulance Theories

Leaching and Hydrolysis of some
Chiorinated Soilvents

Cholesteric Liquid Crystals of Bio-
molecules for Use as Optical Filters

Contribution of the Value Assignment
Problem to the Complexity of Test
Generation in Combinational Llogic
Circuits and Power Line Testing of
CMOS Digital Logic Circuits

Effect of Stacking Sequence Upon
Delamination Fracture Toughness

*Generic" Credit Card Feasibility
Study

High Energy Metastable Species in
Cryogenic Matrices: Preparation,
Photophysics, and Photochemistry

Development of a Geotechnical Centri- Dr.

Dr.

Dr.

Dr.

Dr.

Or.

Or.

Dr.

Dr.

Or.

fuge Facility at Tyndall Air Force Base
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Kenneth R. Halliday

Elmer C. Hansen

David Hart

Terence M. Hines

Albert 1. Hirschberg

Robert R. Hoffman

James S. Hoffmaster

Gwendolyn B. Howze
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Peter M. Jeffers
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;:: 79 Emergent Leadership and Team Or. Charles L. Kxmble
O Effectiveness on a leam Resource
;}}~ Allocation Task
o
. 80 Experimental Testing of Imaging Gr. Jerome Kknopp
Correlography
81 A Study of the Electrochemical Dr. Lawrence f. Koons

gehavior of Trihalide lons Containing
Bromine and Chlorine in Melts Composed
of Aluminum Chloride and 1-Methyl-
J-Lthylimidazolium Chloride

62 Semiempirical Calculation of Non-Linear Dr. Henry A. Kurtz
Optical Properties

g3 Mathematical Removal of Low Frequency Dr. Thomas R. Lalk
Fluctuations From txperimental LDV
Data

g4 Construction of a Preliminary Dr. Dan Landis

Validation of an fqual Opportunity
Climate Assessment Instrument

BY £ Hyperbolic Interpolation Algorithm Dr. Steven J. Leon
for Modelling Radiance Data and
Exponential lnversion

- 86 Experimental Protocols for Dr. David A. Ludwig
Investigating the Physiology of
Orthostatic Intolerance in Humans

87 Fffect of Repeated Low Dose Soman On Or. Mohammad 4. Malegue
Acetylcholinesterase Activity

8E Disposal of Chemotherapeutic wastes Dr. Robert £. Masingaie

g¢ Assessing Costs and Benefits of Dr. Michael D. Matthews
Fersonnel Research: Application of
Utility Concepts to Military Programs

90 Investigation of New Luminescent Dr. Alastair [. McAulay
kebroadcasting Devices for Opticel
Information Processing

gl Automated Extraction of Knowledge- Dr. Barry A. McConnel)
Based Object Tuple< from Domain
Documents

utomated Decign of Large-Scalec Frame Mr. 0liver G. McGee
tructures with Multiple Freguency
onstraints
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- 93 Statistical Methodology for Assessing Dr. Daniel Mihalko
i- Group Health Differences
L.
i“‘ 94 A Comparison of Tracking with Active Mr. Augustus Morris
n Stick Controllers with an Optimal [
={q Control Model
,j: 95 fxamination of the Point Spread Or. Mary L. Morton-Gibson
'O Function in the Retinal Thermal Model
K
'{u' 96 Developing Models for Empirical Or. Lena W. Myers
ny Research on Women in the Military
:Sj 97 Multi-Mode Sensing in Air-to-Air Or. James B. Nail
= Missiles
;_; 98 Night-Time COp (001) Vibrational ODr. Henry Nebel
o Temperatures and Limb-View Integrated
r Radiances in the 50 to 150 KM
o Altitude Range
if 99 A Kinetic Study of Therma) Dr. Maurice C. Neveu
- Decomposition by TNT By High
Performance Liquid Chromatography
:jj 100 Evaluating Expert Systems Dr. James L. Noyes
.. 101 Isolation of Osteoprogenitor Cells Dr. Noel S. Nussbaum
s from the Trauma-Activated Periosteum
:ﬁ:_ 102 Assessing the Attributes of Expert Dr. Thomas E. Nygren
L Judgment: Measuring Bias in Subjective
> Uncertainty Estimates
e 103 On the General Existence of Precursor Dr. Kurt E. Oughstun
T Fields in a Casually Dispersive
o Med ium
"y 104 Estimation of Spectal Density by Dr. Surgounda A. Pati)
4! Random Samples
:ﬁ: 105 Computer Skeleton Program Generator Prof. Martin A. Patt
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;ﬁ} 106 A Suboptimal Feedback Control for Dr. wWilliam N. Patten
i wing Rock
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o Volume 111
ﬁ{- 107 Release of Dynorphin B From Mossy Dr. Ralph 1. Peters
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109

110

111

112

113

114

115

116
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118

119

120

121

122

123

Raman Spectrum of Acetanilide

X-Ray Diffraction by Superconducting
Oxides

A New Sensitive Flourometric Method
for the Analysis of Submicrogram
Quantities of Cholesterol

A Model System for Examining
Macrophage-Lymphocyte Interactions

Digital QOptical Computing Potentials
and Problems

A Critical Review of Some Recent
Remotely Sensed Studies of Typhoons
in the North West Pacific

Ambiguity and Probabilistic Inference
in a Missile Warning Officer Task

A Test Chip for Evaluation of MBE
Epitaxial Layers for Novel Device
Applications

Heat Removal from High Heat Flux/Large
Area Surfaces by Single -Phase and
Two-Phase Flow of Water

Late Appointment
No Report Submitted at this time

Three-Dimensional Finite Element
Program Elastic Viscoplastic

A Case for Neural Networks

Fracture in Damaged Media: An
Inhomogeneous Material Approach

Characterization of Fire Training
Facility Wastemaster

Leaky Rayleigh Waves on Surfaces
With Laminar Microstructures

Radiation Hypersonic Aerodynamics
Robustness and Control/Structure

Design Integration for Flexible
Dynamic Systems
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Dr.

Gerald L. Pollack

Spencer K. Porter

Leonard Price

Stephen B. Pruett

Panapakkam A. Ramamoorthy

Gandikota V. Rao

Donald U. Robertson

Kenneth P. Roenker

Ramendra P. Roy
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Lawrence E. Schovanec
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: 126 Theoretical and Experimental Dr. Timothy C. Su
- Investigations of lon-Polar Molecule
- Interactions

’_ 127 A Balanced Fiber QOptic Distribution Or. David A. Sumberg 3
. Network for Phased Array Antennas

- 128 Use of High Performance Molecular Dr. Wesley K. Tanaka
> fxclusion Chromatopography to
IS Separate Lippoproteins

‘jf 129 Visualization, Velocity and Frequency Dr. Richard 5. Tankin
Measurements of a Two-Dimensional Jet

- 130 Pressure Waves in Foam and Foam-5and Dr. Joseph W. Tedesco

{ Samples q
- 131 High Velocity Projectiles Dr. Forrest D. Thomas
- 132 The Effect of Transient Shock Waves Dr. Howard D. Thompson

o in a Mach 3 flow

[ |

” 133 A Computational Model of Resource Dr. David J. Townsend

Allocation in Experts and Novices

- 134 Development of an Animal Model for Dr. Michele L. Trankina
.~ G-Induced Loss of Consciousness

135 An Advanced Vision System Testbed Prof. Robert G. Trenary
136 Ozonation of Firefighter Training Dr. Dennis D. Truax

Facility Wastewater and its Effect
on Biodegradation
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- 137 Effects of Adaptation to Fourier Or. John J. Uhlarik
‘. Descriptor Stimuli on Discrimination

o Thresholds for Visual Form

; 138 Prediction of Structural Response to Dr. P. G. Vaidya

. Sonic Booms: An Assessment of

e Technological Gaps

.

ﬁj 139 Model-free Statistical Analyses of Dr. Joseph S. Verducci
- Contaminated Ground Water
k. 140 Microstructure and Mechanical Dr. Robert C. Voigt
T Properties of Titanium Aluminides

I 141 Excitation Cross Sections of Atomic Dr. Keith G. Walker
. Oxygen by Electron-Impact Dissociative

e Excitation of 0y

:2 142 Fifth Force Studies for a Layered Earth Dr. Richard C. Walker
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- 143 Magnetostatic Waves Studies Dr. Jacob Weinberg
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144 Lateral Resupply of Spare Parts Dr. Howard J. Weiss

145 Design Optimization of Complex Systems Dr. Charles t. Wells
by Goal Decomposition

146 Thermal Physiology: Selected Field Dr. Ward 7. Wells
Study Problems and Methodology

147 Adaptive Filtering of Evoked Brain Dr. John J. Westerkamp
Potentials

148 Thermal Fatigue of Ceramic Matrix Dr. Robert C. Wetherhold
Composite (CMC) Materials

149 Mode Extraction from an Electromagnetic Or. William P. Wheless
Slow Wave System

150 Hyperbaric (3ATA) Oxygen 100% Therapy Or. Stanley J. Whidden
as an Adjuvant in the Treatmenl of
Resuscitated (lLactated Ringer' and
Qextrose 5%) Guinea Pigs' Burn
{3°, 50 BSA) Shock

151 Perfluorodecanoic Acid Interactions Dr. Andrew P. Whipple
with Mouse Lymphoma Cells and
Primary Rate Hepatocytes

152 Polyunsaturated Omega-3 Fatty Acids Ms. Sharon Williams
As A Risk Predictor of Coronary
41 Artery Disease

153 In Vitro Cytoxicity Assessment Via Dr. Frank A. Witzmann
Two-Dimensional Polyacrylamide Gel
Electrophoresis

154 Low Velocity Impact of Graphite/Epoxy Dr. William £E. Wolfe
Plates
155 The Active Control of Altitude Over Mr. Lawrence Wolpert

Differing Texture

156 The Interface Contribution to GaAs/Ge Ur. Cheng-Hs1d0 Wu
Heterojunction Solar Cell Efficiency

157 Parallel Processing and Numerical Dr. Joan P. Wyzkoski
Linear Algebra

158 Semi-Empirical Molecular Orbital Dr. Melvin £. Zandler
(MOPAC) Studies of Energetic
Materials: Nitrogen Heterocyclics
and Nitroenamine

159 Specification of a Computer Aided Or. George W. Zobrist
Design System
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h havior of Poly{p-phenylen isthi le) Mol lar m i

by
John W. Gilmer

Abstract

New high strength, high modulus molecular composite materials are
being tfabricated by utilizing a rigid rod polymer molecule as the fiber which is
molecularly dispersed in a flexible coil matrix. As phase separation proceeds,
the rod is no longer molecularly dispersed and its ability to reinforce the flexible
coil matrix is decreased. The phase behavior of poly(p-phenylene
benzobisthiazole)(PBT) containing molecular composites was characterized in
this study by small angle light scattering (SALS). In characterizing these
materials, accomplishments were made in three areas: development of light
scattering software and instrumentation; preparation of a prospectus for future
studies of molecular composites by neutron scattering; and SALS
measurements during phase separation for molecular composites containing

PBT in benzocyclobutene and PBT in amorphous nylon.

54-2

. e e e e e . . -
AN SN AL N Y . SRR A AT NN
AT A R I N ._. - PRI - w .........

SRS A " RV LA '_.\.. " ‘..4“... A ....._.;'.A .L...".;‘ 2l e

-
- . v, - Lt

T R SR P P
i1| ‘\ .\L. ’_A i\ .\. b .W' A$:.'.- "

4'-'-
.




S i B0 WAa R iy S0 iy 2B el tal SRR 1

Acknowl men

For the opportunity to participate in this program, | wish to thank the Air
Force Systems Command, The Air Force Office of Scientific Research , and The
Wright Aeronautical Laboratory. Special thanks are extended to Drs. W. Wade
Adams and Hoe H. Chuabh for their assistance in carrying out this study and to

the Air Force Institute of Technology for the use of their OMA Il console.

54-3

St e et

.':-'— . AN . EA's
e Y \':\.V:‘.‘ \f'\ -\r\{-\' -Nt A w‘».‘l"i."' .A‘..LA.‘:




1 oSl " el Al B

s PR T
v PRI
T YRR
s P . .

1 » U T o

'y PRI Lo
: 1. T
4. e e N v.')
i S L.

4, N..'sl'.
N I

A A

4
0
-,
'f;
.‘.

B Sall ol Buft Eafi iR el it S st s VAN AR A AP AT I R i Sl S e e e 2 1 N R B e e D i M S A e

| Introduction

The purpose of this report is to summarize the accomplishments by the
author during the 1987 summer faculty research program (SFRP) spent in the
Polymer Branch of the Materials Laboratory at Wright-Patterson Air Force Base.
The primary focus of this project was to characterize the morphology and phase
behavior of rigid-rod molecular composites. This study was carried out in
collaboration with W. W. Adams, the Effort Focal Point, and H. H. Chuah, a statft
scientist of the University of Dayton Research Institute (UDRI). This SFRP study |
was part of an ongoing program at Wright Aeronautical Laboratories to develop
and optimize rigid-rod molecular composite materials. |

A molecular composite is a polymeric material which contains rigid-rod
molecules individually dispersed in a flexible coil matrix. The tendency of rigid-

rod molecules not to mix with flexible coil polymers was first pointed out by

Flory1.2 in his study on the phase equilibria of rod-like particles 1t was clearly
demonstrated that a thermodynamically miscible mixture of rods and coils
would be extremely difficult to produce. Moreover, only small percentages of
rods and coils of sizeable molecular weight are predicted to codissolved in an
isotropic phase when placed in a common solvent. This means that
conventional methods of blending polymers, e.g. solvent casting, cannot be
utilized to form molecular composite materials.

To form the molecular composites investigated in this study, the method
which was implemented to blend rigid-rod poly(p-phenylene benzobisthiazole)
(PBT) molecules with a flexible coil component, either Zytel 330 or
benzocyclobutene (BCB), was to wet spin fibers of the materials in a process
similar to that used for single component PBX materials.3 Dilute dopes of the
rigid-rod and flexible coil materials are prepared using a strong acid solvent.

The dope is then wet spun into a film or fiber using a deionized water
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nonsolvent. The process of quickly removing the acid solvent by coagulation
does not allow sufficient time for extensive phase separation or clustering of
rods to occur. Whether a truly molecular composite has been formed by
coagulation is being investigated by S. Krause with both scanning and
transmission electron microscopy.

Several different materials including ABPBI, Nylon-6,6, BCB, and Zytel
330 (an amorphous Nylon) have been blended together with PBT to form
molecular composites.4 Of primary interest in this study are the PBT/Zytel 330
and PBT/BCB blend systems. These materials are formed by wet spinning a
methane sulfonic acid dope of the two blend components with deionized water
serving as nonsolvent. The Zytel 330 Nylon was chosen because it forms a
tough flexible matrix material which is noncrystallizable. Also, since Zytel 330 is
partially aromatic and can hydrogen bond with PBT, the dominating tendency
toward phase separation may be somewhat lessened. The BCB component
was utilized to determine whether it might be possible to thermally set the matrix
material before any phase separation had occurred and thus keep the rod in its
molecularly dispersed state.

The presence of the Nylon in the PBT/Zytel 330 system causes this blend
system, unlike the parent PBT, to exhibit a glass transition (Tg). Raising the

temperature above the Tg, in addition to making the material mechanically more

pliabie, introduces mobility at the moiecular level. As the overwhelming

tendency of rods and coils to demix was suppressed by the rapid coagulation

process used to form the molecular composite materials, the introduction of any
mobility into the blend allows the sample to undergo spontaneous phase
separation. It is quite unlikely that the formation of critical sized nuclei is

necessary for the phase separation of these materials to proceed. Thus the

rate of phase separation for PBT/Zytel 330 at a given temperature would be
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\ anticipated to be controlled by the mutual rate of diffusion of each component in
the blend.

The initial portion of the phase separation process for such a molecular ]
composite matenal has the greatest effect in lowering the strength and modulus
of this material. Since any degree of bundling exhibited by the rod-like
molecules greatly decreases the effective aspect ratio of the rod, the reinforcing
ability of the rigid-rod component is therefore quickly reduced with the onset of
‘ phase separation. To describe the initial process of diffusion controlled phase

separation of isotropic, binary mixtures, the theory of spinodal decomposition

has been developed by Cahn and Hilliard.5.6 This theory is based on the

v

b~ r assumption that the free energy for a binary mixture depends on the free energy

per unit volume (a function of the concentration) and a concentration gradient

term. The phase separation behavior of blended polymers can be

. characterized by utilizing small angle light scattering to follow changes in the

: blend morphology as a function of time. For a blend undergoing spontaneous
phase separation, both the shape of the light scattering peak and its initial rate

_- of growth at a given temperature are predicted by the spinodal theory. The

- angle of maximum intensity is then determined by the initial coarseness of the

phase separated structure. This theory was originally applied to polymer

blends by Hashimoto, Kumaki, and Kawai’ for the poly(vinyl methy!

A S

LS.
AR

ether)/polystyrene blend system. The only previous study conducted on the

S LA

phase separation of rigid-rod molecular composites was undertaken by Chuah,

Kyu, and Helminiak8 on PBT/Nylon-6,6 molecular composites. Although the

l; g ‘I LA
o

initial phase separation kinetics appeared to approximately follow the

1y,

predictions of the spinodal theory, the complication of simultaneous

f‘ L4 o ."

. e e e
- ettt N et

crystallization of the Nylon and phase separation of the molecular composite

AN

made an exact interpretation of the light scattering data difficult.
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Il. Objectives of the Research Effort

Several objectives have helped determine the motivation and specific
direction of this project. In fabricating a molecular composite material, the rigid
rod must be molecularly dispersed in the flexible coil matrix to achieve the
maximum reinforcement from the rigid component. Light scattering methods are
being developed as a way of monitoring the extent of phase separation in these
materials during either processing or annealing. Also by careful analysis of the
light scattering profile, an understanding is desired of the exact mechanism of
phase separation in rod/coil mixtures, an understanding which shail then be
extended to more complicated copolymer molecular composites. Development
of small angle light scattering (SALS) software and instrumentation has allowed
us to make considerable progress toward meeting these objectives. Finally, in
future characterization of molecular composite copolymers currently being
developed at Wright-Patterson Air Force Base, we plan to employ small angle
neutron scattering (SANS), X-ray diffraction, electron microscopy, and small
angle X-ray scattering (SAXS) to effectively determine the phase behavior, rod
orientation, and the role of the flexible coil component in these materials. With
the author's experience in neutron scattering, a final objective of the SFRP was
to begin planning how SANS could be most effectively utilized in the further
development of molecular composite polymers.

Accomplishments in three major areas will be described in this report.
First of all, a characterization by small angle light scattering (SALS) of the
phase behavior of PBT containing molecular composites was initiated.
Secondly, to aid in the light scattering analysis, optimizations were made with
the SALS instrumentation in the Polymer Branch, and computer programs in the

Hemmingway Basic language were written which allowed one dimensional
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scattering from isotropic samples, measured by the OMA Il apparatus to be

scaled to absolute intensity, stored on disk, and plotted. The third area of S
endeavor involved formulating a prospectus on how smalil angle neutron
scattering (SANS) could be utilized with current and future molecular composite

matenals.

11 System Changes

The light scattering system initially in use at the Materials Laboratory was the
OMA 1l apparatus developed by R. J. Tabar, R. S. Stein and M. B. Long.9 This
system utilized a vidicon camera with a PAR model 1216 ccntroller. The
controller then communicated with a PDP 11/23 plus computer via a homemade
interface board designed by M. Long. At the start of the summer, the light
scattering unit did not function, apparently due to an interface problem. After
extensive futile attempts to repair the interface, the decision was made to
upgrade the light scattering system to an OMA i, a system where ail the
electronic components comprise a light scattering system offered commercially
by PAR (without any homemade modifications).

Two modifications were made to the light scattering optics in an attempt

to optimize the scattering pattern obtained. Firstly, to decrease the internal

i reflections in the system, lenses with quarter wave coatings were utilized and
the beam stop was placed immediately in front of the first lens, instead of on the

analyzer. Secondly, in addition to the main optical bench, a second bench was

Ren 2 5% on 2 20 an on g8
ERENT RS RN A II'.' .l'n‘.g","_",

e MNESNST

‘ placed beside the first to allow access to wider angles by diverting the main
Ej'_ beam with mirrors. The major hardware need remaining for the SALS system is
(S
N the development of a quenching cell which allows rapid quenching from one
b
' . temperature to another, thus enhancing our capability of examining the early y
e
h.;_-’
i
n
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stages of phase separation in rod/coil systems. This cell is being developed as
part of the continuation of this summer's project.

The OMA lll SALS system allows programming in Basic in addition to the
system software which is in binary. Two programs were constructed in Basic to
allow the light scattering results to be more easily presented and analyzed. The
program SALS.BAS takes the background corrected one dimensional data from
the OMA Ill system and calculates the scattering intensity, log intensity,
scattering vector, and scattering angle for each data point. These data can then
be plotted on the console or on a Houston Instruments plotter, printed out on a
line printer, or stored for further analysis. The program PLOT.BAS utilizes the
Houston Instruments plotter to produce single curve or multicurve plots of data

which have been stored in the SALS program.

IV. Light Scattering from PBT Molecular Composites

SALS was utilized to follow the phase separation behavior of two
molecular composite systems PBT/BCB and PBT/Zytel 330. Both of the
materials had been synthesized in the Polymer Branch and wet spun into films
by H. Chuah. Forthe PBT/BCB system, blends of 50/50 composition were
studied. For the PBT/Zytel 330 system blends with a 30/70 and a 50/50
composition were characterized.

The PBT/BCB molecular composite system did not exhibit a clear change
in the light scattering profile when annealed between its Tg and its curing
temperature. Although SALS may not be able to detect phase separation, the
embrittiement of the material with annealing is a good indication that some
phase separation did occur. Any changes occurring in the x-ray diffraction
profile of this material will allow any clustering of rods into PBT domains during

phase separation to be characterized.
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The PBT/BCB molecular composite had been prepared with the hope

that the BCB could be crosslinked prior to the occurrence of phase separation,
and thus that the rigid-rod component would remain molecularly dispersed in
the flexible coil thermoset matrix. Different samples of 50% PBT in BCB were
annealed 1700C, 2000C, 240°C and 260°C, all temperatures between the
glass transition of the blend and the curing temperature of the BCB. It was
observed that the blend samples became quite brown, shriveled, and crumbled
easily as a result of heating. However, no significant changes were observed in
the light scattering profiles of these materials.

The PBT/Zytel 330 system was investigated by small angle light to
observe its phase separation behavior. When this material is heated to
temperatures above its glass transition, phase separation immediately begins to
occur at essentially all compositions. The real time phase separation for blends
of 30% and 50% PBT in amorphous Zytel 330 nylon was followed by placing
samples in a FP-2 Mettler Hotstage mounted in the SALS which had been
preheated to the temperature of interest. Like the PBT/Nylon-6.6 system,8 the
light scattering patterns from these materials exhibited a nnglike pattern, which
grew in intensity and, after the initial stages of phase separation, moved to
smaller angles.

An example of a typical scattering pattern from these materials is shown
in figure 1. The scattering from these materials occurring at quite low angles
results from the presence of voids caused by the spinning process used to form
films; this low angle scattering contribution can often make a precise
interpretation of the SALS pattern quite difficult. The light scattering maximum
exhibited at moderately wider angles as these materials undergo phase
separation is quite broad and is observed to initially grow exponentially with

time. Figure two presents the log of the light scattering intensity at qmax as a
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function of time. As has been observed with blends of polystyrene and

poly(vinyl methyl ether) undergoing phase separation in the unstable region,
the exponential growth of the light scattering maximum occurs only during the
initial stages of phase separation. In Figures 3 and 4 the initial rates of growth
for the 30% and 50% blends of PBT in amorphous nylon are shown as a
function of temperature. As one might expect, the initial rate of phase
separation increases with increasing temperature for both compositions. In a
publication currently being prepared to describe the phase separation behavior
of the PBT / Zytel 330 molecular composite system, an attempt is being made to
analyze to what extent the existing theories of phase separation can be applied
to these materials.

The theory of spinodal decompositionS.6 was derived to describe the
early stage phase separation behavior of any two component mixture of
materials where initial composition lies . . the spinodal or unstable region of the
phase diagram. Several important assumptions were made in this derivation,
some of which may not apply as rigorously to molecular composite materials.
First of all, the two materials are assumed to be homogenously mixed at a
molecular level. Secondly, the Gibbs free energy at a given location in the

sample is taken to be comprised of two main contributions: the free energy per

unit volume, which depends on the local blend composition, and a second term,

which depends on the square of the gradient of the composition at a given
location in the blend. Secondly, both the initial and final states of the blend are
also assumed to be isotropic in structure. If a lattice is formed as part of the
phase separation process, then it must be identical in structure in the x, y, and z
directions, e.g. a simple cubic lattice. Thirdly, since only the initial stages of

phase separation are considered in the Cahn-Hilliard theory of spinodal
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decomposition, terms of higher order and degree for the concentration and the
concentration gradient are assumed to be negligible. i

As a result of the preceding assumptions, the light scattering profile ot
intensity versus q (the scattering vector) for a spinodally demixing system is
predicted to exhibit an intensity maximum which remains at a constant angle but
grows exponentially with time. A specific shape is also predicted for this
scattering peak. This shape is not predicted to change as the peak grows in
amplitude during the phase separation process. The kinetics of the initial
stages of phase separation and resulting morphology are predicted entirely in
the spinodal theory from the mobility of the matenal, the coefficient of the
gradient contribution to the free energy density, and 3f(c)/dc where f(c) is the free
energy density contribution of homogeneous material of composition c.

For PBT containing molecular composites several deviations may result
from the spinodal theory. The well-mixedness of a rigid-rod molecular
composite is difficult to characterize below a certain size scale. It is thus quite
possible in blends of high rod content, that some bundling ot the rigid-rod
component is present. Secondly, in the free energy expression used for the
spinodal thecry, no term is included which describes the orientational
correlation of the rigid-rod component. Thirdly, molecular composites
comprised of large percentages of rigid rods would probably exhibit liquid
crystalline like order instead of being isotropic. This departure from isotropic
morphology will likely become noticeable as a wider range of PBT compositions
are examined in the continuation of this summer's study. As liquid crystalline
order begins to be exhibited by the molecular composites being studied, an

ellipsoidal halo of scattered light, instead of a scattering ring, would be

expected to form.




Finally, after the phase separation process is initiated, it is difficult to
conceive of a single mobility, M, describing both the rigid-rod rich regions and
the remainder of the rod/coil blend. Although this extreme difference in mobility
between the rod rich and the coil rich phases may not invalidate the application
spinodal theory to molecular composites, it may be responsible for the rather

short duration of phase separation which follows Cahn-Hilliard kinetics.

V. Future SANS Experiments

A SANS prospectus was prepared entitled "SANS of High Temperature
Stable Order Polymers" was written to aid in planning future experiments
involving neutron scattering from rigid-rod and molecular composite polymers.
The main contents of this prospectus shall be included in an Air Force technical
report. 10 The primary utility of neutron scattering for polymeric materials is that
by isotopic substitution of deuterium for hydrogen, scattering contrast can be
imparted to two materials which in all other respects are chemically identical.
By careful deuterium labeling, the single chain structure for either whole
molecules or portions of molecules can be determined.

With rigid-rod polymers in the solution and in the bulk, small angle
neutrcn scattering can be utilized to determine the average length and
orientation of each rigid-rod molecule. In these materials, SANS can thus be
used to verify information already readily obtainable by light scattering and X-
ray diffraction. Two extremely useful areas for the application of SANS are
those of in situ rod polymerization!! and copolymer molecular composite
materials. With the synthesis of in situ rod materials, SANS could be used as a
method of determining to what extent the flexible coils have been converted into
rigid rods. A second area in which SANS could be very useful is that of

copolymer molecular composites. Questions such as the degree of extension in
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the flexible coil portion of the molecule, the average orientation of each rod, and
that of what region is occupied by the flexible component of the molecule could 1

be addressed by neutron scattering.

VI. Recommendations

The most promising system from which to develop a basic understanding
of rod coil phase behavior is the PBT/Zytel 330 blend system. Since the Zytel
330 is noncrystallizable, we avoid with these materials the additional
complication of crystallization accompanying phase separation process. By
examining a broad range of PBT/Zytel 330 compositions, the phase behavior ot
both isotropic and anisotropic molecular composites can be characterized.
Since the oriented molecular composites are of greater interest than the
isotropic materials as a high strength material, obtaining a complete
expenmental characterization of these materials should initiate theoretical
endeavor to understand the process by which they phase separate.

An excellent technique to follow the initial bundling of PBT molecules into
fibrous domains is wide angle x-ray diffraction (WAXD). Since the initial
bundling serves to decrease the aspect ratio of the reinforcing fiber, it is quite

important to be able to follow this behavior in its early stages. To augment the

information obtained by the light scattering experiments, changes in the x-ray

diffraction profile accompanying phase separation will be followed. Initial ‘
diffraction patterns for ABPBI/PBT/ABPBI triblock copolymers developed in the |
' . Polymer Branch indicate that the diffraction of the molecular composite is

distinctly different from that exhibited by the two parent materials’ 2 By

annealing the PBT/Zytel 330 samples in an oil bath at the phase separation

WA SN Y
[] L] 7 l'l;'l"
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'." temperature and then quenching them below their Tg at various stages during

the phase separation process, samples exhibiting various degrees of clustering
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could be obtained. A photographic X-ray camera could then be utilized to
obtain the x-ray diffraction profiles of these matenals.

Unfortunately, since higher order diffraction peaks are not present in the
zeroth order layer from the rigid-rod polymers, it would be impossible to
separate the broadening of the diffraction peaks due to crystallite size as
analyzed by the Scherrer equation 13,14 from broadening due to crystallite
imperfection and paracrystalline disorder. 19,16 The most effective way to
analyze for crystaliite size would still be to naively assume that the disorder of
the rigid rod crystal is constant during the phase separation process. For a
quantitative determination of the width of the diffraction peaks, the wide angle
Huber or Picker diffractometer could be utilized.

Since the molecular composite materials used in this study were formed
by coagulation of a methane sulfonic acid dope in water, all sample films
contain ellipsoidal shaped voids. These voids gave rise to considerable light
scattering at low angles near the beamstop when the SALS experiments on
these materials were performed. Several steps cou!d be implemented to
minimize void formation. Firstly, the dope should be degassed before
coagulation. Secondly, instead of utilizing water as a nonsolvent, a dilute acid
bath could be utilized to help slow down the coagulation process. Thirdly, the
spinning process could be carried out under pressure so that when shrinking
occurs as the acid is drawn off by the water bath, the pressure compensates for
this change in volume and prevents gas bubble formation.

Since the mechanical properties of the molecular composite deteriorate
quite rapidly during the initial stages of phase separation, this portion of the
phase separation process is the most critical to understand. Thus it is crucial

that a rapid, well defined temperature quench can be carried out on these

54-15

",

W w W w4 LT L KT WO TRTRT ST N T KN TR TN TMORM T T a4 e o W
|

AN A AR, \Q,i-.'_\: O A WA S LS Ny
-\J‘\-\",\' N . ,:‘.‘c B . J‘ . .\' -\. - " . . . el . . vy



A ,'.-‘.‘. O

. >
s 22

PRt f
IR ~
PRI

s Gy

i
N .-‘.-e:l-'

S T i e il
PRt I -

W
RPN LR

Dk 2 ]
.

RN
A

materials. Thus the design and fabrication of a quenching cell is recommended
to replace the Mettler FP-1 hotstage currently being used.

In future endeavors two basic approaches to fabricating molecular
composites should be pursued. First of all copolymeric structures should be
used for molecular compaosites to prevent phase separation from occurring and
to make the orientation of these materials easier. The most promising design
for a molecular composite copolymer appears to be the multigraft or comb
copolymer. Secondly, in discovering the specific role fulfilled by the flexible
component in molecular composite materials, small angle neutron scattering
should be utilized to follow the structure of the flexible coil component at the

molecular and submolecular level.
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Fig. 1. 30% PBT in Zytel 330 at 245°C.
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Fig. 3. Phase Separation of 30% PBT in Nylon
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Stephen J. Gold

ABSTRACT

This paper describes the design and performance expectations of
an Omnidirectional Torquer, which is a special kind of induction motor.
The rotor is a sphere, and the useful output is the countertorque that
the rotor exerts on the stator while the rotor is being accelerated.
The machine has three distributed stator windings surrounding orthog-
onal axes. Quadrature currents in the form of il(t) = lmcos(ut) and
iz(t) = Imsin(wt) flowing in any two of these windings will create a
rotating magnetic field whose pattern is a spherical surface zonal
harmonic of order I. This moving field induces currents in the rotor's
silver suface conductors, which interact with the magnetic field to
create torque. To make the machine work in 1 g. environments, the
rotor is suspended with neutral bouyancy in a dense ZnBr2 solution.

A computer simulation was done. Results show that torques of up
to 2.7 Newton-meters are possible, in any direction. The torque pro-
duced by this machine is in most cases very nearly parallel to the axis

of the rotating stator field, even when the rotor is initially rotating

at nearly right angles to that axis.
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I. INTRODUCTION

The author of this report, Stephen J. Gold, PhD. is an electrical
engineering professor with sixteen years of teaching experience, mostly
at the University of Southwestern Louisiana in Lafavette, but more recent-
lv at South Dakota State University in Brookings. He has taught the
Electrical Machinery Course almost every one of those sixteen vears, and
also teacnes Circuits, Control Systems, Electronics, Numerical Methods,
and Power Svstems as the occasion demands.

The idea for the Omnidirectional Torquer first occurred to Dr. Gold
in the fall of 1985, and he has been actively seeking a sponsoring organ-
ization since December, 1986. The Air Force Summer Faculty Research Pro-
gram provided an opportunity for the author to visit the Air Force Academy
for a couple of davs in March 1987; when he talked with the Officers in
Charge and convinced them of the possible relevance of this proposed new
3-dimensional spherical rotor electromagnetic machine to satellite atti-

tude control and active vibration damping in large space structures.

IT. OBJECTIVES

It was agreed in March that the ultimate objective of this research
should be to make/demonstrate a working prototype of an Omnidirectional
Torquer. Design was to be done during the summer of 1987, with procure-
ment of parts to be begun later in 1987 (pending approval of further fund-
ing), with assembly and testing to be done in 1988. The Goals and Objec-
tives document filed with Universal Energy Systems, Inc. in the spring of
1987 included these points:

1) Find a suitable commercial product that can be used as the stator

inside boundary. By May we had obtained from EuroCon some 100 mm

dia.translucent polyethelene spheres with dimensional tolerances

such that they could be used for this critical part. The size of

this part dictates the size of the other parts that will be used for

the prototype.

bs o
F#'w 2) Design the ferromagnetic core material and conductor bars for the
-~
Nt
> rotor sphere to fit inside 1) above.
j 3) Study stator winding configurations to arrive at a workable

layout of semi-distributed windings, together with stator voke

pie ces that will complete the magnetic circuit.
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4) Specify the electric currents necessary in the stator windings
to establish the design magnetic flux required by the Torquer.
5) Use a computer to predict how much torque (and its 3-dimensional
orientation) will be created bv the currents of 4) above.
6) Set up the rotor dynamics in a form suitable for a computer to
simulate the action of the rotor as it accelerates and precesses
under various transient excitation drive signale.
7) Investigate ways to measure the three angular velocities s s
and ~ These constitute the mechanical state of the rotor.
8) Show how the State Measurements in 7) above, and the dvnamical
equations in 6) above can be used to form a cleosed loop digital
control system for the torquer.
Most of this report is about items 2), 3), 4), and 5), of the above list;
item 1) having been already accomplished. TItems 6), 7), and 8) are dis-

cussed briefly at the end of the report.

ITI. HISTORICAL BACKGROUND

The idea of a spherical rotor electromagnetic machine to be used for
satellite control is not new. It was considered in the early '60's by
several individuals and companies. In <1}, R.D. Ormsby describes a large
0.25 m dia. hollow aluminum sphere that is held in place by electrostatic
forces. The sphere is surrounded by three orthogonal coils excited by
sinusoidal voltages and currents. Two of the coils are supplied by volt-
ages Vpsin(.t) and Vmcos(wt), resulting in 2 @ induction motor action
on/by the sphere. By energizing a chosen pair of coils, the sphere can
be made to ratate around either the x-, v-, or z-axis. Hering and Hufnagel
:2}, present a similar idea, but their sphere is centered by controlled

magnetic fields. Both of these concepts required a zero-gravity environ-

ment to keep the sphere from scraping bottom. Neither design emploved

ferromagnetic parts to allow concentration of the magnetic field, so the

M
[ SRS
T, B . .

operating magnetic flux density was low: .002 w/mZ. Ormsbyv's paper descri-

4

]
- Y

bed how the sphere would be slowed down by interaction with the Earth's

magnetic field. Walter Haessermann, who was Tech Chief of the U.S. Armv

[ i i)
« B
‘e

Missile Command during that era, was quite impressed with the possibilities

W‘ inherent in using a single sphere instead of three separate reaction wheels,

."" . . . I3 . . .

L seeinyg that the sphere could result in significant weight saving -3 -,

K' . ™
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In -4:, Hans Schropl asserts that '...attitude control and stabili-
zation of satellites by means of rotating masses shows several advantages
over reaction jet control. The disturbance torques of space environment
are partially cvclic and thus can bhe averaged out over ortit against re- {
action jet control; finer recolution and larger range of available torque
can be achieved. There are noa alve problems and power consumption is
smaller bv approximately one ordetr of magnitude compared to ion or plasma
jets. If the bearing problems can be solved, rotating inertia control
will be more reliable - especially for applications involving long mission
times - than other types of control. The free reaction sphere offers an
optimum wav of rotating inertia control. Gyroscopic cross-coupling inher-
ant in combinations of three reaction wheels is negligable with the spher-
ical rotor. Moreover, the weight penalty for angular momentum storage is
smaller by a factor of 1.8." These views were being pronulgated in the
pericd between 1960 and 1965; thereafter, the literature is silent on the
subject of Reaction Spheres. James R. Wertz, author/editor of a modern
textbook on attitude control for satellites 5, told this author in a
phone conversation that he is unaware of anv such system being employed
on a satellite since 1975, and probably none were actually used before then.
Oune big problem in these early designs was How to Keep the Sphere Cen-
tered. The preoccupation was to have a sphere that was free to turn with
essentially zero friction. In this report we examine some designs that no
longer try for a free sphere; there is appreciable friction caused bv a
liquid filling the space between rotor and stator. The Liquid provides
several benefits: 1) A hydrodynamic centering torce simiiar to wnat nap-
pens in cylinarical journal bearing. 2) Lubrication to prevent/minimize
damage caused by contact of the rotor with the stator. 3) A gravitv-cancel-
lation mechanism; the composite rotor's specific gravityv is designed to
match the fluid, so it is suspended with neutral bouvancy. This enables
terrestrial testing. 4) A heat-transfer medium to keep the rotor conduc-
tors from overheating. 5) A fluid brake that automatically and smoothly
recovers angular momentum from the sphere and restores it to the spacecraft

as a whole. #6) Vibration damping; this occurs to some extent even if the

Torquer's stator windings are not excited at all. The fluid in the gzap
"' means that there will be a terminal speed at which the triction torque
L-=- cquals the driving torque, and no further useful output in that direction
P' can he obtained until the rotor has been slowed down or reoriented.
o
(A
[
i"'-/
o
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A new problem for spacecraft has arisen as they become larger, ap-
proaching Space Station size. The earlier satellites were typically
regarded as rigid bodies; but if something large is assembled in space
using slender structural members, low-frequency vibration (in the range
from less than 0.l to about 10 Hz) becomes a problem, especially after
slewing maneauvers. A active damping actuator is desirable; and it is
known that torque-producing machines are more effective at this than

linear force-producing machines would be in vibration-supression service.

IV. DESCRIPTION OF THE TORQUER AND ITS PARTS

The Omnidirectional Torquer is a machine designed for transient rat-
her than steady-state service. Its useful output is the counter-torque
that the rotor exerts on the stator while the rotor is being accelerated.
"Accelerated' is to be interpreted in the general vector sense of gyro-
scopic precession as well as changing the magnitude of the angular velo-
city while holding its orientation fixed.

The Torquer operates on the principles of a polyphase induction motor:
The stator windings are excited by periodic currents whose fundamental
components are strongly dominant (pure sinusoids would work best, but other
waveforms with a strong lst harmonic will also work). There is a phase
shift of 90° between currents in a pair of coils, which creates a rotating
magnetic field as in a 2 § motor. The rotor is spherical, with a ferro-
magnetic core and the best conductive material - silver - near the surface,
either as discrete rotor bars or a thin spherical shell. Because there is
relative velocity between the rotating stator field and the rotor, there
are large eddy currents induced in the silver on the rotor surface. The
magnetic field is mostly radial as it passes across the rotor-stator gap,
through the conductor-surface and into the core, and the induced currents
are parallel to the surface perpemdicular to the magnetic field. By the
Laurentz Magnetic Force law, there will be a force on these rotor-surface
currents, which is mutually perpendicular to both the radial field and

the tangential currents:

-

dF = idL x B Eq(1)
This force is also tangential to the surface of the sphere; and since

it acts at the end of a radial lever arm, it produces a torque which can
accelerate the rotor. In most practical cases the speed of stator magnetic

field greatly exceeds the rotor's mechanical speed, and the torque is almost

alligned with the axis of rotation of the stator field.
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The Rotor Core

D) Hish masnetic permeabilite. 20 Low eddy current oand tetoresd

Maxin: the vore of solid iron would result in core losses in exoowy of

Solid exotic magnetic materials such as Tanadinn Permendar, o0 i
of sustaining hizh Slax densities, would have core osses D0 choe-
watts.  The two bhest candidate materials are those commonie ecd
in nizn audio frequency inductors: 1) ZnMn Ceramic Ferrite, pe

e rerromasietic rotor core needs to Datve Lhe Tolloavins arone

PR - . - - W o N
which saturates at a flux density of 0.5 7/ 2 or 2) Pressed Powderdd
- L]

-

Iron with a relative permeability of 125, which becins to saturat.

. . . . - -~ wat .
The nowdered iron core would have losses af about 27 , it

w N

L7 2 et a frequenay of 500 hz, which is about what the core lous

~

ne in the core showm in F

l helow if it were standing still in

rotating Ficld.  The ceramic ferrite has a density of 4.8 77 3
rressed powdered iron's densitv Is 5.9 2/ 3 . In electromasneti

) cm Al
't ls zeneralls true that the output nower is proportional to BT

powdered iron Is more attractive from that standpoint; however, o

loss In a ferrite core would be less than 1 watt., (6> 77
o
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To attain neutral bouvancwy, it is necessarv that the rotor core e

oollow., Manufacturability considerations dictate that it bhe fabricated

usiny several identical sections which could be cemented tosether

epox; such as the vetant Seotors shown below in Fia. 1
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Te rotor core of Fig., 1 is desiuned to be suspended in ZnBr, solution.
The denmsite of such a solution can be 2.4+ 5/ 3, which is what determines
cm
wable thicxkness of the core wall. An alternative design which

ntilices a sobtid rferrite core surrounded by oa silver spherical shell 0.3

g

. vy

Toothick was alse considered. This alternate rotor has a composite densite

oo w3 T 0 and could be suspended in ligquid zallium. It would alse

Poorosaitle to o lave a osolid pressed iron core surrounded bvoa oold shell,
e mpesize lensite of 130n 77 3 such that it could be suspended in

om
cerourey tut omercury is hard to contain.

T Tonlomor Bars oon fhwe Rotor Surrace

= 1T Is posxidble to maxke a rotor
wizloan outer sDwerl o7 silver or copper,

o e ided co investizate a contizu-

cul it o7 Tinite rotor Hars as a recom-
et fesion. The bars Jdivide the sur-

Cooeour inss sriancles, as shown in Fig.

Soat risht. The analwvsis of motionallw

ive Yorces and the re-

s1ltant current flow pattern then becones

ement Analvsis. The

1

vsnit o would also be indicative of what

wonld happen withi g rotor surtace shell. 3

2. 2. A Perspective View
the Rotor and Surface Bars.

T acerue from using
Tin a4 solid shell:
1

Step Pressure Boost occurs on the leading edge of a bar as it
<iides, tending to push the rotor toward the center of its cavitv-10-, Cross.

20 The increased volume of fluid is capable of absorbing more heat.

—

nere Is also an argument that a dimpled surrace turns with less friction

1

han a smooth one: "Total dras on oa bodr can often be reduced by causing a

(4

laminar boundarw larer to hecome turbulent.  To accomplish this transition
the arface can be artifically rouchened or projections mounted upon it.*" 8

The lavont of the rotor bhars i3 hegun br establishineg where on the sur-

Tace 27 a4 oanit osphere the vertices of a resular dodecahedron, which has 12
puenfaconial Taces, are. There are o cotal of 20 such vertices, and o tabu-
ation of their rectanstlar cartesian coordinates s in Table T,

Sieoapprioes Lo Vinear motion thorowush o Chiaidsg it'< not clear whethwer it

ttine—in=place.  Tt's onte sinivicant at rare hisher speeds.
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§ o 12 Tvpe R2
B%;[ o i o ‘} 120 req'd.
P
L 1,58 cm _I
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X

L
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L

Twpe RLA
60 req'd.

$ .
Tvpe R1B, 60 req'd. B{{“ &
o | J
B &4 {60' 6’ [ L77<na
L I L
r
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Type R3, 60 req'd.

—

1.8 cm

+
PR T

Tvpe R4, 60 req'd

Yig, 3. Five Different Kinds of : E

Rotor Bars for Spherical ¢ .84 cm
Rotor Surface.

Mat'l: 99.97 pure silver. c::E:::T_-____f:::I::]~i
-TJuc.

(0.00000, 0,00000 1.00000) (0.57735, 0.74535, 0.33333)
(0.00000, 0.66A67, 0.74535) (-0.57735, 0.74535, 0.33333)
(-N.57735, -0.33333, 0.74532) (-0.93417, 0.12732, 0.333323)
(0,57735, =-0.33333, 0.74535) (-0.35682, -0.87268, 0.33333)

(0.93417, 0.12732, 0.33333) (N0.35682. -0.87268, 0.33333)
Table 1. The X-, Y-, and Z- Coordinates of the Vertices oY a Dodecahedron.

yee

The other ten vertices of the dodecahedron are diametricallv-opposed
two the ten tabulated above, with opposite algebraic signs.

Next, the center points of the twelve faces 0of the dodecahedron are
tound. This can be done bv averaging the individual components otf the co-

ordinates. The vector from the origin through each face-center point is
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normalized to unit length. The 20 vertices and the 12 race-center points

divide the sphere surface up into 60 almost-equilateral triancles. Tach of
these triangles can be further subdivided, joining the midpoints orf their
sides; this results in 240 triangles covering the sphere surrace. All con-
nections are made using great circle arc segments. The resulting rotor bar
cont isuration consists of 360 individual roter bars with four difrerent
lensths (see Fiz., 3) Viewed as an electric networlk, it has 121 indencndent
nodes and 23% indpendent loops. The network can be stretched and laid <lat

on a plane; that is dene helow in Fig. 4. Alsce showm eon Fig. 4 are the

g

numbers that were assigned to some of the nodes to facilirate computer

analwvsis of the network. Adjacent node veltages differed by less than 0.1

volts, and most of the currents in the bars were about 30-90amperes.

Fig. 4. Dev-
eloped View of
Rotor Bar
Yetwork.

.
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Composite Rotor Parameters

The spherical rotor described in the foregoing paragraphs has a com-
bined mass of 1151 grams (978 grams in core + 173 grams of silver rotor

bars). Its density is §

1151 g \
~ = —_——— = 9 4D
r 4- 4.847/3 <t /cm3 )
. B "
The polar moment of inertia of this rotor would be 1.61 x 10 3 kg-m~ = J

Liquid for the Gap

The primary requirement for the liquid that fills the spacing gap be-
tween the stator and rotor is that it must be dense enough to lift the rotor

off the bottom so earth-bound testing in a 1 g field is possible. There are

surprizingly few liquids that will meet that primary requirement. One fair 1
candidate is zinc bromide solution in water. It is possible to dissolve up

%. to 447 grams of this salt in cold water, to get a solution whose density is

. 2.45 g/Cm3 at 20°C 9., For most purposes, we can regard the density to

; be proportional to the number of grams dissolved in a given volume of H,O;

. so ZnBr2 solution is a clear, almost colorless liquid whose density can be

adjusted over the range from 1.0 to 2.4+ g/cm3“
; The viscousity of this liquid is about the same as water's viscousity,
‘ but its kenematic viscousity is less than water's because of the higher den-
sity of ZnBr2 solution. Assuming that for closely spaced concentric spheres
- the Reynolds Number separating laminar from turbulent flow is about 1000 "10:
we deduce that for the 0.l cm spacing between rotor and stator, turbulence
in the boundary layer will commence at a speed of about 2 m/sec’ which cor-
& responds to a rotational angular velocity of AOrad/
d

S s B

For rotational
sec

. ra . . .
speeds in excess of 100 /sec’ we can expect turbulence in this particular
liquid even if both inner and outer surfaces were smooth.

rad ,
/ was estimated

y

g

4 Friction torque when the rotor is turning at 30
' using integration of the viscous shear forces over the surface of the sphere.
The result was that at this speed, Tf = 1.6 x 10—3 Newton-Meters. This is

a rather uncertain result, as it depends on the temperature of the liquid,

( how well the sphere is centered, and possibly roughage-induced turbulence.

et i A B e it Bl

o However, it is an order of magnitude smaller than the drive torque available

so we conclude that it will be possible to accelearate the rotor to some

p rad/

r point beyond the inception of turbulence, probably beyond 100 but

Al 8 e

sec’
- to get up to speed mav take 1-2 seconds of acceleration. If the Torquer

were to be used to damp low frequency vibrations of say 0.1 Hz, then it

Snathetonadill

. would be desirable to drive it in one direction for five seconds, reverse it
L]

: for the next five seconds, etc. Rapid ncceleration causes turbulence early.

‘e 4o g .
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When a sphere is immersed in a liquid while it is being turned inside

a slightly larger spherical cavity, there is a hydrodvnamic centering force

i i4 b -
glven by _ A 7 {(+ed) Ln( 122 1+E =) - 2¢ _sin(4) , Eq(2)
(4+e7) e from Matsch <10
To use Eq(2), first find the center offset from < = h - e cos(8) Eq(3)
where h = average tluid gap spacing when spheres are centered

e = distance between the spheres' centers at point in question
$ = angle between a line drawn from the center of the inner sphere

to the center of the outer sphere and the axis of rotation of

the inner sphere; 0O < ¢ < =7 radians.

Then ¢ can be used to evaluate the 'Bearing Number' ) from
A= 6 upw rz/(c Py) Eq(4)
here U = Viscousity
w = Angular Velocity
r = Spheres' radius (almost the same for both)

¢ : defined above in Eq(3).

p, = Average absolute pressure in liquid

F, is not collinear with the line joining the centers, but in nearly
all cases it has a positive component along that line. The exception is
when the inner sphere is rotating around the line joining the spheres'
centers, such as a heavy metal ball turning around a vertical axis in a
round cavity; in that case there is no hydrodynamic force to lift the
ball off the bottom. It is of interest to estimate the size of this hvdro-
dynamic force for the 100 mm dia. Omnidirectional Torquer:

using e = .05 cm = .000164 fu and h = .1l cmn = .000328 ft

cos(g) = .7071 = sin(4) then e cos(#) = 1.16 x IO-A ft
h - e cos(é) = 2.12 x 107" ft

SO ¢ =
p_ = 1440 lb/ftz q
;= 100 rad/ Values are normalized bv a factor of par“
~ sec
r = .165 ft.
L = .00002 from which A = 1.07 x 107°
and ¢ = e/C = .774; <7 = .598

Putting these values in the formula for Fo yields Fx = 0.96 lb or about
.27 newtons. This value is less than 10%as big as the tangential forces
produced by the rotating magnetic field, mostly because the viscousity of

ZnBr, solution is much less than typical lubricants.
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Stator Windinaes

The ideal rlux distribution for a 2-pole spherical machine is the

trorenent foned Surface Zonal Harmonic of Order 1 fl},fllj . If such a
rlux distribution moves past a great circle coil, it will cenerate a sin- 1

deseidal o voltace in the coil.  The converse 1s also true; quadrature currents
o7 tae rerm Iocosilt) and Iﬂcos(ut) flowing in orthogunal ceils properly
stributed over the stator surface will set up u rotating maunetic flux
Swosce ospatial ororm is oa spherical surface zunal harmonic of order 1.

One wav to create such a flux distribution is to wind a single laver
S wire on the stator inner sheath as shown in Fig., 5 below. The turns are

15 Ciose as possible near the equatorial bulve, but the space between turns

incredases a5 the sine of the latitude. Thic lavout has the virtue that the (
Apace atlocated Tor vindings is a simple spherical shell. For AWCGHlo wire,

Dhase A owould he 74 turns around a 1.2 om ciameter ophere. Phase B owould

Loe tave 70 tarns, and it 1o oset o at risht angles to Phase AL Phase C 1s

oo ostivntly larger 10072 omodinmeter sphere oriented at rizht anales to

hotin of the other phases.  The outside diameter atter all three windinas
ire 10 place would he 10,98 or nearlw 11 ¢m.  The 7flux gap from the rotor
Core Surtace to the ontside of the third stator wainding would he 5.5 - 403

= 7 o, and it owould he unitorm all o avound.
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The current required in the stator coils to establish a peak flux

density of 0.216 w/m.'Z at the poles (which would mean that the flux density
in rotor core midway between the poles would be 1, w/mZ) is 23 Ampsrms.
This is nearly 7x the steady state rated current of AWG #16 magnet wire,
and could be tolerated only briefly (one second or so) if followed by a
much longer (1 minute) period of almost no current. The long air gap
assures the the machine will be linear with no saturation of the ferro-
magnetic parts over a wide range of stator currents. To protect the stator
windings from overheating and burning their insulation, there should be a
Slow Blow fuse with a steady-state pass through current rating of 4.0 A.

in series with each of the three stator coils.

Stator Yoke

The ferromagnetic piece on the outside of the Torquer is very similar
to the innermost rotor core: both ar spherical shells that must be made of
isotropic, low loss, high permeability material. Both are about 0.6 cm
thick and would probably be made by the same vendor out of the same sub-
stance: powdered iron compress or ZmMn ferrite. In each part, there are
several pieces to put together to mak~ the whole; however, the stator yoke
would be banded rather than glued so disassembly will be possible. Also
the stator yoke needs some holes designed into it to allow the wires to
pass out, and slso allow for tubes carrying the gap liquid to/from an

external heat exchanger.

V. COMPUTER SIMULATION PROGRAM AND RESULTS

Two computer programs were written using a TurboPASCAL software devel-
opment disk that runs on Zenith 248 and other IBM-PC compatible microcompu-
ters; two separate programs were necessary because of the 64Kbyte storage
capacity limitation of TurboPASCAL. The intermediate data had to be put
to and read from random access disk files, which slowed the running time
so it took 53 minutes to complete a single simulation run through both
programs.

The two programs compute 3-dimensional torque at a given instant for
any user~-specified rotor velocity vector, and any size and orientation of
rotating magnetic field. The first program finds the voltages generated
by the motion of each bar relative to the field. Each branch voltage is
then converted to an equivalent Norton-type current source. The second
program uses an accelerated Gauss-Siedel algorithm to solve 121 simultan-

eous equations for the Node Voltages. Then it finds the branch currents

and computes their interaction with the field to produce torque.
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Both programs use data files which specify the location on the rotor
surface of the 122 nodes together with their interconnections and reference
polarities to form 360 individual branches.

Surface points’ coordinates are transformed to get their locations at
t=1t. The first program then computes the lst Zonal Harmonic flux

density that will exist at each point when t = t], using

B, = 2 sin(é) Eq(5)

where @ is the latitude angle.
The flux of Eq(5) is radially oriented, and must be resolved into x-, v-,
and z- components. Also the inertial frame velocity vetor of the flux
density wave as it moves along the rotor surface is calculated and resolved
into cartesian coordinates. The B and E vectors are computed for each
of the 122 nodes plus three intermediate points equallv spaced along the
360 rotor bar branches, so a total of 7212 numbersmust be stored.

The first program uses the computed positions to find the velocities

of the rotorsurface points from

v o= Jr x P Eq(6)

The velocity vectors are then transformed into a coordinate frame whose
x-axis coincides with the axis of rotation of the stator field, where they
can be subtracted from the field's velocity to get a relative velocity, Gr'

The voltage induced in each rotor bar is computed by using Bode's 5-
point numerical intrgration formula to evaluate the expression

¢ +m

:‘ _? —}0 [
Ebar i (Lr x B)+ dL Eq(7)

Finally, the first program uses the rotor circuit topology specified
in the input data file to convert the Thevinin-type voltages sources (a
generator in series with a resistor) to equivalent Norton-type current
sources in parallel with resistors. Signed sums of all current sources
feeding twoard each of the 121 independent nodes are then computed.

The second program begins with the final results of the first program;
the current socurce sums are incorporated into Kirchoff-current-law equa-
tions for each node. The equations are rearranged to a form where the

voltage in question appears by itself on the left side of '=":

T 4 ’ 7 7

Vo= Lsn/ + gbjb + gc\'c + BaVd  + ge\e + gf\f
n 8, - Eq(8)

B Sy By By gy
where E38 is the conductance of the element between node n and node b
and = is the sum of all conductances attached to node n . Eq (8) is

aa
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the form required by Gauss-Siedel iterative methods; such methods will even-

. |

tually converge from any set of initial guesses for unknown values; faster

convergence can be obtained in this case by using an acceleration factor

- of a = .4 in

! g,V gV g,V v v

= s b d'd g g

N5 (Vn)iﬂ = (l4+a)( LU, b + =S4 + =< f f) - a(\'n)i Eq(9)
;: even with the acceleration factor, several hundred iterations were required

\ to obtain answers to 6-significant-digit accuracy.

Using simple algebraic equations instead of differential equations to
model the rotor circuit is justified because the size of the rotor induc-
tance parameters is so small: the self-inductance of one of the triangular
loops can be computed from L = 12/Rm where 1 is the number of turns and
Rm is the magnetic reluctance of the air gap, Rm = g/uOA. This yields a
value of 2.3 x lO-9 Henries, so a radian frequency in excess of 104 rad/Sec
would have to exist before inductance of the rotor would be important.

rad/

The highest frequency considered in any simulation was 2513 for

o sah b ivan
@Y

400 Hz operation.
When the Gauss-Siedel iterations are finished, the current in each

branch is found by dividing the potential difference between the ends by

‘l the particular resistance of that branch (r1 = 7.08 x 10—5 ohms, r2 =
‘;  7.44 x 10_5 ohms, r3 = 7.93 x 10—5 ohms or r, = 8.25 x 10_5 ohms).

The torque is computed by first finding the vector forces from Eq(l)

at each end, at the mid-point, and at the quarter-points of each rotor

bar N N
:? dF = 1dL x B Eq(l)
- The x-, v-, and z- components of the tangential unit vector L which runs
f- along the length of the rotor bar was computed/saved in the first program,
o where they were used to to find the voltages generated in a bar. Finally,
o~
e differential torque can be computed using the vector cross product
o dT = P x dF Eq(10)
‘;: the three components of such torques were computed at each of the five points
A in each rotor bar. Each component was then numerically integrated using
-
:{ Bode's formula to get the total torque due to current in that bar
.4’"
. T = ldr = em8th ;¢ a4 07 43271, + 77T,) Eq(ll)
<. X X 90 ox 1x 2x 3x 4X
|
There are similar equations for the y- and z- components. Torque compon-
ents for all 360 bars were added together to find the total torque acting
on the rotor.
[ 56-17
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Some Results from Simulation Test Runs

Shown below in Fig. 6 are a few data points showing the magnitude of

torque predicted for the Omnidirectional Torquer as supply parameters vary.

o \
.\.\, 080 ~ .
- :7 s R The top graph shows the effect of varyving the 3
R . =.216 2 . o _
) 4 ‘e Bm /m time instant, t;. It shows the effect of fin-
: W = 2
| Ys 2513 ite element modelling. A solid spherical shell
LS =(10,1
) “ro (10,10,10) rotor would have the same torque for anv t,
] t), msec
7 3 1.5 The 800 Hz variation is 2x the supply frequency;

. Similar rapid torge variations occur in c¢vlin-
@ Time Instant P 4 -

drical machines, particularly ! # models.

N—Hf ¢ =.001 The middle graph displavs the expected propertv
2,40 " = 2513 that torque varies as the square of the air =zap {
s . .
1.8! . uro=(10,10,10) flux density. The rotor core would Begln to
8 saturate at a flux densitv of 0.216 /mZ.
° B_ w(mz The bottom graph shows that the torque increases
!.075 .15 .525 almost qualradically as the stator frequency 1is

- ; .
Effect of Varying Bm' increased--as expected. For all 17 cases whose

N-M} ¢ =.001 torquemagnitudes are plotted in Fig. 6, the
2.4 * ) ) . .
! Bm=°216w/m2 direction cosine of that torque was (.998+,0,0)
1.61 N wro=(10,10,10) so the torque is essentially alligned with the
.8; . axis of the rotating field. Other test showed

rad/sec . 3 .
Ys /s that when the rotor velocity was /4 as big as

. - and nearly at right angles to the rotating field
Varving Supply Frequency ;

. -y . . Q
Fig. 6 Plots Showing How the torque produced was still within 7.7% of the

Torque Varies With ¢tp, rotating field axis. Simulation also showed

and w , . . .
B> s braking torque with d-c excitation.

vI. CONCLUSIONS

The simulations show the torquer will work reasonablv well, producing

:? torque of about .25 N-M when the drive frequency is 100 Hz. That much torque
'i could accelerate the rotor from standstill to 100 rad/ in about 1.5 sec.
%3 Going faster than that is not not recommended because of turbulence in the

Ej gap liquid. The torque available form the Omnidirectional Torquer is some-
Ei what less than one gets from similar-size l-degree-of-freedom cvlindrical

- machines for three reasons:

v w
Y

1) The total flux through and density of the Omnidirectional Torquer rotor

is limited by what can be supported in a liquid whose maximum density is

LT,

only 2.45 g/C_n3. This limit is imposed bv the desire to test the Torquer

T
A

.
¢ in a laboratory instead of in space; in a weightless environment the rotor

5 55-18
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density could be as high as 7 g/cm3 and the liquid could be chosen for its
lubricant properties rather that its bouyant properties.

2) The stator currents are uncomfortably large. This would be partiallvy
overcome by the fact that only two of the three windings would be ener-
gized at a time; and also because the machine is designed to produce torque
transients, so no mode of operation would persist for more than a few seconds,
If the stator is wound with fewer turns of thicker wire, sav 59 turns of AWG
#14 instead of 74 turns of AWG#16, that would increase the length of the air
gap from 0.7 to 0.8 cm; so a 257 increase in wire space would only result in
a 10% increase in flux. An external cooling fan would help, as would in-
creasing the circulation rate of ZnBr, solution through the gap. Allowable
stator currents, rather than rotor flux density, are the limiting factor in
a machine of this design.

3) The isotropic ferromagnetic material used in the torquer saturates at a
lower level than the electrical steel laminations used in cvlindrical mach-

. I
ines does (1.0 vs 1.5 w/m"). Restriction 2) above still dominates.

VII. RECOMMENDATIONS

A Proposal for a follow-on Mini Grant to build and test a prototvpe of
the Torquer will be submitted about Sept. 30. The proposal will describe
torque measuring techniques and a way to estimate the 3-dimensional velo-
city of the rotor. Further work on a larger, faster computer can expand
the present program so it can simulate acceleration/precession transients.
When the applied torque is not collinear with the axis of rotation of the
rotor, it can be resolved into a collinear component and a perpendicular
component. The collinear component TC increases or decreases the speed of
the rotor according to g%_ - %’TC - £q(12)
The perpendicular component Tp will cause precession, governed bv

dg 1 = -
& T Tp £q(l3)

The differential eqns(12,13) can be simulated using a Runge-kutta method.
Finallv, a control scheme will be developed that uses microprocessors
to receive and interpret measurement information; compare the measured
condition ty what is desired, and use the difference(s) to control the
voltage and current waveforms - which should be nearlv sinusoidal - coming

from a power supply to the stator windings.
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Acoustic Emission and the Fracture Behavior of 2-D Carbon-Carbon

Dr. Michael R. Gorman

Abstract

Very limited data on the acoustic emission behavior of
C-C material can be found in the literature.

Tensile coupons 10" x 1" x 1/4" were machined from flat
plates made of 2-D Carbon~Carbon material and subjected to
uniaxial loading in either the warp »r fill directions. Th=2
specimens showed a notch sensitive fracture behavior when
quasistatically loaded to failure. The quality of the
material was documented by photomicrographs. The average
density was approximately 1.6 g/cc and the strength values
in the warp direction were about 14 ksi for the unnotched
specimens. The AE parameters recorded included counts,
duration, amplitude, and enerqgy. They are being studied for

correlations with the observed fracture behavior.
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I. Introduction

The detection and assessment of defects in Carbon-Carbon
material (C-C) 1is an important goal of the USAF. Acoustic
emission (AE) has been shown to  Dbe an effective
Nondestructive Evaluation (NDE) technique in graphite/epoxy
structures and has been proposed as a candidate technique
for evaluating C~C structures such as exit cones.

The intent of this project was to begin to develop a
database on AE in 2-D C-C from which a technology assessment
could be made. Before it can be decided on how to apply
this method, basic studies need to be carried out on the
material itself in the form of simple tensile coupons.

The author has considerable experience with the AE
technique and was instrumental in guiding programs in the

aerospace industry using graphite/epoxy from basic studies

through to final applications for real structures. This
contributed to being assigned to the Compunents group at

AFAL.

II. Objectives

The primary objectives for the work this summer were as

| - 1
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1. To become more familiar with the activities at the

Air Force Astronautics Laboratory, Edwards Air Force
Base, California, particularly the goals of the
Components Group.

2. To beqgin preliminary tests on 2-D C-C to determine
the AE response, to observe its fracture behavior by
studying notched tensile coupons, and to correlate
the fracture behavior with the AE response.

3. To help direct the Master's thesis research of a
co-op student funded by the AFAL.

Other objectives developed during the course of the

summer and are summarized as follows:

1. To evaluate the acoustic emission (AE) equipment
residing at the lab and to recommend upgrades.

2. To discuss the needs in acoustic emission and
ultrasonic studies of carbon-carbon (C-C) materials
and graphite/ matrix materials and to assist in
preparing plans for research.

3. To :valuate the software needs for driving a UT
scanner and graphics displays and to make
recommendations to the Components lab personnel
after discussing the options with AFAL computer

personnel and Boeing Aerospace participants.

This last objective stemmed from the author's
recommendations, gilven earlier in the year, on ultrasonic
(127) T=scan equlipment to be parchased by the Jomponents lab,
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.& A test matrix for the experimental work was produced and

ﬁ; is exhibited below.

qf: Two flat plates made of 2-D C-C were acquired and a

’22 cutting plan for the machine shop was drawn up. This plan

;3 showed the number of specimens to be cut in either the warp

i - or the fill directions,. These types of specimens had not

:ES been produced in the AFAL machine shop before, so the PI

;ﬁ; worked closely with the machinist to ensure that specimens

fi: suitable for AE research resulted.

Eig Each specimen was tabbed with aluminum tabs., A twenty

E& four hour cure epoxy manufactured by 3M (DP 110) was used to

$:t bond the tabs. This glue had been tested previously for

e

A;: enough shear strength by the author in his lab at the

;ES university. The proper test procedures and the theory

C?' behind acoustic emission (AE) transducer connected directly

;iﬁ: to an oscilloscope. Lead breaks (Pentel 2-H) were used for

;Ei linear location calibration after the two transducers (PAC

:’; R15, 150 KHz resonanant)were taped to either end of each

5# specimen. Vacuum grease was used as the acoustic couplant.

E&i The acoustlc emission analyzer at the AFAL (Physical

,.  Acoustics Corp. Spartan/3000) was calibrated on channels
four and Elve jo}¥% 15104 arbitrary fun:>tion praerat ar
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cost upgrade which took care of some of the b;gs. The
manufacturer also pointed out that new hardware upgrades
were also available, which would significantly increase the
speed and accuracy of data acquisition. This 1s 1mportant
information since one of the gJgoals of the Components Lab
(MKBC) 1s to set the standards for composites and NDE
testing.

The specimens produced from the flat plates were loaded
quasistatically in tension to failure. The qgrips for the

MTS mechanical test machine in the Components Lab had to be

replaced with smaller ones suitable for testing
Carbon-Carbon coupons. These grips were mounted on
rotatable spherical surfaces which allow them to

automatically align the specimen with the 1load. This 1is
done in order to ensure uniaxial, centric tensile loading.
Several reject specimens were tested for a system
"shakedown." The extensometer used allowed the strains on
the front and back of the specimen to be measured. The
difference between the front and back readings is a measur=e
of the amount of bending present due to misalignment of the
load train. Very little was observed. After all test
Instrumentation was working properly actual testing

° sommenced,

L e T
L T




L)
if the digitizer used were sufficient for the fracture and AE
;EZ studies. A sijnificant amount of time was spent calibrating
the AE analyzer, which had not been accomplished for some
time. Recommendations for equipment upgrades will be given
\ in a section below. The load was measured by the load cell
Eﬁ on the MTS machine and the strain was measured with an
‘fi extensometer. The AE data recorded include counts, events,
ia avent amplitude, duration, and energy.
';g The AE data has only been checked to ensure that it was
55 well recorded and documented so that analysis could be
;; carried out at a later date. Due to the short time nature
‘ of this program, much of the period was spent photographing,
g measuring, weighing, and otherwise documenting the
]i specimens, calibrating the AE analyzer, directing the
- student's study of fracture mechanics, and running the
z; tests. Even the precise machining of these specimens was
a1 something that AFAL machinists had never accomplished
? before, and thus it had to be learned through trial and
}?f error. Fortunately they had a good selection of surface
j;ﬁ gqrinders and were willing to experiment till the right one
‘ was found.
ALout two thirds of the test matrix waias executed,
9 orimartly  the notched, quasistatic tn tallure specimens.
| igaa b ocant iy, ol oanpears that the o arial does oexhibit o3
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In addition to the planned work, several seminars and

discussions about Air Force programs were attended. These

broadened my view of the scope of the Air Force's research
needs. My perspective on the research needs of the AFAL has
definitely expanded because I am now aware of more of the
details of many of their programs. Now I will be able to
concentrate on them and think more about how my own
knowledge and experience can contribute to AFAL's efforts.
I am confident that a mutually beneficial and fruitful
relationship will continue to develop.

Other scientific discussions with AFAL personnel
included scaling theories, fracture theories, finite element
modeling requirements for NDE, and wave propagation in
anisotropic media. Plans are being formulated for research
usirg the ultrasonic C-scan instrument when it comes on
line. A research program for acoustic emission studies of
graphite/matrix coupons during impact has been proposed. It
wil) take advantage of the impact testing facilities at the
AFAL. Wave studies on certain idealized specimens
containing different material constituents have been
discussed informally and would involve AFAL facilities and

researchers.
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IV Recommendations

The Dbasic AE parameters and mechanical data were
recorded and are currently being analyzed for trends which
can be attributed to the fracture behavior of the material
and the loading pattern. Differences in the emission
characteristics of the tensile coupons loaded uniaxially in
both the warp and fill directions will be studied in a
follow on effort to this summer program. A different
pattern would allow the cracking direction in a C-C part
such as a rocket nozzle to be determined which would be very
valuable information to a stress analyst. Currently, exit
cones do not undergo a proof test by mechanical loading or
pressurization thus making it difficult to apply the AE
technique to the manufactured part. Also to evaluate the
quality, some AE studies will have to be done at elevated
temperatures to really see the performance of the C-C part.
But there will also be room temperature measurements which
yield AE signatures which correlate with processing
parameters. The processing parameters will correlate with
part performance. Thus, as a result of these studies, it
will be possible in the future to establish an acceptable
nondestructive method for C-C structures. This would
provide a much lower reject rate than the present costly one
foaronnd 504,
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higher loads. The load was cycled beqginning at forty
percent of ultimate and then increased in ten percent
increments up to ninety percent of failure 1load. In
analyzing the data, particular attention should be paid to
any observable Kaiser Zone phenomena. This has been
important in other composites for detecting and assessing
the level of damage.

The loading/unloading portion of the test matrix will be
finished under a follow on program so that a model can be
developed which relates the change in meodulus, 1i.e.,
"damage", after each cycle to the size of the measured
Kaiser Zone (or the so called "Felicity Ratio").

As was mentioned before, the manufacturer of the AE
equipment used by the Components Lab makes available both an
hardware and a software wupgrade, which it claims <can
significantly increase the speed and accuracy of data
acquisition. However there exists on the market a competing
instrument which has garnered some good reviews. I suggest
that both companies be allowed to bring their instruments to
the AFAL lab. There real tests can be run on actual
specimens. This will make the results independent of the
manufacturer's simulated data which 1is wusually what they
present in a demonstration. This procedure worked well in
the past when I helped to select equipment for an aernspace

company.
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TEST MATRIX

2-D CC 10" X 12" Plates

Monotonic Tension to Failure - Spec. dim. 10" x 1" x 1/4"
a/w* 0.0 0.05 0.1 0.15
Warp 3 2 2 1
Fill 3 1 1 1

Loading/Unloading - Spec. dim.

10" x 1" x 1/4" 10" x 1/2" x 1/4"
warp 3 2
Fill 2 0

Loading 50, 60, 70, 80% of P* (ultimate)

Total % Spec. 21

* a/w = notch 1/2 length/specimen width
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jfj Gary M. Graham
b
e ABSTRACT

-‘: :.'

o~ An analytical model which predicts the aerodynamics of a

Q{ two-dimensional airfoil experiencing a rapid pitch-up
P maneuver has been developed. The model is based on simulating

\.'_.»

v .

:ﬁ: the vortex shedding of an airfoil as it moves in an otherwise
b guiescent fluid. The onset of leading edge flow separation

Y
- which occurs at high angles of attack 1is predicted using an
i .:".

5} empirical correlation for the case of constant pitch rate.
- The aerodynamic loads are computed using a momentum approach
,Q!! based on an unsteady Blasius integral. The results of these

calculations may be wuseful in applications such as the

A concept of enhanced maneuverability of fighter aircraft.
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I. INTRODUCTION

The key to the development of highly maneuverable fighter
aircraft 1lies in the wutilization of the large transient
loads which occur when an airfoil experiences a rapid
pitching motion. Some researchers have coined the word
"supermaneuverability"” to describe such aircraft capability.
Herbst [1] defines supermaneuverability as "the capability of
fighter aircraft to execute tactical maneuvers with
controlled side slipping and at angles of attack beyond
maximum static lift." Flight simulations have indicated that
an aircraft with supermaneuverability, in a close-quarters
encounter with a conventional fighter aircraft, will have an
advantage in weapon exchange ratio of 2 to 1. This is
primarily due to the fact that the aircraft would be able to
outmaneuver its opponent and thus be in a position to deliver
weapons first and for a 1longer period of time. While
executing a supermaneuver an aircraft may experience reduced
pitching rates (% C/2U. in excess of 8.1 and angles of
attack greater than 45° . Ssuch motions may give rise to
aerodynamic flow separation and complex time dependent flow
geometries. There is presently a need for the development of
analytical techniques which can predict the aerodynamics of
such radical flightpaths. One such approach, albeit two-

dimensional, is discussed herein. Other approaches are

described in references [2-4].
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;; In the past, my research interests have been in the area

gﬁ of unsteady separated flows over airfoils experiencing time
ﬁ; dependent motions. This has included experimental studies of
S the flow associated with a Darrieus wind turbine and
v experimental studies of an airfoil experiencing rapid pitch-
i; up motions. I have also had experience in using discrete

f; vortex models to predict these flows. These factors

(\ contributed to my assignment to the Flight Dynamics
zﬁ Laboratory at Wright-Patterson for this research period.

‘ II. OBJECTIVES OF THE RESEARCH EFFORT

Ry

.El Several approaches have been taken with regard to the
- prediction of unsteady separated flows on pitching airfoils.

;i These approaches range from methods for numerically solving

L

:% the Navier-Stokes equations [2] to methods which simulate the

: vortical shedding of a body as it moves through a fluid [4].

i} The Navier-Stokes solvers consume enormous amounts of

zé computer time and are usually limited to Reynolds numbers

EE below lﬂs . This Reynolds number limitation may be attributed

{ﬁ to the lack of a turbulence model for the Reynolds stresses.

;i The vortex models are computationally efficient, however,

}g problems are encountered predicting flow separation and

:? reattachment. To date, none of these approaches has been

;; shown to be completely adequate for predicting the flow

':t associated with a body of arbitrary geometry experiencing

E; arbitrary motions.
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The objective of the research during my participation in
the 1987 Summer Faculty Research Program was to develop a
vortex model which would be capable of predicting the
aerodynamics associated with a two-dimensional airfoil
experiencing a rapid pitch-up motion at a constant pitch
rate. The motion under consideration included very high
angles of attack which are beyond the aerodynamic stall
threshold. Therefore, one particular requirement was that the
analysis include the capability of handling the potential
occurrence of leading edge separation. An empirical
correlation that predicts the onset of leading edge
separation which has been shown to be applicable to the
constant pitch rate motion was incorporated into the
numerical model. In general, the approach outlined herein is
directly applicable to arbitrary motions without separation
and to motions involving separation if such a correlation
exists.

Within the general framework of the '"vortex" approach

exist a number of questions which have potentially, more

than one answer. As many of these questions as was possible

Pt

within the limits of this program were addressed. However,

IR

'\' S

the work described in this report is not exhaustive. Some

L% oA a8

a4 parts of this analysis could be replaced with alternative
Ef? formulations which may improve the accuracy of the results.
b,
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ITI. ANALYTICAL METHODS

The major components of the analytical model are
described in the following sections. These include the
representations of the airfoil and wake region, the flow
separation model, calculation of bound vorticity, and
calculation of lift and drag forces.

Airfoil and Wake Model

The airfoil and wake region may be represented as in Figure
l. Here the airfoil is shown pitching about its quarter chord
while moving into a motionless fluid at a constant velocity.
As 1s depicted, the airfoil surface is modeled as a set of
elements or ‘"panels" each consisting of a "control point"
located at the quarter chord of the panel and a discrete
"bound" vortex placed at the three-quarter chord of the
panel. The term bound implying that the vortex is confined
to move with the airfoil. The strength of the bound vorticity
is discussed in a latter section. Let it suffice to say here
that the strength of each bound vortex is sufficient to
maintain a zero normal velocity component at each control
point on the airfoil surface.

The wake region is composed of a number of "free"
vortices which originate continuously from the airfoil
trailing edge and also the leading edge if the flow has
separated. Once free, each vortex remains constant in
strength and 1is convected downstream at 1its local velocity
which is induced by all the other vortices in the flow. The

velocity which a 2-D vortex induces at some point located
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a distance r from the vortex center is given by the Biot-
Savart law
-
v, = & (1)
where
GLAOZ-tmsﬁfy/(gﬂﬂﬁ
bon® = (4D (-xD
‘/t_
LY LY
L Oxp-xdy + (D 1
—\ .
and | is the vortex strength, (x,,y,) is the location of

the vortex, the location of the

and (x,,y,) is point in a
rectangular coordinate system, and the vector C is called the
"influence" coefficient.

Flow Separation Model

(-]
At Reynolds numbers in excess of 1 X 18 Dboundary layer

separation tends to occur near the leading edge for steady

flow conditions. Leading edge stall is even more prevalent

A

at low pitching rates and low Reynolds numbers. Therefore, a

l.{

- J-

~T reasonable approximation is to assume that the boundary layer
\"l

;ﬂ separation occurs at the leading edge.

For the dynamic situation, separation occurs suddenly

at the leading edge and at angles of attack which may,

o depending upon the pitching rate, greatly exceed the static

" stall angle of attack. Shown in Figure 2 are data for dynamic
stall inception angles from several workers. Here & %u is the
;, difference between the effective angle of attack at the
- leading edge at which dynamic stall occurs and the angle of
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a distance r from the vortex center is given by the Biot-

Savart law

- -
indacey = & (1)

V

where

C = (siadl-cos® )/ (2w

tant = (10- 1)/ (- £)
4%
es [N+ Cu-gN |

- . )
and | is the vortex strength, (x‘,y') is the location of
the vortex, and (xL,yL) is the location of the point in a

rectangular coordinate system, and the vector C is called the
"influence" coefficient.

Flow Separation Model

9
At Reynolds numbers in excess of 1 X 18 boundary layer
separation tends to occur near the leading edge for steady

flow conditions. Leading edge stall is even more prevalent

NE at low pitching rates and low Reynolds numbers. Therefore, a
Eé reasonable approximation is to assume that the boundary layer
-; separation occurs at the leading edge.

-

2 For the dynamic situation, separation occurs suddenly
; at the leading edge and at angles of attack which may,
° depending upon the pitching rate, greatly exceed the static

s '.'?.

stall angle of attack. Shown in Figure 2 are data for dynamic

stall inception angles from several workers. Here A%, is the

difference between the effective angle of attack at the

leading edge at which dynamic stall occurs and the angle of




Yyyvyrvryvy
DAV
PR

T
L

P2

XA

N'vﬁ‘.) L) ".'_-
PP P ettt

a
[ ]

S oan S CL G TRl i Ala A'a A 8 Ak Al el Bak )

60

50

40

30

20

10

-y B bl A A0 b Al EL M i ~ LIAR R Gl ol LA RA A 1 0 B AR AL SRA A a8
b el Bt Rt b A ol gill SN A0S hal B ol Badl Bk Sl Y (Ot SAS R Ao S AR 8

¢ Deckens & Kuebler (8)
F Re = 100,000 Ref.(7)
=—Gormoat model (ct/c = .15)(s)

Ny

S N

FPIGURE 4. THE GORMONT CORRELATION FOR LEADING EDGE SEPARATION

P

&
Al

58-11

e SR,
'\-.', T T

L e,

V- AN AL (S0 Ay Bt s il s s
BANCRARL AR SASASRCHIRIS
c.t..-c..m;.mmms._fi

e ety
Al ._.’._c:,_c’,_-l‘




St it A SIS ot SR A R ik pefh Sub Aat Rt Batt okt e S Su® s et s b e A Bl o iic it o i Sl AN aR0 SR it oS anh SRl AR A%

a

B
0

attack at which static stall occurs. These data represent
flow visualization data taken on NACA @@12 and NACA 0015
airfoils at Reynolds numbers in the range 5 X 1@3 to 3 X l@s
undergoing constant pitch rate motions. With the
exception of a few data points, the stall delay angle aoX, is
reasonably well correlated with the nondimensional pitching
rate o'tCC/2Uoo . It 1is 1interesting to note that the a
correlation by Gormont [5], which is based on oscillating
airfoil data, tends to fit the experimental data reasonably
well. The Gormont model is applicable to airfoils operating
over a wide range of Mach numbers and contains a correlation
for wvarious airfoil maximum thickness ratios. It therefore
seems applicable to use the Gormont model to predict the
inception of leading edge stall. Calculation of the strength

of the separating shear layer is discussed 1in the next

section.

Calculation of Bound Vorticity

At some instant in time the flowfield may be depicted
as shown in Figure 1. The strengths of the bound vortices can
be wuniquely determined by forcing the fluid velocity at the
control points to be tangent to the airfoil surface. At each

control point at a time step k the surface tangency condition

may be exprecssed as

W
NR o NS W —k —t (2)
I,fz- C:n; lac * L& C;VJ¢‘?\JL v Vi + Ueo
o [
wr
— = "‘kf\\'“‘l 2 = O
m C 1 0 WNoatrol T
y G U, PR cpo-‘.-\*
58-12

- --_“» e [T .'- 2 _'- B J'\ '. '\ e ) - e T~ _'-~ - .'. ».“ .' - R} ..- ‘- N _‘- '.\ ...".' .‘- _". "- X .'>._'-
: o 5 IR T AT N TN T,
-‘»l-w\(-l—.Auf.!(‘.{_.f-‘l:.iqﬁfmx-,inﬂ‘u,-,A:A“A‘-‘Af.i‘r—‘-f;f-l‘{.{-!-‘-{-r{d-(‘!-"(-'-l-!’_(-!-n_r. - X W




B T e N g R R Ry Y N N N Y VIR UV RN WA W R TR TR v!

’ _'l _'v "» -:a

fi where NB 1s the number of bound vortices and Nwh. is the
number of vortices in the free wake. In Equation 2, the first
term is the downwash due to the bound vorticity, the second
term 1is the downwash due to the wake, the third term is the
downwash due .o the motion of the body (pitching, etc.), the
fourth term is the downwash due to the freestream, the fifth
- - term 1s the downwash due to a nascent vortex near the
trailing edge, and the sixth term is the downwash due to a

separation vortex near the 1leading edge. The infiuence

5 coefficients may be computed from the Biot-Savart law and the

- geometry of the flowfield as discussed earlier. There are

L

A essentially NB+2 unknowns in Equation 2; namely, the NB bound

< 3

e vortex strengths, the nascent vortex strength (TN ), and

o R

‘i the separation vortex strength (T; ). The strength of the

:f nascent vortex 1is determined in a fashion illustrated 1in

- Figure 3. Here u, 1is the fluid velocity relative to the
airfoil on the upper surface and Uy is the relative velocity

'}j on the 1lower surface. The appropriate position of the

j#f nascent vecrtex is also shown in Figure 3. Since the strength

'; of the bound vorticity and the separation vortex have yet to

N

ﬁ; be determined at the current time step, the upper and lower

'b: fluid velocities must be computed using the flowfield at the

AL

A~ . . .

° previous time step. Therefore, 1in order to expect adequate

:E: results small time steps must be used. As an improvement to

:3: the current model a predictor-corrector scheme might Dbe

.'- “w

v,

\‘ employed here. The strength of the separation vortex may be

A

ﬁ{ related to the nascent vortex strength and the change 1in

~

A

-

o
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bound vortex strength at time step k through application of

Kelvins theorem and is given by

-t

R N8 R
. - LT« L%‘C?s;""s(. )1 )

&
NB — Y "% Nwy R I X R
[LE’\ CCQL" C-sv-("ﬁs Al z C’wg-\‘w; t VF\ * Uw
[

(4)

3
1(Q ) " :%T‘hj\],*h

PR B nL.**N\ =
Pocat
where the nascent vortex strength is determined as

illustrated in Figure 3. An equation of the form of Equation
6 may be written at each control point resulting in a system

t;j of NB linear equations for the NB unknown bound vortex

strengths. This may be expressed in matrix notation by

(1§73 93

where ro‘tk& 1 co&*ToL Poiwi
)

h _ —~h
bio = (Cagi - C-ss'\'

w

-
po
S " Nw — —%  _n - =k w
P - ) ‘ (- - 3—1
o Ei 2 C—- w4l lwe ¥ VM;* Ve C"~3 C_sA Ve
b - :
u; Y 319 w-\ AR
S -

bt ¥ Gy & el 5
b
IS . .
p This system may be solved using a number of methods. Once the
S
AN i
Eﬂf bound vortex strengths are known the separation vortex
o.
o strength is computed using Equation 3.
Sy
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= Calculation of Lift and Drag Forces

5' The airfoil 1lift and drag forces are computed at each

i (
oy time step after the strengths of each vortex in the flow has

‘ been determined as outlined in the previous sections. The

- lift and drag on the airfoil are computed using an unsteady

v

Y Blasius integral [6)] and are given by

: o eS0T

- L: -¢ . 5; Kk de' T

{

. (6)

o N\ 4T

I 8 ~—

-— a3 \ | \

D o2 Cyogg s T

]

S

N where NV is the number of vortices in the flow.

o

o

g IV. RESULTS

Z{ The 1lift coefficient for the steady unseparated case

:5 was computed using the approach outlined above. The

. analytical results are in close agreement with the potential
- flow solution based on a symmetrical Joukowski airfoil. These

ﬁi results are not shown here for brevity.

1; The lift and drag force results for the case of constant
- pitch rate with nondimensional pitch rates of .088 and .19

< are shown in Figures 4 and 5. In both cases the model

: overpredicts the lift and underpredicts the drag.

» V. RECOMMENDATIONS

EE The results of this project have shown this analytical
.2 approach to, at this point in time, be moderately
) »

-,
Lﬂ successful. There are a number of things which might be done

>, !
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Py 58-16 5
" |
7

:.-

. e e e o .t A A R e Kt K A Lt s
R WA uqa_- o r‘v‘ \¢\$:¢\I A W O ‘.:
Y y s WY B

raifs



Dt e A R o S TR A L L B AR SR A A A il 3 h ol oRE oAl il A St A B A Al A" Aad Bold Rl Sab Sol fAnd Sob Sod Sodl ol CaR Sau Mie 230 fta g0 |

L( L S‘&k(&

o Ao g0 éo 8o
oA

— - Present /’twu('LsCs
O - Referewnce (1)

Ftiurt t. FO“QQ Coeggk{éew?\-& @cr Oy

Nowdlﬁ&&&s(own& PLE@L R&&Q
o? X C /2000 = .0 88

58-17

N

4N
I'I'{

3
&

P4

o -'_.’...- R,
P A

> al MM&L}J}A.FJ’:J’.:;’.“P.Aﬁ:‘ﬁ_“’.-

- - o - - . - o« - - e T
B LTI S i S P M W G N
e e A ERERE AT AR
PO RIS NPT WA S VR WA RTINS VO



2

AL

' VR
FaNN

I'I"\
R R

-

v
Bl
P
* At .
L o P

¥ v
LS

--¢~“-
SN

a0 "
P B
[SERTATARARA BRI

@ .

ey

RN XA TS

Rl

L S Sats Sadl lad el Sl ang unls Sl Rt Gl Gl Shall Gl Sadh S Sl Wl B Snd 4 L and e medh el Suf Snf Sal ok Gl Sl %ol Sk Gl Sl Gl Aol Suf Sl Bl B g 00" Hald Sl Bolh Bl Sok- Rak- il ""',"“1

©
S €a .
-4
9 4+ = 500
C L o © ©)
‘ O C
0© o
2 ¢ o)
©)
4
o . . " -
o R0 Yo (A 8o
oS
G o
1 —_ P? ese Av\‘*L‘AS\S
o - ReSerewce {17
© © ©]
C q ¢
. 0 —~
O]
2 4
o + - + ~
1o} 20 Yo Lo 8o
v &
Ftlc.um_ S . Force, Qoe_s"s:igicwi‘s ‘CM‘ e ,
Nowdime nsio ne ik Pate '
58-18
R e S L A A A T

VIOV e



AR AAMERE AL CA SIS I Al o a® s B0 B B0 A4 00w At u an e A da Bhecste el enbotuluad Aed Ach Suiiu At ACAAPICICA AR SMCEL It UCHC A
n

to improve the model. A few of these are listed below.

a. Inspection of Equation 6 indicates that the 1lift and

drag forces as computed in this model are intimately related

to the wake convection. Therefore, in order to improve these

results a study could be undertaken as to what method of
wake convection, 1if any, might be employed to obtain closer

agreement with the experimental data. For instance, as

mentioned before a predictor-corrector scheme might be
employed with regard to the calculation of the bound

vorticity. Also some type of weighted time averaging of the

local wake convection velocities might prove useful.

b. An alternate method of computing the force <coefficients

would be to apply the unsteady Bernoulli equation and

integrate the resulting pressure distributions. This method

would require somewhat more computer time but might prove

to be more accurate.

c. In the opinion of the author, some empirical work might
provide information which would be of use within the
framework of this analysis. For example, the success of this

analysis, to a large part, relies on the accuracy of Equation
1 (Biot-Savart law). Inspection of Equation 1 shows that the

velocity induced by a point vortex is infinite at the vortex

-

e
“
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v -

L

N
4
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center. This 1is obviously a departure from reality. An
&¥p experiment could be performed to study the range of
E?i applicability of Equation 1. Another interesting subject
ti:' would Dbe to study the applicability of the Gormont model to
”.
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A
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the pitch-down and arbitrary motion cases.
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LIQUID FILM COOLING OF ROCKET ENGINES

by

William M. Grissom

ABSTRACT
The cooling of the combustion chamber walls in a

rocket engine by a liquid film is analyzed. The evapo-

i
)
d
q
.
o
A
[ ]

ration rate is calculated from the dry-wall heat flux
modified by a transpiration correction due to the blowing
vapor generated. The mixing of the vapor with mainstream
gases in the boundary layer above and downstream of the
liquid film is studied. The convection rate of coolant
into the mainstream is also inferred from this analysis.
Estimates of the radiant heat transfer show that it can
account for the difference between the convective
calculations and experimental measurements. Radiant

heat can also cause problems such as burnout of the

liquid film.
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) I. INTRODUCTION
- A number of liquid rocket engines employ a liquid
film of fuel as thermal protection for the combustion

(' chamber walls. This process was experimentally studied

EE in the 1950’s and 1960's, however no general analysis

5%& procedure was established at that time. Since then various

kv. heat transfer analyses have arisen which can be applied to

';f study the mechanisms occuring as the liquid film evaporates

E; and mixes with the freestream gases.

.ir My M.S. thesis in mechanical engineering dealt with

::' the evaporation of liquid droplets on a surface. This

;g initially appeared quite similar to the situation of

:i. ligquid film cooling in rockets. The mechanism actually

, involved considerations of convective and radiative

- heat transfer. My background in aerospace engineering

: and spectroscopy proved useful in studying these

. concerns. The USAF is presently interested in the
!ié effects of the liquid film upon the plume signature.
3& To analyze this it is neccessary to determine the

_’E evaporation process and subsequent mixing of the

;?E vapor when liquid film cooling is used in a rocket.
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II. OBJECTIVES OF THE RESEARCH EFFORT

The initial goal was to determine the evaporation
rate of the liquid film. Very little information
concerning this was located in the general literature.

Contact with Michael Powell of AFAL, with whom I had

PR
» e

worked on a previous SFRP appointment, provided many

o
8

PARE A

S —
N~ g

obscure references. These references allowed compa-

0

rison of the calculation procedure developed here with

actual rocket data, which showed the need for radiative

(AR RS

g

‘

considerations. With the evaporation rate of the film

.-
v

;? determined, an additional task was undertaken to analyze
?f the vapor mixing with the hot freestream gases.

:~ These various analyses will be summarized in the
-

;. following. A more thorough reporting of the research
?E and comparison with experimental data is available

i; in a separate technical report available from AEDC.
e

2 III. Liquid Film Evaporation

E; Dry-wall heat flux:

E§ To interpolate between the standard 1/7 power

law boundary layer results [1] and that for fully-

B
o
PN

developed flow [6] define a new variable, x':
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X’'/D = -Ci ln{exp(-3.53/Ci)+exp(-x/[{Ci D])}

with Ci= 0.5 suggested.
The convective heat transfer is then calculated, (with
properties evaluated at the mean temperature):

-0'2' _016
r (

St = 0.023 Ca Rex’ P 1)

where: Ca = | 1.25 if x<3.53 D
| 1+ 0.25(3.53 D/x) if x>3.53 D

Blowing corrections:

The vapor is transpired into the boundary layer and
decreases the skin friction and heat transfer to the wall.
Transpiration solutions are normally expressed as the

heat transfer reduction versus a parameter:

' Cpy AT
H= My =
Pq Ug St A¥

The simplest result is that resulting from a Couette
flow model (5,8]:
h 1 1In(1+H)

ho H

To account for different molecular weight injectants

the parameter H is replaced by:

Mg \?
Z =\ Mv H a=0.6 ; Mv < Mg [12]

a=0.35 ; Mv > Mg

59-5
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iﬁ These relations are not useful if the liquid flow-
,r{ rate exceeds a critical value given by Knuth [14] for
::; the onset of large waves: X

’E: [ cr = 1.01 10'5(14\,/,44,2) My

{\i Calculation of film-cooled length:

o Combining the above relations with x=Lc:

, Le= 61.62 Mg T L X

net Pgug |CpgATAg(h/ho)

.

Ny II. Vapor Film Mixing
i The cooling effectiveness is defined:

.: N = 222 = L

b= Tg-TcC 1+(mgCpg/meCpc)

:§& and a dimensionless distance:

oo x u|PyUs Mg 25

ﬁi;ht;
where: M. = coolant vapor mass flow per width
Using the 1/7 power law boundary layer equations

; as per ref.32:

’ﬁ - 11+ Cpc/Cpg(0.325(x+4.081" °- 1)1-’ (3)
;E A suitable correction for freestream turbulence is
‘33 to multiply X by a correction term (1+Ct). Applying

ig this to Eq. and analyzing the data of ref. 27 and 29:
E; Ct = 10.2 e ; where: e= turb. intensity fraction
ﬁf_ The results with helium coolant are well fit by the
:;; empirical Eq. 12 of ref [32]. This can be put into the
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form of Eq.3 by adding a multiplier of 0.76 to the Cpc/Cpg
ratio. Assuming that this is due to the density ratio
a scaling factor of molecular weight to the 0.14 power
can be used.
The effects of centripetal accelerations at the
throat turns can be corrected by generalizing the
results of Rousar [30). This suggests using a
scaling factor Kt which divides the unturned effec-
tiveness value: 2 [0.727/5] ‘
Kt-(0.5+ 3.46[2(%:_-' +0.38] ) |

where: R= avg of in- and out-turning radii of throat

| Pt
[E;'n*' R:J = 0.727 in [30]
5 (R)F)- mL-nl-F
pw A Mel\ T3/ Mc 3

Final vapor film correlation equation:

rk _ 1
Kt[1+F]
where: 0.14 (4)

CPC

(Mc> 0.9
Fme I |~ {[1+0.245(1+10.2e)X] -1}
Cpyg Mﬂ

Applications to liquid film evaporation:

R

P

Equation 4 can be extended to the case of con-
tinuous injection from the liquid film by calculating
the total mass injected upstream of a point x. Subst.
into the definition for X gives:

m ?% L@ Aij 0.25

';‘vm'; Lc

A ’..-..-.'-‘..-“~‘-~..-..-._-_.._-u\.\- T T T T O VT S N
MO AN Sy T K - -.‘\r,‘_.“ .r"~'-': AN AT OO ""

DO . ORI
~ . - - .
ST S TS N A IR A L s L



e

..-..,
PP LALPENAN
AENERERS .‘\.‘.,.. EEERARARAS

é

Y
.

LY

Sy .

YO0

g

X
‘<

%)
rES

XLy

s

P

e

| &

which predicts a constant cooling effectiveness over the
liquid film. Downstream of the film:
v .
Mc=[" = m,, Lc
with X calculated as before.
Coolant convection into freestream:

The film mixing derivation assumed that the concen-
tration across the boundary layer was uniform and that no
gases from the boundary layer went into the freestream.
These assumptions gave a good comparison with the measured
wall temperatures. In actuality there is a temperature
and concentration profile across the boundary layer [32].

The boundary layer mixing is controlled by masses not

molar fractions. The mass fraction of coolant is:

c=_me¢ = l+ngMg = [1+ (;_- 1) Mg i
mc+m3 n.Mc N Mc

If the temperature variation across the boundary
is neglected the average concentration may be expressed

as 0.35 times the vapor concentration at the wall [32].

Further approximate the mass fraction:

.....




The film mixing model assumed that the mass fraction
was ¢, over the entire boundary layer. 1In actuality a mass
of coolant A/hq has migrated into the freestream, accounting
for the actual profile. The mass lost is:

AMe=cyMy - T My

- Cw(l ‘i) My)
Cw

Substituting the 1/7 power law result for ﬁkl

AM = 0.325(x+4.08)"% (1 - 0.035Mc/mMq) (5)
¢ 1l + Cpc/Cpg(l/?k- 1)

III. RADIATIVE HEAT TRANSFER

Radiation from high temperature, high density,combus-
ting gases can be a difficult subject to analyze due to
the poorly known high pressure molecular spectra, the
importance of carbon particles and transient species in
the flame, and the variable path length over the viewing
angle. However, for gases which are sufficiently thick a
number of simplifications are possible.

The complicated molecular spectra are best handled by
using total emissivity values for the entire spectra. These
are direct measurements of the total gas radiation relative
to that of a black-body source. The two most important gases
are H20 and C0O2. These are given in ref.1l0

At high enough optical densities the emissivities become
constants of 0.90 for H20 and 0.23 for CQ02. Neither becomes

unity because there are regions in each spectra where no
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spectral lines are found. At no wavelength can the intensity
radiated exceed that for a black body. For this reason when
determining the emissivity of a mixture of gases the regions
of overlap must be subtracted. For C02 and H20 this overlap
is 13% at high densities.

In applying this method to rocket engines consideration
must be made of the fact that the sight path through the
gas varies over the viewing angle. The chord distance
across an axial section is: C=Dcos 8 . The total distance
also varies with the angle from this section plane as:
L=C/cos f . One must also consider the light reflected
from a surface in the background view. Perhaps the simp-
lest correction, due to Egleti [34], is to increase the

-0.85
geometric path length by the factor L'=Aw ° L

; where Aw
is the absorptivity of the wall.
For rockets with high optical densities a simple

approximation is to evaluate the emissivity at an effective
length: e, /2 -0.85
Leff = f'L’cosecosﬂdedﬁ = 1.23 D Aw
fo) o

Assuming Aw = Ew, the radiant heat flux is calculated:
)

where: 6 = 5,67 E-8 W/m2-K4

éraJ' 6 EwEg[qu - Tw

Transpiration Effects:

This radiant heat vaporizes a mass flux of vapor:

Mrad = Qrad/ N*

59-10
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This in turn decreases the convective heat transfer, as

will be:

Y discussed in section I.A.2 . The total vapor generated
. [ . ) .

Y My = Megd + Megay

N The blowing correction for convection becomes:

-~ Z = Zconv + Cl/h

q)_ A‘

{ Z

_;:-i h = ho 1n(1+2) where: Zconv= Cpg AT (Mg)a
Mv

Cl= ‘;‘rawl Cpg i“l_g_ )q
( Mv

° Note that the correction factor now depends upon the heat

~ transfer rate so that an iterative solution is neccessary.

Liquid Film Burnout:

The radiant heat is different than the convective

Vs heat in that the radiant heat can penetrate the thin liquid

film and be absorbed directly at the combustion chamber

- walls. It is then conducted into the liquid film by

boiling heat transfer. At a high enough heat flux the

surface can become covered with a poorly conducting vapor

film which causes the wall temperature to rapidly rise,

o

T usually with catastrophic results. This transition point
. is rather abrupt and is termed "burnout".

,Rf Almost the same geometry of a thin liquid film flowing
0. .

A across a heated surface has been studied by Katto et al
P‘;:_
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[35,36}. They found a dimensionless correlation from
measurements with water, freon 113, and trichlor. Their
result can be written:

. 0.534 [ Ut 62\/3  0.133
dyo = 0.0164 A Py — v

£

It was noted that at the burnout point the liquid film
was deflected from the surface. With water this deflection
occured at the first contact with the plate, whereas for
freon and trichlor the liquid was deflected only near the
end of the plate.

Since we are concerned mostly with organic liquids we
will assume that the burnout occurs at a downstream position.
As mentioned, Ziebland [34] measured the maximum radiation
flux to occur somewhat downstream of the injector. For this
reason we might use 1 = 5 cm as the most likely burnout point.

The interface velocity will be taken as 3 m/s for most
cases, giving an average velocity Ul= 1.5 m/s in the liquid

film.

The burnout heat flux for several fuels can now be estimated

.
‘l ‘l ‘v e

P Tl
RN .
PULIP . B . t

at a pressure of 100 psia [properties from ref. 37}:

AN
‘l..l'

¥

Liquid Tsat A Pr P ) dbo
(K) (EO03 J/kg) (kg/m3) (kg/m3) (E-3 N/m) (kW/m2)

T N,y
‘f‘lll‘.'!‘lll‘:
"' “l _‘l “l ‘Jl ." _’l ‘ﬂ

MMH 433 663 720 9.79 20.2 419

. AZS0 413 990 778 .50 18 624

b H2 29 335 70 5.75 0.6 17.6

N
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The fact that the liquid is usually subcooled can be

accounted £for by multiplying the previous burnout heat flux
by a factor [35): 1+Csub

where:

Csub = 2.7(pa /Py )°° (Cpl(Tsat-Tc/A )] °

One should note that the maximum value of Csub in ref. 35
was 0.41 . Extrapolating past this value is uncertain.
Indeed, a similar term for pool boiling predicts much
smaller corrections. 1In view of this it might be more
reasonable to simply replace A with X*in calculating éLo . |

A final consideration is that a number of liquids would

absorb much of the incident radiation before it reaches the
wall. At 3500 K the radiation would peak at 830 nm.
Unfortuneately, the absorption spectra for this range is not
easily found for most fuels. It is known, however that H2
would provide little absorption since it has no dipole moment.
Given the very low burnout heat flux it is almost certain
that H2 would not provide effective cooling as a liquid film.
With the unknowns of spectral absorption by the liquids
and the proper correction for subcooling it is difficult to
say other than the burnout heat fluxes of the liquid films
are of the same order of magnitude as the heat flux reaching
the wall and hence burnout may be a limit to the protective

ability of a liquid film.
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V. RECOMMENDATIONS:

Comparison was made with the data in references
13,14,18,20,22,and 23. For all cases in which Knuth's
stability criterion was not exceeded the calculations
were within the uncertainty in the data. The results
are omitted for brevity.

In the high temperature environment of most liquid

rocket engines the evaporation due to radiant heat is
dominant. This vapor is transpired from the liquid film
and greatly decreases the convective heat transfer by

decreasing the wall shear stress. The radiation from

_E
|
:
i

high temperature gases is a complicated subject.

More research is needed to allow more accurate cal-
culations. Additionally, the optical absorption
properties of the liquid films need to be studied to
determine how much of a barrier they can provide to
radiantly induced film burnout. It is hoped that as

a follow on project the infrared spectroscopy resources
at AEDC will be utilized to provide this data. Fluid
mechanics calculations will be needed to determine the
liquid film thickness.

The vapor mixing process has been well characterized

in lower temperature flows without any turns. Data

in both positive and negative turns is needed to charac-
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terize the phenomenon at the throat of a rocket engine.

Additional analysis needs to be made to determine the
concentration and temperature profiles in the boundary
layer, especially in supersonic flows and with chemical

reactions.
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Nomenclature
a = 0.6 Mv<Mg, 0.35 Mv>Mg
Aw= absorptivity of chamber walls
C = circumference or mass fraction
Cl= radiative transpiration constant
Cf= skin friction factor= 2(tang. shear)/ P gUg
Ci= interpolation rate constant
Cp= specific heat per mass
Csub= subcooling correction to burnout

Ct= correction constant for turbulence
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H

K

diameter of comb. chamber at position x

freestream turbulence intensity
emissivity
convective heat transfer coeff.
Cpg AT/ \*

thermal conductivity

Kt= correction factor for turning

L = optical path length

Lcm=

film~cooled length

Leff= average optical path length

m

.
m

Re

N

mass entrained in b.1l.

mass flow per area
molecular weight

mass flow per circumference
no. of moles

mole fraction of coolant

NuD= Nusselt no based on D= hD/k

Pr= Prandtl no of gas=M4Cpg/Kg

P = absolute pressure

Pg= partial pressure of species

é = heat flux

ReD= Reynold’s no based on diameter= PgUgD/ Mg

Rex= Reynold’s no based on position= P gUgx/Ag

St

T
AT

Stanton no= h/( P gugCpg)
absolute temperature
Tg-Tw

axial velocity

axial position
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x’'= corrected x for developing pipe flow
X = dimensionless distance

y = distance from wall

Z = H(Mg/Mv) (convection)

Greek:

coolant mass flow per circumferential length

boundary layer thickness

latent heat of vaporization of coolant

A+ Cpl(Tv-Tc)

film cooling effectiveness

mass density

DO /S 2> o T
[ |

opt= optical density= PgL

§ = surface tension of coolant or Stephan’s const.
M. = dynamic viscosity

subscripts:

bl- boundary layer

bo- burnout point

c - coolant

conv- convective

g - freestream gas

1 - coolant liquid

o - initial position or dry-wall heat flux

rad- radiative
w - evaluated at wall

Yo superscript:
}.,-u'.: am—
p - A .
b ( )- properties evaluated at mean temperature
h_.‘- ‘.“
P

" (Tg+Tw) /2
r. .r,‘
P
D.'.:,:.
N
o
7
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Cellular Logic Image Processor Evalulation ‘

by

-

Timothy A. Grogan

ABSTRACT

Benchmark operations were performed on the British-built Stonefield Mark
I 32x32 element cellular logic image processor(CLIP). A comparision was
made to benchmark results reported in the literature for other parallel com-
puters with specialized architectures for image processing. Performance esti-
mates of the 128x128 element Stonefield Mark III CLIP design were obtained.
The Mark III design has a price-performarice ratio exceeding the MPP by a
factor of five. A subjective evaluation of the Mark I CLIP software was also
performed.

Recommendations are made for the benchmark testing of the Mark III.
In addition, issues regarding the integration and utility of the Mark III as

part of an imagery exploitation syvstem are discussed.
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1 I INTRODUCTION
Parallel processing is being used to meet the enormous computational re
quirements of automated exploitation of digital imagery. The Imaging Syvs
l d
- tems Division of the Iutelligence and Reconnaissance Directorate of the Rome
-
- Air Development Center. USAF. at Griffiss Air Force Base are investigating
{ the use of this technology for the automated exploitation of reconnaissance
imagery. Under the Foreign Weapons Evaluation (FWE) Program, RADC :
g has acquired a 32x32 element cellular logic image processor (CLIP) from -
‘ Stonefield Vision Systems. Great Britain. A 128x128 element CLIP is to be
S delivered in early 1988. :
[ It 1s important to determine which of many proposed specialized parallel
. architectures will be most appropriate to image exploitation tasks. .:'
! My research interests have been in the development of algorithm: for ij
g image analysis: shape and texture analysis, in particular. Some of my work :1
. 4
utilizing Fourier descriptors for shape analysis is currently in use at RADC. :14
" IT OBJECTIVES 1
- 4
( The objectives of my assignment were to measure the performance of the -
. Stonefield Mark I 32x32 element array CLIP and to recommend a course of
. action for the evaluation of the 128x128 Mark III CLIP. In addition. [ was to
(

make recommendations on the integration of the CLIP into a larger image

N

exploitation system.

The Stonefield CLIP is a commercial version of a system developed at
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the University College of London led by Dr. M\ichael J.B. Duff. This was
a 96x96 element array of processors. The evaluation of the 32x32 Mark I
CLIP was to be made by implementing and running a suite of benchmark
algorithms. A subjective evaluation of the software, the documentation, and
the programming environment was also desired.

The 128x128 Mark III CLIP will utilize the same chip containing the pro-
cessing elements as the 32x32 Mark I CLIP. The design of the rest of the
123x128 CLIP system is very different from the standpoint of both hard-
ware and software. Some preliminary estimates of its performance based on

information from Stonefield were to be made.

IIT RESULTS

The benchmark results for the Abingdon cross operations have been pub-
lished for more than 20 computers for image processing.

The Abingdon cross is a NxNx8 bit image of a cross shape. The ampli-
tude of both the arms of the cross is 160 except for the central overlapping
square which has value 192. All the background values are set to 128. White
Gaussian noise having zero mean and standard deviation 32 is added at all
points of the image. This noisy cross image was generated on the INTEL Sys-
tem 310/286 which hosts the CLIP. The image was loaded into the external
memory of the CLIP.

The benchmark operations consist of performing a 3x3 averaging filter

twice followed by a thresholding operation. Then. 8-connected Levialdi thin-
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o Image Size | Time (msec) | FOM

e 32x32 19.2 1,663

o 64x64 74.6 358

- 128x128 266.4 480

\

oy Table 1: Abingdon benchmark: Stonefield Mark I 32x32 CLIP

NN

; .,‘ ning is performed to obtain the skeleton of the cross.

1

{ The Image Management Software (IMS) manages the processing of images
-:'.'.-: a power of 2 larger than the processing array. The benchmark was performed
_t on images of sizes N = 32, 64, and 128. Table 1 contains the results of
‘. the Abingdon cross benchmark. The table values do not include the time
o

- necessary to transfer the image in and out of the staging memory.

\: The figure-of-merit (FOM) is the size of the image (N) divided by the

time to perform the benchmark (T) or N/T. These results indicate that
as the image size increases over the fixed size of the processing array, the
computation becomes increasingly inefficient. This is because a significant
amount of time is required to transfer small sections of the image into the
processing elements local memory. In addition, the mean filter requires that
overlapped sections of the processor array size be computed. Then a merging
operation must be performed at the edges of these sections covering the full
image size. The IMS, however, manages this overlap and block mapping
automatically when a user invokes one of the image processing functions
loaded previously into the CLIP controller program memory. However. there

is a side-effect of this capability to process images of size greater than the
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array size. It is necessary for the IMS to load. process, and then unload the

internal processor memory. Because of this. intermediate results are swapped
in and out of memory reducing efficiency. The INS does not attempt to
optimize the use of the internal processor memory by retaining intermediate
results of a sequence of operations in the local processor memory.

The 8-neighborhood gating and global parallel propagation circuitry pro-
vides for efficient computation of local masking and global transmission of
information across the array. This leads to better performance on these
types of operations than would be expected from this early architecture.
The figure-of-merit for the 32x32 Stonefield Mark I can be compared with
already published results for other parallel processors. (See Table 2.) It
should be noted that the cost of the computers differ considerably. For ex-
ample, the Massively Parallel Processor (MPP) is a $5 million computer.
where the Mark I and Mark III computers together cost less than $500 thou-
sand. The price-performance ratio (N/T)/cost for the Mark III exceeds that
of the MPP by a factor of five. There are, however, some proprietary systems
now under development which will exceed that of the Mark III. This is most
directly a result of the design contraints imposed by the integrated circuit
processing technology of the middle and late 1970's. The instruction cycle
time 1s 480 nsec. compared to the 100 nsec. cycles times becoming common
in current designs. Modern chip designs have enhanced functionality and
improved data paths. In addition, the 32 bit internal memory per process-

ing element are surpassed by design now having 128 to 1024 bits of on chip




’ Machine Time (sec) | FOM | Notes
- - UCL 96x96 CLIP+ 0.0132 7.273 | 96x96x6 bit image
L - Stonefield Mark [ 0.019 1.684 | 32x32xR¥ bit image
CLIP4
e Stonefield Mark III 0.019 13.472 | 128x128x3 bit image
. '.:: CLIP4 estimated
e ERIM Cytocomputer | 5 102 | 512x312x8 bit image
- VICOM/CYTO 0.075 6.827 | 512x512x8 bit image
MPP 26,283 | 512x512x3
{ _ estimated
N Warp 7.8 65.6 | estimated
:-:‘: Table 2. Abingdon benchmark for some other parallel architectures.
e memory per processor or up to 32K of off-chip memory. The insertion of a

chip having a more modern architecture and processing technology into the

Mark IIT system would have truly impressive performance.

:’ Included in the figures of Table 2 1s an estimate of the FOM for the
.:‘:'-::j 128x128 element Mark III CLIP. This estimate is based on the increase
" in the number of processors in the array. This is a conservative estimate.
Changes in the partitioning of the external memories will provide the ability
x to transfer data in and out of the internal processor memories of the array
‘; in one-fourth the time. In addition. the total system throughput will be
J increased due to the 20-fold speed-up in the time required to transfer an
- unage between the video I/0O buffers and the external array memo.ies. The
[0

;. external array memories are to be dual-ported allowing overlapped input &
e .

:::_ onutput operations.

-..;’:. Benchmarks for two other unage processing operations were also per-
i

5

. 60-
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S Operation | Time (sec) | |
T Sobel 0.00864

- zcLoG 0.195

o Hough 2.1

\

Table 3: Benchmark results for other image processing operations

formed. These were the 3x3 sobel edge detector and the zero-crossings of ‘

{ . the Laplacian of the Gaussian (zcLoG) using an 11x11 window. An estimate
for computing the Hough transform was also obtained. These results are
E shown in Table 3.

! The programming of the Stonefield Mark I CLIP was performed on the
' 3, INTEL 310/286 host running the XENIX operating system. The CLIP re-
-

.J;:j sources: external memory, video I/O, and array controller program execution

are managed using C language callable routines. The use of these functions

v

by the novice programmer was somewhat hindered by inconsistent termi-

N
"" -l' l.' n" ..‘, r-' (‘

nology in the documentation. Ouce the system functions were mastered. it

was relatively painless to utilize the large number of boolean. arithmetic,

s and neighborhood processing routines. These routines are called from C. via
-.':-

e the IMS which performs ti.e block-mapping of images of size larger than the
®

array. Missing from the system routines were utilities for printing the image

B -

L values of intermediate results for debugging the C programs.

o The development of assembly language routines was accomplished using
J

9] " . .
an interpretered assembler. However. the syntax for register label conven-
e tions were different than those required by the assembly langnage compiler.
'. This had the tendency to frustrate the use of the interpreter for debugging

50-9

RS AT
AR SRR
AT PN . Y td




¥

Pl
1 ,
N

AR

.

.‘. “_. ,..". "1‘ n}.

A i

L J
s

large assembler routines. In addition. the register operations in the inter-

preter were carried out 1o the host and not in the array controller. This could
lead ro unpredicrable results when the routines are compiled and executed.

Assembly language routines were written for computing the zero-crossings
of the Laplacian of the Gaussian, greyv-scale morphological erosion and dila-
tion. Some arithmetic and boolean functions were modified to be maskable.
Progress was made in programming a general image rotation routine. How-
ever. difficulties encountered in completing this task emphasized the need
for rthe conditional execution masking. Conditional execution masking is

discussed in the following recommendations.
IV. RECOMMENDATIONS

The same benchmarks that were performed on the 32x32 NMark I CLIP should
be repeated after delivery on the 128x128 Mark II1. i.e. Abingdon cross. so-
bel edge. zero-crossings of the Laplacian of the Gaussian. This will require
some minor modifications to the assembler routines. In addition, the Hough
transform should be coded and executed. The 8-connected Levialdi thinning
required in the Abingdon cross benchmark will require more extensive re-
vision. The global propagation used in the thinning must be scanned over
the entire 1mage (a multiple of the array size.) This includes the proper
manipulation of the edge stores as each array size sub-image is processed.
This requirement is likely to effect the design and operation of the Image

Management Svstem. In fact. all routines making use of global propagation
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will also require rhis moditication.

In order to obtain more accurate timing statistics with fewer iterations.
a real-time clock having more precision than the INTEL host clock (having
20 msec ticks) would be desirable.

The throughput of the 128x128 Mark III as part of a larger image ex-
ploitation system is likely to be limited by the bus and/or disk transfer rate
of the IBM PC host. The throughput of the system could be optimized by
the addition of a disk with its high-speed data channel connected to the ADX
bus. The disk controller could then be another processor on the Mark 11
svstem buss controlled by another concurrent OCCAM process on the Trans-
puter. If necessary, this disk could be dual-ported to the host computer of
the exploitation system.

The IBM PC will provide an ETHERNET connection between the larger
image exploitation system (a VAX) and the Transputer controlling the CLIP
array and the associated I/O processors. To make the CLIP useful to the
image exploitation system, the ETHERNET software controller should be
required to permit remote process initiation and control on the CLIP control
processor.

Three classes of image processing/analysis routines are noticably missing
from the list of routines supplied with the Mark I. These are the geometric :
operations, the decision theoretic operations, and the global transformations.

The geometric operations include rotation. scaling. resampling, map projec-

tions, and mosaicing/registration. Among the common global transforma-

60-11
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tions are Fourier. Walsh, and Hough trapsforms. It should be noted that
many of the geometric operations and the global transformations require
either global transmission of information across the array or are spatially
variant operations. It is exactly these types of operations thac are relatuvely
inefficient on mesh-connected parallel computers. The decision theoretic op-
erations or pixel classifiers often make use of multi-channel images. The
extremely limited local memory of the CLIP4D processor chip (32 bits per
processor) will likely be a bottleneck for these types of operations.

A high-order language for the array controller would be desirable to fa
cilitate the programming of complex algorithms. To be compatible with
the programming of the other system processors. an extension to the OC-
CAM language might be a good choice. The conditional execution is a pro-
gramming language structure that is extremely useful in programming SIMND
machines. (The statement: where (array condition is true) do ( perform
operation 1) else (perform operation 2).) This allows each processor. de-
pending on the condition of a logical array variable, to ignore an instruction
and so not modify its memory. The MPP and some of the newer process-
ing chip designs implement the conditional execution masking in hardware.
The CLIP4D chip does not. Therefore. this capability would have to be
implemented in software. This would require modifications to most of the
low-level Boolean and arithmetic assembler routines.

The litmted array size of the 32x32 element Mark I as well as it slow I/O

transfers greatly reduces its utility for routine image processing operations. It
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! is probably most useful for training in the fundamentals of parallel computing
e for image processing.

o Limitations in the types of operations the mesh-connected SIMD ma-
-~ chine can perform efficiently necessitate the investigation of alternative ar-
o chitectures which provide a solution to image exploitation problems. The
T mesh-connected parallel machines are efficient at most of the iconic-to-iconic
{ - operations required for image processing. Global array output infc.mation
o provided by the array-all-zeroes signal and the array histogramming func-
= . . . . :
tions augmenting most mesh-connected machines provide efficient computa-
D -‘..

N tions of some iconic-to-symbolic operations. However, most image exploita-
S tion paradyms now incorporate iconic-to-iconic, iconic-to-symbolic, as well as
S

symbolic-to-symbolic processes operating in parallel. More advanced archi-

'.‘

tectures having richer interconnections between processors and a hierarchy of
}: control will be necessary. One of the more promising architectures are those
A

- based on image pyramids. Here, planes of processors are connected in a mesh
-‘::'_-'. with its neighboring sibling processors on the same plane. In addition, each
f processor is connected to four children processors in the plane below and
o

;-'.'.- a parent processor in the plane above. Information flows up and down the
"::r pyramid as hypotheses are proposed at the upper levels of the pyramid and

[ hiliat

¥ ) l'/'l',‘ ’

-
o

.
et e

verified by the data processed by the lower levels.

¥

The image pyramid is only une of many possible advanced architectures.

-
LG Y NN

Other possibilities are architectures having hypercube and reconfigurable

72

interconnections among processors. As a follow-on to this this activity, it
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would be useful to determine the general classes of algorithois used for image
exploitation. Then. determine alternative processor control strategies and
interconnection networks required to efficiently support the low of both data

and control among the processors.
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Thermal Decomposition Investigations of Candidate High Temperature

Base Fluids II. Silahydrocarbons

by

Vijay K. Gupta and Mark Prazak

ABSTRACT

The effect of molecular structural variations in novel candidate
base stocks such as silahydrocarbons on tribological properties such as
thermal stability was investigated. The silahydrocarbons chosen for
these studies contain a silicon atom and three n-octyl groups and
another substituent group which provides the structural variation. The
structural variations in the substituent group are the size, branching,
the position of the branching, the presence of double bond, and the
variation in the position of the double bond. The thermal stability of
the above compounds was determined, and the extent of degradation was
measured using gas chromatography, viscosity change, and mass
spectroscopic analysis. Interesting trends were found and the rationale

for these trends is presented.
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Thermal Decomposition Investigations of Candidate High Temperature

Base Fluids II. Silahydrocarbons ‘

INTRODUCTION

In order to understand the effect of molecular structural
variations in novel candidate base stocks such as silahydrocarbons on
tribological properties such as thermal stability, micro-thermal
stability studies have Dbeen conducted. The thermal stability
investigations were conducted on pure and well defined compounds the
structures of which were selected specifically to establish their

structure-property relationships. The synthesis and characterization of

silahydrocarbon base fluids and the performance properties of typical
formulations have been previously reportad (1-4). The experimental

silahydrocarbon fluids that were investigated are shown in table 1. It

may be noted that all of the fluids contain a silicon atom and three

s

n-octyl groups and another substituent group which provides the

LY T ]
s
a

]
L3 ]

stuctural variation. The fluid A contains an n-pentyl group, whereas

fluids B, C, and D contain a branched pentyl group with branching in theo(

y Y' , and ‘3 positions respectively. The fluids E, F, and G all three

D Mk Bd ot AN B

contain a C5H9 The fluid E has double bond in the d‘ position of the

substituent group with respect to the silicon atom. Fluid F has double

bond in the 8 position of the substituent group with respect to the

Al aaa Al

silicon atom. Fluid G {s a mixture of the fluld where part of the fluid
contains a double bond in Y position and part of the fluid contains a

double bond in the [3 position of the substituent group with respect
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to the silicon atom. The fluid H containing a CH3 group has been

:
’
1
q
A
o
i

included as a typical silahydrocarbon fluid for comparison with earlier
investigations (4). The above silahydrocarbon compounds have been
chosen to provide the structure-property relationships with respect to

the position of the branching in C substituent group, and the

s
position of the double bond in CSH9 substituent group on the thermal

stability of these fluids.

RESULTS AND DISCUSSION

The silahydrocarbon fluids shown in table 1 were analyzed for their
purity on a Hewlett-Packard Model 5710A Gas Chromatograph using a
capillary column. Specific GC conditions used during the analysis are
given in table 2. The purity data for fluids A through G is given in
table 3, and the data for fluid H is reported in table 8 under the
column labelled 'unstressed'. From the data given in table 3 and table

8, it is clear that the concentration of the major component in all the

F' fluids A through H was in the range of 94.9% to 98.7% All of the fluids
i}

s contained other silahydrocarbons as impurities. The presence of these
e

i? specific impurities was considered to be acceptable for this program as
g} none of these impurities are likely to bias the thermal stability data
<

E: on the compounds of interest.

e

.

l'. -

l..;\

o The viscosity-temperature properties of of the fluids A through H
v

A are given in table U, Typical of silahydrocarbons, they all
e

ﬁ: demonstrated good viscosity characterisites at low and high
o~

e temperatures. From the viscosity values at 37.8°C, it appears that the
L4

5
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branching in the substituent group CSH11 tends to increase the viscosity

and the presence of a double bond in the C group tends to lower the

stg
viscosity as compared to n--CSH11 group. The viscosity of fluid H at
37.8°C 1is significantly lower than the viscosity of fluids A through G
at 37.8°C. The lower viscosity of fluid H is consistent with the lower

molecular weight of fluid H as compared to fluids A through G.

The thermal stability of the silahydrocarbon fluids was determined
using the following procedure. The thermal stability test bombs were
made of 304 stainless steel tubing with 316 stainless steel Swagelok end
caps. The bombs were 20 cm (8") long X 6 mm (0.25") outside diameter
(unless otherwise specified). The bombs were cleaned with a suitable
solvent (usually naphtha) and dried in an oven at TOOOC for one hour.
Approximately 2.00 cc of the test fluld was added to the partially
assembled bomb (one Swagelok end fitting attached), and 99.9% pure
nitrogen was bubbled through the fluid for 5 minutes to remove the air.
The bomb was then quickly capped with the top Swagelok fitting and the
whole assembly welighed to the nearest mg. The bomb was then placed in
an oven at the specified temperature (controlled within 2°C) for the
specified time. The bomb was then removed, allowed to cool to ambient
temperature, and then re-weighed. If the weight of the assembly changed
by more than 0.1 g, the test was considered invalid and rerun. The bomb
was then opened and the liquid sample was transferred to a glass vial
and analyzed wusing capillary column gas chromatography and then

viscosities at 37.8°C were measured. All eight silahydrocarbon fluids

listed in table 1 were investigated using the above procedure.
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The thermal stability data for the specific silahydrocarbon fluids
is given in table 5. The data in table 5 shows the concentration of the
unstressed fluid remaining after heating the sample for 6 hours at the
specified temperature. These concentrations represent the amount of a
specific component as determined by .gas chromatographic analysis using
area percentage of the peak as percent concentration. The viscosity
data in table S5 represents the viscosities of the fluids at 37.8°C
before and after thermal stressing. The % change columns represent the
changes in concentration and viscosity of the fluid during the stress
test. The fluids A, B, C, D, and H were stressed at 371.1°C for 6
hours, and the ¥ concentration values for these fluids represent the
area percentage of the peaks as stated above. Sample chromatograms for
fluids A and F unstressed and A stressed at 371.1°C and F stressed at
31&3.3°C for 6 hours are given in figure 1. The chromatograms of
unstressed fluids A and F show some low and high molecular weight
impurities as pointed out 1in table 3. The comparison of the
chromatogrms of stressed and unstressed fluid shows the formation of
degradation products. It is observed that degradation products with
molecular welights lower and higher than the parent sialhydrocarbon
compound are present. For the fluids A, B, C, and D which contained a
saturated C_H substituent, the change in concentration varied from

511
~11.67% to =-20.22%. The change in viscosity varied from -10.51% to

-20.90%. The changes in viscosity agree very well with changes in
concentration. The fluid A which contains the n-pentyl group appeared

to be more stable as compared to the fluids B, C, and D which contained

1

o V@
FENSS AW

ro a branched pentyl group. In fluids B, C, and D , the position of

e

$;- branching in the pentyl group did not seem to make any difference in the

f_:.f_:.
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thermal stability of the fluid. It is clear that the branching in the
silahydrocarbon's alkyl substituent results in lowering of the thermal
stability of the silahydrocarbon molecule. This finding 1s consistent
with the results reported previously (1). The thermal stability for the
fluid H is comparable to the fluid A. This indicates that increasing

the size of the substituent group from CH_, to C_H has not noticably

3 5711
affected the thermal stability of the silahydrocarbon molecule.

The unsaturated silahydrocarbon fluids E, F, and G were stressed at
343.3°C for 6 hours, because stressing these fluids at 371.1°C resulted
in excessive degradation. The % concentration values for stressed
fluids E, F, and G as determined by capillary column gas chromatography
were obtained using an internal standard method (n-tridecane was used as
an internal standard). For the fluids E, F, and G containing an
unsaturated CSHQ substituent group, the change in concentration varied
from -32.68% to -76.93%, and the change in viscosity varied from +16.87%
to +454,9%. From the above results, it is clear that the presence of a
double bond in the side chain of the silahydrocarbon molecule has a
siginificant effect on thermal stability. It 1is also evident that fluid
F where the double bond was present at the end of the side chain was
less thermally stable than fluids E and G where the double bond was not
located in the terminal position of the side chain. The increase in
viscosity observed in fluids E, F, and G is not consistent with the

degradation of the molecule. The above 1increase in viscosity may be

attributed to the polymerization of the molecule. In order to determine

if the polymerization occured during thermal stressing of the fluid, the

.

v stressed and unstressed samples of fluids E, F, and G were examined by

r
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Gel Permeation Chromatography. The stressed samples exhibited slight
band broadening, which indicates a change in molecular weight
distribution had occured which probably resulted from a combination of

thermal degradation and thermally induced polymerization.

In order to determine any chemical changes in the silahydrocarbon
fluids, infrared spectra of the stressed and unstressed fluids were
recorded. Sample spectra of fluid F are given in figure 2 (unstressed
sample) and figure 3 (sample stressed at 3&3.3°C for 6 hours). In
figure 2 the absorptions at 1830 em™' and 910 cm™ represent the vinyl
group -CH:CHZ, the band at 1640 cm-1 represents the double bond, and the
band at 970 crn-1 represents the symmetrical stretching of the double
bond. In fluid F the trans form appears to be more prevalent than the
cis form. On comparison of the spectrum of the stressed fluid in figure
3 with spectrum of unstressed fliud in figure 2, the absorption at 1830
cm'1 has disappeared and the intensities of the absorptions at 1640 cm'1
and 910 cm-1 are significantly reduced. The above observation indicates
that significant amount of the major component of the fluid containing
the double bond has decomposed during thermal stressing. A new
absorption at 2100 cm.1 has been observed in stressed fluid F as well as
in other stressed fluids indicating the formation of a Si-H oond. The
band at 1830 cm"1 was not observed in fluids E and G as the substituent

group C in these fluids did not contain the double bond at the end of

5tg
the chain.

Using gas chromatography coupled with mass spectrometry, the

degradation components present in the 1liquid phase of the stressed
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samples were identified and the data is given in tables 6, 7, and 8.
The hydrocarbons with 5 carbon atoms to 8 carbon atoms were found.
Based on the previous work(4), it is believed that hydrocarbons with
four or less carbon atoms were in the gas phase and hence not detected
in the liquid phase. Many silahydrocarbon compounds with less than 29
carbon atoms were also found. Silahydrocarbon compounds with more than
29 carbon atoms and up to 34 carbon atoms were found in increasing
concentrations compared to their concentration in the unstressed fluid.
The data in tables 6 to 8 do not reveal any significant difference in
the mode of degradation of one silahydrocarbon molecule from another.
Within 1limits of the method, what 1is observed 1is primarily random
carbon-carbon bond breaking with silicon carbon-bond breaking to a

significantly lesser extent.

CONCLUSIONS

The structure-property relationships of silahydrocarbon compounds

have been studied with respect to the position of the branching in one

of the substituent groups C5H11, the effect of the double bond in the
substituent group Csﬂg, and the effect of the position of the double
bond 1in the C5H9 substituent group. The following conclusions are
derived.
1. When the substituent group 1in the silahydrocarbon molecule {is
E!!- branched, it tends to increase the viscosity slightly, and the presence
-
sz of a double bond in the substituent group tends to decrease the
E?éi viscosity slightly.
¢ 61-10
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2, Branching in the substituent group C5H11 reduces the thermal
stability of the silahydrocarbon molecule, but the position of branching

does not appear to have any effect on the thermal stability.

3. A double bond in the side chain reduced the thermal stability

significantly.

y, The double bond at the end of the side chain reduced thermal
stability more than when the double bond was present in the middle of

the side chain.

5. The double bond in the side chain appears to have caused
polymerization of the molecule as 1indicated by the 1increase in
post-thermal stress viscosity and Gel Permeation Chromatography

analysis.

Finally, it may be concluded that both branching and double bonds
in the side <chain should be avoided if good thermal stability
characterisitecs are an important requirement for the silahydrocarbon

fluid.
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Table

Fluid

G*

1. Structures of Various Silahydrocarbon Fluilds

Structure

n-C 1-Si-(

SH

<CH3)2CHCH2C

CH3CH2CH2?H

CH3

CHBCHZSHCHZ—

CH3

CHBCH2CH2CH

HZC=CHCH2CH2

CH3CH=CHCH2C

+ CHBCH2CH=C

CH3-Si-(n—C8

=CH-Si-(n~C8H17)

1773

H -Si-(n—CBH )

2 17°3

)

~-Si-(n- C8H17 3

)

Sio(n-CSH17 3

3

CH —Si-(n-CBH

2 )

17°3

HZ-Si-(n-C3H17)3

HCH

2-Si-(n-C8H

)

17°3

H,.)

17°3

# This fluid is a mixture of the above two 1lsomers.
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Table 2.

Model:

Colunmn:

Length:

'-r'j'. g

F)
Y PyAh

Detector:

Diameter:

Sample Size: 1

Gas Chromatographic Conditions.

Hewlett-Packard 5710A

FID
Fused Silica Capillary Column
12 meters

0.22 mm

Liquid Phaase: Methyl Silicone Carbowax Deactivated
Carrier Gas: 1 ml/min He
XY Auxiliary Gas: 40 ml/min
-
5 Chart Speed: 10 em/hr.
;' Attenuation: 10 x 32
f: Temperatures:
-I\ o
- Injector: 300 C
r; [o]
I Detector: 350 C
"y o (e}
Column: 70 C to 270 C
o
Program Rate: 8 C/min
Initial Hold: 2 min
Final Hold: 32 min

Microliter
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Table 4. Viscosities of Various Fluids as a Function of Temperature.

Fluid Viscosity Values at Different Temperatures (cSt)
98.9°c  37.8%°%  -40.0% -53.9°

A 2.97 11.36 790 3184
B 3.14 12.56 1007 4602
c 3.30 13.83 1456 5833
D 3.0% 11.95 832 3450
E 2.92 11.09 708 2659
F 2.87 10.72 654 2529
G 2.92 10.56 733 2823
H 2.37 7T.99 Ly3 1529
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:Ei Table 5. Thermal Stability Data for Various Silahydrocarbon Fluids.

iﬁg Fluid £ Concentration Viscosity cSt at 37.8%
;?x Unstressed Stressed % Change Unstressed Stressed % Change
:ﬁ; 371.1°C-6Hr

. A 98.49 87.00 -11.67 11.36 10.08 -11.28

: B 98.47 78.56 =-20.22 12.56 10.08 -19.74

c 96.82 78.17 -19.26 13.83 10.94 -20.90
,._. D 98.45 80.83 -17.90 11.95 9.74 -18.49
, H 98,142 88. 65 - 9.93 7.99 7.15 -10.51
o 343.3°C-6Hr

s

: E 97.30 65.50% -32.68 11.09 12.96 +16.87
o F 98. 74 22.78¢ -76.93  10.72 59. 49 +454.9
- G 94.90 59.72% -37.71 10.56 13.89 +31.53

# Values obtained using internal standard method.
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Table 6. GC/MS Analysis of Silahydrocarbon Fluids Stressed at 371.1°C for 6 Hours.
Component No. of C Atoms ¥ Concentration of Components in Fluids
A B C D
C5H10 5 0.520 1.799 3.205 2.637
C6H12 6 0.183 0,468
C7H1u 7 0.185 0.811 0.260 0.627
C8H16 8 1.184 2.933 1.404 1.350
(CH3)281(C8H17)2 18 0.275
CZHSSiC3H7CSH”C8H17 18 0.123
o HSiCZHS(C8H17)2 18 0.193 0.092
}x CZHSSI(C4H9)2C8H17 18 0.113
:&: CHBSJ.CZHS(CBHW)2 19 0.202 0.123 0.097
;‘ H03H7Si(C8H17)2 19 0.157
oS CH3SiC3H7(C8H17)2 20 0.0u48
I ;
i; (C2H5)251(C8H17)2 20 0.066 0.145
ﬁ C2H581C3H7(08H17)2 21 0.106
CH3SiCuH9(C8H17)2 21 0.184 0.058
HSiC5H11(C8H17)2 21 1.463 1.990 1.443 2.001
CH381C5H”(C8H17)2 22 0.801 1.167 1.097 0.523
C2HSSiCSH11(C8H17)2 23 0.586 0.729 0.573 0.449
(CRH9)ZSi(C8H17)Z 24 0.185
C3H7SiCSH11(C8H17)2 24 0.457 0.689 0.431 0.222
HSi(CBH”)3 24 0.629 0.405 2.786 3.104
CuHQSiCSH”(Csﬂw)2 25 0.363 1.154 0.225 0.296
CH3Si(08H17)3 25 0.369 2.721 0.908 0.694
(CSH”)ZSi(CBH”)Z 26 0.899 1.146 0.923
i} C2H531(C8H17)3 26 0.21 0.270 1.650 0.454
EE C3H7Si(C8H17)3 27 0.142 1.248 0.756
' ?‘ CSH”SIC6H13(C8H17)2 27 0.350 0.u4k42
.:g C5H11SiC7H13(08H17)2 28 0.442 0.611
Ef CHHQSi(C8H17)3 28 0.122 0.237 2.051 0.565
.'f CSH1151(C8H17)3 29 87.00 78.56 78.17 80.83
'Y C6H1381(C8H17)3 30 0.481 0.462 0.432 0.519
_;; C7H1581(C8H17)3 31 0.u458 0.413 0.498 0.422
4 Si(C8H17)u 32 1.018 1.489 2.8u5 2.866
N Si(C8H17)3C1OH21 34 0.939

. e mpmp, e np Pt
e N

e
CCPCOCAC My
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Table 7. GC/MS Analysis of Silahydrocarbon Fluids Stressed at 3“3.3°C for 6 Hours.

Component No. of C Atoms € Concentration of Components in Fluids
E F G
CSH1O 5 0.229 0.049 0.396
C6H12 6 0.133 0.063 0.170
C7H1u 7 0.148 0.087 0.267
C8H16 8 0.578 0.531 0.708
(CH3)251(C8H17)2 18 0.049 0.097
HSiC H (C8H17)2 21 0.049
CHBSiC H (C8 17 2 21 0.088
CH3SiC H (CS 17)2 22 0.134
CZHSSiC H (08 17)2 23 0.102
HSiC_!H”CBH15 8 17 23 0.133
HSiC8 13(08 17)2 24 0.179
HSi(C8 17)3 2k 0.718 0.208 0.385
uHgsic H (C8 17)2 25 0.142
CH Sl(C 17)3 25 0.218 0.267 0.624
CH3SiC8 13(08 17)2 25 0.425
C2H531(08H17)3 26 0.224 0.275 0.488
C3H7Si(C8H17)3 27 0.318 0.291 0.239
H Si(CSH”)3 28 0.567 0.166 0.330
C5H951(C )3 29 65.50 22.78 59.72
6 1351(C8 17)3 30 0.112 0.210 0.164
i C7H1531(08H17)3 3 0.258 0.161 0.528
. 81(08H17)u 32 0.493 0. 325 0.523
2 Si(C8 17)3C10H21 34 0.106 0.078
e
~
v
o
v
-
'J‘.
1
£
° 61-19
e L T e L S A T L e

-'_'."_.L'lt.,. e P nt_-.‘d‘.nf.n-ﬂfud‘.{.ﬂ.f.i.i‘.i.f;



Al Al S Sl Al Sk Vel Sl Sl Tl S

B R LA Sl A M Nl

-

A)

M s

NV W TR W

Rl A

-‘ .‘

SR oA AR el Jia® et

B aid aduiea

A

"SinoH 9 103 D _E€°EVE I1®
passans 4 pinid pue D T°ILE I® PaSSalls v pPiInid 10j 99 Arejryde)y -1 "Bi4

§93NUTW UT |\

BRI IR ] T V¢V T ¥ vy vy vyir3r vy Py T veryovd yrryrJryvyryrrrrrryryrryrrrrrvyrrryryrryrrorvrrvurTa

—— " I ﬁ44ﬂ4ﬂznﬂq:

°3u]

*P3S

61-20

03553415 4 OINld 03553415 v aInid

Ty yVyrryrrryryrrryrvrvrryryrvyvyy rrryyrrorrorTTd rryvvrrrrryrrryzrrrryrrrrrryrrryrrrrrvrrryrorr T~

4I.|JT4I< v 3 -

G X ALISN3INI

4 ainid v 0Inid




b
3
b
5
h
h
o
3 *(passai3sun) 4 prni4d Jo wniyoadg paa-eajul -7 *¥13
F.
3
A\ . . . - -
vv. Th e olrend ¥ § A YIREOWNIYD ‘HOLEITING 1 SLEWNEISNE NYWXSH o2 WD BWIIWNNIAYM B9E901 "ON LBYHD AFDISS ONEHIION WM -
w 008 0001 00Z1 oorl 009t 0081 000z 000€
9 IS T I T LSS, TR 53! TR 7 3 Tt ¥
, prasiipill: jasianin: ais e i gttt Rl i IO ARE LG
e sein 1 s e e T s Mt sitss B, 45 30 il s
« t T T 1 Hhy HitH 1904 B -~ T At
4 2 1 10 § PUYS Sy aah $6 8% o1 T 1 00 851 - e ve Srees gou
! +
. ves open: o
] R I e e e
3 e g SRR Hhpis oh
i - SEBES pudpd 1 1 M M um a1 11 rpe
. ST i s Tt (O B i
3 19881 1881 hitt 45.*. M. H
N Hit . PP 11t 48
5 i i S e
B ¥ ¥ | owe s spos Iiud paks
.-” [+ Foss et xmw a.m.r. o e =
$eas 1 } s shobed: Eaoes E5OUN | Radt et $
|, - . oY sgss ipey Ln& i N B UJW soa oa m
¥t e 373 pomms &a shs swese 7 eus 35BS St 3 - [
4 =2h mangiss I 182 S0paa dbEud o iy
. 3 “_ e [ Sad hashs sae . - W
s - 18 £ 80 e - o r.m RABS (aans o “ -
T - + kL g —
1 1 b
1 = Ega il 1 5 R
{ 1t - s 1 =T 1 i kWr yﬂlﬂWA w
ard T 1T jary e apy —
d Jan 11 ++ =t nse f1 ..1!«& it e
] th siin Em i ¢ i e i e e o i il E w0
L Tt s QAo ¥ T 9 ¢
v ”» $=-2 Imw T 1 : A rm HM.M ° n.w
' 1 L4 £ I pAgys
. 1 ours 33 + Tttt 1 . z
L 1354 T 4 N. bt e SEeet
- - 4 + ——4
9 SSgai3tatsaazissois ras Hi IR5E: mmaws mmabs gaf = %
[ 3 e hog i thitre ey s
3 wwu 39 41 T 3 Py
r. Lasas ol 3, = M1T|~ =1
_ S : ] 08f Tk — o e 08
3 385 Pt xds el Rhuh, HESS i £ g Ssi
. -4 o oq +- 4T -
15 by IgUWe yEnat 1 rowe e oy
g i e it =4
P e I e s 08
IPANS SRS + st et
> bt = H
T e I 7Y S3XET SECon sk Tet syold FUkid unds PPyt s S o FEE EERSISts EE=FS 00 Fot58 oot ottt SO
b tert SRl in Hi1- j2asss Froed Sakat CIBES ool Sobe rold by BERt LXTRR S5utt oo Rhvet Shute FIRHS ohit 48T 001
iTss 111 e Rt o s POPY SIS S S ISP SupY SR o . PR PNy 't
¥ wm Hif ',lluwo $1 [187] sig¥s fagyd HEEEE Srbos (TRt Ebon EREbs SEYE Conet EESDE STEF Sunds soill eEbes EOSE SEESY Soaee
W i 31 E 153 e ks gt gty Bt pESesseeg s 1S EbEet [hory B S 0O P S ShoRS I Bt
4 9 139 9 Sy 14 [ €
4 SNO¥DIW NI HIONTIIAYM
b
]
b
3
b
m AUON  :3juUdATOg ww GO0 yIed 10BN :11®) Jd pin1g c:otidurg
A
>
a
L
L
A
WA




—;‘\I‘--Jil!-lv ﬂ.(.i!n-!‘

. A ]

o Ty . T Y T W T T TR T T

Ll

AKX

~

‘

-

o

e N e )
AR

- > y
e ‘-:

*SAINOH 9 10J D, €YE 3I® POSSd1IS § PINI4 Jo wniydadS pai-eajur ¢ 314

-" -""
.
ooy

B

THETN TSNS o W e W
-

vEhH M QUM
.J quMe VS0 VINBONTYY ‘HOLETTI 50 SLGWASLSN NYWXOTY 2z WO WBEWNNIAYM
i 13 L “ v
[ 009 8@ ooo— 8“— S95901 "ON LEVYHD ABDIIt DHTIANOTN MM ---,
! oort 0091 0081% .
3 0 . 000z 000¢ e
voras ’; 00
4 e Hih t H - o THRHERE T I 7 ooor N
) 1 1 HHH -+ T i b esnasiitipean taiicittinai iy ! Hi ¥ T I s o, 0 ¢
Frei ] ; 7 ros o T 1 e 1t 113+ )¢ + 1 10 EHT 1 ass dostaaprus tonan fupts
Hunnﬂ.”m{ - 3 8. 1 I3 s x ; e L T 1 3 p ise ban) e 14 1 31 ;
01 3 X= ae & Iy THri T 2} } t T ] !
£ ¢ g o ] s 180 re ey o1 T T 3=
Uﬂ,mﬁlnzi pod ~1l SEwal prons awel o0 oo 8 F S ves 3 TR0l 1 - Ty 1 1 + s sovey 13 s o RS Lhoat Soat! At
TS I TR hT 1 Penssnay 11 1t bas 1 + e ? T e R oo o 4,
s § e T 11 + 1 3 11 t 1 i ' 1 H 41 8 ¥ v | remar o8 : —— o]}
rope sybed] roke fadi | Fede 3 28s - 7 T " e s SR 28 o v . — ¥ e ARG SR UWS 06 S8 BEPL Y 5 85) Shobe sbugd s ol == ‘o
mbe o udl | s ) ¢ P 4 M bo o bo o - ¢ T 1 pons gy 1 T s S0 " 81 SOUPE o4 T T -~y pads oy - ot
oy PEET s Iy o gu 1t t s 114 ot Lo pas H3 3 i +r 1 = eet o 7 Tt T e R
- - — pre 4 - 1 T 13 + 1+ e nhas T HL Spaps Teogrivanass 3% S g vu o g o r
=3 Hi4H T i e iareroe: | HEY ﬁ.,...ONL.. o a o as T banas o -ttt s b ey ad S v
2 ns .v.wm, Ssa3¢gqves HE ”.H e ubs s HL THA bed foant set; uegsim SRR 33252 0avns tonan nns: [aops ] 1 res o o o, —5 0z \-\-
e v : i I T ¥ - 4 Tl dnd 4 1 344 T N & g PR S 1
T i A e by : T - i S R i S iR S e i e e e BEg B o
canwe ongll B30 54 HEHST 1500 sy o4 N Sareeas: T 14+ T gy Tt B¢ v howon b4 -4
ot - TRIIALTRTIT ogan — Bl o T T H n T 1 1 1 SRETS o VM b oy & —— o T Y
—f e =TS ry L L 04 54 S 1 + [ s outoiy e o ~Jr s oy
s Smplls v pulug ¢ 4% T b1 3 - — - ‘o ~ 0 4 { -+ 3 SRwat paagusasle s {ots ond 11 o me 858 $e3ks rinhe paog ¢ ;
o P Sael SR SS | s ot waid Favs aad T .L.m H: R sesdvitess 3 : T > T H b o wiow Dwes o4 o3 Spebe esgs 1)
v a4 3 T + I T pas 3 -+ HE A rohs 3 e 5 [ 4] A~
oy 1 poss (131 R | pows B3 Lo T [ ST swpn swey
et Soind raas bt ¥ 3 . Mu T z - 11z jaas s g tH T gt ety gk Fabeh Lo e B uks SHot mkn... sasge sulme rird] € EA
'»hﬂc_rd ﬁpﬂxtL Jss i 1 o + 1 I T = ros oh 4 i1~ SRR TS galispre a0t 2o .
dlrwd o b o Y 1 1§ saangadany pog T + + b T THI T 4 PUS & 5 0 '
or . I T ,w ad b ath i T HH Y R ia e e I i Bpiises e T o PET Lre ot sy “
Y 3r A = =0Y it I ; FEH HHE IS 53 easy oAty I PL Chatt LNt (EPR E3 T ] ol
e B IR ail s 98 L.a qa - 4 + TL. 3egepes daany i m T 3t T - —r T +-44-T 1 N v B N
34 =13+ (21 ¥4 =k ) e e | PRes fadms o po 1 oy bus b Y * —L secae 1=t 0 0 ot
= ~Hor mw‘ fat X T s Hi+ o - =3 - e g
5 ‘N..I.,L\ Taas L1 ] 98 puTel o0 Sttty hr1 + PO 990%3 b0 § SRIWE Phgbe § Py Ly
0¢ a bdan I = HE BT - < i LIHd HiE 2 et e s boa T b}..TwAlA + 14l [P o2} P 96 Nbuiny PYTIY POUNY 3= -4 [
.otﬂ e Sosde srn e boeae et LT m- 1206 4 SpRes s res 94 4 ak3 pos sy i 1= e peats Hiase Funbe b S SO2%s Shus s
E8. S Rt RNy Eoy e ok FEY: SR e T E T e T paas e e o3 Son L s 3 HEl R os ® :
i 17 it 1 1 T FUS Fnand s yod & b o e ey e ewpan T b
-+ s LS - { T s 0 + + { 42054 Ly 17 SO PV Tew [T Wy 13
i e At et g g 5o - I [ TH e 1 il Saney sesstsaey 116} 1 e {33 N.H.u»b g > [oN] 'y
i 1t .»«. Iy "9 69 W ) AR | ) & 1 Tix I 4 -4 SUEDS by WP SPTEN mn.r. Aopln s Dol S oted 4 1 z
09 Bi3e o : T agies b paees e ddetasaatas dns 3 3otk e oy T + I+ oe STevE fagsavie: § sowe = b (] e o '3 & "y
— = — Jad 4 2! HrrgH 4 S ont 3T $RNAR NS RRRUV LY 0% I z — .
G52 Lot pite BYes; Fybo fyeey e S HEt it 33 srmws soen taevue pwe (1) T s SmasRiasslRATTASAND avey 18 4t proe 131 = Ve R
- - 1 n 4 JOg du e S uae + 4 P Ves i 4 vy - —_ ) "y w
P et s s Jw T = «:\w tE m“ ﬁ.m v { A T LUt It 09 v T
Shesm T Tl jSadd = 1 1 ! > HiE s o i rased oo £ e iot : o S
g4 S HE 1 Ht S oaa dowas sau re L T + oot -4 !
[¢74 — = 3 $41] LT T j.T‘ww sisess W_ et 1 Ipanastesas +1 ¥ z .._\.
Toh ST Swnby dpwts ¢ e 1 - 1 pas bus hana 28 a1
Tpet 1300 Fareryes ytad o] e TRy eealasaes oo 04 s SR : :
] §Sud s sifed e 7o Sugey oy Sa oy e P sengs s ywews f—~ R
: t fwnas vos ¥ T = aifst ¢ 3 (074  f
S Sy SNy A T ity —+— + {17 s oy 1 e 'y
e Peubd 0N souns 3 Y ru 4 + Fod 5 odu s ls 31553 T
S ¢ apen o1 T3 T reses hay b ® i T 11 e st £3 b T,
Om -— 1 ¥ SITL _1« l T T =+ —d: reef way — T 1 ty
- Wy rass 1+ A Sy . rips pas
23007 boats bedat SaETS STRt § A0 o 08 1 +H+ 52t T s o 2o
t 1 ¥ 1 -
C— 1 bl Fu g8 S FURS gy S Rages st et o YT e Anad T b w= cwvy - ’e el Y 'u
= T i HoT T e Hrdns t fE seestaaty s Eeanasass 1oaas caads sy sroe] Eenl s 08 Ut
obwh 1 14+ Ivoe vwwwy AL tf 15 vu o1 ™ T HETT o g ¥owy T LIS 1
fres fowd podes MJH oS anvs IS Eess e ae I e ST e aus Lo T s Foals b3 S g s 13 I3} | Sgupe spabe boage b~
S 113 km ¥ PP Fu iy ¥ St 183 pes 3 T .
[o1.3 Saitanniangeyie: i T HE et ges Jass 2ums as 13 Pa¢ paeus & ot o i5En e e T : - S el
S it oA 2.0 gAML S sages onve TaE L3 53S rRasd basnd Sovss iubve 1o ol spong phews pds LHkel .
% pobe 08 Sos 55 Get teass L34S0 0TI suavi deb 7 + reeey T 0 1 re—1- [OF? barhag ’
- Ww FPwe iy e oy 4 e ds suks Sados s 18 SuR N Lavre ¥ T U107 e L
-rlu\ﬁ& s s3asd 20w Sasei oS dntthe SeCRs cpuda o ¥a 1y Iethaisn T Eras s e gl e SarE EEasT ALyt e fopes o 06 e
T Sdy SSPRe s aTD Soe e vi - Sa Ho 3 3 et torey e S0 Emd o1 = B
o pe R g §% ot Fruas taegsnyadt hoses LSS fUugd fRae T R e e s e, Lopropr be: RS e 1w Y
s PoDTS SAl ) pdue fy T i1 *+ $11 -+ osY §y t 1313+ DY S PO ¢ BRA | b t Lt + 237328 i
O_ EPEIY S 1 [RS0E SUPen MPYN Sppus bIeg) 48 9 s oy ,ﬁnPN 1% T w I 1t u .:ﬂ 1 4= Mu.v. 3o > sebel JIﬂ o
mrmww.u B 25 s .mixm Hhopiiysiedye B ETye fopet ST feaes prres et moc_ = : »I MR fas bvent ) a5k
b rd el ..W 1 t uﬂ. JoTes § vee wuiils S99 94 pod 1t 3s 444134 Hodsaitngniiitn sy 7Y s Sures
= 11 T 12 oas § 1503 100 phas {54 o 9} ¥t »* lm»nx? 1#13 [ ¢ 7606 it ‘m be dx. 3575315, 3= $3253 001
i It 1 ¢ t 1 rH—HH IUSREASIVE SN0 FY § 3000y g a ) oy
ot w Zvo1 ol 6 8 s¢ ¢ 6o e .
4 s’s s 1 r

SNOWIIW NI HIOMNITIAYM

auoy  :3UDATOS ww GO0 Yyied 10BN :T12) (pessa@1315) 4 pInT4 :atdues

ST e e N N T ¢ #_ % 4, e = a e e e P - .....
RS AR Tt AR R AN RN IR IR T el JREAPASNE b

[l Yy




¥

i ._l ’_l L

SN ~ | e OO0
r ll. ’l- : ‘.' £ " o 4
O I LI I Y Ny

i~

'l ’fl .‘l .'l

Ll
RS A

- g
Ll )
(e}

X e
i

o -
2

A

2 o)

T2

- oF
o
N

r
el

o

' '.. o atete
R . S

o
.

T
o0y

Loy
s fo

L
PR s
£

s

1987 USAF-UES SUMMER FACULTY RESEARCH PROGRAM/

GRADUATE STUDENT SUMMER SUPPORT PROGRAM

Sponsored by the
AIR FORCE OFFICE OF SCIENTIFIC RESEARCH
Conducted by the

Universal Energy Systems, Inc.

FINAL REPORT

Prepared by: Narayan C. Halder
Academic Rank: Professor
Department and Physics
University: University of South Florida, Tampa, FL 33620

Research Location: Avionics Laboratory

AFWAL/AADR

Wright-Patterson AFB, OH 45433

USAF Researchers: D.C. Look

Date:

Contract No:

Project No:

T.A. Cooper

D. Elsaesser
K.K. Bajaj

July 11, 1987
F49620-85-C-0013

760




O T i e AN % LS S4B 2% A% A% A"l ad

EFFECT OF SURFACE STATES ON THE ELECTRUNIC TRANSPORT

PROPERTIES IN SEMI-INSULATING GaAs

e &k

by
Narayan C. Halder

ABSTRACT

The electronic transport properties (electrical conductivity,
mobility and carrier concentration) have been measured in

semi-insulating (SI) GaAs samples as functions of temperature from 2350

LR A

v

to 3900K. Several gas ambients (NZ, He, air, and vacuum) were

-t

considered to detect any possible effect of the surface states and/or

I

-
“
A

)

charge accumulation on the surface that might influence the layvers

Sk §
»

LN
s W P

immediately below the surface of the samples. Four samples were
selected for this study. The results of the present study indicate
that there 1s a marked effect of the conductivity, mobility and
concentration data, especially in the low temperature region, in that
the slopes of the corresponding temperature dependence plots were
different. These results are interpreted in terms of variations of the

surface states on the samples due to various gas ambients.
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L. INTRODUCTION

In tixls, the midgap donor level, called ELZ, is the most dominant

1-3 . . . .
level . [t 1s the most important native defect that plavs a major
role 1n compensating residual impurities in undoped semi-insulating
. . .+ X .
Gals substrates. Many papers have been published’ on the study of this
ELZ level and its role on various properties of the material pertinent
to devices that use Gads, but still there are many unanswered

questions.

: : 3. . ;
A summary of recent publications® indicates that there are as manv

the level ELZ at the midgap in GaAs grown by various techniques. There
could be more, but these are well recognized and have been reported
more than once. These are again Characterized6 by the method of
preparation (MBE, LPE, LEC, and VPE) and nature of transition metal
dopants (Fe, Cu, Cr). It has been further seen that most defects are
observed In bulk samples, while LPE samples show the least. 1L i3 also
known that their concentrations change markedly with temperature, and
rr;uhationsT {especially, electrons and neutrons!) add further new types
of defects such as EL6, U-band, etc. For example, the broad DLTS band

6,7 . . . .
present ’ in neutron irradiated GaAs appears near the midgap, which is

very similar to ELZ and antisite ’\S(‘a in as-grown GaAs. This 1s stable
X

- s . ‘ : . .
up to about 300 7C, This 1s not found in electron irradiated GaAas.
[ Wwhy”  The similarities between LLZ and .-\Sud have not been locked into
} ) .
L o . S o
;. in great detail, However, 1t has been mentioned that 1t 1s
o
0.
VS
.t
v
K'.'-‘
e
-."’-_‘
.LJ':'.
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incorrect to identify ELZ2 with undistorted antisite ASGa' The

microscopic nature and existence of the very distortions are still open

to discussion. Why is there no support for impurity interaction with

\sva in one study against the evidence of support in another study,
1

etc.? There are three major questions, however, which are still not

answered: (i) the relationship between EL2 and As a defect, and (ii)

G
the unusual optical properties of EL2 at T<140K which manifest as
iorsistent optical bleaching and photocapacitance quenching, and (iii)
ctertatication and significance of another new defect ELO which
sepertedly occurs at the same energy as EL2 (~.75eV).

Hecent studieslg_15 of the conductivity on semi-insulating Gals
ationite some interesting results. For example, the ac conductivity
~=.ulrs show that the conductivity is frequency dependent even at high
Coepeeratures. Normally, amorphous semiconductors and dielectrics show

rreng frequency dependent conductivity, but crystalline

rotwturs show  somewhat smaller effect at relatively low

R AT ‘m the other hand, dc conductivity measurements have
1.0+l 1n terms of quantum mechanical tunneling between

Z1,. -tates in the bandgap. These states are separated by

coovoers which are found to fluctuate with the thermal

o latrice, Other Studi6813 indicate that the
ceretrae of the dc conductivity, especially in the low

', .- Z:ven by the Berthelot equation

icg gz al + b

. ¢t surface conductance, wherens the bulk
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conductance obeys the Arrhenius-type behavior

o = e—E/kT
_O’O

For the ac conductivity, as well, there are some recent developments.
Abdalla and Pistouletla proposed a model based on Gaussian d:istributiorn
of potential fluctuation suggesting
s
g o w
where s<1 for the intermediate range of w<IOsz, but s = ¢ for wlibH:
under some approximations. However, their model depends on a number of

unkniown input parameters whose justification may be questionable.

I1. OBJECTIVES OF THE RESEARCH EFFORT

We will first review some of the important papers relevant to our
present investigation. Kristofik et al. measured13 the temperature and
frequency dependence of electrical conductivity of Sl-GaAs and
concluded that the surface conductivity is explained by the Berthelot
equation, whereas the bulk conductivity has the Arrhenius-type
behavior. This type of investigation was followed15 by Abdalla and
Pistoulet, and Pistoulet and Hamamdjian. They suggested that the long
range potential fluctuations can give rise to mixed conductivity due to

the accumulation of electrons in potential wells separated in space

from holes accumulated in potential hills. They have further carried
out a theoretical analysis of the problem by assuming a potential

fluctuation with truncated Gaussian distributions, which depended on a

number of input parameters (as many as eight parameters). On the other
16 . : : .
hand, Look had already pointed out earlier the existence of mixed
~ronduction in Cr-doped S[-Gals from his study of Hali-effect and
o)
" 7,
oy
I:Il
e
7
o
o 62-6
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later on, he has developedll

magnetoresistance.

to represent the mixed conduction effect in semiconductors in general.

Most recently, Lo et al. have demonstrated by

study using cw-electro-optic probing that the :L2 concentration on the
surface of SI-GaAs is nonuniform across the water, which tends to be

depleted near the surface after thermal annealing. This surface

depletion of EL2 defect can cause a very leaky substrate surface

promoting a serious backgate effect.

The purpose of this research is to investigate the surface states
and/or surface defects in semi-insulating GaAs (S1-GaAs) to understand
the role they play in influencing the electronic transport properties;
when SI-GaAs is used as substrate material in making devices, after MBE

layers are grown, it is believedll the characteristics of the devices

will heavily depend on the properties of the substrate. The surface

states or defects could arise in the samples from adsorbed or absorbed

gas molecules. The ionized molecules, in the presence of electric

field, could thermally diffuse into the layers immediately below the

surface and might interfere with the conduction band electrons. Yeo et

al.lg have investigated the surface effect on Si-implanted GaAs

{n-type) and concluded that this surface states could also result from
the abrupt termination of the lattice or defects at the semiconductor

surface, and therefore, they can pin20 the Fermi energy within the

forbidden gap at the surface, creating a carrier depletion in the

region just below the surface. The long range potential fluctuation is

1 real possibility due to a nonuniform distribution of the impurities.

62-7
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We have made a series of experimental measurements to investigate this
problem. The results so obtained have been analyzed and examired in
the light of most recent theoretical predications and other relevant
experiments.,
I1IT. EXPERIMENTAL

In this report we will include the experimental measurements of
two SI-GaAs samples (R158-6-65 and TI-EB31S 11-65). These samples are
part of tne research '"Advanced GaAs Growth Program”, and were

21,22 from Rockwell International and Texas Instruments

obtained
respectively. The last number in each of the samples identifies the
location on the wafer, which happens to be in the central portion, in
this case. More detailed description of sample growth and

21,22 e sample TI31-41-65

characterization are available elsewhere.
is a low-pressure, liquid-encapsulated Czochralski (LEC), near-tail-end
sample of the boule, which was undoped, but R158-6-65 is a high
pressure LEC, near-seed-end sample, and doped with In(9.23x1020/cm3 in
the melt). For this reason these two are contrasting samples. The
methods of sample preparation, polishing and etching, etc. are also
described in the above two repor‘ts.21'22

The three important transport properties - electrical
conductivity, carrier concentration and the Hall mobility have been

measured in the standard van der Pauw configuration. The property

mobility is a very important parameter, along with the other two, and

very sensitive to the material quality and existence of defects. The

« aea
R}

-‘l"-",l.l

o
N A

experimental arrangement of the measuring system i1s shown in Fig. 1,

LR
R
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l.l
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N
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which is identical to the system published by Look and Farmer.23 It is
a computer-controlled system capable of measuring all the above three
properties simultaneously in the temperature range 1.2 to 600°K in a
magnetic field up to 1.8T.

IV. RESULTS AND DISCUSSIONS

The results of our measurement are presented in Table I and Table
11, The corresponding plots are shown in Figs. 2-3. Since this
investigation is far from being complete at this stage, as will be seen
in the next section, we will only summarize the main features of the
data. The resistivity of the samples 1is quite high ~108ﬂcm,
concentration 106/cm3 and mobility logcmz/V—s. The conductivity o is
linear with 1/T when plotted on logarithmic scale in the high
temperature region, but there 1is some nonlinearity in the low
temperature region, particularly below room temperature. The slopes of
the log ¢ vs 1/T plots are different for different gas ambients,

especially below room temperature. The behavior of the concentration

plots, i.e., log n vs 1/T is the same as that of log o vs 1/T plots,

since u is not nearly as temperature-dependent as n. The mobility u,

as expected, increased with 1/T in the high temperature region. Once

Yy e ." "1 ok
o ‘ B

7y o

again these plots show some marked effect not only from sample to

4

T
L ]
I R R}
Gl
.t

AP

:%j, sample but also from one gas ambient to another. Apparently, at this
;i;i point we need more data and extensive measurement as functions of
:23}' temperature. Therefore no attempt is being made in this report to fit
' 'f these data with any model or make any conclusion with regard to the
;; role of surface states. However, the present data suggest two
2
2y
i
e
';""“ 62-9
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important conclusions: {i) the ambient gas, in general, does affect
the magnitude of o, n, and u and, thus, must be considered or at least
mentioned in the routine measurement of SI-GaAs, (1i) the bulk model of
Pistoulet et al.14 is not sufficient to explain the temperature
dependence of SI-GaAs.

V. RECOMMENDATIONS

From the preliminary results of the present research work it
appears that future efforts should be directed in two directions: (i)
more  S1-GaAs samples, both of Rockwell International-and Texas
Instruments-type should be investigated for various wafer numbers
across the wafer sections, and the (ii) low temperature data, which
could only be recorded down to ZSOOK. due to very high resistivity
(~1011Qcm) of the samples with the present measuring system, should be
expanded to measure much higher resistivity at considerably lower
temperatures. This research project could be further extended to the
measurement of ac conductivity and Hall parameters especially in the
frequency range w=1 to 100MHz and temperature range 77 to 400°K. The
effect of surface states or defects then can be explored in various
gaseous ambients. Finally, a theoretical analysis of the present and
future data based on of various models, such as long range fluctuation

of the potentials and the surface states contributing to the conduction

band electrons, will provide more physical understanding of the surface

effects in SI-GaAs.
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Table I. Experimental data for SI-GaAs sample TI31-11-65

(
. T o) o ] n
Ambients o -1 o _3
K (2-cm) (2-cm) {cm /V-s) (em )
N, gas  253.90 245.6 x108 0.004x1078 - x10° 0.0568x10°
271.88 7.457 0.13 5.585 1.501
295,39 0.7128 1.35 5.298 15.59
297.61 0.5373 1.86 5.372 21.85
313.48 0.08461 11.82 1.969 148.7
333.33 0.01726 57.94 1.644 779.8
350.87 0.004170 239.81 1.1389 3416.0
370.37 0.001103 906.62 4,143 13670.0
vacuum  253.90 16.49 0.061 - 1.928
274.73 2.235 0.45 5.233 5.344
274.88 2.100 0.48 - 6.010
289.86 0.4618 2.17 5.246 25.80
295.39 0.2657 3.76 5.179 15.43
307.69 0.07508 13.32 4.942 168.5
325.20 0.01645 60.79 4.660 815.2
338,98 0.003717 296.03 4.353 3863.0
353.98 0.001008 992.06 4.141 14970.0
He gas  274.88 10.71 0.093 - 1.066
289.86 2.050 0.49 - 4.698
_ 295,39 1.095 0.913 5.498 10.39
W 303.03 .5494 1.82 5.242 21.70
- 320.00 ,09080 11.01 1.939 139.4
o 338.98 .01882 53.13 4.663 712.2
o 357.14 .004574 218.63 1.399 3107.0
¥ 373.83 .001228 814.33 3.175 12190.0
P Air 297.87 1.838 0.54 5.346 6.362
R 310.38 0.5108 1.96 5.176 23.64
. 330.89 0.07803 12.82 1.915 163.0
g 351.39 0.01494 66.93 1.62 904. 4
o 371.89 0.00344 290.70 4.359 1168.0
F?; 392.40 0.0009765 1024.07 1.102 15600.0
»,0
e
b
b
-
r
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':f Table II. Experimental data for SI-GaAs sample R158-6-65
\"_
L)
-
" Ambients I P ° -1 2P r_13
o K (f2-cm) (f2-cm) {cm /V-s) (cm )
h';.'
3 N, gas  271.88 37.430x108 0.27x1078 - x10° 0.1127x10°
) N, . . . . 3
o 285.11 8.352 0.12 5.793 1.292
AN 295.39 2.626 0.38 5.792 4.109
ne 296.13 2.790 0.36 5.635 3.975
- 310.38 0.6807 1.47 5.393 17.03
{ 330.89 0.1136 8.80 1.983 110.4
TN 351.39 0.02330 42.92 4.649 577.0
" 371.89 0.00549 182.15 1.401 2583.0
o 392.40 0.00116 884.93 1.148 10330.0
<n Vacuum  253.90 298.3 0.003 - 0.07138
® 271.88 23.69 0.042 - 0.8175
o 295.39 2.194 0.46 - 5.436
e 296.74 2.272 0.44 5.552 4.954
L 310.38 0.6814 1.47 5.411 16.95
e 330.89 0.1115 8.97 5.037 111.3
Sy 351.39 0.0253 39.53 4.729 586.5
- 371.89 0.005519 181.19 4.445 2548.0
S 392.40 0.001532 652.74 4.184 9752.0
o He gas 253.90 523.8 0.002 - 0.02762
P 274.88 23.94 0.042 - 0.6444
e 291.97 2.798 0.36 - 3.989
295.39 1.936 0.52 5.691 5.672
Fo 305.34 0.6861 1.46 5.430 16.78
b 322.58 0.1158 8.64 5.089 106.1
- 344.82 0.02412 41.46 1.734 547.3
N 362.32 0.005968 167.56 4.441 2358.0
;x 380.95 0.001683 594.18 4.189 8862.0
. Air 296.64 2.664 0.38 5.662 4.14
310.38 0.6988 1.43 5.459 16.38
330.89 0.1184 8.45 5.079 103.9
. 351.39 0.02433 41.10 1.772 638.3
i 371.89 0.005812 172.06 1.483 2399.0
ol 392.40 0.001498 667.56 4.201 9.927.0
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The Surface Primitive Method
of Feature Based Computer Aided

Design for Manufacture

by

Kenneth R. Halliday, Ph.D.

Abstract

A new method is presented in this paper for structuring the
design features which can be used in knowledge based expert
systems for the Computer Aided Design, CAD, of mechanical
components. This technique, called the surface primitive method,
uses information about the properties of the surfaces of a feature in
order to explicitly embed manufacturing knowledge into the
definition of the feature.

The ideas which are fundamental to the surface primitive
method are introduced in this paper. Furthermore, an example of
using the method to construct a common CAD feature, a cylindrical ;
through hole, is presented, and the methods used to extract the
information about manufacturing from the model are illustrated. In
particular, a demonstration program is presented which evaluates
the production time and the production cost of the feature from the :
basic feature definition. Future extensions for this work are
discussed.
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! I Introduction:

O 9
; :.. Traditional Computer Aided Design, CAD, systems are structured to assist
::: the designer in the process of graphical presentation of a design

v configuration. Virtually all commercial CAD systems allow the designer to

create either a wire-frame or a "true solids" model of the part which is being
designed and then allow manipulation of this model in order to display the

results of graphical operations such as hidden line suppression, rotation and

| Py

shading. More sophisticated CAD systems perform additional design operations

'::?. such as the preparation of parts lists, the automatic generation of shop

::: drawings or the evaluation of inertial properties. Additional functionality can
:: be found in CAD/CAM software which further extends the capability of these
q systems to allow, for example, the evaluation of stresses and the preparation of
‘i: media for the CNC machining of the part.

:-} In recent years there has been a growing interest in extending the

: capabilities of CAD systems to incorporate the techniques of artificial

. intelligence, Al, which would allow these programs to evaluate crucial aspects
:j: of the design as it evolves. In particular, numerous investigators have been
::‘: interested in the possibility of using intelligent CAD systems to evaluate the
:;: producability of a proposed design. Halliday (1.] discusses a possible

- architecture for this type of system.

:'.:- In addition, a number of investigators have been interested in

» developing "design with features” based computer programs [2-7.] This

;:j software has been created in order to provide a simple yet meaningful method
., of representing the geometry of mechanical components in CAD systems.
When coupled with the basic concepts of group technology feature based
design systems provide an organized way of dealing with manufacturing

knowledge.
For the most part, "design with features” programs properly represent

the geometry of the design facets, however, the manufacturing and service

aspects of the design feature must either be defined a priori for each feature,

5 . . - .
., on an ad hoc basis, or they must be inferred within the context of the specific
o
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computer program in which these features are used. Both of these approaches
,,.‘-, impose severe limitations on the usefulness of feature based modeling.

f-::l The ad hoc method of describing the manufacturability of a design, for
;'_;'-j example, requires that the designer deal with a number of nearly identical
design features in order to select that one which best satisfies the design

:‘ ps criteria. A simple through hole becomes a much more complex entity if the
‘:" sequence of manufacturing operations is attached to the definition of the hole
:.:: as a basic attribute. In fact, the feature "cylindrical through hole" might

x become a variety of holes - drilled hole, reamed hole, bored hole, or ground
hole, to name a few - in order to properly model the characteristics of the

:::_:j manufactured design feature. If the designer is to be responsible for choosing
:E’.:: a feature from among this variety then the purpose of the expert system has
:’;: been severely compromised. On the other hand, the bewildering variety of
design characteristics which are possible for a moderately complex feature
'.-::1. such as a counter-bored hole, or an internal spline would make it

prohibitively difficult to automate the process of selecting design features.
“'.‘ Most investigators have circumvented the difficulties posed by this
'_\:.:f complexity by constructing expert designers which either neglect the

'.{‘,:, manufacturing issue completely [8,9], or which only operate in a specific

iﬁ manufacturing domain. Libardi et al., for example, have created an expert

O’ system for the design of parts which are to be extruded [2.] Dixon and co-
k. workers have also created a separate, completely different, expert system for
:‘ the design and analysis of castings [3.]

:J' While these programs are interesting in and of themselves, they have
:. side stepped the main issue which must be solved in constructing a generally
f:T applicable knowledge based design system. This issue is structuring both the
: data and the knowledge available to the expert system in such a way that it

ix allows the human designer to investigate the implications of using a variety of
{ manufacturing methods and a variety of materials so that he or she might
:(; select the design solution which best satisfies some performance criteria.
-‘;5 The greatest economy of resources; manpower, money and time, is
| ‘-}' realized by accepting the broadest possible definition of manufacturing in
;', constructing the expert knowledge base. Suh [10] recommends that the

; concept of manufacturing be extended to include every operation performed
2%
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! on a component from materials extraction, through design and production up
N to final disposal of the discarded machine. At the very least, the expert

‘-\'i: designer should have knowledge about a variety of related topics including:
‘.-.\ . 3 . .

::.:- production techniques, methods of parts handling, assembly, and quality

V) control procedures. Furthermore, it should be able to treat the issues of

oY)

'2: maintainability and repair. Each of these topics forms an important part of the

o .

;-;:: general concept of "Total Life Cycle Costing.”
“\ - . .
e It is the purpose of this current research project to explore the
\ possibility of developing an expert system which is capable of making
~'-C: decisions about aspects of the proposed design solution using knowledge which
Y
- . . . .
o crosses the boundaries of the various manufacturing technologies.
I..‘I
N

[ ] II. Objectives of the Research Effort:

1*:-1
‘\ The summer research effort started with two major objectives. The first
":'r,‘\

- goal of this research effort was to formulate the correspondence between the
* properties of design features and those of the surface primitives of which they
) ’_n: .

:r. are composed. The second goal was to construct a small scale design system

b Y which could be used to demonstrate the efficacy of this approach to provide

. X . . 3

e the CAD process with the rudiments of manufacturing knowledge.

. A third major research theme emerged from this preliminary work.
2 . L P

o This is the need to structure the vast amount of "design for manufacture

ey

o knowledge" into an appropriate, workable knowledge base which will support
P-" » . . .
T future CIM operations. These three research goals are discussed in more detail
p." in the following sections.

.

- IT1._The Surface Primitive Method:

).

"‘* The purpose of the surface primitive method of "feature based”

b . . . . . . . .

: computer aided design is to provide an explicit method for incorporating

L{f}' knowledge about manufacturing into the fundamental definition of the design
:;:-:j: features. The first issue which must be treated regards the nature of this

IO . .

o manufacturing information. In particular the question arises as to exactly
::j which surface attributes must be included in the basic definition of a feature
e
I'\-J‘

o
]
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in order to provide sufficient manufacturing information to support a
knowledge based expert system which acts as an enhancement of the normal
CAD operations. The purpose of this research project was to find a preliminary
answer to this question.

The following research method is developed in this project: First, a
common design feature, the through hole, is studied. This feature can be
constructed from three occurances of two different surface primitives, the
surface perforation and the internal bore. The specific attributes of each of
these surfaces are defined in the first section of this report. The logical
process of combining the surfaces into the "through hole” design feature is
then demonstrated in the second section of the report. Once the operational
definition of a hole has been established some aspects of performance
relevant to the use of this feature in a CAD program are developed. In
particular, an example of a proposed CAD user interface is demonstrated. The
methods of inferring the production processes, costs and times are also shown.
Further, the relationships between the geometry of the design and the
properties of the design feature are explored. Finally, the interrelationships
between the feature based design algorithms and the supporting

manufacturing and design data bases are discussed.

v, .

In order to illustrate the use of the surface primitive method, a single
design feature, the cylindrical through hole, will be considered. This is one of
the most common features in mechanical components. The through hole is
composed of three occurances of two of the basic surface primitives. These are
shown in Figure 1.

The surface perforation provides a curve of connection between the
surface of origin and the matching primitive surface. In essence, this
primitive is used to connect features to parts which have already been created
in the CAD system.
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Surface of Origin

(a.) Surface Perforation (b.) Internal Bore

Figure 1. Two Basic Surface Primitives

The bore, shown in Figure 1b., is a cylindrical surface which is bounded
by material around the outside, and which can be attached to other surfaces by
means of the two circular "curves of connection” at the top and the bottom of
the surface. In addition to these qualitative descriptions, there is the need to
create precise quantitative definitions for these primitives in order to support
the variety of logical, algorithmic and graphical operations which the expert
design system is intended to perform. This is a two step process.

First, a geometric model can be formulated. The parameters required to

describe the surface perforation are shown in Figure 2:

Figure 2. The Parameters Which Define The Perforation
Surface Primitive
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" ‘ As seen in this figure, the geometry of the perforation is specified by
_\: three parameters: the location of the origin, the diameter of the curve of
:d.: connection and the outward normal vector. While the geometry of this

-::}' primitive is referenced to the global, or "design space” coordinate system, it is
\"' also bound to the definition of the surface of origin. In particular, the origin
of the perforation must lie in this surface and the outward normal vector of
:::;:: the primitive must be the same as that of the surface which is perforated.

:::_:: The geometric and logical descriptions of a number of primitive

N - surfaces can be established in a similar manner. Those attributes which are
::',.: required in order to define a general surface can then be abstracted from
these descriptions. This has been done in a preliminary manner for a group of
' over twenty possible primitives. The results of this survey are summarized in
;{ Table 1. Those attributes which are specifically required to define the surface
;tj::: perforation are highlighted in this table.

j.:_j-_ It is fairly straight forward to define the geometric and logical

:_ parameters of the bore and then use these characteristics to create a table of

attributes for the bore similar to Table 1. Since the bore is a more complex
surface than the perforation additional information is required to define it.
For example, if the bore extends through a part then it has a destination
surface as well as an origin, and this further implies that the bore has a
length. The bore is an actual surface and, therefore, possesses surface texture
which must be described. Finally, a bore may be used to locate features in the
design of a component in which case the bore would have reference status.

This must also be indicated in the attribute based description of the primitive.

Those additional attributes which are required to define a bore are displayed in

I

0 italics in Table 1.
:j': In addition to those attributes required to define the perforation and the
-;(A: bore, Table 1 contains a number of other characteristics which are needed in
Q_’. . order to define additional surface primitives. Exactly what constitutes a

:::Z?'-j'_. complete list of surface attributes, suitable for general CAD applications, has
E;::j;f:‘ not been determined yet. It is expected that the final list of attributes will be
:::;.::El based upon both the operations that will be carried out with the features

;9_; models as well as the geometry of the features themselves. However, this is still
:::-':j:; an active area of research.
o
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S 1. IDENTIFIER: Name or Number {

2 2. POSITION OF ORIGIN: Xo» Yor Zo

;:{:; 3. OUTWARD NORMAL VECTOR: ey, e, ¢,

4. SURFACE OF ORIGIN: Identifier

' S. DESTINATION SURFACE : Ildentifier

;o 6. LENGTH: L,

:- 7. TOP DIAMETER: D,

4 8. BOTTOM DIAMETER: Dgp

{ 9. SURFACE FINISH: Ras

\ 10. SURFACE LAY: ANSI Descriptor

* l 11. REFERENCE STATUS: T or Nil

- 12. CONNECTS TO: Identifier List

< 13. MATES WITH: Identifier

3 14. FIT TYPE: ANSI Descriptor

, 15. WRAP ORIGIN VECTOR: w., Wy, W,

- 16. WRAP ANGLE: w

- 17. THREAD SYSTEM: UNC or UNF i

{ 18. THREAD PITCH: P, I

‘. A

Table 1. The Attribute List for a Surface Perforation 1

. t

1
V._Construction of A Design Feature y

“' Having defined a restricted set of surface primitives, the next step is to

::S combine them to form one or more design features. As shown in Figure 3,

.‘ instances of the perforation and the bore can be combined into the design

'," feature of the through hole.

E The definition of the feature "through hole” involves five separate

:::.: surfaces. First, there are the two surfaces of the component which is being

f. designed. The first surface the designer selects determines the origin of the >

f hole feature. The expert design system will interpret this origin as the starting 'i

:‘:_ point for the actual hole generating manufacturing operation. That is, the :

'-::: program will check the parameters which describe the component's current ::

" design in order to assess whether there are proper provisions for work ]

Ef: holding and tool clearance. It is also necessary that the expert system insure ;

'_:: ;
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'\"' that the physical characteristics of the origin surface are able to support the
- feature which is to be manufactured.
'\.;:'
o Bore
- O-Perf
t)
e ///
Surface of Origin
- Vo4
-
7777

Destination Surface

itk #~ 3

¢
b

»
fa

x.f’ Figure 3. Combining Surface Primitives into a Through

:Sif Hole

-

S The designer will also need to specify the destination surface for the
feature. Depending upon the choice of material for the part as well as the

: process which has been selected in order to manufacture the feature the

- destination surface may also require special production operations such as de-

- burring. Again, the expert designer must alert the human designer to these

NN possibilities, and at the same time the expert must keep track of the

: implications which might apply to the design of other parts of the system.

’ In addition to the surfaces of the component in which it is to be placed,

.-"‘ the design feature is itself composed of surfaces. The through hole shown in

j’.'_:':. Figure 3, for example, is composed of the three surface elements designated as

,. O-Perf, Bore, and D-Perf. It is a basic design premise of the surface primitive

: method that the nature of the design feature is determined through

;‘ inheritance from the surface elements from which it has been

AP constructed.

Table 2 illustrates the manner in which the properties of the individual

,’: surface primitives are combined to form the properties of the complete design

.‘ feature, in this case the through hole shown in Figure 3.
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Identifier: O-Perf Bore D-Perf
Position of Ongin: USER {xyz}g = {xyz}g {xyzlp = {xyz}g + Lyep
Outward Normal Vector: Expert eg = € ep = - ep
Surface of Origin: USER Expert N A
Destination Surface: NA Expert USER
Lengtt.: NA . USER/Expert NA
Top Diameter: USER ! Dy = D Dp = Dg
Surface Finish: NA USER NA
Surface Lay: NA USER/Expert NA
Reference Status: NA USER NA
Connects To: Bore O-Perf, D-Perf Bore

Table 2. Combining The Attributes of Surface Primitives to
Create a Design Feature.

As shown in this table, there are three methods of specifying the
combination of attributes which are used to define the “through hole” design
feature. First, some of the attributes will be combined by means of simple
algorithms derived from the geometrical descriptions of the feature and
surface primitives. For example, the global coordinates of the points of origin
of the bore and the perforation of the starting surface must be equal since
these points have to coincide. The other two possibilities are that the user
specifies the type and magnitude of the combination, or alternatively that the
expert designer infers the nature of the combination from knowledge about
either the feature or the perceived intent of the human designer.

Considering the data shown in Table 2, if the user specifies the surface
of origin for the hole then the expert program should infer that the normal
vector for the hole coincides with that of the surface since a through hole
should be placed perpendicular to it's starting surface to eliminate expensive
jigs and other production tooling. Similarly, if the user selects the destination
surface then the expert program should be able to calculate the length of the
feature. It is very important that the program enforce the basic rules of

compatibility to prevent the development of erroneous or ambiguous




L R R I LI T B At St et Rl Sl Bl Sl Sias Aadd Mol Sadh Solt ik Sl Sl Rl Saf Sl Sl Sad Sk

situations from the redundant specification of component dimensions. This is a
common error encountered in "dumb" CAD applications.

An attribute combination list, such as that displayed in Table 2, will
have to be constructed for each feature which is to be included in the CAD
system under development. These lists will then suggest the nature of the user
interface which should be implemented in that system. For example, to place a
hole into a design model which is being constructed the user would select the
generic feature "Through Hole" from some type of menu. He or she would first
be instructed to select the starting surface, then the point of ongin in that
surface, next either the length of the hole, or, alternatively, the destination
surface and finally the diameter of the hole. The CAD system could be designed
to provide both graphical feed-back and prompting between each of these
operations.

While the user was constructing this hole the program would reconcile
any ambiguities which might be encountered by either investigating some
rule of thumb heuristics included in the design knowledge base or by
querying the user about the specific intent of the design. As an example of a
design rule of thumb it is generally accepted that the center of a hole which is
to be drilled into a plate like component should not be any closer than two and
a half diameters from the edge.

The allowable surface roughness of the bore of the hole is a critical
design parameter. The expert system should be configured to estimate this
value independently by polling a number of different sources of information
in order to be certain that the roughness is chosen properly. The program
might, for example, ask the user for the value of the roughness directly. By
also questioning the user about the tolerances of any linked dimensions, the
intended use of the feature, expected service conditions and the expected
production history of the component the program should be able to either
verify the users choice, or suggest a more appropriate alternative.

As shown in the next section, the value of surface roughness when

combined with other information about the configuration of the feature is

O
[

sufficient to estimate the manufacturing methods required to construct the

]
es s
s

,‘.
P
LN

feature. Knowing the manufacturing technique allows the expert system to

o

l’l.

estimate the "Total Life Cycle Cost” of including the feature in the design. The
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expert should also be able to check the other features incorporated into the
design and resolve any conflicts which become apparent at this point in the
design evolution.

Vi.__Estimating the Manpufacturing Sequence from The Feature
Definition:

e The major impetus for the development of surface primitive based
design features is the need to provide generic information about
manufacturing in the basic structure of the feature itself. It is a primary

axiom of the surface primitive method that:

o 1]

- A component is material bounded by manufactured surfaces”

0l It is this emphasis on the nature of the surfaces of the component
which distinguishes this approach from other "design with features” CAD

systems. A second axiom of the surface primitive method is:

"

The nature of the surfaces of a feature and the geometric details of the
i feature determine how the feature will be manufactured.”

-l Too often, the manufacturability of a component is determined by the
decisions made by the designer in an incorrect, or at least an inappropriate,
context. That is, the designer often locks certain manufacturing difficulties
into the design of a part because of decisions about the geometry used to

represent that part in the CAD system rather than the true operational, or

- surface, geometry of the part which describes the configuration of the
N component at various stages in the actual sequence of operations used to
®

", manufacture the part.

For example, if we consider the through hole as an exemplar of a design

feature, then we must reach the conclusion that if the feature is to have any

o meaning in an operational sense it is necessary to select each given instance
"' of the feature "through hole” which occurs in a design from a variety of

'::::: "through hole" features. There are a number of methods which could be used
/ in order to construct such a collection of features, however, the most direct
70

would be to select each of these features on the basis of the sequence of

-y operations required to manufacture them.

63-14

.‘- ,n_- -. > \'\.’_-_

AN . AN AT AT A
'\.A' o h‘h..;.; a..\,\.'x .\.\x .\{\ T A T T

NN .
AL L A NN

LN
A
.z&.nua..a'ﬁz‘




b e i Ste Bie B 57 S o BBl Gl ol Sl Sl Rl Ratt R Ran Sat i i A0 ol ol o SN SNESTAE Aol Bl Sl Pl Sl Sl al el Ul T L e AN AC A L Yl el B R L . |

A partial listing of these variants is shown in Table 3. As shown in this
table the design situation is complicated by two facts. First, there are a number
of basic technologies which might be used in order to construct the basic
component itself. For example, the component might be cast, or machined
from stock or perhaps bent from sheet metal. The ultimate choice of
manufacturing methods for the component is determined by the gross
characteristics of the component as well as the characteristics of the features
associated with the part. The ultimate choice of any of these primary
production methods limits the manufacturing opportunities which remain
available for the minor features associated with the part. The hole, for

example, cannot be cast into a part which is machined from stock.

Through Hole Cast In Place - Suspended Cores
Through Hole Cast in Place - Through Core
Through Hole, Machined - Twist Drill

Through Hole, Machined - Drilled then Reamed
Through Hole, Machined - Drilled then Ball Sized
Through Hole, Punched

Table 3. Variations of the "Through Hole" CAD
Feature

A second complication is the fact that manufacturing a given feature
might require a variety of operations. Precision holes, for example, require an
operation to initiate them and another operation to refine their inner surface.
These processes may not be carried out in direct sequence. There may be costly
intermediate steps required which contribute to the value added to the part
and therefore, must be accounted for.

An example of a component whose cost is increased dramatically by

interstage handling is shown in Figure 4. Here, if the bores are produced in

numerical order, then the disk shaped workpiece must be reversed in the

Y

tooling in between the operations which create bores 2 and 3. This handling of

»

the workpiece will either require a slow operation to reestablish the
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and therefore, must be accounted for.

An example of a component whose cost is increased dramatically by
interstage handling is shown in Figure 4. Here, if the bores are produced in
numerical order, then the disk shaped workpiece must be reversed in the
tooling in between the operations which create bores 2 and 3. This handling of
the workpiece will either require a slow operation to reestablish the
concentricity of the spin axes for each face, or a relatively expensive jigging
procedure. In addition, there are potential quality control problems presented

by the two machined faces of the work picce.

Cylinder

\/\. ‘ Face

1 e
o ad
o _~Bore 1
‘-4"_:.
:j';.':-: 7/\-
.~ Bore 2
A
. Figure 4. A Component With "Value Added" By
o Intermediate Handling
‘ . The CAD tools, developed in this project must be cognizant of the
_::‘_'f manufacturing, work handling and quality control aspects of the design. One
f::{: possible technique for utilizing the manufacturing knowledge embedded in
'::I:j the surface primitive definition of a design feature is to develop an expert
‘ system which can extract this knowledge during the evolution of the design. A

simple decmonstration of this type of system was developed during this

;'
NN

e

LN

w

recscarch period. The source code is attached to this document as Appendix A.

This demonstration used a relatively simple IF - THEN - ELSE rule structurc in
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order to determine the primary manufacturing process, the surface refining
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D = Bore Diameter
L = Bore Length
R = Roughness

]

Warning !
Aspect ratio is
too targe to allow
specified surface
finish

Trepan/Grind

Trepan/Bore

Figure 5. Hole Generation Processes
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process and the type of production conditions required in order to produce a
feature, in this case a through hole, in a specified part. a prismatic slab.
The structure of a portion of the rule base is shown in Figure 5. AS
shown in the figure the program was able to determine the production
sequence from the basic properties of the feature itself. In addition to the
production sequence, the program was also able to compute the production
time and the production cost required to place this feature into the current
configuration of a specific part, for a range of materials. This programming
work not only demonstrates the potential power of the Surface Primitive
formulation but it also provided the research team with a great deal of
knowledge about how to structure the associated design data bases which must

also be developed in order to support this work

o

VII. Recommendations:

"
Sor e

b

»

This work represents the beginning of a promising line of research

“afa,

into techniques of representing and manipulating knowledge to support the
computer evaluation of design. The preliminary assessment demonstrates that
the Surface Primitive approach is potentially very useful in both
representing knowledge from the variety of solution domains required by a
designer, and in providing the linkage to that knowledge which will allow CAD
based expert systems to infer the intent of the designer. Additional work is
required in three areas.

First, the knowledge representation of design features has to be made
.. more efficient in order to prevent the inordinate memory size requirements
. which plaque other CAD systems. One of the great virtues of the surface

o primitive technique is that it provides a generic way of creating these

¥
[
v

features as they are required. Second, the knowledge base embedded in the

e "

definition of the feature must be completely defined. In part this is a matter of

g“ anticipating the CIM applications for this type of represcntation, however
r,_ there is also some fundamental thcoretical work which will have to be done in
E"'_ this area. Finally, the demonstration CAD system should be expanded both in
Q.s' depth and in breadth. It should handle a wider range of features in a more
E":'-itf: robust fashion.
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\':"' The ultimate goal of this proposed research is to provide artificial

- intelligence tools which  will support the development of computer generated

:j‘_:.j designs. To this end one of the critical issues which will have to addressed is

:;j:.' the treatment of design altermatives as they cross technological boundaries. A

major challenge is to create CAD tools which can move from castings, to

& forgings to machined features while properly assessing the features

';:.:f.j encountered in each technological domain so that the program can properly

;'.'.:: instruct the designer on the truly optimal approach to the design.
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i Appendix A: The Source Code for the CAD
- Demonstration Program
!’
' !
- ! *****  Feature Based CAD Demo ****
= :
N ! K.R. Halliday, Ph.D.
i

I i

LIBRARY "3dLib*","MenulLib”

! - Initialize Material and Tool Data

DIM Material$(10), MatProp(10,10)

DIM Tool$(10), ToolProp(10,10)

CALL Load_Material_Data(Material$,MatProp)

CALL Load_Tool_Data(Tool$,ToolProp)

P LET MatFlag = 0
|

%7,

OO
"r}v )l ". "x

- g

! - Initialize Menu Data
o DIM choice$(7), master$(7), part$(7)
o MAT READ master$
'L DATA Shape, View, Material, Production
L DATA Feature, Piot, Quit
MAT READ choice$
DATA Top_View, Side_View, Front_View, Iso_View
e DATA Four_Views, --- , Exit
o MAT READ part$
; DATA Set-Up, Slab, Disk, ---, ---, ---, Exit
LET where$="Right"
LET col$=""
LET maxent=7
LET maxlen=10
LET nchoices=7
CALL Menu_set(where$,col$,maxent,maxlen,menu$,#9)
! - Initialize Graphics Data
LET xmax,ymax,zmax=12
OPEN #1: Screen 0,0.7,0,1
OPEN #2: Screen 0,.35,.5,1
OPEN #3: screen 0,.35,0,.5
OPEN #4: screen .35,0.7,0,.5
OPEN #5: screen .35,0.7,5,1
LET Object$ = "Nil”
LET Feature$ = "Nil"
LET Warning_Number = 0
LET message$ = "Normal Production Methods”
DO | - Begin Main Menu Loop
CLEAR
CALL Menu_all(Master$,nchoices,"Master",ans1,menu$,#1,#9)
SELECT CASE ans1
e CASE 1 | - Get Shape
- DO
®. CALL Menu_all(part$,nchoices,"Part”,PartType,menu$,#1,#9)
i SELECT CASE PartType
N CASE 1 I - Set-Up
NS CLEAR
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SET cursor 3,10
PRINT "Default Dimensions of the Workspace:"
SET cursor 5,18
PRINT " X-max - ";xmax;” inches."
SET cursor 6,18
PRINT " Y-max - ";ymax;" inches.”
SET cursor 7,18
PRINT " Z-max - ";zmax;" inches.”
SET cursor 9,12
INPUT PROMPT "DO YOU WISH TO CHANGE THIS ?7":SetUpAns$
LET SetUpAns$ = Ucase$(SetUpAns$)
IF SetUpAns$ = "YES" or SetUpAns$ = "Y" THEN
CLEAR
SET cursor 3,10
PRINT "Enter New Dimensions of the Workspace:"
SET cursor 5,18
INPUT PROMPT " X-max - ":xmax
SET cursor 6,18
INPUT PROMPT " Y-max - ":ymax
SET cursor 7,18
INPUT PROMPT " Z-max - ":zmax
ELSE
CLEAR
END IF
CASE 2 |- Slab
LET object$ = "SLAB"
CLEAR
SET cursor 7,10
INPUT PROMPT "Length of slab, x: ":xslab
SET cursor 8,10
INPUT PROMPT "Width of slab, y: ":yslab
SET cursor 9,10
INPUT PROMPT "Height of slab, z: ":zslab
LET xmax =0
IF xmax < xslab THEN LET xmax = xslab
IF xmax < yslab THEN LET xmax = yslab
IF xmax < zslab THEN LET xmax = zslab
LET ymax = xmax
LET zmax = xmax
CASE 3 ! - Disk
CASE ELSE
CLEAR
EXIT DO
END SELECT
LOOP
CASE 2 I - View Design
DO
CALL Menu_all{choice$,nchoices,"Choice",ans2,menu$,#1,.#9)
SELECT CASE ans2
CASE 1
WINDOW #1
CLEAR
CALL ParaWindow(0,xmax,0,ymax,0,zmax,work$)
LET xview = xmax/2
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