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1. INTRODUCTION

This report describes research conducted in the Cognitive Psychophysiology,

Laboratory during the period I/1/87-12/31/87 with the support, or partial

support, of the present contract.

As in previous years, we have continued to pursue several closely related

goals. Our primary mission has been to develop an understanding of the Event-

Related Brain Potential (ERP) so that it can be used in the study of human

cognitive function and in the assessment of man-machine interactions. To this

end, we have conducted research in the following areas:-

a. The use of ERPs in the study of attention and skill acquisition

b. The use of ERPs in the study of mental chronometry

c. The use of ERPs in the study of mental resources and workload

d. The use of ERPs in the study of memory

e. The development of an animal model of the P300 component

f. The use of ERPs as a communication channel

g. Miscellaneous studies

Listed in Section 3 are all chapters, papers, abstracts and presentations

that were published, submitted, or "in preparation" in 1987. Since this is the

last year of the current contract, we have also listed publications (Sections 4

and 5) that report the results of all research supported by the contract in

previous years (1/l/85-12/31/86).

Full reports of the studies for the current year are included in the

Appendix. In the following sections, we provide abrief description of the

research. Where appropriate, we have referred to the appropriate appendix

items.
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2. DESCRIPTION OF THE RESEARCH (1/1/87-12/31/87)

Numbers in parentheses refer to full reports of the research listed in

Section 3 and provided in the Appendix.

2.1 Attention and Skill Acquisition

The focus of this research has been on the use of ERPs to provide

converging evidence for the chronometric and energetical changes that take place

during the development of highly skilled behaviors. To this end, we have

recorded ERPs along with a number of traditional performance measures such as

RMS tracking error, RT and accuracy in paradigms that allow for the development

of "automatic" processing (12, 25). Several important results have been

obtained from this research. First, we have preliminary evidence which argues

that there are a number of dissociable automatic processes that develop at

different rates. Second, the results of dual-task manipulations indicate that

even tasks which possess "automatic" processes are susceptible to interference

in a manner predicted by multiple resource models. Third, the use of P300

amplitude in conjunction with the manipulation of multi-task processing

priorities has allowed us to map the attentional requirements of automatic and

non-automatic processes.

2.2 Mental Chronometry

The focus of this research has been on the use of ERPs to measure the

timecourse of mental processes. A related aim has been to use ERPs to examine

the information processing mechanisms responsible for variability in measures of

overt behavior. In our most recent research, we have used measures of the

readiness potential, recorded from lateral electrode sites above the motor

cortices, to assess response preparation. These measures, as well as those of
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the electromyogram (EMG), suggest that information transmission among

processing elements is accomplished continuously - or at least in several steps

(0 and 8).

A second line of research has focussed on measures of the readiness

potential as predictors of response latency and accuracy. In contrast to the

claims of Gevins et al., we have shown that this ERP measure can be used to

predict, in advance of an overt response, whether the response will be accurate

and how fast it will be (8). This finding clearly reveals the utility of the

psychophysiological approach in accounting for variation in overt behavior.

A further line of research examines both the utility of P300 as an index of

shifts in subject strategy (6) and as a marker for the duration of stimulus

evaluation processes (22).

2.3 Mental Resources and Workload

This research has focused upon the use of ERPs as metrics of mental

workload and resource allocation in multi-task environments (for reviews see 9,

15). Previous research conducted in our laboratory has indicated that P300

amplitude behaves in a manner predicted by multiple resource models. Thus, the

amplitude of P300 appears to mimic the predicted resource tradeoffs as a

function of task difficulty and processing priority. In recent research, we

have determined that (a) the reciprocity in P300 amplitudes elicited by two

concurrently performed tasks is predictive of single subject performance over a

relatively wide range of task variables (20), (b) the P300 effect can be

generalized to non-laboratory tasks such as instrument flight (10), (c) and that

the visual N190 as well as the P300 components reflect resource tradeoffs both

within and across tasks while the N160 is sensitive to only within task resource

allocation (P).
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2.4 Memory

We demonstrated earlier that there is a relationship between the P300

response to a stimulus and the subsequent memorability of that stimulus. This

relationship was observed in subjects who used a rote memorization strategy, but

not in those who used elaborative strategies. In a partial replication of this

experiment, we demonstrated that the same effects can be observed within the

same subjects (16). Furthermore, the data indicate how the P300 measure can be

used to evaluate theories of memory that emphasize distinctiveness as a critical

attribute in the memorability of events.

2.5 Animal Models

This research, which has been referred to in previous reports, demonstrates

the presence of probability-sensitive neuronal activity in rabbits (21). This

finding has implications for the search for the neural source of the P300,

since probability sensitivity is one of the critical features of the P300.

2.6 ERPs and Communication

We have continued our work on the use of ERPs in communication. We have

demonstrated that it is possible to determine, by evaluating of the P300

response to a display, which element in the display the subject has selected.

When these elements are letters of the alphabet, the procedure enables subjects

to use their ERPs to communicate (17).

2.7 Miscellaneous

In this category, we include studies of methodological issues, theoretical

articles, and review papers.
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We have continued our efforts to devise a metric for the assessment of

topographic information. Without exception, an important defining characteris-

tic of an ERP component is its scalp distribution. Furthermore, it is clear

that the distribution of scalp-recorded brain potentials may provide critical

clues concerning their neural source. However, until this time, no satisfactory

methods have been proposed for the quantification of scalp distribution. A

paper describing the current version of our procedure (18) and a validation

study (19) are currently under final editorial review. This procedure provides

the investigator with the opportunity of dealing with the problem of overlapping

components, and of distinguishing statistically between different scalp

distributions.

A second methodological contribution has been to extend the method of

correction for eye-movement artifact to include both horizontal and vertical

movements and to provide a program for the general public to implement the

correction procedure (14).

We have published two theoretical articles this year. One deals with

general issues concerning the role of theory in cognitive psychophysiology (3),

the other examines in detail the context-updating model of the P300 (5). A

third article deals with issues in the definition and reliability of measures of

the P300 (7). In addition, we have published several chapters dealing with the

utility of measures of the ERP in the study of human factors (9 and 15) and

psychological issues (2), with the utility of measures of the cardiovascular

system in human factors research (4), and with the analysis of aging using the

psychophysiological approach (13).
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3. PUBLICATIONS FOR THE CURRENT YEAR (1/l/87-12/31/87)

Note that full reports of those entries preceded by a number are provided

in the appendix.

3.1 Papers and Chapters

1. Coles, I. G. H., Gratton, G., & Donchin, E. (in press). Detecting early
communication: Using measures of movement-related potentials to illuminate
human information processing. Biological Psychology.

2. Coles, M. G. H., Gratton, C., & Fabiani, M. (in press). Event-related
brain potentials. To appear in Cacioppo, J. T. & Tassinary, L. G., (Eds.)
Principles of Psychophysiology: Physical, Social, and Inferential Elements.
Cambridge: Cambridge University Press.

3. Coles, M. C. H., Gratton, G., & Gehring, W. J. (1987). Theory in cognitive
psychophysiology. Journal of Psychophysiology, 1, 13-16.

4. Coles, M. G. H., & Sirevaag, E. (1987). Heart rate and Sinus Arrhythmia.
In A. Gale, & B. Christie (Eds.), Psychophysiology and the electronic
workplace. London: John Wiley & Sons.

5. Donchin, E., & Coles, M. G. H. (in press). Is the P300 component a
manifestation of context updating? The Behavioral and Brain Sciences.

6. Donchin, E., Gra-ton, G., Dupree, D., & Coles, M. G. H. (in press). After
a rash action: Latency and amplitude of the P300 follKwing fast guesses. In
G. Galbraith, M. Klietzman, & E. Donchin (Eds.) Neurophysiology and
Psychophysiology: Experimental and Clinical Applications. Hillsdale, NJ:
Erlbaum.

7. Fabiani, M., Gratton, G., Karis, D., & Donchin, E. (in press). Definition,
identification, and reliability of measurement of the P300 component of the
event-related brain potential. In P. K. Ackles, J. R. Jennings, & M. G. H.
Coles (Eds.) Advances in Psychophysiology, Volume 2. Greenwich, CT: JAI
Press, Inc., pp. 1-78.

8. Gratton, G., Coles, M. G. 9., Sirevaag, E., Eriksen, C. W., & Donchin E.
(in press). Pre- and post-stimulus activation of response channels: A
psychophysiological analysis. Journal of Experimental Psychology: Human

Perception and Performance.

9. Kramer, A.F. Event-related brain potentials. ('987). In A. Gale and
B. Christie (Eds.), Psychophysiology and the Electronic Workplace. Sussex,
England: John Wiley and Sons.

11). Kramer, A., Sirevaag, E., & Braune, R. (1987). A psychophysiological
assessment of operator workload during simulated flight missions. Human

Factors, 29(2), p. 145-160.

11. Kramer, A., Sirevaag, E., & Hughes, P. (in press). Effects of foveal task
load on visual-spatial event-related brain potentials and performance.
Psychophysiology.
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12. Kramer, A. F., & Strayer, D. L. (in press). Assessing the development of

automatic processing: An application of dual-task and event-related brain

potential methodologies. Biological Psychology.

13. Miiler, G. A., Bashore, T. R., Farwell, L. A., & Donchin, E. (1987).
Geriatric psychophysiology. In K.W. Schaie (Ed.), Annual Review of
Gerontology and Geriatrics, Volume 7 (pp. 1-27). New York: Springer-
Verlag.

14. Miller, G. A., Gratton, G., & Yee, C. M. (in press). Generalized
implementation of an eye movement correction procedure. Psychophysiology.

15. Wickens, C. W. (in press). Application of ERPs to human factors. In
J. Rohrbaugh, R. Johnson, and R. Parasuraman (Eds.), Event-related

potentials and the brain. New York: Oxford University Press.

3.2 Articles Submitted for Publication

16. Fabiani, M., Karis, D., & Donchin, E. (1987). Effects of strategy

manipulation in a von Restorff paradigm. Submitted for publication.

17. Farwell, L. A. & Donchin, E. (submitted). Talking off the top of your
head: A mental prosthesis utilizing event-related brain potentials.

Electroencephalography and Clinical Neurophysiology.

18. Gratton, G., Coles, M. G. H., & Donchin, E. (1987). A procedure for using
multi-electrode information in the analysis of components of event-related

potentials: Vector Filter. Psychophysiology. Submitted for publication.

19. Gratton, G., Kramer, A. F., Coles, M. G. H., & Donchin, E. (1987). A

simulation study of the latency measures of components of event-related

brain potentials. Psychophysiology. Submitted for publication.

20. Sirevaag, E., Kramer, A., Coles, M. G. H., & Donchin. E. (1987). Resource

reciprocity: An event-related brain potentials analysis. Acta

Psychologica. Submitted for publication.

21. Stolar, N., Sparenborg, S., Donchin, E., & Gabriel, M. (1987). An animal

model for the P300 component of the event-related potential in humans.
Behavioral Neuroscience. Submitted for publication.

3.3 Abstracts

22. Jenkins, S., Gratton, G., Coles, M. G. H., & Donchin, E. (1987). P300

latency and task requirements (Abstract). Psychophysiology, 24, 594.

23. Sirevaag, E., & Kramer, A. (1987). NIO0 and P300 tuning effects during an

attention switching task (Abstract). Neuroscience, 17, 654.
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3.4 Presentations

Coles, M. C. H., Cratton, G., & Donchin, E. (1987). Changing minds: Using
measures of movement related potentials to illuminate evaluation processes.
Presented at The IV International Conference on Cognitive Neuroscience,
Dourdan, France.

24. Gehring, W. J., Strayer, D. L., Kramer, A., Donchin, E., & Miller, G.
(1987). An evaluation of age differences in the development of
automaticity. Proceedings of The IV International Conference on Cognitive
Neuroscience, Paris-Dourdan, France.

Gratton, G. (1987). The use of scalp distribution to separate components
of the Event-Related Brain Potential. Presented at The IV International
Conference on Cognitive Neuroscience, Dourdan, France.

Gratton, G. & Coles, M. G. H. (1987). Detecting early communication: Can
response preparation begin before stimulus evaluation ends? Presented at
the Annual Hoosier Mental Life Meeting, Monticello, IL.

Gratton, C., & Coles, M. G. H. (1987). Generalization and evaluation of
eye-movement correction procedures. Presented at the Workshop on Removing
Eye Movement Artefacts from the EEG, Tilburg, Holland.

25. Kramer, A. F., & Strayer, D. L. (1987). P300 operating characteristics:
Performance/ERP analysis of dual-task demands and automaticity.
Proceedings of the 4th International Conference of Neurosciences, Paris-
Dourdan, France.

26. Strayer, D.L., Gehring, W.J., Kramer, A.F., & Miller, G.A. (1988, April).
Adult age differences in the development of automaticity: A
psychophysiological assessment. Paper to be presented at the Eleventh
Psychology in the Department of Defense Symposium, Colorado Springs.
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4. PUBLICATIONS FOR 1/1/85-12/31/85

4.1 Papers and Chapters

I. Coles, M. G. H., Gratton, G., Bashore, T. R., Eriksen, C. W., & Donchin, F.
(1985). A psychophysiological investigation of the continuous flow model
of human information processing. Journal of Experimental Psychology: Human
Perception and Performance, 11, 529-553.

2. Coles, M. G. H., & Gratton, G. (1985). Psychophysiology and contemporary
models of human information processing. In D. Papakostopoulos & I. Martin
(Eds.), Clinical and Experimental Neuropsychophysiology. Beckenham,
England: Croom Helm, Ltd.

3. Donchin, E., Miller, G. A., & Farwell, L. A. (1986). The endogenous
components of the event-related potential -- A diagnostic tool? In E.
Fliers (Ed.), Progress in Brain Research. Amsterdam: Elsevier.

4. Heffley, E., Foote, B., Mui, T., & Donchin, E. (1985). PEARL II: Portable
laboratory computer system for psychophysiological assessment using event
related brain potentials. Neurobehavioral Toxicology and Teratology, 7,
409-414.

5. Kramer, A. F. (1985). The interpretation of the component structure of

event-related brain potentials: An analysis of expert judgments.
Psychophysiology, 22, 334-344.

6. Kramer, A. F., Wickens, C. D., & Donchin, E. (1985). Processing of
stimulus properties: Evidence for dual-task integrality. Journal of
Experimental Psychology: Human Perception and Performance, 11, 393-408.

4.2 Abstracts and Conference Presentations

7. Farwell, L.A., Chambers, R.D., Miller, G.A., Coles, M.G.H., & Donchin, E.
(1985). A specific memory deficit in elderly subjects who lack a P300
(Abstract). Psychophysiology, 22, 589.

8. Gratton, G., Coles, M. G. H., Sirevaag, E., Eriksen, C. W., & Donchin, E.
(1985). Examining stimulus evaluation and response preparation with
psychophysiological measures (Abstract). Psychophysiology, 22, 592.

9. Kramer, A. F., & Sirevaag, E. (1985). Dual-task processing and visual

selective attention: An event-related brain potentials analysis
(Abstract). Psychophysiology, 22, 592.
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5. PUBLICATIONS FOR 1/1/86-12/31/86

5.1 Papers and Chapters

1. Coles, M. G. H., & Gratton, G. (1986). Cognitive psychophysiology and the
study of states and processes. In R. Hockey, A. Gaillard, & M. G. H. Coles
(Eds.), Energetic and Human Information Processing. Dordrecht, The
Netherlands: Nijhoff, 409-425.

2. Coles, M. G. H., Gratton, G., Kramer, A., & Miller, G. A. (1986).
Principles of signal acquisition and analysis. In M. G. H. Coles, E.
Donchin, & S. W. Porges (Eds.), Psychophysiology: Systems, Processes, and
Applications. Volume I : Systems (pp. 183-221). New York: Guilford Press.

3. Donchin, E., Karis, D., Bashore, T. R., Coles, M. G. H., & Gratt-n, G.
(1986). Cognitive psychophysiology and human information processes. In M.
G. H. Coles, E. Donchin, & S. W. Porges (Eds.), Psychophysiology: Systems,
Processes, and Applications. Volume I: Systems (pp. 244-267). New York:
Guilford Press.

4. Donchin, E., Kramer, A. F., and Wickens, C. (1986). Applications of brain

event-related potentials to problems in engineering psychology. In
M. G. H. Coles, E. Donchin, and S. W. Porges (Eds.), Psychophysiology:

Systems, Processes, and Applications. New York: Guilford Press.

5. Fabiani, M., Karis, D., & Donchin, E. (1986). P300 and recall in an
incidental memory paradigm. Psychophysiology, 23, 298-308.

6. Fabiani, M., Karis, D., & Donchin, E. (1986). P300 and memory. In W. C.
McCallum, R. Zappoli, & F. Denoth (Eds.) Psychophysiology: Studies in
Event-Related Potentials. Supplement 38 to Electroencephalography and

Clinical Neurophysiology, 63-69.

7. Gratton, G., Coles, M. G. H., Bashore, T. R., Eriksen, C. W., & Donchin, E.

(1986). An ERP/EMG/RT approach to the continuous flow model of cognitive
processes. In W. C. McCallum, R. Zappoli, & F. Denoth (Ed.), Cerebral
Psychophysiology: Studies in Event-Related Potentials, Suppl. 38 to
Electrophysiology and Clinical Neurophysiology, 120-122.

$ 8. Hockey, G. R. J., Coles, M. G. H. & Gaillard, A. W. K. (1986). Energetical
issues in research on human information processing. In G. R. J. Hockey, A.

4, W. K. Gaillard, & M. G. H. Coles (Eds.), Energetics and Human Information
Processing. Dordrecht, The Netherlands: Martinus Nijhof, pp. 3-21.

9. Kramer, A. F., and Donchin, E. (1986). Brain i otentials as indices of
orthographic and phonological interaction during word matching. Journal of
Experimental Psychology: Learning, Memory and Cognition, 13, 76-86.

10. Kramer, A. F., Schneider, W., Fisk, A., and Donchin, E. (1986). The
effects of practice and task structure on components of the event-related

potential. Psychophysiology, 23, 33-47.
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5.2 Abstracts and Conference Presentations

'l. Bosco, C. M., Gratton, G., Kramer, A. F., Coles, M. G. H., Wickens, C., &
Donchin, E. (1986). Partial information and components of the Event-
Related Brain Potential (Abstract). Psychophysiology, 23, 426.

12. Fabiani, M., Gratton, G., Karis, D., & Donchin, E. (1986). The reliability

of measurement of the P300 component of the ERP. (Abstract).
Psychophysiology, 23, 434.

13. Fabiani, M., Gratton, G., Karis, D., & Donchin, E. (1986, abstract). The

reliability of measurement of the P300 component of the event-related brain
potential. Psychophysiology, 23, 434.

14. Farwell, L.A., and Donchin, E. (1986). The "Brain Detector:" P300 in the
detection of deception. Psychophysiology, 23, 434.

15. Farwell, L.A., Donchin, E., and Kramer, A.F. (1986). Talking heads: a
mental prosthesis for communicating with event-related potentials of the
EEG. Psychophysiology, 23: 434.

16. Gehring, W., Gratton, G., Coles, M. C. H., & Donchin, E. (1986). Response

priming and components of the Event-Related Brain Potential (Abstract).
Psychophysiology, 23, 437-438.

17. Gratton, G., & Coles, M. G. H. (1986). Lateralized brain potentials and

priming (Abstract). Psychophysiology, 23, 416-417.

18. Kramer, A. F. (1986). Interaction between workload and Training:

Converging Evidence from Psychophysiology and Performance Measurement.
Proceedings of the Human Factors Society, 30, 1137-1141.

19. Strayer, D. L, Coles, M. G. H., Buckley, J., & Donchin, E. (19?6).
Stimulus repetition effects: Evidence for processes in cascade.

Psychophysiology, 23, 466.
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Abstract

In this paper we review evidence that suggests that the stimulus

evaluation system can pass information to the response activation system

before evaluation is completed ("early communication"). This evidence is

derived from measures of the 2ralized readiness potential, which have

been related in previous research to the preparation for movement. Early

communication is evident in conflict and congruence paradigms. In both

paradigms, a single stimulus, or two different stimuli, deliver two aspects

of information. In the conflict paradigm, the first aspect of information

(derived from preliminary evaluation) primes the incorrect response, while

the second primes the correct response. In the congruence paradigm,

information derived from preliminary and complete evaluation is congruent.

In both paradigms, lateralized readiness potential measures suggest that

preliminary evaluation is able to prime the response system, although the

overt motor response may not be released until evaluation is completed.

This demonstration of early communication has both theoretical and practical

implications. First, it does not support single-decision models of

information processing. Second, it suggests that the lateralized readiness

potential, a continuous, analog measure of the activity of the response

system, can be used to make inferences about the nature of the evaluation

process, and to localize the effects of various manipulations on the

information processing system.
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DeteEting early communication: Using measures of movement-related

potentials to illuminate human information processing

Michael G. H. Coles, Gabriele Gratton, & Emanuel Donchin

1. Introduction

A central issue in contemporary research on human information

processing concerns the nature of the transmission of information between

elementary information processing activities (e.g., Meyer, Yantis, Osman, &

Smith, 1986, and Meyer, Osman, Irwin, & Yantis, this volume). Two classes

of models can be identified: discrete models, that assume that information

is transmitted discretely, only when processing at a particular level of the

system (or stage) is completed (e.g., Sanders, 1980; Sternberg, 1969), and

continuous models, that assume that information is transmitted continuously,

as soon as it is available (e.g., Eriksen & Shultz, 1979; Grice, Nullmeyer,

& Spiker, 1982; McClelland, 1979). A hybrid model has been proposed by

Miller (1982), the asynchronous discrete coding model. Like discrete

models, this model assumes that information is transmitted discretely, but

like continuous models, it assumes that information may be transmitted

before processing at a particular level is completed. Thus, information is

transmitted in "chunks," whose size and number may vary as a function of the

nature of the information.

The psychophysiological evidence we review in this paper suggests that

communication between stimulus evaluation and response activation systems

can take place continuously, or at least in chunks. In particular, the

activity of the motor system can be influenced by preliminary phases of

stimulus evaluation.
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1.1 Early Communication

To address the question of the nature of communication, it is assumed

that the information processing system can be represented by two major

subsystems: a stimulus evaluation system responsible for the identification

of stimulus information, and a response activation system that is directly

responsible for the generation of overt behavioral responses. This

assumption, which is prevalent in contemporary theorizing about information

processing (see, for example, Grice et al., 1982; Posner, 1978), can be

traced directly to the work of Donders (1868/1969) and his followers (e.g.

Sanders, 1980; Sternberg, 1969). A further assumption is that each of these

systems Lan pass through intermediate, states, or levels of activation,

before it achieves a threshold level (Eriksen & Schultz, 1979; McClelland,

1979; Meyer et al., 1986; Miller, 1982). For the stimulus evaluation

system, this threshold level corresponds to "complete" evaluation of the

stimulus (by which we mean that sufficient information has been extracted

from the stimulus to enable the subject to produce the correct response).

For the response system, the threshold level corresponds to the initiation

of the response. These ideas are represented by the activation by time

functions in Figure 1.

Insert Figure I About Here

Given these assumptions, the question of communication between stimulus

evaluation and response systems can be rephrased as follows: can the

stimulus evaluation system transmit informatien to the response system

before evaluation is completed? If so, then the response system should be

influenced by preliminary phases of evaluation. This type of Influence can
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be referred_to as "early communication." Note that, in Figure 1, the

presence of early communication is associated with a subthreshold increase

in the level of response activation.

2. Measuring Partial Response Activation

The response activation function depicted in Figure 1 is, of course,

hypothetical. To explore this function and detect early communication we

must identify procedures that can be used to reveal the presence of

subthreshold response activation. One approach to this problem is to use

experimental manipulations which allow one to infer the presence of "early

communication" effects from measures of overt behavior (e.g., Miller, 1982.;

Proctor & Reeve, 1985; Kounios, Osman, & Meyer, 1987). This approach may

also incorporate the analysis of reaction time distributions (e.g. Logan &

Cowan, 1984; Meyer et al., 1986). Another approach involves the use of

measures of peripheral subthreshold motor activity (the electromyogram) to

infer the presence of partial response activation (Coles, Gratton, Bashore,

Eriksen, & Donchin, 1985; Eriksen, Coles, Morris, & O'Hara, 1985).

In this paper, however, we focus on event-related brain potential

measures, and in particular on the lateralized negative potentials that have

been found by many investigators to precede left- and right-hand overt

responses. As we will discuss later, these measures satisfy several

criteria for measures of response activation. First, they are intimately

related to the the activity of the motor system. Second, a fixed

relationship can be observed between these measures and the emission of the

overt response. Third, they are affected by experimental variables that are

assumed to produce response activation (e.g., priming, bias, etc.). Fourth,

they are related to the parameters of the subsequent overt response
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(accuracy. and latency).

These lateralized negativities were first observed in studies of

voluntary movements (Kornhuber & Deeke, 1965). When subjects anticipate

making a response with a particular hand, an increase in negativity occurs

that is larger at scalp sites contralateral to the responding hand (Kutas &

Donchin, 1974; Vaughan, Costa, & Ritter, 1972).

The scalp sites at which these potentials are maximal are those over

lateral central areas (C3 and C4) or over adjacent sites (frequently

described as C3' and C4'). Note that these sites are in close proximity to

those areas of the brain that are presumed to control movement (Penfield &

Jasper, 1954). Of course, proximity to a particular brain area s no

guarantee that an electrode is sensitive to activity of that brain area.

However, in this case, there is evidence from a variety of studies, some of

which we review below, to relate the lateralized negative scalp potentials

to activity in motor brain areas.

We refer to these negativities as the "lateralized readiness potential"

and will focus in this paper on the difference in potential between scalp

sites contralateral and ipsilateral to particular responses.

The claim that this potential is related to the activity of the motor

system is supported by functional and neurophysiological evidence. First,

as we noted previously, this potential precedes movements. Second,

neurophysiological data suggest that the source of the potential may lie, at

least in part, in motor regions of the cortex (e.g., Arezzo & Vaughan, 1975;

Okada, Williamson, & Kaufman, 1982). There are also strong similarities

between the activity of units in the motor cortex and the potential (Requin,

1985). For these reasons, it is clear that the potential is related to

motor activity.
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The fixed relationship between the lateralization of the readiness

potential and the production of the motor response is evident in data from

Gratton, Coles, Sirevaag, Eriksen, and Donchin (in press). In this study, a

fixed level of lateralization was observed at the moment of the onset of EMG

activity, regardless of response accuracy or latency.

A variety of studies have demonstrated that the measure is influenced

by those variables that are assumed to produce partial response activation.

In one class of studies, information about a future response is provided by

a valid precue. Such information should be associated with a sub-threshold

increase in activation of the predicted response. In the most extreme case,

the precue provides complete information about the response to be.given, .- d

the imperative stimulus only provides temporal information. For example,

Kutas and Donchin (1980) studied the lateralized readiness potential in the

context of a two-choice reaction time task, in which the two responses were

assigned to left and right hands. In one condition the precue (warning

stimulus) perfectly predicted the imperative stimulus that would occur one

second later. In another condition, the precue did not provide advance

information. In the precued condition, the lateralized readiness potential

developed during the foreperiod with greater negativity at scalp sites

contralateral to the response associated with the predicted stimulus. In

the non-precued condition, on the average, lateralization was not evident

until after the response relevant information was delivered by the

imperative stimulus. These data are presented in Figure 2. Rohrbaugh,

Syndulko, and Lindsley (1976) and Gaillard (1978) observed a similar

lateralization of the readiness potential during the foreperiod of simple

warned reaction time tasks.
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Insert Figure 2 About Here

Lateralization effects can also be observed when the precue provides

only probabilistic information about the upcoming imperative stimulus (and

future response). In fact, when the validity of the precue is .8,

lateralization effects are still present (Bosco et al., 1986; Gehring,

Gratton, Coles, & Donchin, 1986).

Another line of evidence comes from studies of the relationship between

lateralization in the foreperiod of reaction time tasks and the accuracy -aad

latency of responses. In particular, the probability that a particular

fast-guess response will be given depends on the degree of lateralization

during the foreperiod (Gehring et al., 1986; Gratton et al., in press).

Additional evidence indicates that, in a simple reaction time task, fast

responses are associated with greater lateralization than slow responses

(Rohrbaugh et al., 1976).

Evidence for the role of lateralized brain electrical activity in the

preparation for movement is also provided by studies of the effects of

externally applied direct currents on reaction time. Birbaumer and his

colleagues (e.g., Jaeger, Elbert, Lutzenberger, & Birbaumer, in press)

applied currents of different directions at C3 and C4. This procedure is

believed to result in lateralized polarization of cortex. These

investigators report a small, but significant effect on reaction time as a

function of the hand used to respond and dire:tion of current flow.

In summary, data from a variety of sources converge in suggesting that

the lateralized readiness potential can be used as a measure of the relative
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activati o__f responses (when the response are assigned to different hands).

The potential (a) appears to be generated (at least in part) in motor

regions of the brain, (b) has a fixed level at the moment of response

emission, (c) is influenced by those variables that affect response

activation, and (d) 4s related to the accuracy and latency of overt

behavioral responses.

In measuring the lateralized readiness potential it is important that

steps are taken to ensure that only movement-related potentials are

represented in the lateralization waveforms. First, experimental conditions

are established so that parameters of left- and right-hand responses (such

as response latency) are comparable. Second, averages for left- and

right-hand responses are computed separately. Third, these averages are

then combined with equal weight. If these steps are followed, asymmetrical

activity unrelated to the siae of movement should average to zero leaving

only movement-related activity (see also De Jong, Wierda, Mulder, & Mulder,

in press; Gratton et al., in press).

3. Early Communication Paradigms

Having found a suitable measure of partial response activation, we now

need to consider paradigms in which we can use the measure to investigate

the question of early communication between stimulus and response systems.

Recall that we are trying to determine whether preliminary stimulus

evaluation can lead to partial response activation. Thus, a suitable

paradigm must provide the opportunity for the stimulus evaluation system to

transmit preliminary information to the response system that is in some way

distinguishable from that derived from complete evaluation. By "complete

evaluation" we mean evaluation of all the information required to give the
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correct rs...onse. In the present paper we consider two paradigms that

appear to provide this opportunity, the conflict paradigm and the congruence

paradigm.

3.1 The Conflict Paradigm

The conflict paradigm is based on the idea that two aspects of the

stimulus information prime different responses. Furthermore, the

manipulations are arranged such that the two aspects are analyzed (and are

therefore available to the response system) at different moments in time.

Thus, the effects of preliminary and complete evaluation are in conflict.

In particular, experimental contingencies in a two-choice reaction time task

are arranged such that preliminary evaluation should lead to one response,-

while complete evaluation should lead to the other response. If the

responses are assigned to different hands, brain potentials associated with

one response should be distinguishable from those associated with the other

response. Since preliminary evaluation should lead to the activation of the

incorrect response, while complete evaluation should lead to activation of

the correct response, a reversal in lateralization when conflicting

information is presented provides evidence for early communication. These

ideas are represented diagrammatically in Figure 3.

Insert Figure 3 About Here

We describe here three different instances of the conflict paradigm.

They involve different degrees of separability of the two aspects of the

information.

In the first instance (Precueing Task, e.g., Bosco et al., 1986;

Gehring et al., 1986), preliminary information is delivered by one stimulus,
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while com_!jte information is delivered by a second stimulus presented

sometime later. Thus, information I and 2 (see Figure 3) are delivered at

different times.

In the second instance (Noise-Compatibility Task, e.g., Gratton et al.,

in press; Smid, Mulder, & Mulder, 1988), all the information is presented in

a single visual array. However, the conflicting response-relevant

dimensions of the array are spatially separated. A target letter, to which

the subject must respond, is surrounded by noise letters that call for the

incorrect response.

In the third instance ("Stroop" Task, Buckley, Gratton, Kramer, Coles,

& Donchin, 1988), the competing response-relevant dimensions are provided.-y

the same stimulus. The stimulus is a word whose orthographic attributes

call for the incorrect response and whose phonologic characteristics call

for the correct response.

Thus, the three examples represent different degrees of separability of

the two response-relevant stimulus dimensions. In the precueing task, they

are temporally separated. In noise-compatibility and "Stroop" tasks, they

are different attributes of the same stimulus. In the noise-compatibility

task, the attributes are also spatially distinguishable.

3.1.1 The Precueing Task. In this task (Bosco et al., 1986; Gehring

et al., 1986) one of two warning stimuli informs the subject that the same,

or the other, stimulus will appear after a second or so with a particular

probability (e.g., .8). Subjects must execute a response to the second

stimulus (i.e., imperative stimulus) with one hand or the other. In this

situation, reaction time data suggest that subjects generally use the

warning information to prime the appropriate response.

As can be seen in the upper panel of Figure 4, the lateralized
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readiness-potential data suggest that subjects prime the appropriate

response during the foreperiod, when the precue provides useful information.

As the lower panel of Figure 4 indicates, when the precue has no predictive

value, there is, on the average, no lateralization during the foreperiod.

The lateralization only develops after the imperative stimulus.1

In the predictive condition (upper panel), if the imperative stimulus

Insert Figure 4 About Here

matches the warning stimulus, the degree of lateralization increases in the

direction of the predicted (same) response. However, if an unpredicted

imperative stimulus is presented, as happens on 20% of the trials, then the

lateralization reverses in the direction of the (different) response. These

data suggest that, when conflicting information is delivered at different

points in time, subjects begin by priming one response and then reverse

their priming and execute the other response.

The next two experiments address a more challenging question: If

information calling for conflicting responses is carried by the same

stimulus, will we see the same pattern of reversal in lateralization? That

is, will the changes in lateralized readiness potential evident in Figure 4

be compressed into the post-stimulus epoch? If the answer to this question

is "yes," then we will have evidence that preliminary phases of evaluation

can lead to the activation of the response system.

3.1.2 The Noise-Compatibility Task. In this task (Gratton et al, in

press; Smid et al., 1988), an array of letters is presented on a screen, and

subjects are instructed to respond with their left or right hands depending

on the "target" letter appearing on the center of the array. Letters that
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flank the, target letter (noise letters) can be the same as the target

(compatible-noise trials), or those that call for the other response

(incompatible-noise trials).

Coles et al. (1985) and Gratton et al. (in press) have shown that

information about the letters in the array is available during preliminary

phases of stimulus evaluation, but that subjects cannot locate the target

letter until later (cf. Treisman & Gelade, 1980). Therefore, we should see

the reversal in the lateralized brain potential when the target letter and

noise letters conflict - if early communication occurs.

Data from the Gratton et al. (in press) study are presented in Figure

5. In the top panel, the overt behavioral data are presented in the form.Qf

speed-accuracy trade-off function that Luce (1986) calls "conditional

accuracy functions." The function for incompatible noise stimuli reveals

that there is a response latency (between 150 and 250 ms) for which accuracy

is less than chance. This is not true for compatible stimuli. Accuracy is

above chance for responses to compatible noise trials with a latency between

150 and 250 ms. This indicates that, when subjects respond at this latency,

the accuracy of their responses is more dependent on the type of noise

letters than on the target letter. It appears that, at this latency, the

subject has identified what the letters are, but does not know where they

are.

Insert Figure 5 About Here

For responses of longer latency, response accuracy is high regardless

of the compatibility of the noise. This suggests that the accuracy of these

responses is the result of correct identification and localization of the
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target letter.

Thus, the conditional accuracy functions support the idea that

preliminary stimulus evaluation results in identification of the letters in

the array, and that later, "complete" evaluation results in the location of

the target letter.

Lateralized readiness potential data are shown in the middle panel of

Figure 5. Note that these functions, like the conditional accuracy

functions suggest that there is a time following stimulus presentation when

the incorrect response is preferentially primed if the array contains

incompatible noise.

Although suggestive, these data do not necessarily support the idead,

early communication. In fact, both lateralization waveforms and conditional

accuracy functions are the result of aggregating data over trials - and, for

this reason, they may not present an accurate picture of what is going on

during individual trials. The lateralization data are based on averages of

all trials regardless of the accuracy of the response. We know that the

readiness potential lateralizes just prior to the execution of an overt

response. For incorrect responses, the lateralization would be associated

with a downward deflection of the trace. Thus, the reversal seen in the

average lateralization waveform for incompatible trials may be due to the

fact that, at intermediate latencies, the average lateralization values

reflect the contribution of the larger number ,of trials with incorrect

responses at these latencies. The evidence we need to demonstrate that

early communication can occur is a reversal in the lateralization on

individual trials. Obviously, this is a problem because one must aggregate

data in order to enhance the signal/noise ratio of the lateralized readiness

potential.
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We reasoned that a solution to this problem was to select a subset of

trials for which only the correct overt response was given and for which

overt response latency was relatively constant (300-349 msec). We have

evidence that responses of this latency are not likely to be the result of

fast guesses (Gratton, et al., in press) and that the subjects were

responding mainly on the basis of a complete evaluation of the stimulus.

Thus, any reversal in the lateralized readiness potential seen for this

subset of trials cannot be attributed to the inclusion of incorrect response

trials. Rather, it should be attributed to partial incorrect response

activation as a result of early communication on these trials.

Averages for these trials are shown in the lower panel of Figure 5.

Note that, on incompatible response trials the reversal in lateralization is

clearly visible and significant.2 These data support the inference that

early communication is possible and that, at least on some trials in this

task, preliminary information was transmitted to the response system before

the stimulus was completely evaluated.

Similar data have been obtained by Smid et al. (1988). Their data are

shown in Figure 6. More conditions were included in this experiment;

however, the reversal in lateralization is clearly evident in the data for

incompatible noise. These averages are based on correct response trials

only - but the latency of the overt response was not restricted.

Insert Figure 6 About Here

3.1.3 The "Stroop" Task. In this task, conflicting information is

carried by different attributes of the same stimulus. In the classic Stroop

paradigm, names of colors are written in different colored inks. When the
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color namre and ink color are different, and the subjects must name the ink

color, conflict is evident in reaction time and accuracy measures.

Buckley et al. (1988) studied the lateralized readiness potential in a

variant of the Stroop task. In this experiment, information derived from an

orthographic analysis of a visually presented word conflicted with

information derived from a phonological analysis (cf. Polich, McCarthy,

Wang, & Donchin, 1983; Kramer & Donchin, 1987). Two words, separated by

1000 ms, were presented to the subject. Four types of word pairs were used,

in which:

a. Words rhymed and looked alike (e.g. COOK - BOOK);

b. Words rhymed and did not look alike (e.g. DOUGH - FLOW);

c. Words did not rhyme but looked alike (e.g. DOVE - MOVE);

d. Words neither rhymed nor looked alike (e.g. TABLE - SOAP).

In one session, the subjects' task was to judge whether the words

rhymed, in another, subjects had to judge whether the words looked alike.

Note that conflict is present in two types of word pairs: DOUGH - FLOW and

DOVE - MOVE. For half the subjects, "yes" judgements were indicated with

the right hand, and "no" judgements with the left. The converse was the

case for the other subjects.

Reaction time data revealed that the effects of conflict were much more

potent in the rhyme task than in the visual task. A detailed analysis of

conditional accuracy functions suggested that information about the

orthography was available before information about phonology.

The question is, therefore, does the reversal in lateralization occur

for conflict words in the rhyme task? No reversal would be expected in the

visual task because the correct response can be made on the basis of the

orthographic information, which is available first. The relevant data are
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shown in thie upper panel of Figure 7. In the conflict conditions, when the

words look alike but do not rhyme, or rhyme but do not look alike, there is

a reversal in the lateralized brain potential.3 When there is no conflict,

there is no reversal. The lateralization data for the visual task are

presented in the lower panel of Figure 7. When the subject's task is to

judge whether the words look alike (the visual task), there is no reversal

in lateralization when phonology conflicts with orthography.

Insert Figure 7 About Here

3.1.4 Summary. The data from the different instances of the conflirt

paradigm converge in suggesting that early communication between the

stimulus evaluation and response systems does indeed occur. Whether

conflicting information is presented at different moments in time, or by

different attributes of the same physical stimulus, subjects appear to

activate the incorrect response based on preliminary evaluation. The

correct response may be activated later, when more information about the

stimulus is processed.

3.2 Congruence Paradigm

In the previous section, we have seen how the lateralized readiness

potential provides evidence for early communication when the effects of

preliminary evaluation conflict with those of "complete" evaluation. As

with the conflict paradigm, the congruence paradigm focuses on the idea that

a particular response is somehow influenced by two distinct aspects of

stimulus information. However, while in the conflict paradigm the

information is in conflict, in the congruence paradigm it is congruent. The

two aspects of information may be delivered by two different stimuli
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presented..iL different times, or by the same stimulus. In the latter case,

the experimental contingencies are such that one aspect of the information

is available before the other. The congruence paradigm is illustrated in

Figure 8.

Insert Figure 8 About Here

The Bosco et al. (1986) and the Gehring et al. (1986) experiments,

described earlier, provide examples of a situation in which a warning

stimulus delivered information that was congruent with a subsequent

-imperative stimulus 80% of the time. As can be seen in Figure 4, under --

these circumstances lateralization develops in the foreperiod in the

direction of the expected response, and when a congruent imperative stimulus

is presented, the lateralization further develops in the same direction.

Can we see a similar influence of partial priming when the two aspects of

the stimulus information are presented simultaneously? In the Gratton et

al. (in press) study, this situation is realized when target and noise

letter are the same (the compatible-noise condition). As the bottom panel

of Figure 5 shows, this condition is associated with an early lateralization

in the direction of the correct response, which is quite distinguishable

from the later lateralization, and which is sytnmetrical to the

lateralization in the direction of the incorrect response in the

incompatible-noise condition.

In the preceding examples, the number of alternative responses was

always two, and the target stimulus could vary along one dimension.

Furthermore, the partial information (the precue or the noise letters) was

not always valid. In contrast, in the Miller paradigm (Miller, 1982), used
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by De Jonget al. (in press), the partial information is always valid, but

it is incomplete. In this paradigm, subjects perform a four-choice reaction

time task, in which responses are assigned to the index and middle fingers

of each hand. Imperative stimuli vary along two dimensions (e.g., size and

letter name), and each response is assigned to a unique combination of the

two dimensions. In one condition, a precue (occurring .5 sec before an

imperative stimulus) provided information that the forthcoming imperative

stimulus would require a response by one of two fingers of a particular

hand. In this case, a lateralization developed in the foreperiod in the

direction associated with the cued hand. Following the imperative stimulus

which specified the finger to be used in the response, the lateralization-

continued to develop in the same direction. Lateralization in the

foreperiod was not observed when the precue specified the finger (on

different hands) that would have to be used.

In another condition, De Jong et al. (in press) sought to determine

whether early lateralization would occur when the partial information about

hand and complete information about finger were delivered by the same

stimulus. To insure the temporal dissociation between the two aspects of

the information, the discrimirability of the two stimulus dimensions was

made different. It was assumed that information concerning the

easy-to-discriminate dimension would be processed faster than the

information concerning the difficult-to-discriminate dimension. Thus, if

early communication exists, there should be partial response priming on the

basis of the easy dimension. Three basic stimulus/response assignments were

used. In the first, analysis of the easy dimension should permit the

subject to prime the response hand (PREPARE HANDS), in the second, the same

finger on each hand (PREPARE FINGERS), and, in the third, a different finger
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on each hand (PREPARE NEITHER).

De Jong et al. (in press) predicted that partial response priming

should be revealed by earlier lateralization of the readiness potential in

the PREPARE HANDS condition, than in the other two conditions. This is

because information provided by the easy-to-discriminate aimension should

permit the subject to start preparing the response hand before selecting the

appropriate finger if information about the hand was available early in the

evaluation process. Note that early communication might occur in the other

two conditions, but it would not be detectable since it would result in

partial priming of individual fingers on both hands.

In fact, De Jong et al. (in press) found no evidence for earlier

lateralization in the PREPARE HANDS condition. The onset of the

lateralization did not differ among the three conditions. These data

suggest, therefore, that response priming on the basis of preliminary

stimulus evaluation does not occur in this case.

3.2.1 Summary. In contrast to the conflict paradigm, the congruence

paradigm does not provide consistent support for the idea of early

communication. When the congruent information is delivered at different

moments in time by two stimuli, the readiness potential clearly suggests

that the subjects prime their responses on the basis of the preliminary,

partial information. When congruent information is delivered by the same

stimulus, the effect of early communication is not always apparent. It is

evident when, as in the compatible condition of the noise-compatible task,

the preliminary information is sufficient to lead to the preparation of one,

and only one response. It is not evident, however, in the Miller task, used

by De Jong et al. (in press), where preliminary information is compatible

with more than one response. In the PREPARE-HANDS condition, such
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informatiQ!nidentifies the hand to be used in responding, but does not

specify the finger.

This difference between these two kinds of congruence tasks may be

associated with different strategies. Since preliminary evaluation in the

Miller task is insufficient to define the required response, subjects may

prime that response to a lesser degree than when the response is completely

specified. Thus, in the Miller task the lateralization associated with

partial evaluation will be smaller, and therefore less detectable, than in

the noise-compatibility task. Two other possibil'ties are suggested by De

Jong et al. (in press). First, subjects may not use the results of

preliminary evaluation in the Miller task to prime their responses. -

Instead, they may wait until the stimulus has been completely evaluated and

then select and prepare the required response in one step, rather than

selecting the response hierarchically (e.g., hand first, then finger). In

this case, of course, no effects on the lateralized readiness potential

would be expected. Second, while subjects may select their responses

hierarchically, such a strategy may not be driven by the relative time at

which information about the two dimensions is available, but by the

translation rules that map stimuli to responses. In terms of the model we

presented in Figure 1, these strategic effects can be conceptualized in

terms of adjustments in the way in which stimulus evaluation and response

systems communicate (Logan, 1980).

4. Discussion

The data reviewed in the preceding sections suggest that, under at

least some conditions, the readiness potential measures detect the presence

of early communication. Different aspects of the stimulus information
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produce d istinguishable effects on the response system. In the conflict

paradigm, the incorrect response can be activated first at a subthreshold

level as a result of preliminary stimulus evaluation. Later on, the correct

response is activated at a threshold level as a result of "complete"

evaluation. In the congruence paradigm, the correct response can be

activated first at a subthreshold level by partial evaluation, and later at

a threshold level by complete evaluation.

Early communication is not predicted by models that postulate a single

decision at the interface between the stimulus evaluation and the response

systems (Sternberg, 1969). In fact, such models assume that information is

transmitted between different elements of the information processing systew

in a discrete, all-or-none fashion. In some of the experiments we have

described, information is clearly not transmitted in a single chunk. In

this sense, the data are compatible with continuous flow models (Eriksen &

Schultz, 1979; Grice et al., 1982), but they are also compatible with the

asynchronous discrete model of Miller (1982). Although the form of the

lateralized readiness potential suggests a continuous modulation of the

level of response activation, this continuity maybe an artifact of the

averaging process. A small number of discrete "quanta" of activations of

the correct and incorrect response may produce the pattern of lateralization

data we observe in the conflict and congruence paradigms. In fact, at the

present time, we have no way to distinguish between models that propose

continuous communication and those that propose communication in multiple

chunks.

The possibility of early communication means that the response system

can be sensitive to intermediate phases of the stimulus evaluation process.

Therefore, measures of partial response activation provided by the
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lateralizge.readiness potential can be-used to investigate how stimulus

information is analyzed. For example, the latency of the lateralization of

the readiness potential could be used as an index of the timing of

intermediate evaluation phases (see Buckley et al., 1988; De Jong et al., in

press; Gratton et al., in press). When lateralization is observed,

following stimulus presentation, the subject presumably has access to a

particular aspect of the stimulus information.

Even in those cases in which the lateralization of the readiness

potential does not reveal the presence of early communication, this measure

can be used to make inferences about the strategies used by the subject to

perform the task. We have seen an example of this in the De Jong et al. (U

press) study. Note that to use the lateralization data in this way it is

essential to demonstrate that the different dimensions of stimulus

information manipulated (a) can be processed independently, and (b) activate

responses at different times. Only when it is possible to demonstrate that

the subject might have performed the task differently, can it be concluded

that strategic choices, rather than cognitive limitations, are responsible

for the failure to detect early communication.

The apparent sensitivity of the lateralized readiness potential to

subthreshold response activation suggests a number of other situations in

which this measure can be used to understand the information processing

system. For example, it could be used to determine whether a particular

interference effect involves subthreshold activation of inappropriate

responses, or is instead localized at more central levels of the information

processing system. Questions about the locus of different stimulus-response

compatibility effects (e.g., Magliero, Bashore, Coles, & Donchin, 1984;

Ragot, 1984) may be addressed in this way. Furthermore, the onset of the
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lateraliz4_ion of the readiness potential can be used as a marker for the

occurrence of a particular internal event. In fact, the information

processing system must have distinguished between two alternative hypotheses

about the stimulus by the time the lateralization appears.

In general, then, the lateralization measure can be used, in

conjunction with other psychophysiological measures (EMG onset, P300

latency, etc.) and measures of overt behavior (reaction time, accuracy,

etc.) to explore the complexities of human information processing. In this

paper, we have described one way in which the lateralization of the

readiness potential can be used, namely in the detection of "early

communication. --
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Footnotes__

1. When the warning stimulus predicted the imperative stimulus with a

probability of .8, the average value of lateralization for the last 300 ms

of the foreperiod (-0.68 microvolts) was significantly less than 0,

1(5)=-3.38, p<. 05. When the warning stimulus had no predictive value, the

average lateralization (-0.18 microvolts) was not significantly different

from 0, t(5)=-1.30.

2. The average activity in the interval between 170 and 210 ms after

array presentation was significantly positive, t(5)=2.78, p<.05.

3. The average activity in the interval between 310 and 350 ms after

the presentation of the second word was significantly more negative in the

no-conflict than in the conflict condition, -0.31 vs. 0.09 microvolts,

t(9)=-2.78, p<.05. However, the average activity for the conflict condition

(the "dip") visible in Figure 7 was not significantly different from 0,

t(9)=0.71. Note that in this task, as compared to the noise-compatibility

task, there was considerably more variability in reaction time. This

implies that separate averages should be computed for trials with different

response latencies (as we did in Gratton et al., in press). However, this

was not possible, since only a limited number of word pairs could be

obtained for the "ccnflict" condition (a total of 110). Therefore, the

power of this experiment was considerably less than that of the other

experiments described in this paper, and the lack of a significant result is

certainly not surprising. Note, however, the consistency of the waveforms

obtained for the "conflict" and "no conflict" conditions with those obtained

in comparable conditions of the noise-compatibility task.
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Figure Leg.nds

Figure 1. Schematic representation of stimulus evaluation and response

activation systems and the concept of "early communication." Each system

may pass through intermediate states (levels of activation). The evaluation

system may or may not pass information to the response activation system

before stimulus evaluation is completed.

Figure 2. Lateralized readiness potentials time-locked to the motor

response, or to the respond stimulus, for three different conditions.

Voluntary: the subject produced self-paced squeezes. Warned: the subject

responded to the respond stimulus (RS) in a choice reaction time when the-

warning stimulus (WS) provided information about the hand to be used.

Choice Warned: the subject responded to the respond stimulus (RS) in a

choice reaction time task when the warning stimulus (WS) did not provide

information about the hand to be used. (Copyright 1980, Elsevier Science

Publishers. Adapted with permission from the author and publisher from

Kutas & Donchin, 1980).

Figure 3. The Conflict Paradigm. The subject receives conflicting

information (information 1 and information 2 are associated with different

responses). Preliminary evaluation (based on information 1) provides

initial evidence for the incorrect response. Complete evaluation (based on

information 2) provides evidence for the correct response. Correct and

incorrect responses are assigned to different hands. Thus, a reversal in

lateralization of the readiness potential will reveal the presence of early

communication.
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Figu 4. SI indicates the time of presentation of the warning

stimulus; S2 indicates when the imperative stimulus was presented. Upward

deflections indicate greater negativity at the scalp site contralateral to

the same response - and can be considered to reflect activation of the

"same" response. Panel A presents the lateralization data for the condition

in which the precue predicted the imperative stimulus with a probability of

.8. The solid line refers to trials in which the predicted imperative

stimulus ("same") actually occurred, while the dashed lines refers to trials

in which the unpredicted imperative stimulus ("different") was presented.

Panel B presents compar&ble data for the condition in which the precue did

not ha"a any predictive value. (From Bosco et al., 1986.) -

Figure 5. To panel. EMG response accuracy is plotted as a function

of EMG response latency for compatible and incompatible conditions. Middle

panel. Lateralization values for the two compatibility conditions. Upward

deflections are given by greater negativity at the electrode site

contralateral to the correct response and thus indicate correct response

activation. Downward deflections indicate incorrect response activation.

Bottom panel. Lateralization values for a subset of trials on which (a) EMG

latency was 300-349 msec, and (b) the first discernible EMG response was

with the correct hand. (Copyright 1988, American Psychological Association.

Reprinted with permission from the author and publisher from Gratton et al.,

in press).
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Figqute.. Lateralization of the readiness potential for different

conditions of the noise/compatibility experiment. In the No Noise

condition, target letters were presented alone. In the Neutral Noise

condition, noise letters were not associated with any experimentally defined

response. For Compatible and Incompatible Noise conditions, noise letters

were those that called for the same or the opposite response as the target.

(Adapted with permission of the author from Smid et al., in preparation.)

Figure 7. Lateralization data averaged over "yes" and "no" responses,

when conflict was or was not present for the rhyme judgment task. Upward

deflections correspond to greater negativity at the scalp site contralateral

to the correct response. Averages are based on all correct response trials

regardless of response latency. There were insufficient data to segregate

trials as a function of reaction time. Top Panel. Data from the Rhyme

Task. Bottom Panel. Data from the Visual Task.

Figure 8. The Congruence Paradigm. The subject receives congruent

information (information 1 and information 2 are associated with the same

response). Preliminary evaluation (based on information i) provides partial

evidence for the correct response. Complete evaluation (based on

information 2) provides complete evidence for the correct response. A "two-

step" increase in lateralization of the readiness potential will reveal the

presence of early communication.
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i. Introduction

Ever since Berger (1929) demonstrated that it is possible to

record the electrical activity of the brain by placing electrodes

on the surface of the scalp, there has been considerable interest

in the relationship between these recordings and psychological

processes. While Berger and his followers focussed their

attention on spontaneous rhythmic oscillations in voltage - that

is, on the electroencephalogram or EEG (see chapter 14) - more

recent research has concentrated on those aspects of the

electrical potential that are specifically time-locked to events

- that is, on event-related potentials or ERPs. The ERPs are

regarded as manifestations of brain activities that occur in

preparation for or in response to discrete events, be they

internal or external to the subject. Conceptually, the ERPs are

regarded as manifestations of specific psychological processes.

Later in this chapter, we shall review what is known about their

underlying sources and their relationship to physiological

function (Section 2). However, we shall focus for the most part

on the relationship between the potentials and psychological

function (Sections 3, 4, and 5).

1.1 Derivinq event-related potentials

The procedures used to derive ERPs begin with the same

amplifiers and filters used to obtain EEG (see Figure 1).

Electrodes are attached to the scalp at various locations and
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connected to amplifiers. The locations are usually chosen

according to the International 10-20 system (Jasper, 1958), such

that between-laboratory and between-experiment comparisons are

possible. The outputs of the amplifiers are converted to numbers

by a device for measuring electrical potentials, an analog-

digital converter. The potentials are sampled at a frequency

ranging from 100 to 10000 Hz (cycles per second) and may be

stored for subsequent analysis.

The ERP is small (a few microvolts) in comparison to the EEG

(about 50 microvolts). Thus, the analysis generally begins with

a procedure to increase the discrimination of the "signal" (the

ERP) from the "noise" (background EEG). The most common

procedure involves raainq samples of the EEG that are time-

locked to repeated occurrences of a particular event. The number

of samples used in the average will depend on the signal-to-noise

ratio. However, in all cases the samples are selected so as to

bear a constant temporal relationship to an event. Since all

those aspects of the EEG that are not time-locked to the event

are assumed to vary randomly from sample to sample, the averaging

procedure should result in a reduction of these potentials

leaving the event-related potentials visible.
1 The resulting

1 Note that this assumption may not always be valid, as, for

example, in the case of variability in the latency and other

characteristics of the ERP from sample to sample (see 3.2.2).

Furthermore, the ERP derived by averaging may include potentials

that do not originate in the brain but are time-locked to the

event (see 3.2.1).
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*oltage x-time function (see Figure 2) contains a number of

positive and negative peaks which are then subjected to a variety

of measurement operations (see 3.2). These peaks are generally

described in terms of their characteristic polarity and latency.

Thus, P300 refers to a positive peak with a modal latency of 300

Ms. Other descriptors can include reference to the psychological

or experimental conditions that control the potential (e.g.

readiness potential, mismatch negativity) and to the scalp

location at which the potential is maximal (e.g. frontal P300).

Note that each peak in the ERP waveform is usually associated

with a particular distribution across the scalp. Thus, spatial

(topographic) distribution is regarded as an important

discriminative characteristic of the ERP (Donchin, 1978; Sutton &

Ruchkin, 1984). The relationship between spatial distribution

and underlying brain activity will be discussed in Section 2,

while Section 3 provides a more thorough description of the

methods used to extract and measure ERPs. Section 4 reviews some

of the more commonly measured components.

1.2 The endogenous versus exogenous distinction

From a psychological point of view, it is convenient to

distinguish between different types of ERPs. First we can

identify those ERPs whose characteristics are mostly controlled

by the physical properties of an external eliciting event. Such

potentials are considered to be obligatory and are referred to as

... . ........ ......... .... .. .. .. ......... .... .. . . . b . . . . .. .. . ...
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"sensory" or "exogenous." second, we can identify ERPs whose

characteristics are determined more by the nature of the

interaction between the subject and the event. For example, some

ERPs vary as a function of the information processing activities

required of the subject; others can be elicited in the absence of

an external eliciting event. These potentials are referred to as

"endogenous". Naturally, it is the endogenous potentials that

are the focus of those researchers interested in cognitive

function. (For a discussion of the distinction between exogenous,

and endogenous potentials, see Donchin, Ritter, and McCall.um,

1978).

Ib
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2. Physiological Basis of ERPs

In this section, we review evidence that relates the scalp-

recorded electrical activity to its underlying anatomical and

physiological basis. For a detailed review of this relationship,

see Nunez (1981), or Allison, Wood, and McCarthy (1986).

2.1 From the brain to the scalp: the generation of ERPs

It is generally assumed that ERPs are distant manifestations

of the activity of populations of neurons within the brain. This

activity can be recorded on the surface of the scalp because the

tissue that lies between the source and the scalp acts as a

volume-conductor. Since the electrical activity associated with

any particular neuron is small, it is only possible to record at

the scalp the integrated activity of a large number of neurons.

Two requirements must be met for this integration to occur: (a)

the neurons must be active synchronously, and (b) the electric

fields generated by each particular neuron must be oriented in

such a way that their effects at the scalp cumulate. As a

consequence, only a subset of the entire brain electrical

activity can be recorded from scalp electrodes.

Two considerations furthe: reitri.:t the likely sources of

the ERP. First, since the ERP represents the synchronous

activity of a large number of neurons, it is probably not due to

the summation of pre-synaptic potentials (spikes), because these

potentials have a very high frequency and short duration. On the
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other hand-, post-synaptic potentials, having a relatively slower

time course, are more likely to be synchronous, and therefore to

summate to produce scalp potentials. Thus, it is commonly

believed that most scalp ERPs are the summation of the

post-synaptic potentials of a large number of neurons that are

activated (or inhibited) synchronously (see Allison, Wood, &

McCarthy, 1986).

A second consideration concerns the orientation of neuronal

fields. Since the electric fields associated with the activity

of each individual neuron involved must be oriented in such a way

as to cumulate at the scalp, only neural structures with a

specific spatial organization may generate scalp ERPs. Lorente

de No (1947) specified the spatial organizations that are

required for the distant recording of the electrical activity of

a neural structure. He distinguished between two types, "open

fields" and "closed fields" (see Figure 3).

A structure having an open field organization is

characterized by neurons that are ordered so that their dendritic

trees are all oriented on one side of the structures, while their

axons all depart from the other side. In this case, the electric

fields generated by the activity of each neuron will all be

oriented in the same direction and summate. Only structures with

some degree of open field organization generate potentials 
that

can be recorded at the scalp. Open fields are obtained whenever
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neurons are organized in layers, as in most of the cortex, parts

of the thalamus, the cerebellum, and other structures.

A structure with a closed field organization is

characterized by neurons that are concentrically or randomly

organized. In both cases, the electric fields generated by each

neuron will be oriented in very different, sometimes opposite,

directions, and therefore will cancel each other. Examples of

closed field organization are given by some midbrain nuclei.

From this analysis it is clear that ERPs represent just a

sample of the brain electrical activity associated with a certain

event. Thus, it is entirely possible that a sizeable portion of

the information processing transactions that occur after (or

before) the anchor event are silent as far as ERPs are concerned.

For this reason, some caution should be used in the

interpretation of ERP data. For instance, if an experimental

manipulation has no effect on the ERP, we cannot conclude that it

does not influence brain processes.

2.2 Prom the scalp to the brain: inferring the sources of ZRPs

So far we have examined how particular properties of

neuronal phenomena may determine whether they will be recorded at

the scalp. We have approached the problem of ERP generation in a

direct fashion, from properties of the generators to predictable

scalp observations. In most cases, however, we have only limited

information about the neural structure(s) responsible for a
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specific-aspect of the ERP. Our database consists of

observations of voltage differences between scalp electrodes or

between scalp electrodes and a reference electrode. To determine

which neural structures are responsible for the scalp potential -

that is, to identify the neural generators of ERPs - we must

solve the inverse problem. We have to infer the unique

combination of neural generators whose activity results in the

potential observed at the scalp.

In solving this problem, we are confronted with an

indefinite number of unknown parameters. In fact, an indefinite

number of neural generators may be active simultaneously, and

each of them may vary in amplitude, orientation of the electric

field, and location inside the head. Since a limited number of

observations (the voltage values recorded at different scalp

electrodes) is used to estimate an indefinite number of

parameters, it is clear that the inverse problem does not have a

unique solution. A further complication is that the head is not

a homogeneous medium. Therefore the electric field generated by

the activity of particular structures is difficult to compute. A

particularly important distortion of the electric fields is

caused by the skull - a very low conductance medium that reduces

and smears electric fields. For all these reasons, we cannot

determine unequivocally which structures are responsible for the

ERP observed at any point in time, when the only information
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available is given by the potentials recorded at scalp

electrodes.

In spite of these problems, investigators have tried to

identify the neural sources of the scalp ERP using a variety of

approaches, involving both non-invasive and invasive techniques.

Non-invasive techniques are based on scalp recordings. They

involve complex mathematical procedures and depend on a number of

restrictive assumptions. Invasive techniques are based on

recordings from indwelling electrodes (in humans or in animals)

or on lesion data.

A non-invasive approach to the inverse problem is to

generate several alternative hypotheses about neural structures

that may be active at a particular point in time, and that may be

responsible for an observed scalp ERP. The distribution of

potentials across the scalp that would be generated by each of

these structures can then be computed using a direct approach.

Finally, the structure whose activity best accounts for the

observed scalp distribution can be identified. This approach

requires that specific neurophysiological knowledge exists about

candidate underlying structures. First, we must have some reason

to restrict the number of candidate neural generators to a

manageable number. Second, we must have sufficient knowledge of

the anatomy and physiology of each of these candidate neural

generators to be able to compute the distributions of the scalp

potentials associated with their activity. At present, such
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knowledge exists only in a very limited number of cases (see, for

example, Scherg & von Cramon, 1985).

A more sophisticated and promising non-invasive procedure

involves the use of magnetic field recordings. Magnetic fields

generated by brain activity are extremely small in relation to

magnetic fields generated by environmental and other bodily

sources. Therefore, their measurement is both difficult and

expensive. The advantage of measuring the magnetic field is that

it is practically insensitive to variations of the conductive

media (such as those due to the presence of the skull). It is

therefore much easier to compute the source of a particular

field. An in-depth discussion of the problems and peculiarities

of the magnetic technique is beyond the scope of this chapter and

can be found elsewhere (Beatty, Barth, Richer, & Johnson, 1986).

We will only note here that using the magnetic technique to

determine the source of neural components still requires

assumptions about the number of neural structures active at a

particular moment in time.

Invasive techniques for the identification of the sources of

ERP components are based on the implantation of electrodes within

the brain of humans or animals. Research on humans has been made

possible by the need for recording EEG activity in deep regions

of the brain for diagnostic purposes (Halgren et al., 1980; Wood

et al., 1984). A problem with the human research is that the

indwelling electrodes are located according to clinical, rather
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than scientific criteria, and therefore may fail to map the

regions involved in the generation of scalp ERPs. This may be

solved by research on animals (Buchwald & Squires, 1983; Csepe,

Karmos, & Molnar, 1987; Starr & Farley, 1983). However, animal

research is problematic because it is difficult to deter-mine

whether the ERP observed in animals corresponds to that observed

in humans. This is because of fundamental differences in the

anatomy of animal and human brains. Finally, a general problem

with depth recording is that it is difficult to know the extent

to which the scalp recorded ERP is due to the activity of the

structures that have been identified by the indwelling

electrodes. This problem can be resolved in animal research if

lesions in the structure identified as the candidate generator

result in elimination of the scalp potential.

In summary, although several techniques have been used for

identifying the source of ERP components, none of them appears to

be likely to give definitive answers in all cases. However, the

convergence of several techniques may provide useful information

about the neural structures whose activity is manifested at the

scalp by the ERP.
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3. The Inferential Context

In this section, we review the process through which we come

to make inferences about psychological processes and states from

the measurement of ERPs. To begin with, however, we need to

address a number of assumptions about the "meaning" of the ERP

and a variety of measurement issues.

3.1 The concept of components

As we noted above, the ERP can be described as a voltage x

time function. We assume that the various voltage fluctuations

represented by this function reflect the activities of neuronal

populations and that, in turn, these neuronal populations are

responsible for the execution of some psychological process. In

practice, the tendency in cognitive psychophysiology has been to

focus on processes identified by cognitive psychologists as

candidate psychological processes.

The total ERP is assumed to be a manifestation of the

aggregate of a number of ERP "components". The components can be

defined in three different ways (Fabiani, Gratton, Karis, &

Donchin, in press; Naatanen & Picton, 1987). First, components

can be defined in terms of the peaks and troughs (maxima and

minima) that are observed in the ERP trace. Second, components

can be defined as aspects of the ERP waveforms that are

functionally associated, that is, they covary across subjects or

conditions or location on the scalp. Third, components can be
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defined in terms of those neural structures that generate them.

These definitions may converge in some circumstances. However,

as Naatanen and Picton (1987) have indicated, a peak in the ERP

waveform (for example, the NI) may represent the summation of

several functionally and structurally distinct components. Thus,

the adoption of one or another of these definitions will have

important consequences for the interpretation of the component

structure of the ERP waveform. A corollary of this is that

different measurement procedures will be required depending on

the type of component definition that is adopted. These

procedures will be reviewed in subsequent sections after a brief

discussion of general measurement issues.

3.2 General measureent issues

3.2.1 Artifacts. The potential recorded at the scalp can

be influenced by sources of electrical activity that do not arise

from the brain. Examples of these sources of artifacts include

the movement of eyeballs and eyelids, tension of the muscles in

the head and neck, and the electrical activity generated by the

heart. These artifacts can be dealt with in the following ways.

First, one can set up the recording situation so that artifacts

are minimized. This can be accomplished by suitable choice of

electrode locations and of the subject's task and environment.

Second, one can simply discard records which contain artifacts.

Unfortunately, this procedure may lead to a bias in the selection
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of the observations and/or subjects. Third, one can use filters

(see below) to attenuate artifactual activity. This procedure is

useful when the frequency of the artifactual activity is outside

the frequency range of the ERP signal of interest. For example,

the frequency of electromyographic activity is higher than that

of most endogenous ERP components. Fourth, one can attempt to

measure the extent of the artifact and then remove it from the

data. This procedure has been used most frequently in the case

of ocular artifacts (e.g. Gratton, Coles, & Donchin, 1983).

3.2.2 Signal-to-noise ratio. The ERP consists of a series

of fluctuations in voltage that are time-locked to an event.

These voltage changes are typically small (a few microvolts) in

relation to the background EEG (about 50 microvolts) in which

they are imbedded. Thus, a major measurement problem concerns

the extraction of the ERP signal from the background noise.

Several procedures have been advocated to increase the

signal-to-noise ratio, including filtering, averaging, and

pattern recognition (see Coles, Gratton, Kramer, & Miller, 1986,

for a more detailed discussion).

Filtering involves the attenuation of noise, whose frequency

is different from that of the signal. 'For example, most

endogenous components have frequencies of between 0.5 and 20 Hz.

Thus, at the time of recording or later at the time of analysis,

analog or digital filters can be used to attenuate activity

outside this frequency range. Great care should be taken in the
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selection -of filters. The amplitude and latency of an ERP

component (as well as the general ERP waveform) will be distorted

if the bandpass of the filter excludes frequencies of interest

(see Figure 4).

Averaging involves the summation of a series of EEG epochs

(or trials), each of which is time-locked to the event of

interest. These EEG epochs are assumed to be given by two

sources: first, the ERP, and second, other voltage fluctuations

that are not time-locked to the event. Since, by definition,

these other fluctuations are random with respect to the event,

they should average to zero, leaving the time-locked ERP both

visible and measurable. If it is the case that (a) the ERP

"signals" are constant over trials, (b) the noise is random

across trials, and (c) that the ERP "signals" are independent of

the background noise, then the signal-to-noise ratio will be

increased by the square root of the number of trials included in

the average. Note that the utility of the averaging procedure

also depends on the fact there are no correlated signals (such as

the EOG - see 3.2.1) that are also time-locked to the event.

One of the problems with the averaging procedure is that the

three assumptions described in the previous paragraph may not

always be satisfied in the typical experiment. In particular, if

the latency of the ERP varies from trial to trial (latency

jitter), the average ERP waveform will not be representative of

the actual ERP of any individual trial. A related problem is
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that the-investigator may be interested in measures of the ERP on

individual trials. Thus, a major thrust in ERP methodology has

been to derive procedures for single-trial analysis.

Pattern recognition techniques allow the investigator to

identify segments of the EEG epoch that contain specific

features, such as a particular pattern of peak and troughs

characteristic of an ERP component. The advantage of these

techniques is that they allow the investigator to identify and

measure components on individual trials. Examples of pattern

recognition techniques are cross-correlation, Woody filter

(Woody, 1967), and step-wise discriminant analysis (Donchin &

Herning, 1975; Horst & Donchin, 1980; Squires & Donchin, 1976).

In the case of cross-correlation and Woody filter, the individual

trial epoch is scanned to determine the segment that best

resembles an "ideal" template corresponding to the component of

interest. In the case of discriminant function, the procedure

begins with the selection of two sets of waveforms, that are

presumed to differ in terms of a specific component. Then,

features are identified (in the form of numerical weights) that

best discriminate between the two sets of waveforms. These

features are considered to represent the defining characteristic

of the component and individual trials can be examined to

determine the extent to which the features are present. Note

that the cross-correlation and Woody filter procedures can yield

both amplitude and latency estimates for individual trials, while
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discriminant function procedures yield only amplitude estimates.

(For a general discussion of pattern recognition techniques, see

Glaser & Ruchkin, 1976.)

3.3 Component quantification

In this section, we describe procedures that have been used

to quantify ERP components. As mentioned earlier, these

measurement operations will depend on the way in which ERP

components are defined.

3.3.1 Peak measurement. As indicated above, components can

be defined in terms of peaks or troughs having characteristic

polarities and latency ranges. Thus, the measurement operation

involves the assessment of either amplitude of the peak in

microvolts, or the assessment of its latency in msec (see Figure

5). Amplitude is usually referred either to the baseline, pre-

event, voltage level (base-to-peak amplitude) or to some other

peak in the ERP waveform (peak-to-peak amplitude). Latency is

referred to the time of occurrence of the event.

When the component under analysis does not have a definite

peak, it is customary to measure the integrated activity across a

particular latency range (area measure).,

3.3.2 Covariation measures. As mentioned above, components

can also be defined in terms of segments of the ERP waveform that

exhibit covariation across subjects, conditions, or scalp
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locations. As a consequence, procedures are needed to identify

and measure these segments.

One the most commonly used procedures is Principal Component

Analysis (PCA). This procedure can be applied to describe the

structure of the variance associated with a set of ERP waveforms.

This structure is inferred from the pattern of covariance between

the voltage values for each timepoint in the waveform. The

outcome of PCA is a set of components each characterized by a

particular pattern of weights (loadings, or eigenvectors) for

each timepoint (see Figure 6). Then, the weights for each

component can be used as a linear filter to derive measures of

amplitude of each component in a particular waveform. Each point

in the waveform is multiplied by the weight for that point. The

resulting values are summed to yield factor scores (or measures

of component amplitude). A more detailed description of the

application of PCA to ERPs can be found in Donchin and Heffley

(1978).

3.3.3 Source activity measures. A third way of defining

components is in terms of underlying sources. According to this

definition, we should quantify the activity of these sources to

provide latency and amplitude measures of the different

components. As we noted earlier (Section 2), the relationship

between scalp electrical activity and source activity is

difficult, if not impossible, to describe. Thus, for the time-
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being, this type of component measurement, although theoretically

important, is practically unfeasible.

3.3.4 Problems in component measurement. In this section

we discuss two specific problems that arise during component

measurement.

The first problem concerns the commensurability of the

measurements of different waveforms. Is a particular component,

recorded under a particular set of circumstances, the same as

that recorded in another situation? This is a particular problem

when we define components as a peak observed at a particular

latency. For example, if the latency of the peak differs between

two experimental conditions, we would be led to conclude that

different components are present in the two sets of data. How

can we be sure that the same component varies in latency between

the two conditions, rather than that two different components are

present in the two different conditions? The problem is not

resolved by using PCA. In this case, how can we know whether two

components extracted by separate PCAs conducted on different sets

of data reflect the same activity? A solution to this problem

can only be derived from a careful examination of the pattern of

results obtained, and from a comparison of these results with

what we already know about different ERP components. Of course,

this means that we are including a large number of empirical and

theoretical arguments in the definition of each ERP component,

which, of course, may differ from one component to another, and
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from time to time. Thus, the definition of a component may

include not only polarity and latency, but also distribution

across the scalp and sensitivity to experimental manipulations

(see, for example, Fabiani et al., in press). Thus, it is clear

that a correct interpretation of ERP component structure requires

some background information about the components themselves (see

section 4).

A second problem in component measurement is that of

component overlap. Usually, ERP components do not appear in

isolation, but several of them may be active at the same moment

in time. This reflects the parallel nature of brain processes.

When this occurs, it is difficult to attribute a particular

portion of scalp activity to a particular component. Peak and

area measures are particularly susceptible to this problem, but

even PCA can, in some cases, misallocate variance across

different components (see Wood & McCarthy, 1984). As a result,

we may attribute a difference obtained between two particular

experimental conditions to the wrong component.

Several procedures have been proposed to solve the problem

of component overlap, but none of them seems to have universal

validity. In some cases, it can be assumed that only one

component varies between two experimental conditions. In this

case, the variation of this component can be isolated by

subtracting two sets of waveforms. Unfortunately, very rarely

can we assume that the effect of an experimental variable is so
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selective, Furthermore, the subtraction procedure implies that

only amplitude, and not latency, varies across experimental

conditions.

A procedure that may help solve both these problems is

vector filtering (Gratton, Coles, & Donchin, submitted). This

procedure begins with the assumption that components can be

defined in terms of scalp distribution. Any component can be

represented by a specific profile of amplitude values at

different electrode locations. This profile is then used as a

"distributional filter" to determine the extent to which the

component is present in a particular epoch (see Figure 7). This

procedure can be applied to several components simultaneously,

and, thus, it is possible to separate the contribution of

several, overlapping, components to an observed waveform. Note

that, in contrast to PCA, neither the latency nor the time-course

of the component (but only the scalp distribution) need be

constant over trials. The assumption of constancy of

distribution may be more valid than assumptions of constancy of

latency and time-course.

Note that distributional filters perform the same kind of

operations in the spatial domain that frequency filters perform

in the frequency domain. While frequency filters apply different

weights to activity in different frequency bands, distributional

filters apply different weights to activity from different

spatial locations.
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3.4 Experimental Logic

In this section, we review the experimental procedures that

lead to a specification of the functional significance of the

components. Some theory about the functional significance of a

component is essential to the understanding of the changes that

this component will exhibit as a function of specific contexts.

The development of a theory about the functional significance of

a component is a complex process that involves studies of the

component's antecedents and consequences, as well as speculations

about the psychological function it manifests.

To illustrate this process, we shall focus on the approach

adopted in our laboratory (see Coles, Gratton, & Gehring, 1987;

Donchin, 1981; Donchin & Coles, in press; Donchin, Karis,

Bashore, Coles, & Gratton, 1986). While this approach is

oriented towards cognitive ERP research, and to the P300

component in particular, there is no reason, in principle, why it

could not be applied to other approaches to ERPs and to other

components.

3.4.1 Antecedent conditions. In the case of all ERP

components, the initial phase in the process begins with the

"discovery" of a component. For most endogenous ERP components,

this discovery occurred during the 1960s and 1970s; for the P300,

this occurred in 1965 (Sutton, Braren, Zubin, & John, '965).

After this report, there followed a period in which attempts were
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made to map out the antecedent conditions that influence the

amplitude and latency of the component.

For amplitude, a large series of studies focussed on the

"oddball" paradigm in which subjects are presented with two

stimuli, or classes of stimuli, that occur in a Bernouilli

sequence. The probability of one stimulus is generally less than

that for the other and the subject's task is to count the rarer

of the two stimuli. The basic conclusion of these kinds of

studies is that the amplitude of the P300 is sensitive to the

probability of task relevant events (see, for example, Duncan-

Johnson & Donchin, 1977, and Figure 8; see also Donchin et al.,

1986a). Further research indicated that it is subjective, rather

than objective, probability that controls the amplitude of P300

(Squires, Wickens, Squires, & Donchin, 1976). In addition, the

stimuli or stimulus classes can be as diverse as male versus

female names (Kutas, McCarthy, & Donchin, 1977) or pictures of

politicians versus pictures of others (Towle, Heuer, & Donchin,

1980), or even the absence of the stimulus (Sutton, Tueting,

Zubin, & John, 1967). Furthermore, the scalp distribution is

independent of the modality of the stimulus (Simson, Vaughan, &

Ritter, 1976).

A second factor controlling the amplitude of P300 is the

task-relevance of the eliciting event. Thus, P1O0s are only

elicited if the subject must use the stimuli to perform the

assigned task. If the events occur while the subject is
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performing another task (such as a word puzzle) then even rare

events do not elicit the P300 (see Figure 8: Duncan-Johnson &

Donchin, 1977). Furthermore, the P300 to an event is directly

related to the event's utility in terms of the subject's task

(Johnson & Donchin, 1978; Bosco et al., 1986).

A final series of studies (see Donchin, Kramer, & Wickens,

1986) has demonstrated that the P300 is related to the processing

resources demanded by a particular task. In a dual-task

situation, P300 amplitude to primary-task events increases with

the perceptual/cognitive resource demands, while the P300

response to the concurrent secondary-task decreases (Sirevaag,

Kramer, Coles, & Donchin, 1984).

As far as P300 latency is concerned, the research has

focussed on the identification of those processes that have

elapsed prior to the elicitation of P300. As an initial

observation, it can be noted that, if P300 amplitude is sensitive

to probability, then, at the very least, processes required to

establish the rareness of an event must occur prior to the P300

process. On the basis of this observation, Donchin (1979)

proposed that P300 latency may reflect stimulus evaluation or

categorization time. This idea was supported by the observation

that the correlation between P300 latency and reaction time is

higher when subjects are given accuracy rather than speed

instructions. Furthermore, as categorization becomes more
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difficult,- so P300 latency becomes longer (see Figure 9: Kutas,

McCarthy, & Donchin, 1977).

If P300 latency reflects stimulus evaluation time, then it

should not be affected by factors that influence response-related

processes. Several studies (McCarthy & Donchin, 1981; Magliero,

Bashore, Coles, & Donchin, 1984; Ragot, 1984) demonstrate that

manipulations that should affett the duration of response-related

processes (i.e. stimulus-response compatibility) have little or

no effect on P300 latency, while manipulations of stimulus

complexity have a large effect. (Both these manipulations have a

substantial effect on reaction time.) Thus, it appears that the

P300 is more dependent on the completion of processes of stimulus

evaluation and categorization than on those related to the

current overt response.

3.4.2 Foruation of theory. Taken together, these data

suggest that the P300 is dependent on (a) the subjective

probability of task relevant effects, (b) the value or meaning of

the event in the context of the task, and (c) the psychological

resources allocated to the processing of the event. Furthermore,

the P300 is not emitted until the event has been categorized. If

responses are based on incomplete stimulus evaluation, the P300

will occur after the overt response. (See also Johnson, 1986, for

a discussion of the determinants of P300, and Donchin et al.,

1984, for a discussion of the relationship between P300 and the

orienting reflex.)
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With these observations in mind, one can proceed to

speculate about the functional significance of the P300. Thus,

Donchin (1981; Donchin & Coles, in press) argued that it is a

manifestation of a process related to the updating of models of

the environment or context in working memory. Such an updating

will depend on the processing of the current event (hence, the

P300 latency/stimulus evaluation time relationship) but will have

implications for the processing of and response to future

events.2

3.4.3 Consequences. These kinds of statements relating to

functional significance can be tested by an examination of the

predicted consequences of variation in the latency or amplitude

of the P300 for the outcome of the interaction between the

subject and the environment.

For example, as far as P300 latency is concerned, if the

P300 occurs after the stimulus has been evaluated, then the

quality of the subject's response to that event should depend on

the timing of that response relative to the occurrence of the

P300. Thus, Coles, Gratton, Bashore, Eriksen, and Donchin (1985)

showed that, for a given response latency, response accuracy was

2 Note that other theories of P300 have been offered by, for

example, Desmedt (1981), Rosler (1983), and Verleger (in press).

Both Desmedt and Verleger propose that the P300 is related to the

termination or "closure" of processing periods, while Roler
proposed that P300 reflects controlled processing. As we have

argued elsewhere (Donchin & Coles, in press), these theories do

not account for the richness of the results concerning the
consequences of the P300 that have accrued in the last decade.
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higher the shorter the P300 latency. This is illustrated in

Figure 10.

For P300 amplitude, we expect that, to the extent that the

subject's future behavior depends on the degree to which an event

leads to a change in their model of the environment, that

behavior will be related to P300 amplitude. Thus, there have

been several studies that have demonstrated a relationship

between the memorability of an event, assessed at some future

time, and the amplitude of the P300 response to the event at the

time of initial presentation (see section 4.4.1 for a detailed

discussion).

As another example, we have demonstrated that the subject's

future strategy as revealed in overt behavior can be predicted

from the P300 response to current events (Donchin, Gratton,

Dupree, & Coles, in press). In particular, in a speeded choice

reaction time task, the amplitude of the P300 following an error

was related to the latency and accuracy of overt responses on

subsequent trials.

Theoe kinds of experiments that investigate the predicted

consequences of variation in the P300 response for overt behavior

provide tests of the theories of the functional significance of

the P300. As a result, the theories are refined or revised,

until, eventually, we are confident enough to proceed to use the

ERP measure to monitor information processing activities (see,
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for example, Coles et al., 1985; Kramer, Sirevaag, & Braune,

1987).

3.5 The role of neurophysiology

As we noted earlier, there are serious problems in trying to

infer the source of a given ERP component from its distribution

on the scalp. Thus, the identification of a particular ERP

component with a particular intra-cranial source must depend on a

variety of converging methodologies including magnetic and intra-

cranial recordings in humans and animals, neuropsychological

research and lesion studies in animals.

What are the consequences of knowing the intra-cranial

source for theorizing about the functional significance of an ERP

component? We should emphasize that by "functional significance"

we mean a specification of the information processing

transactions that are manifested by the component, not its

neurophysiological significance.

In the case of the P300, there has been considerable

speculation that at least one source lies in the hippocampus

(Okada, Kaufman, & Williamson, 1983; Halgren et al., 1980). If,

in fact, this speculation is supported by future research, we

could incorporate what is known about the psychologically

relevant functions of the hippocampus into our theory of the P300

(and vice versa). In this regard, it is interesting to note the

similarity between theories of hippocampal function that
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emphasize its role in memory (O'Keefe & Nadel, 1978) and the

theory of P300 outlined in the previous sections that emphasizes

its relationship to "context updating."

Note that we can articulate a theory of the functional

significance of P300 without any knowledge of its neural origin.

However, when its neural origin is known, then the theory can be

refined and developed on the basis of what is known about the

underlying neural structures. In this sense, then,

neurophysiological knowledge may be useful, but not necessarily

critical, to the psychophysiological enterprise. Of course,

such knowledge is critical for those who wish to use ERPs as a

sign of neurophysiological function.

3.6 Using the measure: Psychophysiologicel inference

In the preceding sections, we have considered the ways in

which ERP researchers establish the functional significance of

the ERP components. In a sense, this research can be considered

as establishing the validity of ERP components as measures of

particular psychological activities. In this section, we

consider the ways in which the measures are used to make

inferences about psychological processes. We shall review a

series of inferential steps, from the crudest to the most

sophisticated, that depend to a greater and greater extent on

assumptions about the functional significance of the ERP. For

the purposes of elucidating the inferential process, we shall
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consider- an experiment in which subjects are run in two different

conditions.

3.6.1 inference 1: Conditions are different. At the most

fundamental level, we can ask whether or not the two conditions

are associated with different responses. The analytic procedure

necessary to answer this question would involve a univariate or

multivariate analysis of variance (with condition and timepoint

as factors). Given that such an analysis yields a significant

condition by timepoint interaction, we can infer that the

conditions are different. If we assume that the ERP is a sign of

brain activity and/or that it reflects some psychological

process, then we can infer that the brain activity, and

associated psychological processing, are different in the two

conditions.

3.6.2 Inference 2: Conditions differ at a particular time.

The second level of inference concerns the time at which the two

conditions differ. This inference could be made on the basis of

post-hoc tests of the significant condition by time interaction.

It would take the form of "by at least ms X, processing of

stimuli in condition A is different than processing of stimulus

in condition B". This kind of inference is frequently made in

studies of selective attention where an important theoretical

issue concerns the relative time at which an attended event

receives preferential processing. As with the most primitive
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form of -inference, we need only assume that the ERP is a

reflection of some aspect of psychological processing.

3.6.3 Inference 3: Conditions differ with respect to the

latency of some process. For this level of inference, additional

assumptions and measurement operations must be made. First, we

must assume that the latency of a particular ERP component is

related to the latency of a particular psychological process.

For example, we argued previously that P300 does not occur until

the evaluation process is complete. Second, we must adopt a

procedure to identify the component in question and to measure

its latency (see section 3). Then, we use an analytic procedure

(analysis of variance, t-test, etc.) to evaluate the difference

between the conditions with respect to the component latency. As

a result of this procedure, we make the inference that the

conditions differ with respect to the timing of process X.

3.6.4 Inference 4: Conditions differ with respect to the

degree to which some process occurs. At the most complex level,

we can use ERPs to infer that a particular process occurs to a

greater degree under one condition than under another. In this

case, we must assume that a particular ERP component is a

manifestation of process X. We must further assume that changes

in the magnitude of the component correspond directly to changes

in the degree to which the process is invoked. Then, we must

devise a suitable measurement procedure to identify and assess

the magnitude of the component. Finally, we can proceed with the
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usual inferential test and determine whether or not the

conditions differ with respect to the degree of process X.
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4. A Selective RevieV of ZRPs

In this section, we consider some of the research on the

functional significance of a variety of different ERP components.

We begin with a discussion of ERPs that occur prior to a marker

event. This is followed by a brief overview of sensory and

cognitive ERP components that occur after the marker event.

4.1 Event-preceding potentials

4.1.1 Movement-related potentials. One class of event-

preceding potentials includes those that are apparently related

to the preparation for movement. These potentials were first

described by Kornhuber and Deecke (1965) who found that, prior to

voluntary movements, a negative potential develops slowly,

beginning some 800 ms before the initiation of the movement (see

Figure 11). These "Readiness Potentials" (or

"Bereitschaftspotentials") were distinguished from those that

followed the movement, the "Reafferent Potentials." In a

condition in which a similar, but passive movement was involved,

only post-movement potentials were observed. Both readiness and

reafferent potentials tend to be maximal at electrodes located

over motor areas of the cortex. Furthermore, some components of

the potentials are larger at electrode locations contralateral to

the responding limb (at least for hand and finger movements).

Indeed, this kind of lateralization has become an important

criterion for movement-related potentials.
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The investigation of movement-related potentials has

developed along several different paths, including (a) the

discovery and classification of different components of the

movement-related potential (for reviews, see Brunia, Haagh, &

Scheirs, 1985, and Deecke et al., 1984), (b) analysis of the

neural origin using the scalp topography of ERPs (e.g., Vaughan,

Costa, & Ritter, 1972) or magnetic field recordings (e.g., Okada,

Williamson, & Kaufman, 1982; Deecke, Weinberg & Brickett, 1982),

(c) analysis of the functional significance of different

components (see Brunia et al., 1985, and Deecke et al., 1984, for

reviews), and (d) recording of movement-related potentials in

special populations (e.g., in mentally retarded children, Karrer

& Ivins, 1976, and in Parkinson's patients, Deecke, Englitz,

Kornhuber, & Schmidt, 1977). In general, these studies confirm

that the potential described by Kornhuber and Deecke is

generated, at least in part, by neuronal activity in motor areas

of the cortex and is a reflection of processes related to the

preparation and execution of movements.

Recently, movement-related potentials have been applied to

the investigation of human information processing. In

particular, we have used the measure to index the commitment to a

specific motor response in choice reaction-time paradigms (see

Bosco et al., 1986; De Jong, Wierda. Mulder, & Mulder, in press;

Gehring, Gratton, Coles, & Donchin, 1986; Gratton, Coles,

Sirevaaq, Eriksen, & Donchin. in press; Kutas & Donchin, !98_
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We have demonstrated that the speed and accuracy of a subject's

reaction time response is, in part, related to the degree of

prior preparation manifested by the movement-related potential.

4.1.2 The contingent-negative variation (CNV). The CNV was

first described by Walter, Cooper, Aldridge, McCallum, & Winter

(1964) as a slow negative wave that occurs during the foreperiod

of a reaction time task (see Figure 12). The wave tends to be

largest over centrcl (vertex) and frontal areas. Researchers

investigating the functional significance of CNV have manipulated

several aspects of the Sl-S2 paradigm, including the subject's

task, the discriminability of the imperative stimulus, foreperiod

duration, stimulus probability, presence of distractors, etc.

The component has been variously described as related to

expectancy, mental priming, association, and attention (for a

review, see Donchin, Ritter, & McCallum, 1978; Rohrbaugh &

Gaillard, 1983).

A central controversy in research in this area over the past

decade concerns whether the CNV consists of one, or several,

functionally distinct, components. A further, but related,

question is whether the late portion of the CNV (just prior to

the imperative stimulus) reflects more than the process of motor

preparation as the subject anticipates making a response to the

-mperative stimulus. This controversy was raised by Loveless and

c-wcrkers e.q. Loveless & Sanford, 1974: see also, Connor
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& Lang, -19-69) who argued that the CNV consists of two components,

an early orienting wave (the O-wave) and a later expectancy wave

(the E-wave). Subsequent research by these investigators led

them to argue that the E-wave is a readiness potential and

reflects nothing more than motor preparation. Research by

Rohrbaugh et al. (1976) and by Gaillard (1978; see also Rohrbaugh

& Gaillard, 1983) also supports this interpretation. However,

the question of the functional significance of the latter

component (the E-wave) remains controversial. Some investigators

have claimed that, because a late E-wave is evident even in

situations in which no overt motor response is required, the E-

wave has a significance over and above that of motor preparation.

However, it is clear that even though the overt motor response

requirement may be removed from these situations, attention to a

stimulus necessarily involves some motor activity associated with

adjustment of the sensory apparatus. Perhaps the most persuasive

arguments for a non-motor role for the late CNV comes from a

recent study of Damen and Brunia (1987). These authors found

evidence for a motor-independent wave that precedes the delivery

of feedback information in a time-estimation task.

4.2 Sensory components

The presentation of stimuli in the visual, auditory, or

somatosensory modality elicits a series of voltage oscillations

that can be recorded from scalp electrodes. In practice, sensory
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potentials can be elicited either by a train of relatively high

frequency stimuli or by transient stimuli. In the former case,

the ERP responses to different stimuli overlap in time. The

waveforms have quite fixed periodic characteristics that are

driven by the periodic stimulation, and are therefore referred to

as "steady-state" (see Regan, 1972). In the case of transient

stimuli, the responses from different stimuli are separated in

time.

For both steady-state and transient potentials the

potentials appear to be obligatory responses of the nervous

system to external stimulation. In fact, the earlier components

of all sensory potentials (within, say, 100 ms) are invariably

elicited whenever the sensory system of interest is intact. In

this sense, they are described as "exogenous" potentials. They

are thought to represent the activity of the sensory pathways

that transmit the signal generated at peripheral receptors to

central processing systems. Therefore, these components are

"modality specific," that is, they differ both in waveshape and

scalp distribution as a function of the sensory modality in which

the eliciting stimulus is presented. As would be expected of

manifestations of primitive sensory processes, the sensory

components are influenced primarily by stimulus parameters such

as intensity, frequency, etc. For a review of these components,

see Hillyard, Picton, and Regan (1978).



Event-Related Brain Potentials
Page 38

For clinical purposes, sensory evoked potentials are used in

the diagnosis of neurological diseases (i.e., demyelinating

diseases, cerebral tumors and infarctions, etc.). Of particular

diagnostic importance are the auditory potentials (diseases

involving the posterior fossa), and the steady-state visual

potential (multiple sclerosis). Auditory potentials can also be

used to diagnose hearing defects in uncooperative subjects.

Since most sensory potentials appears to be insensitive to

psychological factors, they have not been used extensively in the

study of psychological processes. We should note, however, that

there have been reports that some of the middle-latency

components (between 10 and 100 ms after stimulus) may reflect

selective attention (McCallum, Curry, Cooper, Pocock, &

Papakostopoulos, 1983; Michie, Bearpark, Crawford, & Glue, 1987).

The relationship between the N100 component (in the visual,

auditory, and somatosensory modality) and attention will be

reviewed later in this section.

4.3 The early neqativities

Several negative components have been described in the

period between 100 and 300 ms after the presentation of an

external stimulus. In this section, we will examine two families

of negative components that have been associated with selective

attention and elementary feature analysis. Although these

components have been grouped because of functional similarities



Event-Related Brain Potentials
Page 39

and latency into a few large sub-groups (Ni00s, N200s, etc.),

their scalp distribution and morphology vary as a function of the

modality of the eliciting stimulus. Therefore, these potentials

may be considered to lie at the interface between "purely"

exogenous (described in section 4.2) and "purely" endogenous

components (described later in this section).

4.3.1 The N100s. First indications that ERPs could be used

to investigate attentional processes came from studies in which

the ERP response to attended stimuli was compared to that to

unattended stimuli (e.g., Eason et al, 1964; Hillyard, Hink,

Schwent, & Picton, 1973). These kinds of studies suggested that

attended stimuli are associated with a more negative ERP between

100 and 200 ms. Subsequent research has been concerned with two

issues: (a) the use of ERPs to test theories of selective

attention, and (b) the nature of the attentional effect on ERPs.

"Selective attention" refers to the ability of the human

information processing system to selectively analyze some stimuli

and ignore others. Two metaphors have been associated with

selective attention, that of filtering (see Broadbent, 1957) and

that of resources (see Kahnemann, 1973, Norman & Bobrow, 1975).

Filtering theories have focussed on the debate about the locus of

the filter: does filtering occur at an early, perceptual level

(early selection theories, Broadbent, 1957) or at later stages of

processing (late selection theories, Deutsch & Deutsch, 1963)?

According to the resource metaphor, selective attention is a
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mechanism -by which the system allocates more resources to process

information coming through a particular attended channel than

through other unattended channels.

In a typical paradigm (Hillyard, Hink, Schwent, & Picton,

1973), four types of stimuli are presented. The stimuli (tones)

differ along two dimensions (location and pitch), each having two

levels (left vs. right ear and standard vs. deviant pitch). The

subject is instructed to attend to stimuli at a particular

location and to detect target tones of a deviant pitch (e.g.,

left ear tones of high pitch). To investigate attention effects,

ERPs to standard tones occurring in the attended location

(channel) are compared to those to standard tones in the

unattended channel.

Using this paradigm, Hillyard and his colleagues have

observed a larger negativity with a peak latency of about 100-150

ms for stimuli presented in the attended channel (see Figure 13

which shows data from a similar experiment by Knight, Hillyard,

Woods, & Neville, 1981). The moment in time at which the

waveforms for attended and unattended stimuli diverge is

considered as the time at which filtering starts playing a role.

Hillyard and his colleagues originally interpreted their data in

terms of a modulation of the sensory N100 response (Hillyard et

al., 1973). Thus, they considered these data as evidence for

early selection.
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Later research has shown that the difference between the ERP

waveforms for the attended and unattended channels cannot be

considered only in terms of the amplitude variation of a peak

with a latency between 100 and 150 ms (N100). Rather, it can be

characterized by the superimposition of a negative component

lasting several hundred milliseconds (Naatanen, 1982). This

component has been labelled "Processing Negativity". The onset

latency of the Processing Negativity is related to the difficulty

of the discrimination between the attended and the unattended

channel (Hansen & Hillyard, 1983). The Processing Negativity

interpretation of the selective attention effect is consistent

with the resource metaphor. Rather than indicating a filtering

process in the information processing flow, the Processing

Negativity might reflect a selective allocation of processing

resources to the attended channel.

Similar variations in the amplitude of ERP components with a

latency of 100 to 200 ms have been observed for visual (Harter &

Aine, 1984) and somatosensory (Desmedt & Robertson, 1977)

stimuli. In these modalities, however, the difference between

the attended and unattended channels is characterized more by an

amplification of the ERP peaks than by the superimposition of a

sustained negativity (Harter & Aine, 1984; Michie, Bearpark,

Crawford, & Glue, 1987). Again, this may be viewed either in

terms of early filtering that reduces the processing of
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irrelevant information, or in terms of extra resources devoted to

process the critical information.

This review is necessarily an oversimplification of the

complexity of ERP we have loosely referred to as "NlO0". For

example, in a recent review Naatanen and Picton (1987) identified

no less than six different components that are active around the

time of N100!

4.3.2 The N2003. While the amplitude of the N100 (or of

the Processing Negativity) appears to reflect the selection of

information from a particular perceptual channel, the amplitude

of the N200 component reflects the detection of deviant features.

As with "Nl00," "N200" is used to refer to a family of

components, one for each modality, that are similar in function

and latency. Thus, different N200s can be observed for the

visual modality (with maximum at the occipital electrode) and for

the auditory modality (with maximum at the central or at the

frontal electrode).

Squires, Squires, and Hillyard (1975) manipulated stimulus

frequency and task relevance independently and found that the

N200 was larger for rare stimuli, regardless of their task

relevance. A similar observation has been made by Naatanen

(1982) in the kind of paradigm used by Hillyard and his

colleagues that we described in the previous section. Note that,

to isolate N200 effects, the comparison of interest is between

the rare targets and the frequent non-targets, rather than
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between the attended and the unattended channels (as is the case

with NO00 effects). N200s will be observed to rare stimuli

presented on either channel: therefore the N200 does not require

selective attention for its appearance (Squires, Squires &

Hillyard, 1975) 3. Not only does the amplitude of the N200 depend

on stimulus probability, the latency of the N200 component is

dependent on the difficulty of the discrimination between target

and non-target stimuli (Naatanen, 1982). Furthermore, the

amplitude of the N200 is also proportional to the difference

between frequent and rare stimuli (see Figure 14). Therefore,

Naatanen proposed that the N200 reflects the operation of an

automatic "mismatch detector," and he labelled this component

"mismatch negativity." Since the N200 appears to be related to

the automatic detection of surprising (rare) events, this

component has been related to the "orienting reflex" (see

Naatanen & Gaillard, 1983). Furthermore, since the N200 is

related to the automatic processing of rare features, it may be a

reflection of the automatic stage of feature analysis proposed by

some recent theories of perception (see Treisman & Gelade, 1980).

The N200 has been used in the investigation of mental

chronometry. In particular, Ritter, Smson, Vaughan, and Macht

(1982) and Renault (1983) have observed that the latency of this

3 Note that, in this paradigm, the P300 is only elicited by

rare targets presented on the attended channel. Thus, the P300

is only elicited by task-relevant stimuli, while the N200 appears

to be "automatically" elicited by rare stimuli regardless of

their task-relevance.
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component covaries with reaction time. The high correlation

between N200 latency and reaction time may reflect the importance

of automatic feature discrimination processes (signalled by the

N200) in determining the latency of the overt response. However,

the subtraction technique used by Ritter et al. (1982) to derive

their measures of N200 must be interpreted with caution, since

the latencies of the components in the original waveforms differ.

Furthermore, motor potentials, which are characterized by a large

negativity, will also covary quite strictly with reaction times.

Thus, it is important to disambiguate the N200 component from

motor potentials when the former component is used in the study

of mental chronometry.

4.4 The late cognitive components

In this section, we review a sample of the research dealing

with two major endogenous components, the P300 and the N400. For

reasons of space we do not discuss in detail other late

components, particularly a group of "Slow Waves." At the present

time, the functional significance of the slow waves is largely

unknown. However, see Sutton and Ruchkin (1984) and the research

on the O-wave (Section 4.2.2y for further information.

4.4.1 The P300. In Section 3.4, we reviewed research on

the antecedents of P300, and we briefly alluded to attempts to

evaluate a theory of P300 by studying its consequences. In this

section, we focus on a series of studies that have sought to
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investigate the relationship between P300 and the memorability of

events that elicit it.

As we noted earlier (Section 3.4), unexpected events that

are relevant to the subject's task elicit large P300s. This led

Donchin (1981; Donchin & Coles, in press) to formulate the

"context updating" hypothesis of the functional significance of

P300. This hypothesis allows one to generate predictions about

the consequences of the elicitation of a large P300 component.

The context updating hypothesis assumes that the elicitation of a

P300 reflects a process involved in the updating of

representations in working memory. Rare or unexpected events

should lead to an updating of the current memory schemas, because

only by so doing can an accurate representation of the

environment be maintained. The updating process may involve the

"marking" of some attribute of the event that made it

"distinctive" with respect to other events. This updating of the

memory representation of an event is assumed to facilitate the

subsequent recall of the event, by providing valuable retrieval

cues, so that the greater the updating that follows an individual

event, the higher the probability of later recalling that event.

P300 amplitude is assumed to be proportional to the degree of

updating of the memory representation of the event. Therefore,

as the updating process is supposed to be beneficial to recall,

P300 amplitude should also predict the subsequent recall of the

eliciting event.
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The- relationship between P300 and memory has been tested in

various paradigms. For example, Karis, Fabiani, and Donchin

(1984) recorded ERPs to words presented in series that contained

a distinctive word (an "isolate") (cf. von Restorff, 1933). The

isolation was achieved by changing the size of the characters in

which the word was displayed. As is well documented (Cimbalo,

1978; von Restorff, 1933; Wallace, 1965), isolated items are

better recalled than are comparable non-deviant items (the von

Restorff effect). The isolated items, being rare and task-

relevant, can be expected to produce large P300s. Thus, we could

predict that the recall variance would be related to the very

factors that are known to elicit and control P300 amplitude.

Karis et al. (1984) found that the magnitude of the von Restorff

effect depends on the mnemonic strategy employed by the subjects.

Rote memorizers (i.e., subjects who rehearse the words by

repeating them over and over) showed a large von Restorff effect,

and poor recall performance, relative to elaborators (i.e.,

subjects who combine words into complex stories or images in

order to improve their recall). For all subjects, isolates

elicited larger P300s than non-isolates. For rote memorizers,

isolates subsequently recalled elicited larger P300s on their

initial presentation, than did isolates that were not recalled.

This relationship between recall and P300 amplitude was not

observed in elaborators (see Figure 15). It is noteworthy that

the amplitude of a frontal-positive slow wave was correlated with
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subsequent recall in the elaborators, suggesting 
that this

component may be related to the degree of elaborative processing.

Karis et al. (1984) interpreted these data as evidence that

all subjects "noticed" the isolated words and reacted by updating

their memory representations and producing large P300s. The

differences among the subjects emerged when subjects tried to

memorize the stimuli by using different types of rehearsal

strategies. These strategies interacted with the retrieval

processes: when subjects used rote strategies, changes in the

stimulus representation, induced by the isolation and manifested

by P300, made it easier to recall the word. For the elaborators,

whose recall depended on the networks of associations formed as

the series were presented, the effects of the initial memory

activation and updating manifested by P300 were not noticeable,

because they were overshadowed by the more powerful elaborative

processing that occurred after the time frame of P300.

The interpretation of the data of the Karis et al. (1984)

study capitalized on different strategies used by different

subjects. The hypothesis that the relationship between P300

amplitude and subsequent recall indeed depends on the mnemonic

strategy used by the subject was tested in a subsequent study in

which strategy was manipulated by instruction on a within-subject

basis (Fabiani, Karis, & Donchin, 1985; see also Fox & Michie,

1987). strategy instructions were effective in manipulating the

performance of the subjects. When instructed to use rote
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strategiesv, subjects recalled fewer words, and displayed a larger

von Restorff effect, than when they used elaborative strategies.

Analyses of the ERPs also supported our predictions. When

subjects were instructed to use rote strategies, the P300s

elicited by words subsequently recalled were significantly larger

than those elicited by words subsequently not recalled. Such a

relationship was not observed when subjects used elaborative

strategies. In addition, when rote strategies were used,

subjects recalled the size of the words better than in the

elaborative condition. This suggests that siz is a "distinctive"

attribute of the memory representation of the word, such as to

help recall in the case of rote instructions.

In another experiment, Fabiani, Karis, and Donchin (1986a)

employed an incidental memory paradigm (an "oddball" task) to

reduce the use of elaborative strategies. The results confirmed

the prediction that stimuli that were subsequently recalled had

larger P300s at the time of initial presentation than those for

stimuli that were not recalled.

All the studies described above use either the von Restorff

paradigm or the oddball paradigm. However, the memory effect is

not limited to isolated or rare items. It is also present for

the non-isolates and for the frequent items in the oddball

experiment.

In several recent studies, memory paradigms have been used

that do not capitalize on stimuli for which the P300 is expected
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to be enhanced, that is, paradigms in which neither the

distinctiveness nor the probability of occurrence of the stimuli

to be memorized are manipulated. A seminal study in this

respect is that by Sanquist, Rohrbaugh, Syndulko and Lindsley

(1980) which found that larger amplitude P300s (or late positive

components) were elicited, in a same-different judgment task, by

stimuli that were correctly recognized in a subsequent

recognition test. Johnson, Pfefferbaum, and Kopell (1985)

recorded ERPs in a study-test memory paradigm. They reported

that the P300 associated with subsequently recognized words was

slightly, but not significantly, larger than that elicited by

non-recognized words. Paller, Kutas, and Mayes (1985) recorded

ERPs in an incidental memory paradigm in which the subjects were

asked to make either a semantic or a nonsemantic decision, and

were subsequently, and unexpectedly, tested for their recognition

or recall of the stimuli. They found that ERPs elicited during

the decision task were predictive of subsequent memory

performance, in that the P300 (late positive complex) was larger

for words subsequently recalled or recognized than to words not

recalled or recognized. Similarly, Paller, McCarthy, and Wood

(1987) recorded ERPs in two semantic judgment tasks, which were

followed by a free recall and by a recognition test. ERPs to

words later remembered were more positive than those to words

later not remembered, even though the memory effect was smaller

for recognition than for recall. Neville, Kutas, Chesney, and
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Schmidt -(1986) recorded ERPs to words that were either congruous

or incongruous with a preceding sentence in a task in which

subjects were asked to judge whether or not the word was

congruent with the sentence. They found that the amplitude of a

late positive component (P650) predicted subsequent recognition.

Taken together, the experiments described in this section

suggest that the P300, as well as other late components of the

ERP, can have an important role in illuminating some of the

cognitive processes that accompany stimulus encoding, and that

are usually opaque to traditional techniques. While the first

group of studies conducted in our laboratory has focussed on the

interaction between distinctiveness and rehearsal strategies in

determining the ERP/memory relationship, the other studies have

shown that such a relationship is widespread over a variety of

different memory paradigms. It is important to emphasize that

memory is a complex phenomenon that can be influenced by a

multitude of variables and that can be probed with a number of

different tests. Thus, it is unlikely that a single component of

the ERP can be identified as the "memory component." It is much

more likely, and indeed more interesting, that a series of ERP

components will prove to be significant in different memory

tasks.

4.4.2 The U400. The N400 component of the ERP was first

described by Kutas and Hillyard (1980a), who recorded ERPs in a

sentence reading task. In this paradigm, words are presented
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serially and the subject is asked to read them silently in order

to answer questions about the content of the sentence at the end

of the experiment. In two studies reported by Kutas and Hillyard

(1980a), 25% of the sentences ended with a semantically

incongruous (but syntactically correct) word. These incongruous

words elicited an N400 component that was larger than that

elicited by words that were congruous with respect to the meaning

of the sentence. Furthermore, the amplitude of the N400 appeared

to be proportional to the degree of incongruity: moderately

incongruous words ("he took a sip from the waterfall") had a

smaller N400 than strongly incongruous words ("he took a sip from

the transmitter"). Kutas and Hillyard (1982) reported that the

N400 to incongruous endings was slightly larger and more

prolonged over the right than the left hemisphere.

These results have been replicated and extended repeatedly,

using variations of the sentence reading paradigm described

above. The aim of these studies has been to determine whether

the N400 is a manifestation of a distinctively semantic process,

or whether it is elicited by other kinds of deviance. Kutas and

Hillyard (1984) found that the amplitude of the N400 was

inversely related to the subject's expectancy of the terminal

word (cloze probability), while it was insensitive to sentence

constraints (i.e., to the number of possible alternative

endings). Kutas and Hillyard (1980b) recorded ERPS to the

terminal word in a sentence. This word could be semantically or
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physically deviant, or not deviant. They interpreted their data

as indicating that an N400 followed semantic deviation, while a

late positive complex (P300) followed physical deviation 4 . In

addition, Kutas and Hillyard (1983) inserted a number of semantic

and grammatical anomalies in prose passages. They found that

large N400s were associated with the semantic anomalies embedded

in the text, while the negativities recorded to grammatical

errors were inconsistent and had a scalp distribution different

from that of the N400. Kutas, Lindamood, & Hillyard (1984) found

that anomalous words that were semantically related to the

sentence's "best completion" ("the pizza was too hot to drink")

elicited smaller N400s than anomalous words unrelated to the best

completion ("the pizza was too hot to cry"). This suggests that

the degree of semantic relatedness is an important determinant of

the N400 (see Figure 16).

A large N400 component is also evoked by semantic anomalies

presented in the auditory modality (McCallum, Farmer, & Pocock,

1985), or in anomalies embedded in American Sign Language (ASL)

gestures (Neville, 1985). However, Macar and Besson (1987) did

not find N400 responses to anomalous endings of musical tunes.

N400-like components have also ksen recorded in paradigms

other than sentence reading. For example, Fischler, Bloom,

4 We should note that there is some controversy concerning
whether or not a P300 follows the occurrence of an N400 in the
case of semantic deviation. For present purposes, it is
sufficient to note that the physical deviation was no& followed
by an N400.
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Childers,-Roucos, and Perry (1983) recorded ERPs in a sentence

verification paradigm. In this paradigm, sentences are presented

in segments ("a robin / is / a bird"), and two dimensions are

orthogonally manipulated: whether the sentences are positive or

negative ("is," "is not"), and whether they are true or false.

The subject is required to indicate whether the sentence is true

or false. A large negativity was elicited by false affirmative

("a robin / is / a tree") and true negative ("a robin / is not /

a tree") sentences, that is by sentences in which the first and

last element were semantically unrelated. In a similar study

(Fischler, Childers, Achariyapaopan, & Perry, 1985) subjects were

required to learn the occupations of fictitious people. They

were then asked to indicate whether sentences of the type "John /

is / a dentist" were true or false. They found that false

statements were associated with larger negativities than true

statements.

Rugg recorded N400-like components in a semantic priming

paradigm (Rugg, 1985) and in a rhyme judgment task (Rugg &

Barrett, submitted), although there are some differences between

the scalp distribution of the negativity recorded in these

paradigms and that recorded in the sentence reading task.

In general, research reviewed in this section suggests that

there is a brain response (the N400) that is specifically

sensitive to the violation of semantic expectancies. Measures of

this component, then, should prove useful in testing theories and
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models relating to semantic priming (e.g. Van Petten & Kutas,

1987).
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5. Potential Applications of IRP Research

In this section we consider the possible contribution of ERP

research to problems that arise in various branches of

psychology, with a particular emphasis on social psychology.

Before we review some specific research examples, we need to

consider two general issues related to the application of ERP

research.

First, as we noted earlier, for some ERP components there is

sufficient knowledge about their phvsiological significance for

them to be used as markers of physiological functioning. This

knowledge has led to the use of ERPs in neurological diagnosis

(see, for example, Halliday, 1987 for a review). Second, we

have devoted much of this chapter to a discussion of the

Dsychological significance of ERP components - that is, we have

attempted to show that the components are manifestations of

particular cognitive activities. One implication of this is

that, to the extent that questions that arise in any branch of

psychology can be recast in terms of questions about cognitive

activities, there is at least the possibility that the

measurement of ERPs will be useful.

In the following sections, we review several examples of how

such research has proceeded or might proceed. For reviews of

other applications of ERP research to cognitive and engineering

psychology, see Donchin, Karis, Bashore, Coles, and Gratton

(1986) and Donchin, Kramer, and Wickens (1986).
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5.1 ERPs and emotion

5.1.1 Emotion and cognition. In previous sections of this

chapter, we have emphasized the view that ERPs can be regarded as

manifestations of cognitive processes. For the most part, the

ERP literature contains few studies of ERP-emotion relationships.

This tendency to emphasize the cognitive rather than the

emotional is probably due to the belief that the

psychophysiological analysis of emotions is more the province of

students of the autonomic nervous system. However, recent

attempts to re-evaluate the distinction between cognition and

emotion call into question the justification for their

psychophysiological separation. For example, if the experience

of emotion is attributed, at least in part, to the process of

cognitive appraisal (e.g. Arnold, 1960), then the so-called

"cognitive" ERPs have the potential to be useful in the analysis

of appraisal processes. Similarly, if emotions are believed to

influence cognitive processes (e.g., Bower, 1981), it may be that

ERPs will be useful in describing such an influence.

These kinds of ideas are behind the recent analysis of ERPs

in situations in which subjects anticipate and receive emotional

stimuli (Johnston, Miller, & Burleson,'1986; Klorman & Ryan,

1980; Simons, MacMillan, & Ireland, 1982) and in studies of

subjects suffering from emotional dysfunction (Miller, 1986; Yee

& Miller, in press). In the following sections, we review two
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other kinds of studies in which there is evidence of concern with

cognitive-emotion issues.

5.1.2 Lie detection. In preceding sections, we have

emphasized that ERPs can be used to explore situations involving

emotion, if these situations can be viewed in terms of the

information processing activities. In the case of lie detection,

studies using autonomic measures have similarly emphasized the

importance of cognitive factors. Thus, rather than propose a

specific emotional "lie-response", these studies have sought to

use the measures to determine whether an individual has specific

knowledge (cf. the guilty-knowledge test, Lykken, 1974; Podlesny

& Raskin, 1977).

In the case of studies of Lie Detection using ERPs,

researchers have used a paradigm in which stimulus words or

phrases relating to a crime would be categorized in one way if

the information they represented was unknown to the individual -

but in another way, if the information was known (see Farwell &

Donchin, 1986). The role of the ERPs, then, is to identify the

categorization rule being used by the subject. This is

accomplished by using a variant of the "oddball" task. Three

classes of stimuli are presented: (a) 'words or phrases related to

the crime (the probe stimuli); (b) words of phrases unrelated to

the crime and unknown to the subject (irrelevant stimuli); and

(c) words or phrases unrelated to the crime, but which are known
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to the subject (target stimuli). The subject is instructed to

count the target stimuli.

Thus, the critical question is whether the subject will

categorize the probe stimuli as irrelevant (indicating no

knowledge) or as target stimuli (indicating knowledge). This

question is answered by setting up the probabilities of the

different stimuli such that the probe stimuli would elicit a

large response (P300) if they are categorized as targets.

Farwell and Donchin (1986) have shown that, if the probabilities

of irrelevant, probe and target stimuli are .67, .17, and .16

respectively, the procedure is effective in determining the

categorization rule used by the individual. In this way, the

presence of guilty knowledge can be determined.

In this example, the role of the ERP is to determine whether

a particular set of stimuli is classified by the subject as

belonging to one of two other categories. In principle, then, it

could be used in any situation in which the experimenter is

interested in identifying classification rules.

5.1.3 Bargainlng. Bargaining, like most forms of social

interaction, involves both cognitive and emotional processes.

Thus, bargaining presents an interesting topic of study for the

analysis of cognitive-emotional relationships.

In the study to be described in this section (Karis,

Druckman, Lissak, & Donchin, 1984), the focus was on the

cognitive ERP responses to events believed to have emotional
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consequences. The subject was engaged in a "bargaining" session

with the computer. The object of bargaining was the purchase of

a used car. The subject and the computer alternated in making

their concessions, until they agreed on a price. The subject's

objective was to buy the car at the lowest possible price. ERPs

were recorded while the subject viewed the computer's concession.

An interesting aspect of this study was that the computer

adopted either one of two strategies in making its concessions:

it could be either "generous" or "stingy." When the computer was

in the generous mode it would concede 80% of the subject

concession, while when it was in the stingy mode it would concede

only 20% of the subject concession. Thus, it was important to

the subject to guess the computer's strategy, in order to take

advantage of it.

Switches in the computer's strategy (which occurred

randomly) reliably elicited P300s that were larger than those

recorded to trials in which the strategy remained the same. This

can be viewed in terms of cognitive processes: To the extent that

P300 represents a process of context updating, it seems

reasonable that the subject would need to update his/her mental

schema at the moment in which a task relevant event changes.

Another interesting aspect of this study is that a photograph of

the subject's face was taken every time the subject saw the

computer's concession. The facial expression of the subject was

then analyzed in terms of the emotions displayed. It is



Event-Related Brain Potentials
Page 60

interesting to note that, on some occasions, the subject smiled

when the concession was generous. Thus, the appraisal of a

concession (as manifested by the ERP) was, in some cases,

associated with the facial expression of emotion.

5.2 ZRPs and "pay-off" manipulations

The social interaction between experimenter and subject can

have an influence on the strategy adopted by the subject in

performing his or her assigned task. Subjects approach

experimental situations with hypotheses about the goals of the

experiment and, most importantly, the pay-offs associated with

different goals. Information about these pay-offs can be deriad

from explicit instructions as well as more implicit forms of

communication between subject and experimenter.

In most ERP studies, we try to constrain the subject's task

so as to reduce the options available to the subject. In this

way, assumptions can be made about the processes used by the

subject to perform the task.

In several studies, instructions or pay-off schedules have

been deliberately manipulated in order to alter the subject's

strategy in performing the task. In this case, the ERP focus is

on understanding how strategic changes are implemented. An

example of this approach has been described in section 4.4.1

where we saw that mnemonic strategies, manipulated by

instruction, were important determinants of the P300/recall
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relationship and, by implication, of the role of the rehearsal of

distinctiveness cues in memory.

In the following two sections, we review other examples of

this kind of approach.

5.2.1 Decision-making. The way in which humans reach

decisions is an important problem for social psychologists. Most

theories of decision-making agree that subjective probability and

pay-off structure are fundamental determinants of human choices

(Fishbein & Ajzen, 1975).

Karis, Chesney, and Donchin (1983) investigated the role of

these two dimensions in determining the amplitude of P300. In

this study, subjects had to predict which of three stimuli (the

numbers 1, 2, or 3) would next occur. The probability of the

three stimuli were .45, .10, and .45, respectively. The subjects

were rewarded for correct predictions following one of two

schedules, run in different blocks. In one schedule

("all-or-none"), subjects were only rewarded for correct

predictions. In another pay-off schedule ("linear"), subjects

were not only rewarded for correct choices, but also received

half bonuses when their predictions were off by one (i.e., a 1

occurred when a 2 was predicted). Thus, in the "linear"

schedule, the optimal strategy was to predict 2 (objectively the

rare event).

Karis et al. found that although subjects did indeed vary

their overt predictions following the pay-off schedules, their
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P300s were always larger for the rare stimuli (the 2s). That the

subjects were aware of the probability structure in each of the

two conditions was confirmed by subjective reports. These

results indicate that P300 reflects subjective probability rather

than a conscious decision about which stimulus was most

rewarding.

Karis et al. also studied variations in subject's strategy.

In particular they were able to quantify the "riskiness" of a

particular choice, by estimating the expected loss with respect

to the optimal behavior. They observed that P300 amplitude was

proportional to the riskiness of the prediction. They

interpreted this result in terms of differences in the relevance

of the information conveyed by the stimulus in cases of high and

low risk choices.

5.2.2 Speed-accuracy instructions. Kutas, McCarthy, and

Donchin (1977) analyzed the relationship between P300 and

reaction time, when subjects were given speed or accuracy

instructions. While the timing of the reaction time response in

relation to the P300 changed with instruction, the latency of the

P300 itself was only slightly affected. Thus, in this case, the

effect of instructions was to change the coupling between the

processes associated with P300 and those associated with overt

behavior. In terms of information processing, it appears that

speed instructions lead the subject to generate an overt response

before information has been fully processed.
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A similar modulation of the relationship between the

processing of stimulus information and the timing of the overt

response has been described by Gratton et al. (in press; see also

Gehring et al., 1986). In this case, measures of the readiness

potential (see section 4.1.1) were diagnostic of the strategic

mode of the subject (accurate versus fast).

5.3 IRPs and communication

In this chapter, we have considered ERPs as a tool for

investigating cognitive processing. In particular, we have

emphasized how ERPs can be used to obtain information about

cognitive functions which would not be available in other ways.

In somewhat more extreme terms, we may consider ERPs as a

communication device.

An interesting example of this approach is given by a recent

study by Farwell, Donchin, & Kramer (1986). These investigators

have devised a technique that allows people to communicate by

exploiting the relationship between ERPs and attention. Subjects

in this study were presented with a matrix of letters that were

illuminated in rapid succession. By examining the ERP responses

to each of the flashes, they were able to determine the letters

to which the subjects were attending. Thus, letter by letter,

the subjects were able to communicate entire words, by means of

their ERPs. This type of communication device may be

particularly useful for cases in which people cannot communicate



Event-Related Brain Potentials
Page 64

in other ways, such as in cases of patients that have lost any

motor ability as a consequence of trauma and disease.

5.4 Summary

In the examples reviewed in this section, we have seen how

ERPs can be used to study or, in one case, enhance social

behavior, broadly defined. The underlying theme of these

examples has been that, if the question of interest can be

considered in terms of the information processing transactions

that occur, ERPs may be a useful tool. This is because ERPs can

be regarded as manifestations of information processing

activities.

Upon analysis, there appear to be several other instances in

which such a conception is quite feasible, such as when the

interest of the investigator is on the cognitive processing of

social information. For example, the recent development of

"social cognition" as a sub-discipline within social psychology

has led to the treatment of a subset of "social processes" as

involving the operation of the cognitive apparatus on social

information (see, for example, Wyer & Srull, 1984). The only

restriction in the application of ERPs to this domain is that the

information be presented discretely so that segments of the EEG

can be identified that are time-locked to the events of interest.

In other cases, considerable efforts may be needed in order

to apply the model of cognitive psychophysiology. For example,
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evaluations of social interactions would require not only that

the interactions be structured so as to permit discrete events to

be identified. One would also need to incorporate repetitions of

the "same" event into the interaction (if averaging is necessary

to extract stable ERPs) and, most importantly, to identify the

putative cognitive processes associated with the events. The

imposition of this kind of structure may result in a distortion

of the essence of the interaction process.

On the basis of the foregoing examples and discussion, there

appears to be good reason to expect considerable benefit from an

application of a cognitive psychophysiology based on ERPs in

various areas within psychology, particularly social psychology.

Just as problems in cognitive psychology are proving more

tractable when psychophysiological measures are added to those

measures traditionally available, problems in social psychology

may prove to be similarly more tractable. However, the benefits

of such an application will only accrue if the

psychophysiological measures are derived under appropriate

circumstances and if such circumstances can be created without

distortion of the phenomenon of interest.
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7. Figure Legends

Figure I. Schematic representation of the operations

involved in the recording of Event-Related brain Potentials.

From left to right: (a) Top view of the head, indicating the

placements of five electrodes (Fz, C3, Cz, C4, and Pz) from which

EEG is recorded - note that other locations are also frequently

used; (b) the EEG signal is then transferred to an amplifying and

filtering system; (c) the amplified and filtered signal may be

stored temporarily on an analog magnetic tape; (d) the analog

signal is then converted into a digital signal by sampling the

potential at a high frequency (usually at least 100 Hz) by an

Analog-to-Digital converter; (e) the digitally transformed signal

may be stored on a digital store device (magnetic tape or disc);

(f) finally, ERPs are extracted from the digitized EEG signal by

averaging point-by-point across a large sample of trials (more

than 20).

Figure 2. A schematic representation of ERP components

elicited by auditory, infrequent target stimuli. The three

panels represent three different voltage x time functions: the

left bottom panel shows the very early sensory components (with a

latency of less than 10 ms); the left top panel shows the middle

latency sensory components (with a latency of between 10 and 50

ms); and the right panel shows late components (latency exceeding

50 ms). Note the different voltage and time scales used in the



Event-Related Brain Potentials

Page 94

three panels, as well as the different nomenclatures used to

label the peaks (components). (Copyright 1979, Plenum Publishing

Corporation. Adapted with permission of the author and publisher

from Donchin, 1979.)

Figure 3. Schematic representation of configuration of

neurons whose simultaneous polarization does or does not result

in a potential detectable by a distant electrode. The electric

fields generated by polarization of neurons organized in layers

(such as those shown in the left panel) add together to form a

powerful field that can be detected from a distant (e.g., scalp)

electrode ("open field"). The fields generated by neurons

organized concentrically (such as those shown in the right panel)

cancel each other to produce a very small field that cannot be

detected by a scalp electrode ("closed field"). (Copyright 1947,

Alan R. Liss, Inc. Reprinted with permission of the author and

publisher from Lorente de No, 1947.)

Figure 4. ERPs elicited by counted, rare tones (upper

panel). The data recorded with four different high-pass filter

settings ("time constant") are superimposed. Stimulus occurrence

is indicated by an S on the time scale. Calibration pulses

(lower panel) are plotted on the same voltage x time scale as the

ERPs. Note the reduction in amplitude and deformation of the ERP

waveshape produced by progressively shorter time constants, that
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reduce low frequency activity. (Copyright 1979, The Society for

Psychophysiological Research. Reprinted with permission of the

author and publisher, from Duncan-Johnson & Donchin, 1979.)

Figure 5. Schematic representation of an ERP waveform,

indicating different procedures for component quantification.

Three types of peak measures are indicated. The peak latency is

obtained by measuring the interval (in ms) between the external

triggering event and a positive or negative peak in the waveform.

The base-to-peak amplitude measure is obtained by computing the

voltage difference (in microvolts) between the voltage at the

peak point and a baseline level (usually the average pre-stimulus

level). The peak-to-peak amplitude measure is obtained by

computing the voltage difference (in microvolts) between the

voltage at the peak point and the voltage at a previous peak of

opposite polarity. The area measure is obtained by integrating

the voltage between two timepoints.

Figure 6. Example of the application of Principal

Component Analysis (PCA) to the study of ERPs. A series of ERP

waveforms (whose grandaverage is plotted in the upper panel of

the figure) are decomposed in several constituent components,

whose time courses (component loadings) are shown in the lower

panel of the figure. The component loadings are then used to

determine the degree to which a particular component is present
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in each of the ERP waveforms. (Copyright 1982, Elsevier Science

Publishers. Reprinted with permission of the author and

publisher from Duncan-Johnson & Donchin, 1982.)

Figure 7. Example of the application of Vector Filtering

to the study of ERPs. Waveforms from three electrode locations,

shown in the upper panel, are used to determine the contribution

of a particular component (e.g. P300), which is characterized by

a specific profile of amplitudes at the different electrode

locations. The result of this operation is shown in the lower

panel.

Figure 8. Grand-average ERP waveforms at Pz from 10

subjects for counted (high - left column) and uncounted (low -

right column) stimuli (tones), with different a priori

probabilities. The probability level is indicated by a

percentage value beside each waveform. Waveforms from a

condition in which the subjects were instructed to ignore the

stimuli are are also presented for a comparison. The occurrence

of the stimulus is indicated by a black bar on the time scale.

Positive voltages are indicated by downward deflections of the

waveforms. Note that P300 amplitude is inversely proportional to

the probability of the eliciting stimulus ("probability effect"),

and, at the same probability level, P300 is larger for counted

than uncounted stimuli ("target effect"). (Copyright 1977, The

... . .... .... . . .. _ _...... ... . . .. . . .
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Society for Psychophysiological Research. Reprinted with

permission of the author and publisher from Duncan-Johnson &

Donchin, 1977.)

Figure 9. ERP waveforms at Pz averaged across subjects for

three different semantic categorization tasks. The solid line

indicates ERPs obtained during a task in which the subjects had

to distinguish between the word DAVID and the word NANCY (the FN

condition). The dotted line indicates ERPs obtained during a

task in which the subjects had to decide whether a word presented

was a male or a female name (the VN condition). The dashed line

indicates ERPs obtained during a task in which the subjects had

to decide whether a word was or was not a synonym of the word

PROD (SYN condition). These three tasks were considered to

involve progressively more difficult discriminations. Note the

latency of P300 peak is progressively longer as the

discrimination is made more difficult. (Copyright 1977, The

AAAS. Adapted with permission of the author and publisher from

Kutas, McCarthy, & Donchin, 1977.)

Figure 10. Accuracy of reaction time responses given at

different latencies ("speed-accuracy functions") for trials with

"fast" and "slow" P300. Response latency (defined in terms of

the onset of the EMG response) is plotted on the abscissa. The

probability that a response would be correct is plotted on the
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ordinateF. Note that the probability of giving a correct response

increases as response latency increases. At very short response

latencies, responses are at a chance level of accuracy (.5). At

long response latencies, responses are usually accurate. The

speed/accuracy function for those trials with P300 latency

shorter than the median latency ("fast P300" trials) are

indicated by solid lines. The speed/accuracy function for those

trials with P300 latency longer the median latency ("slow P300"

trials) are indicated by dashed lines. Note that, for each

response latency, the probability of giving a correct response is

higher when the P300 on that trial (reflecting the speed of

stimulus processing on that trial) is fast than when it is slow.

(Copyright 1985, The American Psychological Association.

Reprinted with permission of the publisher from Coles, Gratton,

Bashore, Eriksen, & Donchin, 1985.)

Figure 11. Typical movement related potential (recorded

from a central electrode - Cz) preceding a voluntary hand

movement. Note that the potential begins about 1 sec before the

movement (indicated by the dashed vertical line). The potential

can be subdivided into different components as follows: N1 (RP -

Readiness Potential, BSP - Bereitschaftspotential); N2 (MP -

Motor Potential); and the P2 (RAF - Reafferent Potential).

(Copyright 1980, Elsevier Science Publishers. Adapted with
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permissi-on of the author and publisher from Kutas & Donchin,

1980.)

Figure 12. Schematic representation of a typical contingent

negative variation (CNV) recorded from Cz. The CNV is the

negative portion of the wave between the presentation of the

warning and imperative stimuli. The early portion of the CNV is

labelled "0-wave" (or Orienting wave), while the late portion is

labelled "E-wave" (or Expectancy wave). (Copyright 1983,

Elsevier Science Publishers. Adapted with permission of the

author and publisher from Rohrbaugh & Gaillard, 1983.)

Figure 13. The effect of attention on early components of

the auditory event-related potential recorded at the central

electrode (Cz). The left panel shows ERPs for tones presented in

the left ear. Note that, the difference between the ERPs to

attended tones (solid line) versus those for unattended tones

(dashed line) consists of a sustained negative potential. A

similar difference can be seen for tones presented to the right

ear (see right panel). (Copyright 1981, Elsevier Science

Publishers. Adapted with permission of 'the author and publisher

from Knight et al., 1981.)

Figure 14. The effects of deviance on "mismatch negativity".

A standard (80 db) tone was presented on 90% of the trials and a
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deviant tone (57, 70 or 77 db, in different blocks) was presented

on 10% of the trials. The ERP to the standard is indicated by

the thin line in each panel; the ERP to the deviant tone is

indicated by the thick line. As the degree of mismatch between

stimuli increases, the mismatch negativity also increases. (The

magnitude of the difference between standard and deviant ERPs

increases.) (Copyright 1987, The Society for Psychophysiological

Research. Adapted with permission of the author and publisher

from Naatanen & Picton, 1987.)

Figure 15. ERPs elicited by "isolated" words that were

later recalled (solid line) or not-recalled (dashed line). The

left column shows ERPs for subjects who used rote mnemonic

strategies; the right column shows ERPs for subjects who used

elaborative strategies. Note that the amplitude of P300 is

related to subsequent recall for the rote memorizers, but not for

elaborators. (Copyright 1986, Elsevier Science Publishers.

Reprinted with permission of the publisher from Karis, Fabiani, &

Donchin, 1986b.)

Figure 16. The effects of anomalous sentence endings on the

N400. The ERPs (from Pz) depicted in the figure were recorded

following visual presentation of words that varied in their

relationship to the previous words in the sentence. For example,

for sentences such as "The pizza was too hot to ...", three
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endings were possible. Best completion: "eat"; Related anomaly:

"drink"; Unrelated anomaly: "cry". Note that the N400 component

is only present for anomalies, and is larger for unrelated than

for related anomalies. (Copyright 1984, Lawrence Erlbaum

Publishers. Adapted with permission of the author and publisher

from Kutas, Lindamood, & Hillyard, 1984.)
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PRECOMMENTARY ON VERLAGER'S CRITIQUE OF
THE CONTEXT UPDATING MODEL

Is the ?300 componenent a manifestation of context updating?

Emanuel Donchin and Michael G.H. Coles
Cognitive Psychophysiology Laboratory

University of Illinois at Urbana-Champaign

603 East Daniel Street
Champaign IL 61820

ABSTRACT: To understand the endogenous components of the ERP we

must use data about the information processing function of the

underlying brain activity. These hypotheses in turn generate

testable predictions about the consequences of the component. We

review the application of this approach to the analysis of the

P300 component, whose amplitude is controlled multiplicatively by

the subjective probablity and the task relevance of the eliciting

events and whose latency depends on the duration of stimulus
evaluation. These and other factors suggest that the P300 is a
manifestation of activity occuring whenever one's model of the

environment must be revised. Tests of three predictions based on
this "context updating" model are reviewed. Verleger's critique

is based on a misconstrual of the model as well as on a partial

and misleading reading of the relevant literature.

S1987 Cambridge University Press



L Introduction
In the Forward to his i'New Essays on the Psychology of Art." Anheim (1986) makes the following
observanon,.

"Articles in professional journals prodt from a permanence of their own, albeit one tied to the
tme of publicanon. A discipline grows ike a tree, one on which the functon of every new
rwig is determned by its place in the whole. Each contribution jusdiles itself by addressing a
question that the profession has put on the agenda as at d ."

It would have been useful if this view had guided Verleger (target article, this issue) as he reviewed
the literature on the P300 component of the Event Related Brain Poential (ERP). Verlega teats
the body of publications concerned with the P300 as if it had all been created simultaneously. He
singles out selectve pieces of writing originating from different historical contexts to patch together
the theory he advocates while launching a rather sharp attack on two versions of "context updatng."
which he attibutes to Donchin and his colleague. However, neither of these versions is a valid or
even a reasonable approximation to our ideas. The independence of his discussion from the histori-
cal context may be what makes it so difficult for Verleger to see how inaccurately he represents our
views.
One example will illustrate the inadequacy of Verleger's survey of the literature. Investigators of the
P300 are keenly aware that at least two attibutes of the component - its latency and its amplitude -
must be measured in any study. Furthermore it is clear that the amplitude and the latency are each
affected by somewhat different experimental manipulations and that the variance in amplitue and
the variance in latncy present rather different dmoreical challenges. A substantial liu'atre has
accumulated since Ritter. Simson and Vaughan (1972) published the first systemadc study of the
relationship between the latency of the P300 and reaction time (RT). Indeed, our acount of the
functionaL significance of the P300, which Verleger labels the "context updating" model, evolved in
part from an attempt to account for the seemingly counterintuitive dissociation between P300
latency and RT.
It makes little sense, therefore, to examine the context updating hypothesis devoting as little aen-
dion as Verleger does to the latency of P300. His concentration on the variance in P300 amplitude
and his decision to interpret the words *working memory" and "expectancy" in the narrowest
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possible sense creates two straw men. Thes are then subjected to vigorous critici= in an ostensible
refutation of our modeL It should be pointed out that not only is Veeger atacking the wrong
models, his attempted critque is weakened by his treatment of empirical data. Important segments
of the liUterature are ignored (the literature on P300 latency is but one example). When dam are dis-
cussed. Verleger offers speculative interpretations that merely serve to fit his preconceptions.
This precommentary begins with a review of the explanatory tasks an ERP investigator must under-
take at different phases of the investigation. We then present our own view of the "context updating"
model, reviewing the dam on which we base this view as we proceed. Where appropriate, we also
comment on Verleger's interpretations of the data. We have devoted a portion of this precommen-
tary to a metatheoretical discussion of our approach to the study of ERP components.

2. The Endogenous Components of the ERP

2.1. Some general remarks on ER
The application of signal averaging methodology to the study of brain activity which is time locked
to specific events made possible the study of event related brain potentials (ERPs) in awake behav-
ing human subjects. ERPs are records of the activity of neuronal ensembles activated in a fixed tem-
poral relation to an event whose time of occurrence can be made known to a computer and whose
geometry allows their individual fields to summa-e and generat a field large enough to be record-
able from the scalp. (For a discussion of the biophysical and neurophysiological basis of research
on the ERP see Allison 1984; Allison, Wood and McCarthy 1986; Nunez 1981.)
The ER.P leaves much to be desired as a window on the brain. The neurophysiological significance
of the fields is a matter of controversy. The specific intracranial sources that generate the potentials
ame, in the main, unknown. Furthermore, it is quite possible that the neuronal ensembles whose
activity is recorded in this fashion do not constitute distinct and unique neuroanatomical entities
(Allison et al 1986, ame particularly eloquent on the deficiencies of ERPs as measures of brain
activity). Nonetheless, ERPs have been studied with vigor for the past two decades and have
engaged the interest of many investigators. This interest is driven by the one advantage the ERP has
over other manifestations of brain activity, namely, that it can be measured in the awake, behaving
human. The recordings can be done without recourse to invasive procedures and at a relatively low
cost. The work has also received considerable momentum from the fact that such recordings an
highly sensitive to a host of experimental manipulations. Whether oue varies the physical parame-
ters of the stimulation, the class of subjects used or the cognitive operaions the subjects apply to the
eliciting events, the ERPs show paterns that an stable in and between individuals and occasions.
This stability of patn in the ERP has proved useful in the development of various diagnostic pro-
cedures in neurology, audiology ad psychiatry, (e. g. Cracco and Bodis-Wollner 1986). However,
in this piecommeninry we will focus on the possibilties and problems that arise when one atempts
to use ERPs as tools in the study of cognitive function.
In the middle 60s it became apparent that the ERPs contain "endogenous" components whose vari-
ance appears to be relatively insensitive to the physical attibutes of stimuli In fact, the eliciting
event need not even be a physical stimulus (Sutton, Tueting, Zubir and John 1967). Endogenous
components arc sensitve to variation in the information processing activities imposed on the subject
by the assigned tasks (see Donchin, Riter and McCallum 1978, for a discussion of the distinction
between exogenous and endogenous components).

2. Clases of Psychophysiological assertions
Both Verleger's target article and this precommentary an concerned with an endogenous com-
ponent which was first described by Sutton, Braren, Zubin and John (1965) who repoed that
stinuli which -resolve the subject's uncertinty" elicit an EPP characterized by a large positive

I I
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component with a aency to the peak o about 300 ms, which will be referred to here as the
P300.1 The enterprise Lauched by Sutton has yielded considerble informianon about the P3(X)2

An examinaaon of the llUwnnwe reveals that investigator concerned with the P300 make assertions
which can be classified into one of the following categories.

2.2.1. Statements about antecedent conditions

These are statements about the functional relacionships between various atibuces of the P300, such
as its amplitude and latency, and assorted independent variables. For exwple, the claim that the
amplitude of P300 is inversely proportional to the subjeitive probability of the eliciting events,
given constraints on the task relevance of the events, is a statement about the conditions antecedent
to the elicitaton of the P300. The antecedent conditions of the P300 have been studied in detail and
rhere is enough consensual daa to support a substantial number of statements about its antecedent
conditions. (For detailed reviews of the relevant literaure see Pritchard. 1981; Johnson. in press).
Such statements are necessary precusors of a theory of the P300. However, a Colection of such
statements does not constitute an adequate theory.

2.2.2. Statements about Applications

Even though statements about antecedent conditions are not a theory of the P300. they can serve as
the basis for an application of the P300 in some domain of human action where a measurable index
of some construct or variable is needed. Thus, for example, the observation that P300 latency
depends on processing time has led to the suggestion thu P300 latency may discriminate the
demented from the depressed (Goodin. Squires and Suar 1978). The validity of this diagnostic use
of the P300 depends solely on empirically demonstrable diagnostic power and does not require a
theorctical understanding of the component, its origin or its functional significance. Similarly, the
fact that P300 amplitude reflects the subject's focus on one of several concumrendy assigned tasks
make it possible to use it as a measure of "mental workload (Donchin, Kramer and W'icwa
1986a). Prom an applied perspective such assertions are quite useful. However, they teu the ERP
component as an index and do not necessarily shed light on its functional significance.

-2..3. GeneralLbafons about antecedent conditions

Several investigators have attempted to intepate the many empirical statements about the diverse
independent variables which affect the P300 into a coherent smttement that will identify the coal-
mnaity among these swets. It is generaUy assumed that the diversity of effects is deceptive
and that there is a common denominator to the various conditions under which the P300 is elicited.
It would clearly be useful to have such a generalization so that one could predict the specihc efftc.
of any given manipulation on P300. This approach is illusvted by Johnson's (1986) pmposal thal
the amplitude of P300 is contolled by an additive and multiplicative relationship between several
variables. The interpretation advocated by Vereger, namely, that "P3s m evoked by stimul which
are awaited when subjects am dealing with repetitive, highly srcutred tsks" constitutes another
such generalization about the anteced aent conditions of P300.-Even though such generalizations an
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valuable (and necessary precursors to a theory), they leave the functional significance of the P300
unexplained.

2.2.4. Hypotheses about functional significance
When we refer to the "functional significance" of the P300 we imply that the potentials recorded
from the scalp, to which we refer as the P300, are manifestations of the intracranial activity of a
specific functional entity. As we have noted elsewhere (Donchin, Karis, Bashore, Coles and Gratton
1986b), it is not necessary that the brain activity recorded as the P300 originate in a single inacra-
nial "source." Nor is it necessary that the neuronal ensembles whose activity contributes to the P300
be associated with a single neuroanatomical entity. Many brain structures may be involved and
several "sources" (in the sense of specific dipoles) may conn'ibute to the componenL All that is
necessary is that this variety of neuronal activities that participate in a specifiable information pro.
cessing task have the geometry and temporal characteristics so that they contibute to the P300. The
uldiate goal of a theory of P300 is, we suggest, the elucidation of the nature of this task.
The brain is evidently an organ whose large variety of activities can be described in neurophysiolog-
ical terms. There is no question that the ultimate understanding of the brain must include the
detailed explication of its functioning as a mechanism constructed of neurons. However, this neu-
ronal machine is an information processing device and the myriad of biochemical interactions that it
performs must accomplish tasks that can be described in information processing terms. The level of
resolution one adopts to describe the brain is dictated by one's purpose. No level is inherently more
interesting or more valid than other levels: each descriptive tier is optimal for some purposes and
quite the opposite for others. We choose, in the present context to focus on descriptions described
strictly in information processing terms.

2.2.4.1. The Whirring Noise analogy
Within this framework we view the P300 as a surface manifestation of an internal information pro-
cessing operation. As theorists our goal is to infer the nature of that underlying processing. Hence
statements about the antecedent conditions of the component do not serve our purpose; they merely
tell us what needs to happen outside the system to call forth the activation of the component. That.
however, fails to explain what the brain is actually doing, functionally speaking, when the com-
ponent is active.
An example may help. Assume you have a computer that always makes a whirring noise when
activated. One may find out that to observe the whirring noise a computa must be attached to a
power source, that it must be equipped with a diskette drive and that a diskette must be loaded into
the drive. We also note that the whirring noise is generated whenever the computer has been reset
following a sufficiently serious error. These and other such statements are collectively a description
of the antecedent conditions for that whirring noise. However, none of these individually, or all
together, account for the whirring noise in a satisfactory manner because none specifies the purpose
of the process from which the noise emanates. 3 Through an accumulation of such antecedent condi-
tions we may conclude that the whirring noise is heard whenever there appears to be a need for addi-
tional data not immediately available in the computer's memory. This will reman a statement about
the antecedent conditions because it still does not suggest what is the function of the process mani-
fested by the noise. One may however, after appropriate research, infer that the whirring noise is
generated whenever data must be transmitted between the computer's memory and an external

3 Noic the disnnction betwen the fumcon of de noise is& of which d. is now and the fuctio of tf PtOCU
SenffZan thW noLse aS a byprodtUt. This is an apt analogy to the MP. as we we noc claimning any twunal aipieacaA
io the powntials we -cod o he scalp. Raiher. we aime tat what we mcord amr bypmducts of dotivatio of
po en which do have ftmdorn signikance
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storage device. The noise is generated by a process invoked in the course of this dam aasmiion.
namely, when the mechanical device used to whirl the diskette aroud., or to move the reading head
about. is actve. These are statements about the functiona significance of the process manifested by
the noise. The process is very specific. The activation of the diskette motors is performed in the
service of data transmission between the CPU and the diskette. It has an actual effect on the system
only if other component processes are activated but its own functional significance can be described.
to an extent. without reference to these other processes. Furthermore. it will tun out that whereas
we can bring about this whimng noise whenever we boot the computer, there are many other occa-
sions that have little functional similaity to the specifics of starting the computer's day which also
cause the whiring noise to appear because all these diverse processes share a need to access the
diskette. they all activate the motor and all activations generate the same whirring noise.
This analogy illusmrates a distinction that appears not to have been made clearly enough in our previ-
ous writings. Note that the noise is a manifestation of an information processing operation involving
the tansmission of the dam from a device called a diskette into memory. However, the generator of
the noise - namely, the actions of the motor - is not itself necessary for the transmission of the infor-
marion. Thus, for example, it is possible to simulawe a diskette in memory. No whirring noise will
be generated when the computer exchanges dat with these memory-bascd simulated diskettes. In
other words, under a specific set of curcumstances one can obtain an external manifestation of an
information processing operation because the side effects of some ancillary process are observable.
This side effect. or the ancillary process which it manifests, is not identical with the totality of the
information processing operation, it mealy makes i observable. This distinction is imporant
because Verieger's interpretation of our model is that the F300 is a manifestation of the updating
process per se whereas we have tred carefully to assert that it is a mamifstation of a process
invoked in the service of the updating process, not necessarily the updating per se.
We view the P300, and all ERP components. much the same way we view the whirring noise in the
foregoing example. We assume that the component is gencrated as a byproduct of the activation of a
neural process whose functioa is the transformation of information. A satisfactory explanation of the
component will. accordingly, describe the specific processes executed by the activity of which the
component is a manifestation rather than by describing what it takes to generate the component, or
to contro its attibutes. Note that neither of Verleger's construals of our view, his "Update" and his
"Expect." satisfies this condition. Both purport to specify the ra her limited conditions under which a
P300 can be elicited but neither specifies its functional significance. "Context updating" as we inter-
pret it attempts to identify a specific type of cognitive process which underlies the P300.

2.3. The Concept of 'Psychological Processe?'

2.3.L Introductory remarks.
Verleger begins his target article by promising to "clarify what psychological process is associated
with the P300 comlponen. His clarification consiuts of the sugeston tham

P3s am evoked by stimuli which am awaited when subjects am dealUing with repetidve. highly
snucu md, tasks. Effects on P3 can be modeled by for parameters: (1) Whether or not stimuli
match the expectncy for closing events. (2) The number of open epochs. (3) The degree of
capac y invested in the epoch (posdve camladon) (4) To degree of processing required by
the stimulus. (negative corrlation) (p. 2).6

This hardly seems to be the description of a psychological process as one oniunarily understands the
term. Vealeger is om alome in using "psychological process so loosely. There have ban many
claims in the lieranue associating P300, and other ERP components, with various psychological
concepts. The efforts range ftm identifying a description of antecedent conditions with psychologi-
cal concepts to rather grndiose attempts to associat P300 with such Slobel concepts a "astention"
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or "memory." It is important to be precise in describing such associations, in particular with regard
to the level of the concepts used.

2.3.2. The hierarchy of concepts

There is a hierrchy of descriptors of psychological processes and we claim that ERPs ae manifes-
tations of activitics related to an elementary level in this hierarchy. Descriptors of the highest level
ae terms such as motivation, emotion, memory and learning. these terms, indubitably psychologi-
cal, describe broad categories of interactions between the organism and the environment. The
nstaniation of any such function may call forth a diverse set of information processing activities.
These functions may accordingly require the activation of such "psychological" processes as
"choice," "recall," "decision," or "discrimination." Such descriptors refer to specific information-
processing functions each of which can be marwilled in the service of one or another of the runc.
ions described at the higher levels. Functions at the second level of the hierarchy require, in turn,

the use of more elementary functions such as "encoding" or "mismaxch detection." Descriptive
terms at all levels of the hierarchy refer to "psychological" processes.

A computer analogy may clarify the distinction 4 Assume that one can examine all the prog-ams in a
computer system over a period. It is clear tha these programs can be classified into different
categories such as: accounting packages, games, word processors, statistical programs, and so on.
This is a level of description that focuses on the function of the programs, the goals of the system as
it interacts with the user or the world. At this level of description all word processing programs can
be considered equivalent even though they may be quite different in their details.

Computer programs can also be discussed in a way that cuts across these goal oriented descriptions.
A lower level describes the functions that must be executed in the system - with no necessary corn-
rrutment to implementation. As illustrations consider acquire data, store data, detect errors, back up
data, invert matrix or produce graphic displays. The important point is that this class and the one just
above it are not congruent. That is. each of the higher levels uses subsystems of the lower kind.
Thus data may be acquired to subserve "accounting" or "dam management." The descriptions that
focus on the system's goals are orthogonal to the descriptions that focus on the actions the system
must perform to accomplish those goals. This is even truer for a still lower descriptive level refer-
ring to operations at the implcmentarional level (e.g. move index register I to the accumulator, or
release all I/O channels). (See also Anderson: "Methodologies for Studying Human Knowledge"
BBS 10(3) 1987.]

The analogy extends to descriptors of psychological processes in that ther are descriptors that refer
to the general class of goals used by the system. "anention" "memory" "love" and so forth ae in this
sense analogous to "accounting programs." At a lower level we have "psychological processes"
such as "encoding" and at an even lower level we may have elementary information processing
operations. It is not clear to which category of processes Verleger refers when he speaks of "psycho-
logical processes." It would seem. from his use of the term "expeca ncy. that he is referring to
"psychological processes" at the highest level of the hierarchy. Yet the dam on the endogenous com-
ponents of the ERP suggest that they are "related" to processes that an describable at an elementary
level of the hierarchy just discussed. Thus. we are not trying to "correllm" a brain wave with a high
level psychological process, as implied for example by Churchland (1986), but rather to ask whether
the brain wave, viewed as the scalp manifestation of information processing, does indeed behave in
the way the byproduct of such a processor would behave, given cer ain manipulations.

4 For Upose who are skpica aboU analogM to oMputn We not that we CM Uig thu coaper" merely to &us-
trwe the use of diffaeng dascriveY levels When discussing an Ufinflhnrdi procesing SFYs.
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It may be argued that the study of byproducts is of no inhe=nt interest. This is a shortsigted view.
We suggest that as long as there is a valid relaton between the process of interest and its measurable
byproducts. what maters is the degree to which the measurements can be placed at the service of
interesung theoretical questions. Consider, for example, the elecrorednogram (ERG). Although
clearly the byproduct of an ancillary process, the ERG is evidently a manifestation of the acivation
of the retina. The function it manifests is the processing of the light paerns tha fall on the retina. I
is thus a cical component of the visual system. One may find, upon study, that ERGs are elicited
when one directs one's gaze with love at one target and with hate at another. This does not mean
that the ERG is "psychologically meaningless." It means radhr that the psychological process mani-
fested by the ERG is more elementary than "love" and "bate" in the sense that the function in which
it participates, namely, "vision," may be involved in both of these higher level psychological
processes.
We have examined in detail the nature of the enterprise in which we are engaged as we theorize
about the P300 because Verieger is atrbutng to us an agenda we eschew. This error distorts his
reading of the Literature and focuses his anention on trivialities. He seems to be persuaded tha the
ask we have undertaken is to identify a high level concept such as "surprise" or 'expectancy" or
"memory" with the components. He then seeks out evidence that would be relevant to the demons-
trations he feels we ought to be conducung. He then atacks the vaLidity of the evidence, thereby
missing the most important corollary of the emphasis on the search for the functional significance of
the component. namely, the emphasis on the consequences of the component rather than on its
antecedents.

2.4. The search for consequences
The concern with the consequences of ERP components is a crucial disnction between our
approach and Verleger's. Th issue concerns the process by which one validates theoretcal user-
nons about an ERP component. It would appear that for Verlcger the prime criterion for evaluadng a
Eheory is the post-hoc plausibility of the generalizations one makes about the antecedent conditions.
This is evident from his treatent of (his construal of) the context updating mod l and from the way
he supports his own model. Consider, for example, his u'eavant of the "Update" model, which he
summarizes as foLlows:

"Each stmulus has its representation (''acei') in wodng memory, which decays over mtie.
After stmulus evaluaton, the tre of the presented stimulus is updated to its optmal upper-
Limit value and it is this updacng that is redected by P3. If the most recent presentaton of the
present stiuilus was n too long ago, then the amount of updating required is small, and so is
P3. But. if dha presentation was nm too recent, then the amount of updating, and likewise the
P3, has to be larger." (p. 4)

Ignore for the moment the fact that we have never implied that the P300 is a manifestation of the
updating of specific memory traceLs. It is interesting to examine how Verleger evaluates the evi-
dence he sees as relevant to this version of context updating.
Verleger accepts two studies as "direct w of the hypothesis' In on Klein, Cole and Donchin
(1984) reported that subjects with perfect pitch do not produce a 0 in an auditory oddball5 tsk

SThe m-m o ddt" " pp to al t&m whnch mdy te (oUawing cwvio (a) Tim suba is pmmcnd wih a
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The other is the series of studies of the von Resorf effea published by Karis, Fabiani and Doachin
(1984), and Fabiani. Kazis and Donchin (1986). It is instructive to note the discrepancy between the
actual reports of these studies and the way they a t described by Verleger. Of the Klein et al study
Verleger says that the investigators "presented two go/no-go tasks to control subjects and to music
students who could identify the absolute pitches of tones (p. 5)" It is not merely a quibble to point
out that Verleger's implication that the control subjects were not music students is not consistent
with the report by Klein ct al that "All subjects were students of music at the University of Illinois
(p. 1306)" Neither is it a quibble to note that the subject's self report of their ability to make abso-
lute judgments of pitch was not the sole criu:rion for the results reported. In fact, all subjects were
tested for their ability to name tones. The amplitude of the P300 was negatively correlased (r --.63)
with their actual performance on the Lockhead and Byrd test (1981) regardless of their self percep-
tion of their skill as perceivers of absolute pitch. These correlations are presented in Table I of Klein
ec al (page 1306). Of course, had Verleger not ignored these crucial details, he might have been less
inclined to propose that Klein cc al's results can be explained by a difference in motivation between
contol subjects and AP subjects ("who probably knew that they were selected because of their spe-
cial skills. (p. 5))" It should be noted that Ebner, Schutz and Lucking (1986) report a successful
replication of the Klein et al. study.
Verleger's presentation of Karis ct al's and Fabiani et al's findings is similarly inaccurate. The focus
of the study by Karis ct a! was the relation between the amplitude of P300 and recall in the context
of the Von Restorff paradigm. The interesting aspecqt of the paradigm is chat a subject is not
presented merely with a "list of words," as Verleger states it, but rather with a list of words some of
whose members are deviant from the rest of the list. The recall of such "isolates" is enhanced, as
reported by von Restorff (1933). KAris et al's abstrac describes the actual results as follows:

"there were strong relationships between the Von Resnorff effect, over all recall performance,
mnemonic strategies, and the association between components of the ERP and recall per'or-
mance. The overall recall performance of subjects who reported simple (rote) stratgies was
low, but they showed a high Von Restorff effect. For these subjects the amplitude of P300 eli-
cited by words during initial presentation predicted later recall In conwast, subjects who
reported complex mnemoric strategies remembered a high percentge of words and did not
show a von Restorif effect. For thes subjects P300 did not predict Later recall, although a'slow wave' component of the ERP did (p. 177)."

This pattern of results provides striking support for the "context updating" model as we construe it.
It is conceivable that others, Verleger included, will not be as persuaded as we *a by these dam, but
it would seem incumbent on anyone commenting on the study to consider the data as reported rather
than a rather selective and inaccurae simplification.
We will return to the specifics of these studies later as we examine the evidence for the context
updating model However, we note here that in his analysis of what he calls "direct evidence" for
"Update," Verlcger is primarily concerned with the degree to which the studies demonstrate that
manipulations of "working memory traces" affect the F300. This tendency is even more apparent in
his discussion of the "indirect evidence." Verleger enumerates a series of topics relating to changes
in 300 amplitudes in different experimental conditions. Thus he notes, inter "Li, that "Sequence
effects are flexible," and that "Probability might affect P3 independently of seque9 ce" or ta "There
is a target effect." All these assenczes are correct enough. As a substantial portidn of the data base
he adduces derives from work conducted in our laboratory we are quite content to accept the vali-
dity of the empirical claims. But, unlik Verleger, we find all these data consistent with the context

gecaL the r'u the evw, the lugr the P300 it eicits ( John.soa md Doachin 1977). Howcva. it has ben
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updating model as we construe it. We would not adduce them as conclusive evidence for the model.
however, because the data cited by Verleger invariably involve statements about the antecedent con-
ditions, and the relations of these to the theomy is necessarily post-hoc.

The srucrure of Verieger's argument appears to be the following. A model of the information pro-
cessing system is constucted in the form of a block diagram (see Verieger's Fig 2. p. 4). The data
on P'300 are thn considered and an association between the P300 and some element in the (essen-
tialy strucrur) model is derived. The data considered in forming the association between the
model and we P300 are assertions about antecedent conditions. In this phase of theorizing one seeks
a plausible account of the known dam which would integrae them as fully as possible in a reason-
able model of the human inrormaton processing system. This is fine, except that it is entirely circu-
lar for data that were used in forming the model to serve as evidence for the model After all. if the
model was created because it provided a plausible account of the antecedent conditions tien any
assessment of the model against these data tests nothing more than the theorist's flair for plausible
post hoc explanations.
Theory in psychophysiology, to the extent that it vennes ideas about the functional significance of
a component, must seek its validation in its predictive power rather than in its post-hoc plausibility.
This predictive power can be tested because assertions about the functional significnce of com-
ponents ought to generate testable predictions about the consequences of the components. Posner
appears to have been the first to note the need to focus on "consequences" in psychophysiological
theory. In the proceedings of a conference held in 1973, he is quoted as remarking (in speaking of
the P300) that '"We should be able to describe the consequences of its use" (McCallum and Knot
1976, p. 224). The concept of the 'consequences' of the use of an ERP component derives from
viewing the component as a manifestation of an elementary processing function. As Donchin et al
(1986b) put ic

"We assume tha the consistency displayed by an ERP component in its relation to experimen-
al manipulations is due to the fact that the activity it manifests is generated by the invocation

of a distinct component of the informaion-processing system. A description of the component
- if it is to bear meaning for the cognitive scientist - must identify the transformanons that the
algoruhmic component. or the "subroutine" performs. (p. 247)w

The metaphor of the "subroutine" is important here. Subroutines (these days the metaphor of choice
might have been the "procedure" or "production') are information processing entities that can per-
form a function in the service of a diverse array of higher level programs. The programs calling the
subroutine may bear no resemblance to each other except that at one time or another they require the
service performed by the subrnutne. The inerpretation of P300 as a "gereml purpose processor" by
Donchin. Kubovy. Kuta. Johnson, and Heming (1973) was an attempt to cope with the bewildering
diversity of cumstances in which the P300 can be elicited. 6 By 1973 a parl lting of the cir-
cumstances under which P300 can be elicited would have included stimuli that resolve uncertainty
(Sutton et al 1965); stimuli that are task relevant (Donchin and Cohen 1967); subsets of stimuli used
in a signal detection paradigm (HMlyard Squires, Bauer and Lindsey 1971), or any firs stimulus in a
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series, even if it carries no significance (Ritter, Vaughan, and Costa 1968).
Much of the theoretical effort at the time was directed at indenifying an overarching concept that
would subsume this broad range of conditions. The task has proven unwieldy and virtually every
attempt to solve the problem has left part of the observations unexplained. It was in this context that
Donchin et al (1973) suggested that rather than calling for an explanatory concept at the highest
level of the hierarchy of concepts it may be useful to assume that the P300 is a manifestation of an
entiry whose place in the hierarchy is much lower;, this would be consistent with its apparent mul-
tipurpose nature.
Information processors are defined by the transformations they perform on information. They have
inputs and outputs and their functional description must specify the transformation that has been
applied to the input to generate the output. This is the description we seek of the processes underly.
ing ERP components. It is cntical to understand that the ERP itself is not the output of tha process.
Like the whirring noise in our previous example, the ERP is a byproduct of the activity of the pro-
cessor which we can use as an index. The implications of the view that the ERP is not the principal
output of the processor underlying it were stated by Donchin cc al (1986) as follows:

"If the ERP is not the critical output of the subroutine, then it is cleat that a description of the
relationship between the variables that control amibutes of the subroutine can not in itself con-
stirutc an adequate description of the subroutine. The transformations we seek to describe are
between the proper inputs and the proper outputs of the subroutine. Therefore the study of the
antecedent conditions can only provide clues from which one must derive hypotheses regard-
ing the functional significance of the routine. These hypotheses must be stated in terms of the
effect the activation of the subroutine has on the recipients of its output. Cearly, to be of value
the output of a processor must act as input to some other stage of the system. (p. 247)"

The emphasis on the study of the consequences of the component is a direct corollary of this
approach. If the ERP manifests an information processor and indexes its utilization, and if we have a
notion of what the transformations are which the processor performs, then we ought to be able to
predict what would happen after the activation of the processor as a function of its degree of activa-
non. The clearer our hypothesis about the component's function the clearer the predictions and the
sharper the test of the model.

3. The Antecedent conditions for the P300

3.L Interim summary
To summarize the ideas presented thus far we note that:
(1) We assume that the P300 is a manifestation on the scalp of brain activiy that performs a

specific information processing function. The activity may occur in a number of different smitc-
mures concurrently, in a complex pattern.

(2) We assume that the brain activity in question implements some ansformation on information
tha can be described in terms of a model of human information processing (a "cognitive"
model). The P300 may well be the byproduct of a process ancillary to the underlying function.
Thus, there may be two distnc explanatry burdens, only one concerned with the principal
function manifested by the processes of which the P300 is a componenL

(3) Theorizing about an ERP component consists of specifying candidate functional roles
(specified as ransformations of information). These theories must be able to predict the
"consequences" of an ERP component. The theories are tested by the degree to which these
predictions are confirmed.

(4) There is, of course, the need to ensure that measures of the ER components arm reliable and
valid. This is a difficult but not an impossible task and in this precommentary we will assume



that the methodological problems are surmountable. For detailed discussions of the methodol-
ogy see Fabiam ct al (in press), CoLes Granon, Kramer and Miller (1986). Glaser and Ructi~n

1976).
(5) Hypotheses about the functional role of the activity manifested by a component must be

denved from studies of its antecedent conditions. We will therefore begin our presentation of
the context updating model with a review of what is known about the antecedent conditions of
the P300.

3.2. Event Probability and the P300

3.2.1. On the difference between observation and interpretation
Two contradictory assertons can be made. First. we note that it is neither necessary nor sufficient
for an event to be the rare member of a task-relevant Bernoulli sequence for it to elicit a P300. We
immediately note that this caveaz notwithstanding, the evidence is overwhelming that in the main
the rarer the event the more Likely it is to elicit a P300. Furthermore. the amplitude o" the P300 eli-
cited by such rare events will be inversely related to the probability of the evenL Both statements are
supported by a considerable body of daa and both seem to be accepted by Verleger. A number of
authors have thoroughly documented the relationship (for a recent review see Johnson, in press). It
would be useful, however. to comment on the way these dat have accumulated with particular
attention to those aspects which relate to Verleger's discussion of the role of "expectancy."
One of the difficulties in assessing the effect of event probability on the P300 is that investigators
have not always distinguished between statements about the manipulations which are directly under
the investigators' control, and statements that interpret the manipulations in terms oi psychological
constructs. The story is made even more complicated because, as Sutton (1969) has noted, it is how
subjects exercise their options that, determies how fully the experimenter controls the independent
variables. The problem appeared with the very firnt paper in which the P300 was reported by Sutton
ct al (1965). The results of that classic experiment are summarized by the assertion that P300 is eli-
cited by stimuli which "resolve the subject's uncertainty." However, it is only inferred that the
subject's "uncertainty" was manipulated. What was directly under Sutton's control was the extent to
which subjects were informed in advance which stimulus would be presented. Subjects were also
instructed to predict the next stimulus. It is entirely accurate, therefore, to report that "when sub.
jects are not informed m advance which of the two possible stimuli will occur, and they have
predicted one or the other. the ultimate appearance of the event will elicit a P300."
It is plausible, but not self evident, that subjects were uncertain as to which stimulus would occur
and hence that the occurrence of the stimulus did resolve the unceauinty. However, a number of
assumptions that go beyond a report of the investigator's actions are made when the concept of
'uncertainty" is invoked. It is assumed, for example, chat the subjects do indeed monitor the series,
maintain a memory of their predictions, and attend to the stimuli so chat their uncertainty can be
resolved. Whether or not such assumptions ame valid depends on the effectiveness with which the
investigator has controlled the experimental environment. Furthermort, it is incument on the inves-
tigator to provide evidence that such control has been exerci&eA. (We do no question Sutton et al's
interpretation as they did exemcise the necessary controls.)
To the extent one reviews the relationship between P300 amplitude and speific expermental mani-
pulations, the pattern of results is consistent and repLicable acoss many l rtories. On the other
hand. when results are recast in tams of explanatory psychological cosrm such as "uncertainty,"
.surprise" or "expectancy," controversy arises, and it does so largely because the constue used am
not consensualy defined. Verieger. for example, while acepting the validity of most mlevant data.
proceeds to argue that it is not necessary that stimuli be "unexpected" for them to elicit a P300. We
will examine the specifics of this argument. But, it would be useful to bei with an examination of

____LI
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how the term "expectancy" was used by the Donchin and his colleagues.

3.2.2. Prior Probability and the P300
In a wide array of circumstances (though by no means in all), manipulating the probability of an
attended event (a "task relevant" event) will affect the amplitude of the P300 elicited by the event.
True, in their original experiments Sutton's group made the wo events in the series equiprobable
and varied the information the subject had about the next evenL However, Sutton used the phrase
"resolution of uncertainty" in the formal information-theoretic sense. There, resolution of uncer-
tainty is synonymous with "delivery of information," and information is considered a function of the
probabilities of the different "messages." Thus, it was nanural to examine the effect that variation of
the relative probabilities of the events would have on P300 amplitude. In subsequent work (e.g Tuet-
ing, Sutton and Zubin 1970; Friedman. Hakerem. Sutton and Flciss 1973), the probability with
which events occurred was varied and the amplitude of the P300 was again shown to be inversely
related to the probability of the eliciting evenL. A parametic study of the odd-ball paradigm by
Duncan-Johnson and Donchin (1977). using a larger number of probabilities, demonswated a mono-
tonic, inverse, relationship between P300 amplitude and stimulus probability. (See Donchin 1979,
and Sutton 1979, for reports of the status of the issue as it stood in 1977; Campbell, Courchesne,
Picton and Squires, 1979, provide a review from a somewhat different vantage point which arrives
at the same conclusions.)

3.2.3. The role of subjective probability
It is important to note, however, that in many of the studies considered relevant to the "probability"
or "expectancy" issue what is being controlled is not the prior probability, defined by the sequence
generating rules used by the experimenter, but rather the degree to which the event is likely from the
subject's point of view. Horst. Johnson and Donchin (1980), for example, recorded the P300 while
subjects were engaged in a "paired associates" learning task. In each series of nials the subject was
expected to learn which nonsense syllable (tditionally labeled a CVC for Consonant-Vowel- Con-
sonant) must be produced in response to a CVC presented by the computer. On each trial the sub-
ject responded with a CVC and the computer then indicated which CVC would have been the
correct response on that vial. These feedback presentations are referred to as the "response" CVCs
by Horst et 31. The P300 elicited by these CVCs was their object of study.
As the pairings of the CVCs was entirely arbinary, the subject had to learn the correct response by
observing the response CVCs. Initially, the subject's own responses were almost entirely erroneous,
but as the trials progressed, subjects did learn the pairings, and their responses became almost
entirely accurate. Thus, during the early phases of learning the response CVC almost always indi-
cated that the subject had erred. whereas in the latter stages the response almost always indicated
that the subject was right. Note that no particular CVC was presented frequently, yet the absolute
probability of a given CVC did not predic its amplitude. One might be tempted to predict that the
P300 would vary with the degree to which the CVC indicated whether or not the subject had erred,
but this was not the case. It turns out that the amplitude of the P300 was determined by the interac-
ion between the subject's confidence in the correctness of the response and the actual outcome of
the mial.
Horst et al required the subjects to report their confidence before each response CVC appeared. The
confidence ratings were analyzed in great detail and were normalized so that each subject's use of
the confidence scale was taken into account in the analysis. The results were summarized as follows:

"Our data indicate that the amplitude of the P300 elicited by the outcome and the subject's
expectancy concerning this outcome. Neither confidence by itself nor whether the "response"
CVC confirmed or disconfirned the subject's three-letter mesponse accounted for the variance
in P300. Rather, P300 amplitude depended on the degree to which the outcome of each trial
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was unexpected. The lower the subjective probability assigned to the outcome, the Larger was
the elicited P300. These data thus strengthen the claim that P300 amplitude is dependent on the
subjective probability associated with the ERP-elicing even.L (p. 483)"

Note da the term "unexpected" is defined operationally in terms of the discrepancy between the
suojects' reports of their confidence and the actual outcome of the tiaJ. The observed relationship
between P300 amplitude and the interactive relationship between outcome and confidence is an
empirical inding whose validity depends on how competently the experiment was conducted. Once
we speak of "subjective probability," which in the papers published by Donchin and his colleagues
between 1970 and 1980 was taken to be synonymous with "expectancy,* we enter the realm of
interpretation. The term "expectancy" was defined by Squires, K.C., Wickens. C. D.. Squires, N.M,
and Donchin. E. (1976) as referring to a hypothetical constuct that accounted for their observation
that even though the probability of events predicted the amplitude of P300 when measured from the
ERP averaged over trials. there was substantial variability in die amplitude across trials. Much of
this variance (78%) could be accounted for by assuming that P300 is an inverse function of "expec-
tancy and that this expectancy varies according to a three component model which combines an
exponentially decaying memory with the prior probability of events and with the effect of altm-ea-
ing sequences. A critical implication of this model has been that it is the "subjective" rather than the
prior probability that determines the amplitude of P300. It is to test this hypothesis that Horst ct I
reasured the interaction between subjects' confidence and actual events. They present their
interpretation of the results as follows:

"Our notion of subjective probability implies that subjects apply their knowledge about a given
situation to form differential expectancies (subjective probabilities) for the various events that
might occur. Thesw expectancies. being derived from external information that is filtered by
subjects' perceptual biases, stored in a fallible memory, and tainted by the individual's predi-
lections, ar "subjective" in that they need not accurately reflect the objective probabilities with
which events occur...Informaion processing triggered by the occurrence of an event is affected
by the expectancy associated with that event An aspect of the processing invoked by unex-
pected events is reflected in P300 amplitude p. 484).

We dwell on the Horstc t al study because it receives detailed attention from Veregr, who begins
by scating that

"Another line of evidence frequently quoted in support of the claim that P3 reflects surprise is
that disconfirming feedback evoked larger P3s than confirming feedback (Squires at al 1973:
Horst t al 1980; De Swam, Kok and Das Smaal. 1981). p. 12"

This is a very partial and therefore quite misleading summary of all three studies. In the case of
Horsteat al (1980). it is patently incorrect. because them investigators clearly denied an exclusive
relationship between the status of the stimulus as a confirming or disconfirming event. Rather, they
attempted to measur directly the subject's expectations for confirmations and disconflrmarons and
reported that both confrming and disconfirming feedback will at times elicit a large P300 and at
other times a small one depending on the subject's level of confidenice. Horst at al's analysis is quite
detailed. It may not be entirely persuasive and it is always possible tha ther are flaws in it and in
the assumptions that underie it. We would welcome a valid critique of these analysts, but that is not
what Verleger's eoneous description seems to represent.

In a subsequent reference to Horm at &1 (1980). Varleger uses a sturegy he employs elsewhere in his
target article, Instead of dealig with the reported daus, he surmises what subjects may have ima-
gined while participating in the experiment. His language is instructve, as it i1u1ue the level of
his critical analysis of empirical data,

'In the Horst at al study, four of the six subjects were experienced, and all subjects were
insructed 'We want to correlate your confidence rating with your brain waves.' In concLusion.
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subjects could easily have imagined or even known exactly which outcomes were the object of
the study, so that they expected those outcomes with greater intresL p. 13"

This interpretation is clearly at variance with the data. It is entirely unclear how the subjects' imagi-
nanon could have controlled the outcomes with such precision when the subjects could not possibly
know until they learned the correct pairings which outcomes to expect. Perhaps Verleger is implying
here that the subjects were mo interested in outcomes that violated their predictions, but this is
unlikely because the outcome per se did not determine the P300 amplitude. Rather, it was the
interaction between outcome and confidence that was the controlling variable. Furthermore, Ver-
leger fails to deal seriously with the very detailed trial to trial analysis conducted by Horst et al. He
likewise ignores the complex pattern of results reported by Squires et al (1973), focusing instead on
the fact that the experimenters served as subjects. He also fails to take into account the very many
replications of the signal detection work which followed that seminal experiment and which repeat-
edly found the pattern of results (see, for example, Campbell et al 1979; Hillyard et al 1971).

3.2.4. The role of Expectancy
It would appear then that the effect of "expectancy" on the amplitude of the P300 cannot be denied
if "expectancy" operationally defines describes the conditions of stimulation and their interactions
with the instructions to the subject. This does not mean that the relationship will hold for every con-
sn'ual of the term "expectancy" as a psychological construct. Such const-uals must be made in the
constraints of a psychological theory and their validity has to be tested by their predictive power
rather than by their apparent post-hoc plausibility or implausibility.
It is also important to emphasize that at no time did we assert that the subjective probability associ-
ated with events is the sole determinant of P300 amplitude. Indeed. it became evident quite early
(Donchin and Cohen 1967) that whereas to a first approximation P300 amplitude was strongly
affected by the rarity of the eliciting event, it was not possible to account for all its variance merely
by specifying the prior probability of the eliciting stimuli The need to go beyond "objective" or
prior probabilities became evident with the discovery of the effects of the preceding stimulus
sequence on the P300, first reported by Squires et al (1976).
As Verleger pays much attention to these data, it is worth reminding the reader what Squires et al
reported: The amplitude of P300. when examined in a Bernoulli series governed by prior probability
P. varies as a function of the sequence of stimuli presented on the preceding trials. When plotted as
a "tree," these sequential effects mimicked the sequential effects often observed in reaction times
(Falmagne 1965; Audley 1973). Squires ct al suggested that the variable which controls the ampli-
tude of P300 is the subjective probability, rather than the prior probability of events. They proposed
that this subjective probability, or "expectancy," varies as a function of a decaying memory for each
stimulus in the series. the global probability P and an "alternation" factor that was required to
account for unique responses to stimuli that immediately followed an alternating pattem. The model
has proved quite powerful and, as Verleger notes, the results have been widely replicated.
Squires. Petuchowsky, S., Wickens, C. D. and Donchin, E. (1977), demonstrated that the sequential
effects appear in both visual and auditory oddball series and that the model presented by Squires et
al (1976) accounts for the results in both modalities provided one takes into account their differen-
tal decay rues. Duncan-Johnson and Donchin (1977) reported that sequence effects are additive
with the effects of prior probability. Johnson and Donchin (1980) demonstrated that when the sub-
ject counts one of three equally probable stimuli the two uncounted stimuli enter the sequence with
the probability of their category (i.e. P (uncounted) = .66). We could'multiply such details from our
laboratory and those of others. The story that emerges is rather complex, but the complexity in no
way justifies Verleger's assertion that "Limits were reported on the validity of these findings (p. 4)"
Perhaps Verleger is not quite precise in his use of the word "validity." If he means "generality," we
are surely in agreement. Clearly, the sequential effects will be observed only if the circumstances



ame appropriate and it is very importnt to specify these limits. However, the existence of these Jim-
its does not redect on the validity of the findings.
To consider one example of such limits: Verleger cites the finding by Duncan-Johnson and Donchin
(1982) that "sequence effects were eliminated when a warning signal ws inepersed that allowed
for predicting the next stimulus above chance level p. 6)." This is not quite an accae report of
Duncan-Johnson and Donchin's results. The study presented subjects with an oddball task in which
each of the stimuli in the series was preceded by a warning stimulus in all experimental conditions.
However, in some senes the warning stimulus provided no information about the probability with
which the imperative stimulus on that trial would occur. These series are contasted with series in
which each warning stimulus provided information about the probability distributon of the impera-
ave stimuli. In other words, in some series the sequence of stimuli was the subjects' sole source of
iaformaton about the probability dismbucions: in others the sequence carried no such information
because the distribution was determined afresh by each warning stimulus on each triaL Note that the
structure o" the sequence and the prior probabilities (over the entire series) were the same in both
series.
The experiment in question was designed to test the hypothesis that the sequential effects are
observed because the subjects are exractng information about the probability of events in the
envunment from the preceding sequence. The dam demonstrated thai stimuli do indeed affect the
P300 elicited by a succeeding event if, and only if, the subject has no other source of information
about the probabilities. This appeared to support rather nicely the model presented by Squires Ct 31
(1976), and enhanced, rather than cast doubt on, the validity of the basic observations on the sequen-
tial effects. Furthermore, the results are quite consistent with the suggestion that the P300 is a man-
ifestation of a process involved in the maintenance of a model of the environment. The "flexibility"
of the effect can be construed as damaging to the context updating model only in the framework of
the model which Verleger labels "Update." If P300 requires (as VeLeger implies we suggested) the
updaing of specific aes in a buffer - an updatng with no relationship to a larger purpose - then
indeed the relationship should show no flexibility. But. as will be seen below, and as should be evi-
dent from the literature, "Update" is really just a cancatur of our model.

3.3. Task Relevance
Even though the effect of subjective probability discussed is powerful and has received a prominent
share of investigative attention it was quite evident from the earliest st dies that at least one other
factor must be taken into account, namely. "task relevance." The simplest demonstration of this fact
is the observation that no P300 is elicited when subjects "ignore" the very same series of events
whose rare members elicit a large P300 when they attend to the events. For example, in the case of
the the ERPs elicited by the stimuli used by Duncan-Johmson and Donchin (1977) when their sub-
jects were solving a word puzzle, virtually no P300s are elicited by the rare events. Yet these very
same stimuli, when counted, elicit large P300s. As Verieger states by way of a critique, There is a
target effect. (p. 6)." On this we agree. But what is difficult to see is how this observation, which we
consider a cridcal element in the evidence for the context updating model, is used by Verleger in
support of his negative view.
The sensitivity of P300 amplitude to the allocaion of the subject's resources to the task in which the
eliciting stimuli are embedded has been examined by Donchin and his colleagues in an extensive
series of studies attempting to develop a measure of menal workload based on the amplitude of
P300 (Donchin et al 1986a. Gopher and Donchin 1986). The straely in most of thew experiments
has been to require subjects to perform the oddball task concurrently with another "primary" task
whose demands on their anentional msources could be varied. TM mults, most of which am
ignored by Verleger, have been rather consistent. The more demanding the primary task, the lower
:he amplitude of P300 elicited by the concurrntly presented oddball stimuli (see also Rdskr 1983).
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Here again. upon careful examinaton the pattern of results proves rather specifc. Not every
increase in demand by the primary task has an effect on the P300 that is elicited by secondary task
stmuli. tsteal. Wickens. Chemey and Donchin (1980), have shown that to be effective the demands
must be concentrated in the perceptual domain. At least. it was clear ftm their daa that increasing
the motor demands of the primary task does not affect P300. Kramer, Wlckens and Donchin (1985)
examined the nature of the resources which must be in demand for an effect to be observed they
have shown Lhat the interactions can be connolled by manipulating the relanonship in visual space
between the stimuli asociated with the two tasks.
The general implication of these data is that the processing of which P300 is a manifestation is sen-
sicive to the use of a limited capacity system which can be deployed in the service of one task or
another. Strong evidence in support of this suggeston was provided by Wickens, Kramer, Vanasse
andi Donchin (1983) see also Sirevuag, Kramer, Coles and Donchin 1986), who measured con-
currently the P300s associated with both the primary and the secondary task. It tmns out that as the
difficulty of the primary task is increased the amplitude of these P300s changes in a reciprocal
fashion. That is, whereas P300s associated with the secondary task decrease in amplitude, the ?300s
associated with the primary task increase. The sum of the two concurrently recorded P300s was con-
stant over the range of difficulties used for the primary task.
As the data have been reviewed in detail elsewhere, and as they received but little of Valeger's
attention, we will not examine the effect of task relevance in further detail. Suffice it o note that one
cannot provide a satisfactory account of the antecedent conditions for P300 without considering task
relevance. An important analysis of the interaction between probability and task relevance has been
provided by Johnson (in press), who reviews the evidence for a multiplicative relatonship between
these variables. Johnson's review highlights the fact that task relevance operates only to the extent
that the subject extracts the relevant information from the stimulus. He suggests that the meaningful-
ness of the stimulus - that is, its task relevance defined externally to the subject - can only operate
to the extent mriat the subject exracts the necessary data. This is an extension of Ruchkin and
Sutton's (1978) observanon that "equivocation" will reduce the amplitude of P300.
This well taken point notes that it is "subjective" task relevance, just as it is "subjective" probability,
that is the crical variable. In other words, the locus of the effects we are studying is the subject's
mind (or brain) rather than the apparatus that generates the experimental conditions. Probability is
fiteared by the subject's concept of the probability of events and information is effective only to the
extent that it is retieved. processed and used. This view is highly consistent with our view of P300
as the manifestaton of procesing which is very sensitive to the cognitive operations elicited by
events when subjects pcrfrom certain tasks. Any view as narrow as "Update," or "Expect" in the
form enunciated by Verieger is necessarily implausible.

3.4. The Latency of P300
Whereas the information about the effects of probability and task relevance that we discussed above
played a cTitical role in the development of our interpretaion of the P300, a dif-.cent body of dama
one to which Verlega pays little anention, served as the key element in the deveopment of the con-
text updating modeL This is an extensive literat cocernod with the latency of the P300. The
interest in this problem was triggered by the obvious disoiacion between reaco dm and P300
latency. Here again, the empirical dam an clear, but their interpretatio has been coenoversiaL

In 1987 it may be diffcut to recall that the dssociation between the lency of the P300 and Mac-
don time was at one tme considered a major impediment to the inte'pcreton of the component.
Donchin et al (1978), Donchin (1984) and TuetLng (1978) review the issue. Ther were two central
concern. First. conflictng data have been presented about the correlation between P300 latency
and RT. Rica et al (1972), showed quite convincingly that the two variablea, when taken on a tial
by trial basis, am positively correlated. Other investgators, however, failed to observe the
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correlation.
A second problem was the general expectation that P300 would precede the reaction. This expecta-
ton was based on the notion that processing begins with a stimulus and ends with a response. If
F300 (so went the argument) is a "correlate" of infornanon processing, it must take place before the
response. or else one would have to say that it cannot reflect processing, because all processing was
presumed to precede the response.

Both of these difficulties led Donchin (1979, see also Tuedng 1978), to suggest that it may be best
to:

"postulate the existence of multiple, parallel processors, contiually active. Stmuli impinge on
this stream of processing and modulate and activate in different ways this complex matrix.
Multiple responses are evoked by a given stimulus. Some with immediate consequences, others
will not be manifested for some dime, exercising their effect through changes in the subject's
strategies rather than through their effects on the immediate responses. If P300 is associated
with processes that are more related to suategic rather than to tactcal information processing.
then the degree to which it('s latency) correlates with RT will depend on the strategies the sub-
ject tend to adopt. A dissociation between RT and P300 latency becomes, in this context., far
more interesting than associations between these variables. (Donchin 1984, p. 114)"

These assertions were presented concurrently with evidence reported by Kurus, McCarthy and Don-
chin (1977) that the correlation between P300 latency and RT varies with the level of accuracy
demanded of a subject. This msult is hardly surprising. If P300 is elicited by an event as a function
of the category to which that event is assigned then P300 will be elicited only after categorizaton
and this latency would be proportional to categorization time. The oven reactons whose tine is
measured may or may not be elicited on the basis of a full analysis of the stimulus. The prevalence
of fastguesses when speed of reacton is stressed is well known.
Thus, the variance in RT is affected by many factors. Only a subset of these factors affects the
latency of P300. A saildng confirmation was provided by Renault and his coworkers (Ragot and
Renault 1981), who found., in a choice RT task, that when subjects respond with their hands crossed
their RTs are greatly increased. This source of a substantial portion of the variance in RT had no
effect whatsoever on the latency of the P300. These data confirmed the proposal made by Kutas ct al
(1977) and by McCarthy and Donchin (1981) that P300 latency is insensitive to variables related to
the execution of the response-
The pattern of the relationship between RT and P300 latency has been reviewed in detail elsewhere
(see Hillyard and Kutas 1983; Duncan- Johnson and Donchin (1977). Donchin et al (1986b); and for
more recent work extending this approach and combining it with studies of response preparaton,
see Coles and Gratton 1986; Gnnon, Coles, Sirevug. Eriksen and Donchin, in press). For our
present purpose it is sufficienzs to note one critical implication of these data, namely, that the pro-
cessing manifested by the P300 is apparently not necessary for the execution of the overt respones
the subject must make to the stimulus. On occasion, especially when subjects are accurate, the
responses are delayed with respect to P300 and the correlation between P300 latency and RT
increases (see Kutas et al 1977 as wel as Coles, Grunon, Bashom, Eriksen and Donchin, 1985). In
other words, when the variatwe in RT is shared with the varunce in P300 latency, the correlation
between these two measures will be positive and fairly Ige. But, in the main a dissociation
between these two measures is observed frequently, suggesting that oven responses can be emitted
without awaiting the processing manifested by the P300. It is these dam that suggest most power-
fully that the P300 is a manifeation of processing used in maintaining our model of the environ-
menL
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4. The context updaclng Model

4.1. Summary of preceding argument
The task we undertake, as we outine the context updating model has been well summanzed by
Ro'skr (1983),

'To make progress towards dnding an exact definition of the functional state indicated by
P300, one has to do something more than just manipulate input, context or output vanables.
Therefore, the additional step is to abstrac from the directly observed v-ziables and the partic-
ular experimental settngs one common 'denominator', an intervening variable processing con-
struct, which can be taken as the possible if one relies on another source of information besides
the directly observable facts. One must add some assumptions about the information process-
ing activities performed by the brain; in short, one must formulate, mor or less explicitly, a
cognitive theory. (p. 17)"

In the immediately preceding sections of this precommentary we oudined the "direcly observable
facts." Before we outline the "cognitive theory" that may account for these facts we briefly summar-
Lze those pieces of the puzzle we consider crucial to the evolution of our model
(1) The amplitude of P300 is controlled., in a multiplicative fashion, diectly by the task-relevance

of the eliciting event and inversely by the subjective probability of the event. We note hem that
even though Verleger argues that "P3s are not evoked by unexpected stimuli," his argument
consists of a conjectue about the psychological state of the subject. That is, Verleger is argu-
ing that rather than being surprised by the eliciting stimuli the subject is actually awaiting those
stmuli. There is very Little evidence, however, that would support speculations about the sub-
jects' state of mind at the time the eliciting stimuli am presented. The closest any one has come
to direcdy measuring the subjects' psychological stes in these experiments have been the
assessment of their confdence in their predictions, guesses or judgments (e.g. Hillyard et al
1971; Horit et al. 1980) and, as we noted above, these suggest that surprising events do elicit a
larger P300. However, whatever one concludes with respect to this issue, there is hardly room
for doubt concerning the smcy empirical assertion that, in a range of experimental parame-
tes, reducing the probability of an event will increase the amplitude of the P300 elicited by the
evenL This effect of probability is tempered by its multiplicative interaction with the effect of
ask-relevncC (Johnson, in press).

(2) Overt responses required of the subject on a given trial can be emitted prior to the appearance
of the P300. If the response reflect a discrimination among stimul, then responses emitted
prior to the appearance of the P300 me mor likely to be inaccurate. Th corelation between
the latency of the P300 and the RT. computed over trials, is not necessarily sigifcant. Thus,
different factors appear to control the varan in these two dependent measures. In other
words, the P300 is relatively decoupled from the wotr output the subject mus enerate in
response to the eliciting event.

(3) The P300 seems to manifest activity in a limited capacity system whose use in the service of
different tasks is under relative control by instuacuons. TheM is evidence that the cotl ampli.
aide of P300 in the presence of concurrent casks is constan

(4) The amplitude of P300 seems to be sensitive to the intavals between successive stimul One
can account for the sequenta effects in P300 ampliude by assuming that it is inversely pro-
portional to the decay of the representation established by preceding occurences of the elicit-
ing events. Furthermore, the ubiquitous effect of probability on the amplitude of the P300 in an
oddball paradigm is dastically reduced, if not eliminated, when the interval between events is
increased (HeIey, Wickens and Donchin, 1978. Fitzgerald and Picton 1981).
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4.2. The Model
As we proceed to develop a -cognitive" theory to identify the processing function manifested by the
P300 taking the above into account. we find the dissociaton between P300 latency and RT to be the
most compelling piece of the puzzle. It is a particularly important datum because it eliminates from
consideration the rather large class of information processing activities involved in selecting and
executing the overt response to the event which elicits the P300. The idea at the core of the context
updating model is that P300 is invoked in the service of "strategic" rather than "tactical" information
processing (Donchin et al 1978). According to the strategic/tactical distinction information is pro-
cessed in parallel interacting steams. The "tactical" stream is concerned with the processes that
select a specific set of responses at any instance, that is. it controls overt behavior in an immediate
sense: actions. The "strategic" stream is involved in the planning and control of behavior, such
things as the long term setting of priorities, the setting of biases, the mapping of probabilities on the
environment or the deployment of amention. These are merely ilustratons of the vast realm of
metacontrol processes that must be implemented as the infrastructural support of overt behavior.
The specific physical events occurring on a trial, be they stimuli or responses. serve as data for this
stream of processing. We suggest that the P300 is a manifestation of processes in the strategic
stream.
Note that the evidence pointing to such a meta-control role for the P300 is strong even though it
yields no clue to the specific function of the process of which the P300 is a byproduct. The key to
the puzzle contributed by the latency data is that it directs our attention to processes which are not
critical to the immediately executed response. Three aspects of the data supply this clue. First, the
latency of P300 often exceeds the RT. The obvious conclusion is that the process it manifests is not
a necessary condition for the emission of the response. Second, the correlation between P300
latency and RT depends on the level of accuracy the subject is striving to achieve. This suggests that
the elicitation of P300 depends on a more extensive extraction of information about the event and on
the processing of that informaton. Finally, we note that the latency of the P300 appears to be unaf-
fected by processes associated with the execution of the response (McCarthy and Donchin 1981).
This again suggests that the function manifested by the P300 is associated with the evaluation of
stimulL
When we use such words as "associated" or "reflects" in referring to the relationship between P300
and, say, "stimulus evaluation." we do not intend to imply that the P300 is in fact a byproduct of
stimulus evaluation. Such a suggestion would be inherently invalid because stimulus evaluation is
not a unitary processing entity but a multiplicity of processes. The dam on P300 latency allow a
choice between two classes of processing functions - those involved in the decoding and assessment
of information and those associated with the execution of overt responses. The P300 seems to be
independent of the later cawegory. It seems reasonable to assume that its function once identified
will belong to the former category, which we loosely label "stimulus evaluation." Additional sup-
port for this view comes from the studies of the behavior of P300 in dual-task studies. Isreal et al
(1980), as well as Kramer, W'ckens and Donchin (1983), have reported that to be effective in reduc-
ing the amplitude of the P300 elicited by secondary uAsktsmul th load of the primary task must be
increased in the perceptual rather than the motor domain. Thus, the general class of processes of
which the P300 is a manifesuaon probably involves a perceptual evaluation. The specific selection
in this category, however, must be made on the basis of additional dam. Once we accept P300 to be
associated with "strategic," future oriented, processing we must seek a more precise definition of the
specific process.

It is at this point that the fact that the P300 is often associated with events whose probabiUty is low
begins to affect our thinking. What function could one reasonably ascribe to a processor activated
by rare events, one whose amplitude is directly proportional to rarity? Two assumptions enter our
interpretation of these observations. Both are tenuous and are. justified largely by their plausibility
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and their heuristic value. The first assumption is the weakest link in out entire structue. It is that the
ampliude of the P300 is a mease of the extent to which the processor manfeed rby the P300 is
aicnvated. or "utilized." This assumption is basic to the ERP iem'aau'e and Verleger appears to
accept it. It must be admitted, however, thaz we have no direct physiological evidence for this or any
other inc rpnarlaon of changes in the amplitude of the P300. It is plausible to assume that the Larger
the potential the larger the voltages generating the field which is being recorded and that this size is
a measure of the activation of the tissue focm which we record. This. unfortunately, is not neces.
sarily the case as ALLison et al (1986) point OUL One hopes that the various anaempcis to identify the
intracranial sources of the P300 wigl provide daa that will allow an interpretation of changes in the
amplitude of the P300 (e.g. Halgren Stapleton, Smith and Altafullah 1986; Wood, McCarthy,
Squires, Vaughan. Woods, and McCallum 1984; Okada. Kaufman and Williamson 1983). For the
time being, however, we must admit that the assumption is entertained primarily for its heuristic
value and its merit must be evaluated according to its utility as a guide for funue research.?
The second assumption we make here is a cognitive one: A class of metacontrol processes is con-
cerned with maintaining a proper representation of the environment. The concept of a "model of the
environment" is of course not new. It has assumed many guises, ranging from the Sokolovian "neu.
.onal model" through contemporary notions of "schema" and "mental models" (Johnson-Laid
"983). (See also Kosslyn ct aL: "On the Demysticagion of Mental Imagery" 8S 2(4) 1979 and
Arbtib: "Levels of Modeling of Mechanisms of visually guided Behavior" BBS 10(3) 1987.1 There
are very meaningful differences among all these theoretical concepts. However, they have one gen-
eral idea in common, namely, that part of the totality of representations and skils potentially avail-
able to the organism at any am is in a state of heightened availability and that this high-availability
segment is sensitive to the conditions of the environment (the "context") and to the needs imposed
by the tasks at hand.

The idea that a model of the environment is used in evaluating incoming information and in select-
ing responses is quite common among cootive theorists. The level of detail with which such con-
cepts are presented varies and the specificity with which models ar articulated is also quite van.
able. However. it is really not critical at this stage to specify how the "contextual model" is imple-
rentel Although this is an interesting subject, we need not choose among the many candidates.
The only assumption we need to make is that, however the model is implemented, there must be
mechanisms that will maintain it as an accurate modeL No model (or schema) would be of any use
unless it was possible for it to adjust dynamically to the environment. When the "context" changes,
the model must be revised. A model lacking an updating component would be useless becau it
would fail to meet its most basic requirement, namely, that it should reflect the ongoing context. As
contexts are continually in flux. the model must undergo constant revisions. Novelty. surprise and
the occurrence of improbable events must somehow be integrated into it, either by revising its map-
ping of probabilities on the environment or by rejecting the importance of the event and remaining
unchanged.
The sensitivity of P300 to the probability of events adds pLausibility to the suggestion that it is asso-
ciated with maintaining the schema. Note chat whether the decisive fact is tt the stimulus is "Unex-
pected" or is that it is associated with "closum" makes no difference at this sage of the argp nt. In
either case we must hypothesize a functioal role for the mnifested process. We suggest that the
process will be one involved in the maintenance of the schem, or the model of the cu=nt contex.
This involves no comminenm about how this ga is achieved it leaves the details of the operation
unspecified. We note, however, the importance of task relevance" in dhe elicitation of the P300.
Thi fact must constrain speculaons about the underying procesing.

I~ U should be =aad. dmgkh dat the aimpoos dow pmi ateds fto ik cmv.'jwm Q( Ume WuY lAM nunkbw
of xodin coaducWdw to~ Sam udi
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Clearly, not all improbable changes in the environment lead to the updating of the contgxt Only
those segments of the context that are cental to the tasks performed by the subject are likely to
bring about the changes in the model of the environment. The observed changes are associated with
an optional limited-capacity system. The constancy of the amplitude of P300 across tasks as the
demands of the tasks are changed reciprocally (Wickens et al 1983) is stongly supportive of the
association of the process with a limited capacity system. Two studies by Johnson and Donchin
(1978 1982) ilusoa the consideracions that ent" into the evolution of this model
Johnson and Donchin (1978) asked subjects to press a button exactly one second after a light
dashed. The subject was informed on each trial by one tone if his time estimae was correct and by
another it was not. The intensity difference between the tones was the independent variable in the
experimenL It numed out thai the larger the difference between the tones, the larger the P300 they
elicited. The very same tones, when used in an oddball task (that is, when the subject was instructed
to count the number of tones in a series), elicited a P300 whose amplitude was indepenent of the
intensity difference between them. Johnson and Donchin interpreted these data as indicating that the
amplitude of P300 is proportional to the extent that the stimuli provide the subject with information
that can help in the performance of the task. However, the degree to which the information is util-
ized is to an extent uder the subject's controL During the time estimation task the extraction of
informadion from the tones was not mandatory and the information was less likely to be used if the
discrimination between the two tones placed a higher load on the subject. When directly instructed
to count tones the subjects had no such option and the tones were used regardless of their discrimi-
nability. Within the framework of context updating we would suggest that the subjects maintained,
as part of their model of the context, a basis (a template?) against which they estimated time. When
the information provided by the tones was useful in maintaining and revising this model the tones
were so used, as indicated by the large P300. This interpretation was bolstered by the fact that the
lower the F300, the more errors the subjects committed and the less likely they were to improve.
In a subsequent study, Johnson and Donchin (1982) presented subjects with an oddball series in
which the probabilities were changed in midcourse. The series might start with the probability of the
high tone at .33 and then, in 40 to 80 trials, the probabilities of the two tones would be reversed so
that the probability of the high tone became .66. This sequence of reversals continued over a long
series so that when viewed over the enire series the probabilities of the two stimuli were essentially
equal There were two experimental conditions. The subjects were first run without knowing that the
probabilities we= changing. They were told to count high (or low) tones as theydo in all other odd-
ball paradigms. In the second condition the subjectu were told that there was a continuing sequence
of reversals in the probability of the two toes and they wem assigned the task of detecting when the
probabilities actually changed. The aspect of the result relevant to the pesent discussion concerns
the behavior of the P300 during the " nasidon" p riods which were defined as the segment of the
series between the time the computer actually adopted the reved probability and the time the sub-
ject detected the probability shiL
As Johnson and Donchin used identical stimulus sequences in the two conditions it was possible to
compare the P300 elicited when the subjects knew about the reversals and when they did nOL When
the P is elicited on the five utials immediately preceding the iubject's report of the change., it
ans out tam during the unwitng sequences the amplitude of the P300 is determined entirely by the
immediately preceding sequence of stirmuli On the other hand, when the subject was trying to iden-

y the time at which the operating parameters of the environment changed, the amplitude of P300
in those five trials increases gradually from trial to trial, reaching a peak just prior to the subject's
report that the probability has changed. Immediately after this report the enhancement of P300
disappears and the amplitude is determined entirely by the global probability and the sequential
dependencies as reported by Squires et a (1976). In other words, as the stimulus delivers inorma-
tion that is usable in the subject's structuring of the task relevant portion of the environment, the
P300 is enhanced. As the evidence accumulates and the presstre for accepting the change increases,



so does the amplitude of the P300. reaching a peak just at the time the change is accepted and the
subject is made sufficienry aware of the change to report it.
In summazy, the context updating model a.ser nothing more than that the P300 is elicited by
processes associated with the maintenance of our model of the context of the enviunmeaL The
associaton of the P300 with novelty, its sensitvity to the decaying sength of repreentations its
dependence on a limited capacity system and its strong dependence on the relevance of the elicitng
event to the task lead to the suggeston that the processing it manifests is invoked whenever tere is
a need to revise the organism's model of the context. We are assuming that the larger the amplinide
of the P300. the larger the change ui the model. This statement of our model is admittedly not pre-
cise enough. We have no commitments about the nature of the system that implements the contex-
mal model or the process by wuch the context updating Lis implemented. However, we think it is
premature to offer an answer to these questions. We need to obtain much mome evidence oa the P300
and its relanon to context updating before we can begin to discuss such details. However, even at
this stage the context updating model is powerful enough to generate interestng expcmental pmd-
ictons about the consequences of the P300.

4-2.L
In the next secton we will examine some of these predicions. Fu's , however, we must examine
Veriegr's description of the context updating modeL Two versions of the model are subjected to
Verleger's critique. The drst. the "Update" version. is arrived at by a tortuous route which leads Ver-
leger from a statement of the model as presented above to an insistence tha we specify "what
exactly was meant by 'expectancies,' 'snutees,' 'schema,' 'modeL' and 'coantxL' (p. 4)n Tie
definitions are given whenever we conduct an empiric investigation. For example, "expectancy"
was operatonally defined by Squires et al (1976). In any event, Verlger proceeds to use out-cof-
context remarks about working memory and representaions to produce the following version of our
model

"Each stimulus has its representaon ('trae') in working memory, which decays over tme.
After stimulus evaluanon, the tce of the presented stmulus is updated to its optimal upper-
limit value and it is this updating that is reflected by P3. p. 5'

Verleger is clearly attributng much more specificity to us than we feel competeng to provide. We
have definitely not described a dirc association between P300 and any specific operaion involved
in the maintenance of the contextual model We certainly would not claim to know that P300 is a
manifestation of the updating of taces. In the present sm of our knowledge we cannot go beyond
the more general suggestion tha P300 is invoked becau of the need to update the contex. The
narrow definition according to which Verleger focuses on the very am of aee updating leads him to
see inconostencies wher non exism Thus, for example, die fexibilky of the sequential effects is
only a problem if one assumes that P300 is uniquely related to a= updazing. This poses no prob-
lem. however, if the need to update the context arises in some cumaane and not in othem.
Surely Verlegew's discovery dht The largest P3s wa evoked by d last relevant item of evry
mal" is precisely what has been reported by Donchin and Cohen (19%7), or by Rohrbaugh, DoAin
and Eiksen (1974). We suggest that these events an the ones impelling the system to updat the
model of the coo=L
A somewhat closer app ximaon to ou views is given by Valeger when he discusses his "Expect'
version of co ts u daing. He acknowledges that the model as YMsmted by Donchin (1981) "goes
beyond Updam's inwpreaon of expecranies being mpsentatons of stmuli in working
memory." He sees ta we = suggemng " ees ud e may involve working
memory, but they do am hold any privileged relation to working memory.u However, he immedi-
ately proceeds to narrow the definition so chat it is again a caricatu, rather than a valid porayal, of
our model Verlega's smate y as he discusses "Expcc" is to sugget tha subjects "expect the



frequent stimulus" and am con.aquendy "surprised" by the ram stimulus. Fint portr ying the con-
text updang model 2s an claim about the relationship between violations of expectancies and P300,
Verlcger proceeds to use the substantial body of data suggesting that stimuli need not be entrely
unexpected to counter his owu version of our model. This is as misleading as his tuatxnnt of
'Update." We have repeatedly smared tw low probability is neither a sufficient nor a necessary con-
dirion for elici-ng P300 or for contolling it amplitude. It is inherent in the multiplicative relation-
ship between rarity and task rlevcc that stimuli with high relevance will elicit a Large P300 even
when highly probable.

4.3. Predictions from the Model

4.3.1. The amplitude of P300 and response bias
The most impormat corollary of the context updating model is tha it directed our attention to the
study of the possible effect of eliciting P300 on subsequent performance through the restucring of
the subject's model of the environment. This approach was guided by the realization articulated ear-
lier in this precommentary that theories about an MP component must be tested by assessing the
consequences of eliciting the component. If the process manifested by the component is involved in
the restucturing of the subject's model of the environment we ought to be able to measure effects
that can be amibuted to such changes and their magnitude should be proportional to the amplitude
of the P300.
As an illusmon, consider de experiment reported by Donchin, Granon, Dupree and Coles (in
press). In this study names were displayed on a screen monitored by the subjects, who were
instucted to press one of two butrons in response to names of males and the other button in response
to names of fema!ls. Female names appeared 80% of the time and subjects, who were urged to per-
form quickly, were stoagly biased to press the buton indicating a female unme. In general, subjects
hardly ever erred in response to the female names whereas they often pressed the wrong buton in
response to a mile name. These erroneous responses were clearly "fast guesses." The ERPs elicited
by the ram male names showed an interesting pazen Their P300 lamcy was about 100 msec
gvcatue than ta of ram names correcly responded to. In other words, a fast guess delayed the P300
by about 100 msec.
What was the subj=t doing in these 100 mscc? Obviously, no dire answer is available. It is plausi-
ble, however, that this exuta period was used to assess the consequence of the error uWia so that
proper adjustmenis could be made to the operating conma~ to minimize such ars in the future.
We reasoned that if the P300 was, as our model asumcs, a manife taon of processing assouted
with the adjustmet of the operating context, then it is reasonable to predict that he larger the P300
the Larger the adjus =enL The mit likely adjusment after the recogpiton of an error would be a
revision of the bias so tha erro would be less likely in the fuNae "If this hypothesis is correct
then the chara umistics of the P300 elicited on error iWs should predict varianons in response cri-
tena in the following trials" (Doachin et LL. in press).
We accoprlinglly examined all the trials on which the rare stimulus was presented and on which the
subjects ared and sored thes according to their response on the tial on which the next raz name
was presented. Tam could be pa in which an error was followed by an error and pair in which
the error was followed by a carect response. The crial finding wu tha the amplitude of the P30
elicied by th flm member of dhe pair was larger if the response to the second member was corrt.
On the assumptio tha the subject responds in eror to male names because he is biased to respond
to the more freiquent female namn we propose tha a corrct response to the male names implies
dtat the subject has adjusted the bias as a consequence of processing associated with the error. It is
not implausible to suggest tha the amplitude of the P300 is man fsation of a process associated
with this adjusm0COL This iLnupretanon received further confirmation from the observaion that the
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RT associaed with the first female name afer a made name is inversely proportonal to the ampli.
e oi the P300 elicited by that male name.

Note char we are not suggestoing ta the P300 is a manifestaion of the bias adjusmacnt per se. The
precise relatonship be ween bias adjusmenc and the process manifested by the P300 is undeter.
mined at this point. All we am claiming is thar in the complex of processes tiggered by the recogni-
aon thar an error has been committed (which appears to delay the eLicitaion of the P300), an opera.
non whose effectiveness is correlaed with the amplitude of the F300 takes place and this operation
predicm rather reliably whether or not the subject will commat yet another error.

4..2. Perfect Pitcb and P300
Another prediction denved from our model was tested by Klein et al (1984). We predicted that sub-
jects with pefec (or "absolute") pitch would not display a P300 when tested with an auditory odd-
bail series but would show a P300 when tested with a visual one. The results condrmned our predic.
aon. We did not invent the idea that such subjects maintain permanent templtes in their memory
for acoustc stimuL This happens to be a common account of the Perfect Pitch phenomenon. As
Klein ct al noted:

-'he weight of the evidence suggests that individuals with Absolute Pitch (AP) have access to
a set of internal 'standards' that allows them to fetch the name of a tone without comparing the
representation of the tone to a recently fetched representation of a standard (Siegel 1974)."

Lockhead and Byrd (1981; see o Hamad 1987) review the relevant Utam and describe a
method for assessing the degree to which an individual does indeed have this scill. We arrived at the
prediction that AP subjects would not use the mechanism manifested by the P300 by combining this
common account of AP skill with our current view of P300. We proceeded to test music Students,
with and without AP, and the dam clearly confirmed the prediction.

As we noted earlier, Verieger overlooks the fact cha all subjects were music students and that the
mplimude of P30 was proportional to each subjec's aual skill as an AP perceiver rther than to

the subjects' reports about his skill. Vaieger also asserts:
"If ones have permanently resident representaions for AP subjects, why not other well-known
stimuli such as colors. the words 'push' and 'wait,' synonyms and names? Since these words
evoke P3s Klein et al assumption is improbable. p. 8"

Verlegcr seems unwilling to accept the overwhelming evidence that people with AP have a rther
unique ability that cannot be explained simply by assuming ta they have overleaned a specific set
of well-known somuL. As we tested our subjects in the way Lackhead and Byrd did the differanes
stuck us with remurkable force. The subjects without AP wee all highly quaLfhed. advanced, music
students. They had excellent relative pitch judgmenL Thau is, if allowed to hea" a standard an and
given its name, they could proceed to aame any other woe with accuracy. However, without such
prior exposure to the smAdianL subjects with relative pitch could only nam correctly a sman percen-
tge of the tones. Subjects with AP named between 82% and 94% of the coes without acce to a
reference cone. It is inappmpiae to compvre the way AP subjets process cones to the way we pro-
cess other "well-known" smein . The evide=e suggests tha the AP skil relies on a unique coa-
panrson with a pemanently available smndard. Our dar show that these subjec as pedicted by the
context updating model drw on the pocesses underlying the P300 to a sipificandy smaller ext=
that they do when processing visual SdMulL
We note in passing tha in the coue of discussing the empirical dam Verleger akes a n-mbe of
statements ta suggest he =y hae a rather limited model of the cognitive system. For example, in
his discussion of Kein et al's paper, he wonders why the subjects appear to make the visual com-
parisons by relying on a retreved standard. He than writes:



"If Klein et al's subjects were unable to form the abstact categories 'H' and 'S' but had to
store the specific physical features, how can other subjects combine stimuli into targets and
non'argets; irrespective of physical features? Since this is obviously possible, the a.ssu ption is
also improbable. p. 8"

Here again Verleger does not quote us accurately. We did not say that subjects were unable to form
the categories 'H' and 'S.' Rather, we suggested that when a displayed character is assigned to one
or another category an encoding process must precede the categorization and must use a feature
detection scheme that takes into account the large variety of fonts and shapes in which the chan--
ters may be presented. That such a feature-detection stage, possibly preaentive, precedes the
higher-level categorizations has been demonstrated rather persuasively. For a comprehensive review
of much of the relevant data the reader is referred to Treisman (1986). It is also becoming increas-
ingly clear that much of the data on categorization can be interpreted without assuming that subjects
form "abstract categories" represented by prototypes; they may be using an exemplar based scheme
that is very dependent on feature encoding schemes (Medin and Wattenmaker 1987; see Hamad
1987 for further kinds of representational model). Thus, it seems the cognitive assumptions of Iein
et al ae consistent with at least some current theories of categorization.
Equally stange is Verleger's notion of Working Memory. We quote in full, so the reader can assess
Verleger's line of thiking:

"Working Memory (WM) contains anything that has happened during the previous, say, ten
seconds. Then WM will be relatively empty when a tial starts. Storing the first stimulus in
WM will change WM content from zero to one, storing the second stimulus will change its
content from one to two. storing the last word of a seven word sentence will change its content
from six to seven. p. 10

Verlegr appears to view WM as a simple push down stack which can be "relatively empty" at any
time and into which simple representations of stimuli are pushed, and from which they ae popped,
as they are presented and used. This is, of course, a rather extreme simplification of the WM model
of those who have been using the concept. Them is almost no relation between Verlegcr's WM and
the dynamic and complex system proposed, for example, by Baddeley (1987), in which executive
controllers oversee and integrate the activity of articulatory loops and visual scratch pads, all the
while monitoring the environment for relevant inputs. Our own view of the system was summarized
by Donchin (1981) as follows:

'"The schema may be conceptualized as a large and complex map representing all available
data about the environment. It is the reservoir of information that is necessary for performing
whatever tsks require active processing at any time. Some of the information has just been
delivered and may still reside in various smges of dynamic memory. Other information resides
in longer tam memory and may need to be made available, on a temporary basis, for integra-
tion into the overall schema. The system is quite fluidL Them must be some priority weightingsystem that is associated with the schema and determines which of its aspects is related to
which rusks. Representations decay because of misuse or because of shifting strategies and
tasks. New information is brought in. Choices are made in the process of using this schema.
When them is need, the model is revised by bui ing novel represenuatons through the incor-
poration of incoming dat into the schema based on long tam memory daa. It is likely that it
is this updating process d we see manifested by the P300. p. 508."

4.3.3. P300 and the von Restorft effect
It is this more dynamic view of 'working memory' tha we espouse as we consider the functional
explanation of the patmns of P300 dam and it is this approach that guided the last set of predictions
about the PM0 we will discuss. We refer to studies of the relation between the P300 3mpliude eli-
cited by stimuli and the probability that those stimuli will be recalled. Donchin (1981) noted ta
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them may be a relation between theories of memory predicting that distnct items will be best
remembered and the fact that the P300 is elicited by disancave events. It accordingly seemed
promising to examine the extent to which the amplitude of P300 - interpreted either in this frtme.
work. as a measure of distncuveness. or, alternatively. as a measure of the rescructurin of the
cunrent model of the environment - might predict the probability tha items would be remembered
The paradigm :at proved particularly effective for testing this prediction was devised by von ies.
rorif (1933). She presented subjwts with a series of items, some distinct in some respect. These "iso-
tares.' she reported, were remembered far beter than the other items in the series. Kauis et aL (1984)
reasoned that these isolates would, by virtue of ther very disncuveness. elicit a P300. They further
reasoned that the amplitude of these P300s would vary and that this variance would be correlated
with the subjects' ability to recall the isolates.

To test this predicuon Karis et al presented each subject with 40 series of 15 words each. In 30 of
these Lists one of the words, in one of the middle positions, was displayed in charactes that were
either larger or smaller thn the characters used for the other items in the list. The subjects were
asked to recall the items immediately after each list was presented, as well as at the end of the endre
seines of presentations. At a later time, the subjecs' ability to recognize the previously presented
words was also tested. Avenge ERPs were obtained separately for the recalled and unrccalled
words. The pan' of results was rather complex. For present purposes it is sufficient to note that the
amplitude of the P300 was indeed larger for recalled items. However. this was in the main tue only
for those subjects who used rote memorization to aid their recall The relaton between P300 and
recall did not hold for subjects who used elabor aon techniques as a tool to aid their recall.

The inte tion between recall strategies on the one hand and the P300/rcall relationship on the
other was confirmed in a subsequent study by Fabiani ec &1 (1986), who replicaed the Karis et al
study, except that this ame the subjects were explicitly inaucted to use one smegy or the other.
All subjects were inSa Cd (in a properly countrbalanced way) to use all strategies. It was found
tha the aforementioned interaction between P300, recall su'asepes and recall holds in subjects. In
another experiment. Fabiaau. Karis and Donchin (1986) used an incidau learning paradigm in
which subjects had no mason to use elaboratve siare pes. For all subjects the amplitude of the P300
elicited by subsequently recalled items was larger than the amplitude elicited by items that were not
recalled. Paler Kurus and Mayes (1987) report simil results using a level of processing" pars-
digm. Confirmmg findings weue also reported by Fox and Michie (1987).

To what extent do these data provide support for the consext updating model? If the model is con-
smied as an claim about the class of hudons the P300 is mos likely to manifest, then the sam
relationship between P300 amplitude and subsequent recall is certainly consistet with the Suas-
tion tha the process underlying the P300 is involved in the creatim and mintenance of ptpesenw-
dons. In its simplest form this ausertoanchors the P300 in the family of processes thai make "dis-
ancaveness" so powerful a factor in determining recall and mcopido of itms. Even m=r WMPr-
tat is the interaction between P300 and the subject's recall samipes. To. impotance of this result
is that it places couscraina on the rnge of functions that might be associated with the P300. When
stripped of de necessary complexities, the fact that the effect we observe is resticted to subjects
who use tot memory suggests that the interaction in which the P300 pmesu plays a role must tab
place at one of the earlier levels of stimulus encoding. It is tie re n of the atuIl physical
stmulus, rather than som subsequeay encoded epm uo that is affected by the itntY
with which the process manifested by the PO is a-dvated Falani e al (in preparaoO) ttd a
comllary of this interpretation. They assessed the depe to which subjects ctually rca de size of
tie oriinal stimuli preseted during the study period. It am out that wheo subjects use roe
memory they ae more likely to recall the oriinal size of the word than ae the very same subjec
when they elaborat" The implication is clear - the P300's effect is exacised u the early represen-
rational scage of simttus encoding.
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The details of the process need further elaboration. Hat, as in previous discussions, we do not find
it necessary to push the theoredcal analysis beyond the depth needed to move ahead with our experi-
mental propum. Indeed, we view theory largely as a guide, a very rough guide, to our experimental
prgram. Rater than propose al-encompassing systems as accounts of the P300, systems in which
every item is fully defined and every operation entirely predictable, we prefer theories that at any
stage of the research are sufficiently precise to allow the next stage of the program to establish itself.

S. Summary
In conclusion, we remain persuaded that our approach to the study of the endogenous components of
the ERP is sound. Our goal is to understand the functional sigificance of these components. In this
precommentary we focused on the P300 because Verleger's critique was concerned with our views
of this component. However. our remarks are more general in their intent. We believe that accounts
of these phenomena should take the form of hypotheses about the informaton processing functions
of the activities manifested by the component. These should be derived from a knowledge of the
antecedent conditions of the components; however, an enumeration of these conditions, no matter
how general, does not in itself constitute a theory of the component. Once a theory is proposed, it
should be assessed, not by arguments about the plausibility of post hoc explanatons, but by predic-
tions about the consequences of the component.
Verleger's two versions of our model do not represent our views adequately because they are based
on a very narrow and simplistic consu'al of terms such as "expectancy" and "working memory."
The theory Verleger proposes is not a theory but rather a generalizaton about the antecedent condi-
tons of the P300. The target artcle also ignores rather important segments of the literature that are
crucial to an understanding of the P300, and those studies that arm discussed are mostly
misrepresented and misinterpreted.
In this precommentary we present the context updating model as we actually consrue it and we
review some of the studies that have been generazed by our version of the model I ll be seen that
whereas the model is indeed vague about the specific mechanism manifested by the P300, it is
specific with respect to the classes of functons likely to be manifested by the P300. Mor important,
the model has served as a tool, guiding our empirical invesdgatons into a number of exciting
research avenues and leading to a number of interestng discoveries. This, to us, is the ultirmar test
of a successful modeL
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Introduction

A persistent theme in Lindsley's writings has been the focus on the

temporal characteristics of psychophysiological signals. His second

published paper (Herren & Lindsley. 1931) was concerned with the latencies

of tendon reflexes. This interest in latencies continually appears in

subsequent studies (e.g.. Chalupa, Rohrbaugh. Gould, & Lindsley. 1974;

Donchin & Lindsley. 1965; Lindsley. 1944; Lindsley, 1954; Lindsley. 1982;

Lindsley & Emmons. 1958; Lindsley. Fehmi. & Adkins. 1967; Lindsley &

Rubenstein, 1937; Lindsley. Seales. & Wilson. 1973; Schwartz & Lindsley.

1964). This chronometric approach, that has played a critical role in many

areas of Psychology (Posner. 1978). makes the seemingly paradoxical

assumption that even if we do not know what happened it is useful to know

when it happened. The relative timing of events, the rhythm with which they

occur and the factors that increase, or decrease, the speed with which the

events are triggered, can be useful in the analysis of a system even if we

are not quite ready to provide a full account of the processes that underlie

the events. It is clear, for example. that when Shakespeare. in the

Sixteenth Century, has Leontes in The Winter's Tale (Act I sc. 2) say: "I

have a tremor cordis on me: my heart dances; But not for joy; not joy....'

he is expressing a recognition of a common relationship between an

accelerated heart rate and "joy." It is also evident that Shakespeare is

aware that even though the dancing heart is commonly an indicator of "joy"

this relationship can break down. The accuracy and utility of this

"psychophyslological" implication of Shakespeare's does not depend on his

knowing, as he obviously does not. the physiology of the heart and of the
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control of the heart's rhythms. The validity of such psychophysiological

observations depends on the careful observation of the temporal

characteristics of the physiological events ("my heart dances"), on the

proper definition of the psychological concepts ("not joy"), and on the

theory within whose framework these relationships play a role.

In his work on the Excitability Cycles, in studies of backward masking

and in the examination of the various rhythms of the EEG. with particular

emphasis on the alpha rhythm, Lindsley has shown how it is possible to use

the timing of psychophysiological signals in the study of the mind even if

the nature of the processes observed by the psychophysiologist are not

fully, or even partially, understood. The point is simple. A well defined

psychophysiological response is an event. Once we have identified the

occurrence of an event, we are in possession of information about its time

of occurrence, even if we do not know its causes or its nature. These

temporal data can serve as dependent variables in our studies. If our

theories generate differential predictions about the variation of these

temporal variables as a function of properly selected independent variables.

these data can play a critical role in the understanding of the mind.

This point of view is illustrated by the widespread use of the latency

of components of the Event-Related Brain Potentials (ERP). Thus, for

example. Hillyard and his associates demonstrated that a differentiation

between the ERPs elicited by attended and ignored stimuli appears as early

as the first 100 ms following the eliciting stimuli (Hillyard. 1984). The

observation of Hillyard's that makes a difference for a theory of Attention

is the observation about the timing of the ERP component. and this

theoretical point is largely unaffected by debates about the precise nature
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of the ERP components observed (Naatanen, 1982). Another ERP component

whose latency has proven a useful tool in the analysis of cognitive function

is P300. In this chapter we illustrate the richness of the information the

latency of the P300 yields regarding processes that are essentially opaque

to the more traditional tools of cognitive psychology. We will, for the

purposes of this illustration, provide a partial description of a study that

will be reported in full elsewhere (Gratton, Coles. Dupree and Donchin.

1985). The analysis of P300 timing will be made, in this chapter. from a

perspective of a theory of P300 that makes specific predictions regarding

the consequences of changes in an internal process. changes that are

manifested at the scalp by changes in the amplitude of the P300 (Donchin.

1981). As the predictions are confirmed by the data, the study lends

support to our interpretation of the P300.

The study we discuss is one in a series employing the "Oddball"

paradigm in which the stimuli are names of individuals commonly used in the

American culture. In all cases the series are constructed so that 20% of

the names were names of males (e.g.. David. Henry. Thomas...). The other

names used in the series are commonly associated with females (e.g.. Nancy.

Helen. Susan...). On some occasions, the subject is required to count the

number of names that fell in one or another category (a count condition).

On other occasions the subject indicates the occurrence of one of the

categories by pressing one of two buttons (a ReactiLn Time. or RT.

condition).

The initial study in this series was reported by Kutas. McCarthy and

Donchin (1977). Their subjects were presented with 3 different Oddball

series. A Variable Names" series was constructed from names of males and
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females as described in the previous paragraph. A OFixed Names" series

included just the names "David" and "Nancy.* The third series was a

sequence of words, 20% of which were synonyms of "prod." In the latter

case, the subject's task was to press one button in response to such

synonyms and to press another button in response to all other words. The

rare events in each series elicited a large P300. This was true regardless

of tne specific task assigned to the subject.

It turned out that the latency of the P300 varied across the three

conditions. This was particularly evident when the subjects were instructed

to be accurate. The shortest latency was observed when the subject

discriminated between the two names. David and Nancy. A longer latency was

seen when the names varied from trial to trial. The longest latency was

associated with the need to decide whether each of a rather disparate list

of words is a synonym of 'prod." These, and a considerable amount of

additional data. lead us to suggest that the latency of the P300 depends on

the time required for the evaluation of the stimulus and is independent of

response selection. Subsequent work (McCarthy & Donchin. 1981) provided

strong support to the assertion that the latency of P300 is largely

independent of the duration of processes that are involved in the execution

of the response. The interesting conclusion from the data reported by Kutas

et al. (1977) has been that the latency of P300 i's proportional to the time

it takes to categorize the stimuli. If this is the case, the P300 latency

may be used as a tool in mental chronometry to measure mental timing

uncontaminated by "motor" processes (Coles, Gratton, Bashore, Eriksen, &

Donchin. 1985; Donchin, 1981; Magliero. Bashore. Coles. & Donchin. 1984;

McCarthy & Donchln, 1981). For studies in which P300 latency is indeed
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utilized in this fashion see Duncan-Johnson and Donchin (1982). Pfefferbaum,

Ford. Roth. and Kopell (1980), Goodin, Squires. and Starr (1978), and

Pfefferbaum. Ford, Roth. and Kopell (1980).

Kutas et al. (1977) examined the relationship between the latency of

P300 and the RT associated with each of the trials in an oddball study using

names, sorted according to gender (see also McCarthy, Kutas. & Donchin.

1979). Their analysis capitalized on a filtering technique that allowed the

measurement of the latency of P300 on individual trials (Woody. 1967). The

principal finding was that the correlation between P300 latency and RT

depends on the strategy adopted by the subjects. When the subjects were

instructed to be accurate the correlation between P300 latency and RT was

larger (.61) than it was when they were instructed to be fast (.48). These

data support the suggestion (Donchin, 1979; 1981) that the P300 and the

motor response may each be the product of a series of processing activities

and that these streams of processing can, in principle, be quite independent

of each other.

Since the invocation of P300 is dependent on the evaluation of

information conveyed by the stimulus, the latency of P300 must be at least

as long as the duration of these evaluative processes. The overt responses,

on the other hand. may well be released "prematurely" on the basis of

limited informatw'?'n. The correlation between RT and the latency of the P300

will therefore depend on the degree to which the overt responses that define

the RT are made contingent on the evaluation of the stimulus. The more

inclined is the subject to respond prematurely, the poorer the correlation

between the latency of the P300 and the RT.

One striking aspect of the data acquired by Kutas et al. (1977) was
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observed in the trials in which subjects made errors. These were mostly

trials on which the subject responded to a rare event as if it were a

frequent event. That is, even though a Male name appeared on the screen.

the subject pressed the button associated with Female names. There were but

a few such trials in the study repo ted by Kutas et al. (1977). However, in

virtually all these trials, the pattern was the same - the RTs were

(relatively) short and the P300 latency was (relatively) long. It was as if

on these trials the subjects first acted and than thought! A partial report

on these data can be seen in McCarthy (1984). In 10 of the 11 subjects the

pattern obtained was identical. The incorrect responses were associated

with very short RTs and relatively long P300 latencies. One of several

possible interpretations of these data is that, when the information

processing system detects an error, the invocation of the P300 is delayed.

According to this suggestion. the delay is required to allow further

processing of the trial's data. While this interpretation is consistent

with the data, it is not the only possible account for the increased latency

of the P300 on error trials. Several other possible mechanisms need be

considered. Another interpretation of the data is based on the fact that on

all the error trials the subject responded rather fast to the stimulus. In

other words, these are clearly trials on which a variety of factors are

injected into the stream of processing. How do we know that it is the

recognition of the error, rather than the fact that a very fast response was

emitted on the trial, that accounts for the delay? A different, but related

possibility is that it is not that P300 is delayed on error trials, but

rather that errors may be more likely on trials on which P300 latency is

long. Finally, it can be suggested (see McCarthy, 1984) that the positive
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peak that is observed on the error trials is not a "P300" at least not that

elicited by the names, but is rather a different component, perhaps even a

different "P300." which may be elicited by the recognition of the error.

The last interpretation raises the issues of how we define "P300."

There is no doubt that one of the major difficulties presented by ERP data

is associated with the definition and the proper identification of

components of the ERP. As we noted above, if our strategy depends on the

measurement of the timing of events we must be sure that the timing we

measure on different occasions is indeed the timing of the same event. The

approach calls for considerable care in the definition of components if the

features of the waveform we measure can be affected, as they no doubt are.

by different components (Donchin & Heffley. 1978; Fabiani, Gratton, Karis. &

Donchin. in press). Consider, for example, each of the positive going peaks

observed by Kutas et al. (1977). Each of these positive peaks has been

labeled "P300" even though the peaks differ in latency by as much as 100 ms.

What leads us to believe tn_3t these three peaks are indeed instances of a

component whose latency is shifted by the duration of the processing

preceding its invocation? How do we know that the peaks with the longer

latencies are not entirely new components that are elicited by the

presentation of a word, or by the search for a synonym? The issue is

generally resolved on the basis of the similarity of waveshapes. of the

scalp distribution of the potentials and of the mawner in which they respond

to experimental manipulations (Donchin, Ritter, & McCallum, 1978; Sutton &

Ruchkin, 1984).

To resolve some of the doubts that remained regarding the ERPs elicited

on error trials we replicated, and extended, the study reported by Kutas et
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al. (1977). While in structure the study reported here followed closely the

uvariable name" phase of the Kutas et al. (1977) study, we expanded the

design in a number of ways. To assure that the number of error trials was

sufficient to allow the needed comparisons, the sessions were greatly

extended and we recorded 800 trials in each of the experimental conditions.

As before, each subject performed the task under an *accuracy" and under a

aspeed" regime. Furthermore, in order to determine the extent to which the

observations depend on the imbalance between the probabilities with which

the two categories of names appear in the series, the Speed and the Accuracy

conditions were run twice. In one case the Male names were rare (P=.20)

while in the other case Male and Female names appeared with equal

probability. The equal probability condition (which was not present in the

Kutas et al. study) allowed us also to assess the parameters (RT. accuracy,

P300 latency. etc.) of fast guesses, where there was no particular advantage

for either response.

Method

Seven right-handed male students at the University of Illinois were

paid $3.50 an hour for their participation in the study. The subject was

positioned in front of a PLATO terminal with the fingers of each hand

resting on a zero displacement dynamometer. Male and female names were

presented on the screen for 200 msec every 2000 msec, and the subject was

required to squeeze one of the dynamomet-rs following the presentation of a

name.

Subjects were shown the names in blocks of 100 trials. Blocks were
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composed of either 80 female and 20 male names or 50 of each. In different

trial blocks, the subjects were instructed either to respond as quickly as

possible ("speed instructions"), or as quickly as possible but without

making errors ("accuracy instructions"). Eight-hundred trials were run for

each of the probability x instruction conditions, with half the trials run

during one session and the remaining half run during a second session.

The EEG was recorded using Burden electrodes at Fz. Cz. Pz. placed

according to the International 10-20 system (Jasper, 1958) and referred to

linked mastoids. The signals were amplified and filtered on-line (8 sec

time constant, and 35 Hz upper half amplitude cutoff point). EOG was

recorded for purposes of subtracting out ocular artifact from EEG. The

subtraction of the ocular artifact was accomplished by means of a procedure

described by Gratton. Coles. and Donchin (1983). The EEG and EOG signals

were digitized at 100 Hz for a period of 1400 msec. starting 100 msec before

each stimulus presentation.

Average ERP waveforms were computed for each instruction, probability.

stimulus category, subject and electrode. P300 latency and amplitude was

assessed on each single trial according to a procedure described in Gratton

et al. (1985).

Results

The results will be divided into several sections. First, we will

present data supporting the claim that the stimulus probability manipulation

did indeed affect the subjects' response strategy. Second, we will describe

the relationships between P300 latency and RTs, and between these two
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variables and response accuracy. These data replicate the results obtained

by Kutas et al. (1977). Then, we will describe a procedure devised to

interpret these relationships. Finally, we will analyze some of the

consequences of the processes involved in P300 generation. Note that the

present chapter is but a partial report of the study. It is intended to

illustrate the chronometric use of psychophysiological signals rather than

to serve as a comprehensive report of the study. Therefore. we shall

ignore, in this discussion, the data obtained in the accuracy instruction

condition. Furthermore, we shall ignore many of the detailed analyses of

the data that are required to fully support our interpretations. For a full

description of the study see Gratton et al. (1985). Note also that some of

the analyses were based on five subjects only, because of the small number

of error trials in the frequent female condition.

Effects of Manipulations on Response Strategy

The frequency and latency of correct and incorrect overt responses for

each probability x stimulus x response condition are shown in figure 1.

Insert Figure 1 About Here

The subjects' overt response was affected by the probability of the

stimulus. In fact the response to the rare male stimuli was less accurate

than that to the frequent female stimuli (under speed instructions), as

revealed by the instruction x stimulus x response interaction, F(1,4)=9.22.

p<.O5. The latency of the correct response for nale stimuli was slower than

that for female stimuli, while the latency of the incorrect response was
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faster, as revealed by the stimulus x response interaction, F(l,4)=11.69,

p<.05. This was particularly evident for the 20/80 condition, F(1,4)=91.68,

p<.O01. In particular, in the 20/80 condition, for male stimuli (rare) the

incorrect response was faster than the correct response by 134 ms. while for

female stimuli (frequent) the correct response was 50 ms faster than the

incorrect response.

These findings support the conclusion that the subjects indeed

conformed their response strategy to the probability manipulation. In

particular, when the female stimulus was presented more often (the 20/80

condition) the subjects tended to execute fast female responses whatever

stimulus was presented. In fact, the error rate for male stimuli under

these conditions is 64%. while the error rate for female stimuli is only 5'.

P300. RT. and Accuracy

The grand average waveforms at Pz. for each probability, stimulus, and

response condition are shown in Figure 2.

Insert Figure 2 About Here

Inspection of this figure reveals several interestir.g points. A large

positivity is the most dominant feature of the waveforms. We interpret this

positivity as P300. The latencies of the P300 peaks (shown in Figure 2) for

trials where a correct response was given were 60 ms shorter than for trials

where an incorrect response was given. F(1.4)-24.87, p<.Ol. The category of

the stimulus did not affect P300 latency, F(1,4)0.66. p>.05, nor did the

probability manipulation, F(1,4)-I.31, p>.05, or the stimulus x probability
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interaction, F(1.4)=0.00, p<.05. Thus, the time the subject takes to emit a

P300 does not depend on whether the stimulus is male or female, or. in fact,

on whether the probability of the stimulus is manipulated. These results

contrast with those obtained for the RT. They indicate that the timing of

those processes on which the emission of the P300 depends is not affected by

the variations in the criteria for overt response emission, which were

introduced by the experimental manipulations. However, the amplitude of the

P300 (see Figure 2) was affected by some of these variables. In particular.

the male stimuli, when rare, elicited a larger P300 than the female stimuli

(in this case. frequent). This produced a significant stimulus x probability

interaction, F(1.4)= 15.34, p<.05. On the other hand. P300 for incorrect

responses was only slightly (and not significantly) larger than for correct

responses. F(l.4)=2.99. p>.05.

Summarizing these findings, we note that we have replicated and

extended the Kutas et al. (1977) study. Error trials are generally

associated with faster RTs. but later P300s than correct trials. The

stimulus probability affects RT but not P300 latency.

Error Recognition

The results presented above are consistent with the interpretation that

P300 latency is influenced by variables affecting the time required to

evaluate the stimulus, but relatively independent of the variations of the

response criteria adopted by the subject. However, the observation that the

overt response is fast and P300 late on error trials require some

explanation. In fact, two explanations are possible. First, it may be

that, in analyzing the error trials, we select those trials in which fast
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guessing and/or delay in the evaluation of the stimulus occur. Thus. errors

may occur because stimulus evaluation (i.e., P300) is late in comparison

with response activation processes. Second, it may be that processing of

the error may delay P300. In this case, the latency P300 would not only

reflect the processing of the external stimulus (male or female name), but

also the processing of the internal events leading to the response.

To choose between these two interpretations, we focussed our attention

on a condition in which errors are particularly frequent (the "speed"

condition). Our procedure was based on an analysis of the speed/accuracy

functions for this condition. In addition, we were interested in

distinguishing among trials with different P300 latency. Speed/accuracy

functions for different P300 latency bins are presented in Figure 3. for

20/80 and 50/50 conditions separately.

Insert Figure 3 About Here

For the 20/80 conditions, the functions were computed separately for male

and female names. For the 50/50 condition, data from the two name

categories were pooled together, since they had the same probability. These

functions reveal several interesting points. First, the longer the RT the

higher the accuracy. Second, accuracy is higher for trials on which P300

latency is relatively short. These findings suggest that accuracy is

largely dependent on the relative timing of P300 latency and RT.

We also note the very low accuracy when the rare male names are

presented. This is especially true when RTs are fast and P300 latency is

long. In this case, we might speculate that the subject's basic strategy is
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to emit the "female m response to the "male" stimulus. In fact, virtually no

errors can be observed in response to frequent female names. It may be

possible to suggest that this pattern of results is due to the fact that

errors occur when stimulus evaluation time is for some reason slow so that

the male stimulus is not processed fast enough to inhibit the female

response. If this explanation is valid then the delay in P300 on error

trials is not due to the processing of the consequences of the error.

However, a third observation is not compatible with the interpretation

that P300 is solely dependent on the time required to decide whether the

stimulus was male or female. In fact, if P300 is sensitive only to the

stimulus categorization process. and a delay in P300 indicates only a delay

in this categorization process, then responses given before this process is

sufficiently established should have a chance level of being correct. In

the 50/50 condition this chance level is .50. Thus, this interpretation

should predict that, in the speed 50/50 condition, the error rate would

never exceed .5 even in cases of long P300 latency and short RTs. Actually.

figure 3 reveals that, in this condition, the accuracy for trials with fast

RTs and slow P300 latency is lower than the chance level. This indicates

that, by looking at trials with fast RTs and long P300 latency. we are

"selecting" error trials. We interpret this finding as demonstrating that

the association between incorrect response and long P300 latency is not due

solely to the fact that errors occur because of a delay in stimulus

evaluation. We must also propose that the processing of the incorrect

response causes a delay In P300.
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The P300 and Future Action

We have demonstrated that P300 is delayed on incorrect trials. This

delay indicates that. before emitting the P300, the subject must have not

only categorized the name, but also compared the stimulus category with the

current response. Presumably, the delay in P300 reflects some process that

occurs when the system processes the commission of an error (a recognition

that need not reach the subject's awareness). Given the relationship

between P300 and schema updating (Donchin, 1981; Karis, Fabiani, and

Donchin. 1984). we hypothesized that in the present experiment this process

was related to adjustments in the subject's strategy subsequent to the

recognition of an error. If this hypothesis is correct then the

characteristics of the P300 elicited on the error trials should predict

variations in the response criteria in the following trials.

To test this hypothesis we used the following procedure. First, we

identified the male trials in which an incorrect response was given. Then.

we sorted these trials on the basis of the response made on the following

trial on which a male name was presented. The rationale was the following.

We assumed that when an incorrect response to a male trial was given, the

subject was biased to emit the "female" response regardless of the stimulus.

If the subject responded again incorrectly to the following male trial, then

we assumed that the subject's bias remained the same. On the other hand, if

the subject responded correctly to the following rale trial, then we assumed

that the subject had revised his strategy. We labelled the latter

sequences, "switch" sequences, and the former, "no-switch" sequences. Note

that we assumed that the switch in response bias occurred as a consequence

of the recognition of an error after the first trial of a sequence. In
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particular, we predicted that the P300 to the first stimulus of the sequence

(incorrect male name) was larger for "switch" than "no-switch" sequences.

For both the 20/80 and 50/50 conditions P300 elicited on the first trial of

a "switch" sequence was larger than P300 elicited on the first trial of a

"no-switch" sequence, F(1.5)=6.66, p<.05. and F(1.5)=14.25, p<.05,

respectively. To test further the hypothesis that the switch in response

bias does indeed occur immediately following the recognition of an incorrect

response to a male trial, we examined the female trials which intervened

between the first and last male trials of the sequence described above. The

prediction was that the response to the intervening female trial should be

slower for *switch" than "no-switch" sequences. The RT for these trials are

shown in Figure 4. as a function of sequence (switch vs no-switch), lag from

the first trial of the sequence, and condition (20/80 vs 50/50).

Insert Figure 4 About Here

Accuracy is higher and RTs are slower for female trials in a "switch"

sequence than in a "no-switch" sequence. F(1,6)=13.36, p<.05. F(1.5)=7.50,

p<.05, respectively. This indicates that the subjects did indeed modify

their response strategy at the beginning of a "switch" sequence.

Discussion

The data presented above indicate that when a subject chooses the wrong

alternative in a two choice discrimination task, and that error is more than

likely due to a bias to respond to the "wrong" stimulus, this recognition
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tends to introduce a delay of about 100 ms in the invocation of the P300 by

that same stimulus. This delay in P300 by the occurence of an error appears

to be related to an evaluation by the system of the context within which it

operates. The data appear consistent with the suggestion that the magnitude

of the P300 can serve as a measure of the degree of revision in the system's

biases. This assertion is inferred from the fact that the larger the P300

elicited following the error the less likely the error on the next

error-prone trial. Moreover, the larger the P300 that is elicited on error

trials the slower will be the subject to respond on the inmediately

succeeding trial. A shift in response bias, or a tendency to place the

response under controlled, rather than automatic, processing mode are

plausible interpretations of these data.

These results, and the interpretation proposed above, indicate how the

P300 and the study of its latency and amplitude can reveal aspects of the

manner in which the human information processing system deals with error

trials. These aspects are opaque to the more traditional tools largely

because they permit a view of information processing activities that do not

have an overt manifestation in performance on the trial in which they are

elicited. The view that emerges is one in which at least two information

processing streams proceed in parallel. Both depend for their initiation on

the initial detection and encoding of the stimulus. However, the processing

that leads to the overt response may be completed, yielding the actual

response. independently of the evaluative processes whose role is the

maintenance of the operating environment.

The metaphor that captures our intent is that of an organization whose

operating and administrative arms operate in a highly interactive, but
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nevertheless independent manner. Actions by the organization's staff are

taken in the light of the lfal interpretation of ongoing events and under

the constraints established by the administration's policy. Each event

outside the organization, and each action by the organization. trigger in

the administration an evaluative process that may long outlast the staff's

actions as the administration must optimize its operating policies given the

consequences of its own actions and the events in its surround. The time

course of the administrative processing may be quite independent of the time

course of the processing required by the operating staff before it takes

action. Indeed, if staff action was patently erroneous the administration

may require additional time before it closed the book on the action, files

the reports and makes the necessary adjustments in policy.

The P300 component can. we believe, be viewed as a manifestation of

"administrative" rather than "operational" information processing. Donchin

et al. (1978) labelled these classes of information processing "strategic"

and "tactical" respectively. Evidence is accumulating that the process

manifested by the P300 is "future oriented" (see, for example. Donchin.

1981; Fabiani, Karis. Coles. & Donchin. 1983; Karis et al.. 1984; Klein.

Coles, & Donchin. 1984). The data we reviewed in this chapter are

consistent with this view. It seems clear that the magnitude of the P300

elicited on an error trial is related to the performance of the subject on a

subsequent trial. Such an effect implies, almost by definition, that the

process manifested by the P300 has consequences for future performance. It

is, of course, possible that the relationship we observed is fortuitous and

both P300 amplitude on trial N, and the subject's performance on trial N+1.

are correlated with yet a third factor accounting for both variations. To
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address this issue we must continue seeking the elucidation of the

functional significance of the P300.

In many ways the study described in this report is a direct descendant

of the work that Lindsley and his colleagues undertook as the

electroencephalographic techniques made their ways from Europe to the United

States in the 1930's. The EEG has. of course, become a standard clinical

tool and much of the research utilizing the EEG is clinical in nature and in

orientation. There is, however, a flourishing research enterprise in which

the EEG. and the ERPs embedded in it. are used as tools in the study of

cognitive function. Lindsley's work, spanning more than half a century was,

and continues to be. an outstanding illustration of the way a scientist

bringing the skills and sensibilities of a psychologist can turn the record

of a bodily function so it provides a window on the mind. A key element in

this enterprise is the chronometric approach that has been so important in

Lindsley's research program.
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Figure Legends

Figure 1. Reaction time and P300 latency for each probability (20/80

and 50/50). stimulus (male and female) and response (correct - C - and

incorrect - I) condition. The frequency of correct and incorrect responses

for each condition is also indicated.

Figure 2. Grand average waveforms at Pz for each probability, stimulus

and response condition. The solid lines refer to the grand average

waveforms for the correct responses. and the dashed lines to the waveforms

for the incorrect responses. The average reaction times for correct (solid)

and incorrect (dashed) responses are indicated by vertical lines.

Figure 3. Speed-accuracy functions for rare male stimuli, frequent

female stimuli and all stimuli in the 50/50 condition. Separate

speed-accuracy functions were computed for each of three P300 latency bins

(600 to 699 ms. 700 to 799 ms. and 800 to 899 ms).

Figure 4. Reaction time and error rate for female trials in SWITCH and

NO SWITCH sequences, as a function of the lag from the incorrect male trial

initiating the sequences, for the each probability condition.
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T~ib/' /. Examples 01 Common ERP Paradigms

Priminge'eh'C IVe Word Lists und N400 SignalI iirii O, f ,'ii Ihdii 1 O ii.,u,,i )ddball Auern;ot (To Remember or Judge) Parudigxm, Dlrklcton Recognition

Sc.4ucic. g e rating rule
*\ rindoin or c insitrined randomii random random constrained random randomB probahiliy rare frequent 2 rare. rares in some - equiprobable

2 Ircquen experinients2 T'ri,.t

A[ riuiiit"cr eof Stillull and
(emnilpral relationships

I Ituiih br of NiinIuli
per trial I 1 

2 or more 2 or more I2 Amuong trials 
1ied I Ito > 5 3 to > 10 2-3

B ltmuli
I iimodalit, .ud & ,s auditory visual visual auditory visual2. ph)sical properties-- .---------------------- ---- ca,ly discrimnable or readable ------- ---------------- low easily disc.

intensity;
detection
difficult

,comriplexty, structure. uually simple Simple ines) moderately complex relationships simple moderatelyaid 'nteniIkide variety of (words) present among (tones) complex
slliiuli 

stimuli lpnnmarily (words)
%14pping rule
A mcmoury load lo, low, usually low low low highB nature t pn .essing and usually simple selective attention complex priming in simple memory,transformation required 

semantic memory search &

comparisonC ciiiplictyI of respoinse Choice RI' or giol go/nogoi choice RI' or nothing choice RI' choice RT choice RI'
'eclect i[I niib'ii

4 Resr)nsc exvecutiin
A" cin or sier either usually ce , n eilhcr overt ove overtS discrete or cointinuous --................................................... 

discrete...........................................C ballistic. or involvin ballistic no response ballistic ballistic ballistic ballistic

-tIelwoo



Table 2. Experimental Vcriables that Affect P300

Diten.ein. ,] the Ta.ionomv P30) Amplitude P30) Latency P300 Stalp Distribution

I Sequence generating rule

A random or constrained constrained smaller -?

B probability 5-15 .v effect (rare larger) 5-80 ms difference (rare no difference

longer)

2 Trials
A number ol stimuli and temporal

relationships

I number of stimuli per trial -C is more negative when there

is a warning (and thus a CNV)

2 among rials probability effect disappears at -

long ISIs (> 3 sci

B. stimuli

I nolality s isual larger (0-5 pIv) visual longer (IO ms)* Cz usually more positive for

visual'?

2 physical properties - 50-150 ms longer with intensity may have an effect; Cz

degraded stimuli or in noise may be = or > Pz at low

conditions levels

3 complexity . struiture and simaller for complex. but longer for more complex stimuli

.onimen confounded with latency (may exceed 100 ms)

3 Mapping rule

A memory load requirements --

II nature of processing and selective attention required, memory search (slope 0-25 ms) may be changes due to feedback

transformation required positive (old) items 5 gv or depending on their evaluation;

more larger in recognition or dual tasks: Pz decreases relative
Sternberg paradigms: reduction to Cz
(5-10 iv) with increase in
workload (in dual tasks), 0-5

Vv memory effect
C complexity of response selection -- increase in Cz on nogo trials?

4 Respoinse execution

A coen ir overt
8 discrete or continuous
C ballistic. str involving feedback

o ('snlcquen,.s 0-5 I v increase with bonus for
correct guess/prediction

h Suhjcu'. charatcrilt.is decreases with age from Increases with age front more frontal with age'? smaller

nAturity maturity (1-2 mis/year) differences among Fz, Cz. Pz'?

'In I i simsies 
,

viuJl siIsiuh ar, inure :olnpicx than auditory slinmuli. alns there is a strung illect of uoniptlety Oil P300 latency (u , 2 B 3)
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Abstract

The present study examined mechanisms of response activation in a

choice reaction time task. Six subjects were instructed to respond

differentially to the central letter of one of four arrays, HHHHH, SSHSS,

SSSSS, and HHSHH, which were presented in a random sequence. Instructions

emphasized speed. Measures of the Event-Related brain Potential (ERP), and

of electromyographic activity (EMG) were obtained on each trial.

Conditional accuracy functions (i.e., accuracy conditional on latency)

were characterized by three phases. For very fast responses, accuracy was

at chance level for all arrays, suggesting that subjects were guessing. For

intermediate latency responses, accuracy was above chance if the noise was

compatible with target, and below chance if it was incompatible. This

pattern of data suggests that these responses were based on partial stimulus

analysis. For slow responses, accuracy was above chance for all arrays,

suggesting that these responses were based on complete stimulus analysis.

Motor-related brain potentials provided further information about

mechanisms of response activation. The occurrence and the accuracy of fast

responses could be predicted by examining motor potentials preceding the

presentation of the array. Furthermore, measures of the motor potentials in

the period following the presentation of the array suggested that both

responses were energized by array presentation, that partial analysis of

stimulus information could activate responses,'and that the level of

response activation at the time of the triggering of the EMG response was

constant for trials with different response latencies. The data are

discussed within the framework of a response channel conception.
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The present paper reports results of an investigation of the mechanisms

that lead to the activation of responses in a choice reaction time (RT)

paradigm. It is usual to define "responses" as the mechanical events (e.g.,

switch closures) that are recorded by the experimenter. However, these

events are, in fact, the consequence of a complex chain of causally related

phenomena that can be traced back through the spinal cord and the motor

areas to various pre-setting mechanisms. While closing the switch is the

goal imposed on the subject by the experimenter, the real task of the

subject is to accomplish the movement that will result in the switch

closure. Thus, to understand how the switch comes to be closed, it is

arbitrary to choose the point of switch closure as the level at which the

analysis should be conducted. Indeed, as we hope to illustrate, we are led

to a much richer understanding of the processes involved in a choice RT task

when we broaden our research focus to include different levels of the

response process rather than restricting ourselves to the switch closure.

Support for this approach can be found in studies of response

preparation and response competition, which have both been interpreted in

terms of "subthreshold" response activation, that is, activation of the

response system which is not sufficient to trigger an overt response. Thus,

response preparation can be conceptualized as an energizing phenomenon

(Posner, f978; Requin, 1985), by which response structures are activated at

a subthreshold level. Indeed, when Requin (198b) recorded from the motor

cortex of monkeys, he observed an increase in the firing rate of neurons

during the foreperiod of RT tasks. Some of these neurons showed a further

increase in firing rate during the execution of the overt response.

Response competition, on the other hand, can be viewed as the reciprocal

inhibition of competing response structures (see Eriksen & Schultz, 1979;
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Sherrington, 1906), in which the suothreshold activation of one response

leads to a delay in the execution of another. This interpretation of

response competition has been supported by the results of studies in which

electromyographic (EMG) responses were recorded in association with overt

responses (see Coles, Gratton, Bashore, Eriksen, & Donchin, 1985; Eriksen.

Coles, Morris, & O'Hara, 1985).

The concept of response channels

The idea that there can be various levels of response-related activity

in the nervous system can be conceptualized in terms of the notion of

"response channel." We use this term as a heuristic device to refer to

that complex of structures whose activities are more or less directly

related to the mechanical event which is defined as the overt response. A

similar conception can be found in Gaillard (1978) and Naatanen and Merisalo

(1977).

We consider the response channels to be distinct from the stimulus

evaluation system, whose function is to analyze stimulus information,

resulting in activation of the appropriate response channel. However, the

level of activity of the response channel may be affected by other factors

such as response priming or bias and response competition.

Within this framework, different degrees of involvement of response

structures are viewed as different degrees of response channel activation.

Thus, response preparation can be represented as an increase in the level of

activation of a response channel, while response competition is a decrease

in the level of activation in one response channel as a result of the

increase in the level of activation of another channel. The involvement of

particular response structures can be represented by different thresholds of

response channel activation. Thus, there is a threshold for the initiation
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of muscle activity, as revealed in the EMG, and a higher threshold for the

initiation of an overt movement (see Coles et al., 1985).

Measuring the Activation of Response Channels

Information about the level of activation of the response channels can

be gained by studying the activity of neural and muscular structures

involved in the response, as well as by examining the overt response. In

our previous work (Coles et al.. 1985; Eriksen et al., 1985), we recorded

both the EMG activity and the overt response (a squeeze of a dynamometer) to

determine the time at which the level of response channel activation reached

two particular thresholds (that for the EMG response and that for the

squeeze response). While this procedure allowed us to identify two points

in the response channel activation function, it did not provide a

continuous, analog description of the function.

In the present study, we used a component of the event-related brain

potential (ERP), the readiness potential, as a measure of response channel

activation. This component was first described by Kornhuber and Deecke

(1965) in a study of self-paced movements. These authors recorded

electrical activity from scalp electrodes and observed a negative, ramp-like

potential, that began some 800 ms prior to the execution of a movement and

peaked just after the onset of the movement. Later research has shown that

this potential is largest at scalp electrodes placed over the hemisphere

contralateral to the hand responsible for the movement (e.g., Kutas &

Donchin, 1974, 1977, 1980; Vaughan, Costa, & Ritter, 1972). Furthermore,

several investigators (e.g., Kutas & Donchin, 1980; Rohrbaugh, Syndulko, &

Lindsley, 1976) have described a similar lateralized potential that develops

during the foreperiod of simple warned RT tasks. The peak of this

lateralized potential, which occurs following the imperative stimulus,
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appears to be time-locked to the overt response. A similar lateralized

potential develops after the imperative stimulus in choice RT tasks, when

response choice depends on information provided by the imperative stimulus,

but before the imperative stimulus when the choice depends on information

provided by the warning stimulus (Kutas and Donchin, 1980). Thus, the

potential appears to become lateralized when a choice is made about the

responding hand.

These observations led Kutas and Donchin to argue that the

lateralization of the readiness potential can be viewed as an index of

specific motor preparation.1 Subsequent reports (e.g., Okada, Williamson, &

Kaufman, 1982), that have used neuromagnetic teuhniques to relate this

potential to motor cortex activity, also lend credibility to the suggestion

that the readiness potential is a good candidate for a psychophysiological

measure of response channel activation. Therefore, we propose to use the

lateralization of the readiness potential as a measure of the relative

activation, or priming, of response channels prior to stimulus presentation.

Further variations in the lateralization of the readiness potential

occurring after the presentation of the stimulus should reflect the relative

activation of the response channels as a consequence of the processes of

stimulus evaluation.

Pre-stimulus activation

Pre-stimulus activation refers to activation of a response channel

prior to the presentation of the imperative stimulus. When pre-stimulus

activation occurs, the corresponding response should be facilitated, because

the activation level at the time of stimulus presentation is closer to the

overt response threshold. In extreme cases of pre-stimulus activation,

small increases in activation that may occur as a consequence of mere
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stimulus presentation are sufficient to raise the activation level above the

threshold and trigger the response. In this way, the probability of

emitting a response in the absence of stimulus information will be enhanced.

Responses of this type are commonly labelled "fast guesses." According to

this view, then, fast guesses occur when there is an increased level of

response channel activation prior to the imperative stimulus. Such a

hypothesis is compatible with explanations of the effects of instructional

sets, priming or warning stimuli, and manipulations of response probability,

on the accuracy and latency of responses (see, for instance, Posner, 1978).

More generally, this hypothesis., the variable baseline hypothesis,

interprets variability in-response bias in terms of variability in the

baseline level of response channel activation.

This hypothesis differs from that proposed by Grice, Nullmeyer, and

Spiker (1982) who argued that fast guesses are a consequence of variations

in the setting of the response criterion. According to this "variable

criterion hypothesis," fast guesses occur when the response criterion is set

to such a low level that small fluctuations in the activation of the

response channel (occurring after the stimulus) are sufficient to cross the

criterion, or threshold, and trigger the response.

We propose that measures of the lateralized readiness potential can be

-used to evaluate these two hypotheses. In particular, if trials on which a

fast guess occurs are associated with a greater pre-stimulus activation than

slow response trials, then we should observe a larger lateralized readiness

potential during the foreperiod of fast guess trials. On the other hand, if

fast guesses occur when the response criterion is set to a lower level than

for slow response trials, there should be less lateralization of the

readiness potential at the time the overt response is initiated on fast
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guess trials.

Post-stimulus activation

Post-stimulus activation refers to the activation of the response

channels that occurs as a consequence of the processing of the imperative

stimulus. In our previous work (Coles et al., 1985, Eriksen et al., 1985),

we have found evidence to suggest that responses can be activated in a

parallel and continuous fashion as stimulus evaluation proceeds. We used a

choice RT paradigm in which the stimulus was made up of a central target

letter flanked by noise letters (cf. B. Eriksen & C. Eriksen, 1974). The

noise letters could either call for the same response as the target

(compatible noise) or for the opposite response (incompatible noise).

Analysis of EMG and overt response measures revealed that, on some trials,

both responses were initiated (Coles et al., 1985; Eriksen et al., 1985).

These double responses occurred more often when incompatible noise was

presented, suggesting parallel processing of target and noise information.

Furthermore, conditional accuracy functions (i.e., accuracy conditional on

latency) revealed that when subjects responded quickly to incompatible noise

stimuli, they tended to make errors. Indeed, they erred more than would be

predicted on the basis of chance responding (Coles et al., 1985). On the

other hand, slow responses to incompatible noise stimuli were associated

with high accuracy. The accuracy of responses on compatible noise trials

was always greater than chance. These data suggest that responses are

sometimes given on the basis of a preliminary analysis of stimulus

information, whose output is dominated by the noise letters. In the case of

incompatible noise, the output of this preliminary analysis leads to the

incorrect response, since it is dominated by the noise letters.

These data support the thesis that response channels can be activated
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by partial analysis of-stimulus information. Therefore, the lateralization

of the readiness potential in the period following the presentation of the

imperative stimulus, and preceding the overt response, should provide

evidence of the influence of this partial analysis. In particular, if the

imperative stimulus contains incompatible noise, we should observe

activation of the incorrect response.

The present experiment

We have proposed that several factors can affect the activation of

response channels. These include pre- and post-stimulus response

activation. Furthermore, we have argued that the lateralized readiness

potential can be used as a measure of the relative activation of response

channels.

These ideas were explored in the present experiment. In particular, we

used electrophysiological measures to investigate the mechanisms responsible

for fast guesses, and to provide a description of the influence of

evaluation processes on the response system. To this end, subjects

performed a version of the noise/compatibility task (cf. Coles et al.,

1985). They were instructed to respond quickly, and a large number of

trials were collected, so as to provide a reasonable sample of fast guesses.

Thus, in the present experiment we replicated the basic design of the Coles

et al. (1985) study. However, rather-than focussing on the temporal

relationship between two measures of peripheral response activation (EMG and

overt movement) we concentrated on a more central measure of response

activation. In particular, we recorded the readiness potential from lateral

scalp electrodes to derive an analog measure of the relative activation of

response channels.
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Method

Subjects

Six graduate students (2 females) at the University of Illinois, were

paid $3.50 an hour, plus bonuses, for participation. The subjects (between

23 and 25 years old) had normal, or corrected to normal, vision and hearing.

The subjects were not informed of the precise purposes of the experiment.

Stimuli

Each trial was initiated by a warning tone (1000 Hz, 50 ms duration, 65

dB amplitude), generated by a Schlumberger sine-square audio generator

(model SG-18A) and administered binaurally through headphones. One thousand

ms after the warning tone, a five letter array (HHHHH, SSHSS, SSSSS, or

HHSHH) was presented on a DEC VT-11 CRT display for 100 ms. The interval

between two consecutive trials varied randomly between 3500 and 5500 ms.

The subject sat facing the screen at a distance of one meter, such that the

angle subtended by each letter was approximately 0.5 degrees. Thus, the

angle subtended by the whole array was approximately 2.5 degrees. A

fixation dot, placed .1 degrees above the location of the target letter,

remained visible throughout the experiment.

Procedure

Each subject took part in one practice and three experimental sessions.

The subjects received 17 blocks of trials during each of the four sessions.

In the first 15 blocks (made up of 80 trials each), one of the four arrays

was presented on each trial. In the last two blocks (made up of 40 trials

each), one of only two arrays (either HHHHH and SSHSS, or SSSSS and HHSHH)

was presented on each single trial. Thus, in the last two blocks the

central stimulus was always the same, making these blocks equivalent to a

"simple RT" task rather than the "choice RT" task used in the first 15
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b-4ocks.2 In each case, the stimulus arrays were equiprobable (.25 for each

stimulus array in the first 15 blocks, .50 in the last two blocks), and

their presentation order was randomized. Each subject was instructed to

respond to one of the two target letters (H or S) with one hand (left or

right), and to the other target letter with the other hand, by squeezing a

zero-displacement dynamometer. The association between target letter and

responding hand was consistent for each subject and counterbalanced across

subjects. Speed was emphasized over accuracy and subjects were trained, by

means of verbal feedback, to respond at a speed which produced error rates

that ranged between .10 and .20.

Overt Respoose Measurement

When subjects squeezed the zero-displacement dynamometers (Daytronic

Linear Velocity Force Transducers, Model 152A, with Conditioner Amplifiers,

Model 830A, see Kutas & Donchin, 1977), a voltage was generated which was

proportional to the force applied to the transducer. This signal was

digitized at 100 Hz for 1000 ms following array presentation, giving a

continuous recording of the force output of both hands following each

stimulus. A Schmitt-trigger could be set to any preselected force level.

When the force reached a prescribed criterion, the system recorded the

occurrence of an overt "criterion" response. Before the practice session,

t.he value of each subject's maximum squeeze force was determined for each

hand separately. Criterion values for each subject were set at 25% of the

maximum force applied by that subject for that hand. During the practice

sessions only, a click was presented over a loud-speaker whenever the force

exerted on the transducer crossed the criterion.
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Psychophysiological Recording

The electroencephalogram (EEG) was recorded from Fz, Cz, Pz, (according

to the 10/20 system, Jasper, 1958), C3' (4 cm to the left of Cz), and C4' (4

cm to the right of Cz) referenced to linked mastoids, using Burden Ag/AgCl

electrodes. Vertical and horizontal electrooculographic activity (EOG) was

recorded using Beckman biopotential Ag/AgCl electrodes placed above and

below the right eye, and at 2 cm external to the outer canthus of each eye.

Ground electrodes were placed on the forehead. The EMG was recorded by

attaching pairs of Beckman electrodes on both right and left forearms, using

standard forearm flexor placements (Lippold, 1967). For EEG and EOG

electrodes the impedance was less than 5 KOhm, for EMG, below 20 KOhm. The

EEG and EOG signals were amplified by Grass amplifiers (model 7P122), and

filtered on-line using a high frequency cut-off point at 35 Hz and a time

constant of 8 s for the high pass filter. The EMG signals were conditioned

using a Grass Model 7P3B preamplifier and integrator combination. The

preamplifier had a half amplitude low frequency cut-off at 0.3 Hz, while the

output of the integrator (full wave rectification) was passed through a

filter with time constant of 0.05 sec. For each psychophysiological measure

(EEG, EOG, and EMG) and each trial, the derived voltages were digitized at

100 Hz for 2100 ms, starting 100 ms prior to the presentation of the warning

tone, and ending 1000 ms after the presentation of the array.

Data Reduction

Motor responses. As we noted above, the subjects were required to

squeeze the dynamometers to a criterion of at least 25% of maximum force to

register a "criterion response." This response criterion was used for

on-line feedback and RT was defined as the latency at which this criterion

was crossed. However, a different response classification system was used
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for most of the analyses. In particular, a measure based on the onset

latency of the EMG response was used.

The onset latency of the EMG response was evaluated on each trial

according to the following procedure (cf. Coles et al., 1985). First, a

minimum criterion value was established for each subject to discriminate the

EMG response from random variations in background EMG. Since the background

EMG was typically characterized by very small amplitude activity, the EMG

response was readily identifiable. When the integrated EMG exceeded the

minimum criterion, an EMG response was defined as having started and the

latency of this activity was noted. EMG responses in both arms could be

observed on the same trial. -In the present paper, we will focus on analyses

based on the onset latency of the first EMG response.

ERP measures. For each single trial, the EEG data were corrected for

both vertical and horizontal ocular movement artifacts using a modification

of the procedure described in Gratton, Coles, and Donchin (1983). The

corrected single trial data were then stored for further analysis, including

computation of averages and analysis of ERP component parameters on each

single trial. For the single trial analysis, the data from the five scalp

electrodes (Fz, Cz, Pz, C3' and C4') were smoothed using a low pass digital

filter (high frequency cut-off point at 3.14 Hz, two iterations), and the

baseline level was subtracted by averaging the f-4rst ten points of the epoch

(corresponding to 100 msec).

The readiness potential was assessed using the ERP waveforms recorded

at C3' and C4'. These electrodes are placed on scalp regions close to brain

motor areas. Previous research has shown that the amplitude of the

readiness potential is maximum at these locations when squeeze responses are

required (Kutas & Donchin, 1977; Bashore, McCarthy, Heffley, Clapman, &
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Donchin, 1982).

Results

The results section will be divided into several parts. First, we

describe the basic conditional accuracy functions for the two

noise/compatibility conditions. Second, we present data concerning the

influence of pre-stimulus response activation mechanisms on the latency and

accuracy of overt responses. Third, we analyze the mechanisms of

post-stimulus activation by studying the influence of stimulus evaluation on

the relative activation of the two responses. Fourth, we consider the

possibility that responses are released when relative response activation

reaches a fixed criterion. Finally, we describe an analysis of the

absolute, rather than relative, activation of each response.3

Conditional Accuracy Functions

Conditional accuracy functions were derived for compatible and

incompatible conditions, and for each of the six subjects, by computing

response accuracy for each of seven 50 ms response latency bins ranging from

100 to 449 ms (cf. Lappin & Ditsch, 1972a, 1972b; Pachella, 1974). The

accuracy and latency of each "response" were defined either in terms of the

first criterion squeeze (Figure 1, left panels) or onset of the first EMG

response (Figure 1, right panels). Average functions are shown in the upper

panels of Figure 1, while-+the proportions of respo-nses for each latency bin

are shown in the lower panels.

Insert Figure I About Here

The conditional accuracy functions based on the two response definitions are

qualitatively similar, suggesting that both measures are manifestations of
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the activity of the same underlying system. However, there are many fewer

criterion squeeze responses than EMG responses with a latency shorter than

200 ms. (In fact, only three subjects had criterion squeeze responses with

a latency less than 150 ms.) This supports the view that EMG responses

represent a more sensitive measure of response activation than the squeeze

response (see also Coles et al., 1985; Eriksen et al., 1985). Furthermore,

EMG responses are less affected by response competition than are squeeze

responses (see Coles et al., 1985 and footnote 3). These two

characteristics of the EMG onset measure make it more suitable than the

criterion squeeze response as an index of peripheral response activation.

Therefore we used the EMG measure in the remainder of this paper as the

basis for response classification.

Analysis of the conditional accuracy functions based on EMG onset

revealed that the proportion of correct responses increased with increasing

response latency, F(6,30) = 59.78, P<.001, and that subjects were more often

correct on compatible than incompatible trials, F(1,5) = 144.40, p<.001.

The most interesting aspect of these functions, however, was that they

differed in shape, as reflected in the significant interaction between

compatibility and response latency, F(6,30) = 9.96, p<.001. As can be seen

in Figure 1, the most noticeable difference between the functions occurred

at response latencies of between 150 and 249 ms. For responses in the 150-

199 and 200-249 latency bins, accuracy was significantly greater than chance

(.50) for compatible arrays, t(5)=4.25 and 15.72 (one-tailed), but

significantly below chance for incompatible arrays, t(5)=-3.47 and -2.34

(one-tailed). This differential pattern of response accuracy, which was

evident in all subjects, suggests that, for these response latencies, the

noise letters are controlling response accuracy (cf. Coles et al., 1985).
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Since the noise letter in incompatible arrays calls for the incorrect

response, responses for these arrays tended to be less accurate than chance.

On the other hand, very fast responses (with a latency of less than 150 ms),

tended to have a chance level of accuracy regardless of the compatibility of

the array. For compatible and incompatible arrays, response accuracy Was

not significantly different from chance (50%), t(5) = 0.80 and -1.22,

respectively. Since the accuracy of these responses was unaffected by

stimulus information, they could be classified as "fast guesses."

Conversely, slow responses, with a latency greater than 300 ms, tended to be

correct regardless of the compatibility of the array. As we have argued

previously, the accuracy of these slower responses was controlled by

analysis of target letter information (cf. Coles et al., 1985).

Pre-stimulus activation

In this section, measures of the lateralized readiness potential are

used to describe the pattern of response activation processes that occurs

during the foreperiod (between warning tone and array presentation). In

particular, we focus on the question of whether the accuracy of fast guess

responses is under the control of an activation process that occurs before

array presentation. Such an analysis should reveal whether these fast

responses are associated with a- higher baseline level of response

activation, as predicted by the variable baseline hypothesis.

To examine the activation process, we compuited the difference in

voltage between the two laterally placed electrodes (C3' and C4') for every

time point on each trial beginning 100 ms before tone onset and extending

through the time of array presentation. As we noted earlier, the potential

at these electrode sites is more negative or the side contralateral to the

responding hand, when subjects are informed which hand to use to respond
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(see Kutas & Donchin, 19B0). Thus, we predicted that the direction and

degree of laterality observed during the foreperiod would be related to the

nature of the response to the array. The values of lateralization were

computed on the basis of which hand happened to be correct on a particular

trial, so that negative values (upward deflections in Figures 2, 4, and 5)

always indicate more negativity at the electrode site contralateral to the

correct response.

To compare lateralization waveforms preceding fast and slow responses,

we sorted trials according to EMG onset latency (using 50 ms bins ranging

from 100 to 399 ms), response accuracy (correct or incorrect response) and

-noise/compatibility (compatible or incompatible noise). To obtain stable

estimates of the lateralized brain potential, a data base of at least 50

trials must be used to derive average waveforms. In fact, the shortest EMG

onset latency bin (100 to 149 ms) for all types of trial, and later EMG

onset latency bins for incorrect compatible trials, did not match the 50

trial criterion. For this reason we had to restrict our analysis to the

remaining cells (EMG onset latency bins between 150 and 399 ms for correct

compatible trials, and for correct and incorrect incompatible trials). Note

that the shortest EMG onset latency bin for which average lateralization

waveforms were computed was 150 to 199 ms. Although the conditional

accuracy data indicated that fast guess-tr'ials were most evident in the 100

to 149 ms bin, a substantial number of the trials in the 150 to 199 ms bin

are also fast guesses, since accuracy is still quite close to chance for

this bin.

Figure 2 shows average laterality values from incompatible trials

during the foreperiod for correct and incorrect response trials with

different response latencies (150-199 ms in the lower panel and 300-349 ms
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in the upper panel). As with the conditional accuracy functions, we used

the EMG response to define both response accuracy and response latency.

Insert Figure 2 About Here

Inspection of Figure 2 suggests that the readiness potential preceding

fast responses becomes lateralized during the foreperiod and that the

direction of the laterality is related to the correctness of the subsequent

response. This inference is supported by several analyses. First, when

laterality is defined in terms of the mean absolute value of the C3'-C4'

difference in the last 100 ms of the foreperiod, fast responses are

associated with a greater degree of laterality than slow responses (the

analysis was restricted to correct responses and to latency bins ranging

between 150 and 399 ms because of unstable ERP data on other bins), F(4,

20)=3.31, p<.0 5 . Further analysis revealed a significant linear trend in

lateralization as a function of EMG onset latency bin, F(1, 20)=10.45,

p<.01. Second, the direction of the laterality is related to response

accuracy. Fast correct responses are associated with laterality in the

direction of the correct response (greater negativity at the electrode

location contralateral to the correct response), while fast incorrect

responses are associated with laterality in the-44rection of the incorrect

response (greater negativity at the electrode location ipsilateral to the

correct response), j(1, 5)=19.54, p<. 0 1. (This analysis was restricted to

incompatible trials, because there were not enough incorrect responses to

compatible arrays to yield stable averages.)

Finally, we classified each individual trial into one of three

categories: trials for which the readiness potential was larger over the
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motor cortex contralateral to the correct response ("contralateral" trials);

trials for which the readiness potential was larger over the motor cortex

ipsilateral to the correct response ("ipsilateral" trials); and trials for

which there was no significant difference between the two sides

("non-lateralized" trials).4 We computed the conditional accuracy functions

separately for each of these categories of trials. The average conditional

accuracy functions for compatible and incompatible trials computed in this

way are shown in Figure 3.

Insert Figure 3 About Here

We predicted that the accuracy of fast guesses would be greater than

chance when the correct response was prepared in advance of stimulus

presentation - that is, for contralateral trials - and below chance when the

incorrect response was prepared in advance of stimulus presentation - that

is, for ipsilateral trials. This prediction was confirmed. An analysis of

variance conducted on the conditional accuracy functions, for which accuracy

was used as a dependent variable and noise compatibility, response latency

bin and trial category were used as factors, indicated a significant main

effect of trial category, F(2,10) = 5.66, p <.05, as well as a significant

2-way interaction between trial category and response latency bin, F(10,50)

= 2.88, p <.01. Subsequent analyses revealed, for the main effect of trial

category, a significant linear trend with decreases in accuracy from

Contralateral to Non-Lateralized to Ipsilateral trials, and, for the

interaction, that this linear trend was significant only for the first

response latency bin (between 100 and 149 ms).

Taken together, these data suggest that subjects sometimes chose and



Response channels and psychophysiology Page 20

activated a particular response during the foreperiod before the array was

presented, although, objectively, each response was equiprobable. When a

fast response was emitted on these trials, its accuracy depended on whether

the subject happened to have chosen the correct response. This is

consistent with our interpretation that these trials are fast guesses.

However, the data presented so far are not sufficient to conclude that fast

guesses occur when there is a high level of pre-stimulus response

activation. Data bearing upon this issue will be presented later, when we

consider a measure of individual response channel activation (the

single-sided readiness potential). The presence of variable levels of

response activation during the foreperiod and their relationship to response

accuracy is consistent with the variable baseline hypothesis of response

activation. In fact, it appears that the relative activation of response

channels in the foreperiod is related to the accuracy of a fast guess.

Post-stimulus activation

In this section, we show how measures of the readiness potential are

sensitive to the modulation of response channel activation by stimulus

evaluation processes. In particular, these measures support the view that

stimulus-related response activation can occur prior to complete stimulus

evaluation.

As described above, we computed the difference between the electrical

potential recorded from the two lateral electrodes (C3' and C4') on each

trial. However, we now focus on the post-stimulus period from array

presentation until the end of the recording epoch 1000 ms later. Trials

were sorted as a function of array compatibility and average lateralization

values were computed. The resulting average waveforms are shown in the

middle panel of Figure 4. Note that these waveforms include all trials
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-regardless of response accuracy or latency.

Insert Figure 4 About Here

If the respoose channels are continually influenced by information

coming from stimulus evaluation processes, then we would expect that

post-array values of laterality would reveal this influence. We argued

previously on the basis of the conditional accuracy functions (reproduced in

the upper panel of Figure 4) that responses with a latency between 150 and

249 ms appeared to be affected more by the noise letters than by the target

letter, suggesting an influence of preliminary phases of the stimulus

evaluation process on response channels. In fact, the average

lateralization waveform for incompatible noise exhibits a "dip" towards

incorrect response activation between 150 and 250 ms post-stimulus (see

middle panel of Figure 4). This dip corresponds to greater negativity at

the scalp site contralateral to the incorrect response. Note that the

waveforms shown in the middle panel of Figure 4 correspond very closely to

the conditional accuracy functions shown in the upper panel. The

correlations computed between the average laterality (sampled at the

beginning of each response latency bin) and conditional accuracy values for

each of the seven bins were .93 for compatible and .94 for incompatible

arrays (p<.01). When these correlations were coaputed on an individual

subject basis, the mean value for compatible arrays was .87 (.05 confidence

interval .79-.92) while that for incompatible arrays was .89 (.05 confidence

interval .82-.94).

These data point to a remarkable convergence between two quite

different procedures used to gain insights into the influence of the
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evaluation process on the response channels. One procedure is based on

measures of scalp activity and the other on the latency and accuracy of

responses.

While both procedures converge in their description of the time-course

of evaluation processes, the accuracy of this description is compromised by

the fact that both procedures are based on data aggregated over trials.

Because of this, it is not clear whether the functions depicted in the upper

and middle panels of Figure 4 represent the nature and time course of the

evaluation process on individual trials. The figures suggest that

information about the array is accumulated gradually and that this

information is continuously available to response systems. However, the

gradually increasing continuous function that characterizes conditional

accuracy curves can be generated by aggregating trials for which the output

of stimulus evaluation is, in fact, discrete but variable in latency over

trials. Similarly, the description provided by the aggregated laterality

data could be the result of averaging trials for which a discrete change in

laterality occurred (in the direction of the response that was executed) but

for which the change varied in latency. To demonstrate that indeed response

activation occurs as stimulus evaluation proceeds, we need to demonstrate

the influence of different phases of the stimulus evaluation process on the

response system within the same trial.

To this end, we partitioned the laterality data as a function of

response latency and accuracy. Since we were particularly concerned with

finding evidence for an influence of preliminary evaluation processes on the

response systems, we focussed on the "dip" in laterality seen in the

waveform for incompatible arrays in the middle panel of Figure 4. We

argued above that this "dip" represents early activation of the incorrect
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response due to the influence of the incompatible noise letters. We

reasoned that if we could find evidence for this "dip" on trials in which

the first peripheral response given was correct, then we could infer that,

indeed, on these trials at least, preliminary evaluation processes could

result in preliminary response activation. Furthermore, the evidence for an

influence of evaluation processes on response systems should be most evident

for relatively slow trials, since fast trials are influenced by pre-stimulus

activation effects, as we saw earlier. Thus, we focussed our analysis on

relatively slow, correct response trials only (with a response latency of

300-349 ms). On these trials, by definition, the EMG activity was first

observed on the correct side. The lower panel of Figure 4 gives the

laterality values for these trials.

The "dip" can be clearly seen in the waveform for the incompatible

arrays while a simultaneous increase in laterality toward the correct

response can be seen in the waveform for the compatible arrays. The

difference between compatible and incompatible arrays in the area of the

waveform between 170 and 210 ms after the array presentation was

significant, t(5)=2.67, p<.05 (one-tailed), as was the difference between

the same area measure for incompatible arrays and zero, t(5)=-2.78, p<.0
5

(one-tailed).

Thus, the measure of the lateralized readiness potential suggests that

processing of the noise letters can result in preliminary incorrect response

activation, even though the correct overt response is ultimately given

presumably as a result of a later occurring analysis of the target letter.

This influence is evident for long latency responses for which pre-stimulus

activation effects are minimal.

d.
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Response execution

Grice's variable criterion hypothesis (Grice et al., 1982) leads to the

prediction that the level of activation of the response channels at the

moment of the response should be lower for fast than slow responses, while a

fixed criterion hypothesis predicts a constant level, regardless of response

latency. Figure 5 shows the average laterality waveforms from 100 ms before

the warning stimulus until the time of the response. Waveforms for the

compatible incorrect trials are not included because of insufficient data

(see above).

Insert Figure 5 About Here

To evaluate the merit of the variable criterion hypothesis, we focus

on the laterality value at the time an EMG response was observed (indicated

by vertical lines in Figure 5).5 An analysis of variance of these data

revealed no significant effects of compatibility (F(1, 5) = 3.02, p>.05) or

response latency (both the main effect of response latency bin and the

interaction of response latency bin by response accuracy were not

significant, F(3,15) = 0.13, and F(3,15) = 0.46, respectively), but a

significant effect of accuracy, F(I5) = 133.39, p <.001. In fact, the mean

laterality values were -0.71 and +0.65 microvolts for correct and incorrect

responses respectively. These data indicate, then, that the absolute

laterality value at the moment the EMG response is triggered is constant

regardless of response latency and that, as expected, the direction of

laterality is related to response accuracy.

Individual response channel activation

The measure of the lateralization of the readiness potential we have
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used so far provides only an index of the relative activation of the

response channels. This relative measure cannot reveal generalized

facilitation of both responses, nor can it distinguish cases in which one

response is activated from cases in which the other response is inhibited.

A related problem is that, conceptually, it is reasonable to expect the

occurrence of a fast guess to be dependent on the absolute level of

activation of a response channel. Similarly, the emission of an EMG

response may depend on the absolute level of response channel activation.

For these reasons, it would be useful to obtain a separate measure of

the activation of each response channel. To derive such a measure we have

to solve the methodological problem of isolating ERP components. In fact,

the potential observed at each of the lateral scalp electrodes (C3' and C4')

is given by the sum of potentials generated locally (i.e., the single-side

readiness potential) and of other potentials generated in other regions of

the brain and propagated by volume conduction. Therefore, to obtain "pure"

measures of the potential associated with the activation of just one

response channel, we need to remove the influence of the other potentials.

Note that when we measure the lateralizatlon of the readiness potential

(i.e., the difference between C3' and C4'), the influence of other brain

potentials, not associated with a specific motor response, -is eliminated by

the subtraction procedure.

We approached the problem of isolating the single-sided readiness

potential by using the Vector Filter procedure (Gratton, Coles, & Donchin,

1987). A description of the procedure and its derivation is given in the

Appendix.

Examples of the waveforms obtained with the procedure are shown in

Figure 6. The waveforms represent the estimated activation of correct and
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incorrect response-channels throughout the experimental epoch for four

response latency bins. Average waveforms were computed separately for each

compatibility condition and for correct and incorrect trials. The 8

waveforms for the compatible correct condition shown in Figure 6 are

representative of the 32 waveforms available.

Several aspects of this figure are noteworthy. First, during the

foreperiod, there is greater activation of the correct side for fast than

for slow trials. To determine whether the absolute amplitude of the

readiness potential predicts if a fast guess will occur, we computed the

probability that a fast response (i.e., a response with a latency shorter

than 200 ms) would be emitted as a function of the level of negativity prior

to the array at the electrode contralateral to the responding hand. The

level of negativity prior to the array was assessed by computing the average

single-sided readiness potential in the last 100 ms of the foreperiod at the

electrode site contralateral to the correct response (when the probability

of emitting a correct response was concerned) and at the electrode

contralateral to the incorrect response (when the probability of emitting an

incorrect response was concerned). We sorted the trials according to their

prior negativity into 5 categories, ordered from a large to a low level of

negativity prior to the array. The prediction that a fast response was more

likely to-occur on trials with a larger negativity prior to the array was -

confirmed, F(4, 20) = 2.96, p <.05. The probabi'lity ranged from .144 to

.108 from the high to the low level of negativity. A post-hoc analysis

revealed a significant linear trend in probability as a function of prior

negativity, F(1, 20)=7.36, p<.02. Thus, the probability of a fast response

was a function of the level of negativity prior to the array at the

electrode contralateral to the responding hand.
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A second interest4ng aspect of Figure 6 is that there appear to be a

fixed level of activation of the response channels at the moment the EMG

response is triggered. Thus, the picture of response activation processes

provided by Figure 6 (and by comparable waveforms for the other conditions)

confirms the results reported in the previous sections (see Figure 5).

Insert Figure 6 About Here

The derivation of single-sided readiness potential measures enabled us

to focus on one additional question, that is, the effect of mere stimulus

- presentation on response channels. One striking common aspect of all the

individual response channel functions (those shown in Figure 6 and 24 other

comparable waveforms from incompatible and incorrect trials) is that both

correct and incorrect response channels show an increase in activation

between 50 and 150 ms after the array. In the case of very fast response

trials, when the level of activation of a response channel is close to the

criterion due to priming in the foreperiod, this increase in activation

appp~rs to raise the function above the threshold for the emission of an Et4G

response.

- Discussion

In this paper, we have presented an analysis of response channel

activation in a warned, choice RT paradigm, in 'which the stimulus

information was sometimes conflicting. We proposed that activation can be

modulated by several mechanisms including those related to pre-stimulus

activation or bias and those related to stimulus evaluation processes.

Measures of the lateral ized readiness potential indicate that, on some

trials, subjects appeared to select and activate particular responses during
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the foreperiod before the imperative stimulus (array) was presented. In

fact, fast responses (with a latency of less than 200 ms) were associated

with large and significant lateralization of the readiness potential during

the foreperiod. If the lateralization was in the direction associated with

the correct response, the response tended to be accurate. If it was in the

direction associated with the incorrect response, the response tended to be

inaccurate. For these fast responses, the lateralization of the readiness

potential was similar to that observed in simple RT conditions when the

subject knows in advance the hand to be used to make a response (cf. Kutas &

Donchin, 1980). Thus, we infer that a fast guess was preceded by selection

amd activation of a response in advance of stimuluf presentation.

Furthermore, when pre-stimulus selection and activation occurred, the mere

presentation of the stimulus appeared to trigger a response. This "mere

presentation" effect may be due to a "response energizing" process, such as

that proposed by Grice et al. (1982) and Sanders (1981). Preliminary

evidence for such a process is provided by the analysis of single-sided

readiness potential measures, which suggests that, regardless of response

latency, both correct and incorrect response channels exhibited increased

activation following stimulus presentation. However, this increased

activation might also be attributed to some stimulus-processing activity,

not completely eliminated by our procedure for isolating the single-sided

readiness potential (see Appendix).

After stimulus presentation, responses appear to be activated as

information about the stimulus becomes available - unless, of course, a fast

guess is made. In particular, conditional accuracy functions and

lateralized readiness potential values suggest a tendency for incorrect

response activation between 150 and 250 ms after the presentation of an
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incompatible array. Because we were able to demonstrate the presence of

this incorrect response activation for correct trials of relatively constant

latency (300-349 ms), we inferred that, at least on some trials, stimulus

evaluation processes may affect the response systems before the evaluation

processes are complete.

Finally, we have shown that responses (EMG activity) occur when

response activation achieves a particular fixed level. Analyses of both the

lateralized and single-sided readiness potential at the time of response

onset indicated that the amplitude of the readiness potential was fixed for

all response latencies.

These results have implications for various issues in the study of

human information processing. First, they provide support for a

"variable-baseline/fixed-criterion" hypothesis of response activation, in

contrast to a "fixed-baseline/variable-criterion" hypothesis. Specifically,

we have demonstrated that a measure that is intimately related to response

processes (the readiness potential) varies in the foreperiod and that this

variability is related to the speed and accuracy of responses. We have also

shown that the same measure appears to have a fixed value at the time of the

response, regardless of response latency. While the latter observation

suggests that a fixed level of activation of some central structure

determines whether a peripheral response will be activated, it is of course

possible that variable criteria operate at earlier phases of response

activation, although our measures of activation provide no evidence about

the operation of variable criteria. It should be noted that the portion of

ERP waveform that is associated with the moment at which the EMG response is

triggered may reflect the execution of the response (a fixed phenomenon)

rather than the preparation of the response (a variable phenomenon).
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However, recent neurophysiological data-question the distinction between

response execution and preparation. In fact, Requin (1985) showed that

there are three classes of neurons in the motor cortex that fire during a

warned RT trial. Some fire only during the foreperiod, others fire only

during the response, and still others fire during both the foreperiod and

the response. While our scalp recordings cannot distinguish among the

activity of these three classes of neurons, we should note that Requin

(1985) proposes that the three classes operate as an integrated system. We

consider this neurophysiological system as constituting a central portion of

the response channel. Thus, response preparation and response execution can

be represented by different aspects of the response channel activity.

A second issue addressed by the present experiment concerns the nature

of the stimulus evaluation process. The interference determined by

irrelevant noise presented visually in close proximity to target information

has been studied extensively (for a review see Johnston & Dark, 1986). In

the present study, conditional accuracy and lateralization data converge in

suggesting that there are at least two phases in stimulus evaluation.

During the first phase (between 150 and 250 ms) the correct response tends

to be activated when the noise letters are compatible, and the incorrect

response tends to be activate-when the noise letters are incompatible.

Later in time, the correct response is activated regardless of the nature of

the noise letters. As we have noted previously (Coles et al., 1985), the

first phase appears to correspond to an analysis of all the letters or

features in the array without regard to their location, while the second

phase may be related to the association of the letters with their location.

This two-phases conception of stimulus evaluation processes is consistent

with the feature integration theory of Treismen and Gelade (1980, see also
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Treisman, Sykes, & Gelade, 1977), and with the "zoom-lens" analogy proposed

by Eriksen and Yeh (1985, see also Naatanen, 1982). Our data appear to be

consistent with the interpretation that location plays an important role in

visual attention (Johnston & Dark, 1986). However, since we did not

manipulate information about location, our data cannot serve to determine

whether this role is qualitatively different from that of other stimulus

dimensions (as proposed by the zoom-lens analogy) or similar to that of

other stimulus dimensions (as proposed by the feature-integration theory).

The conditional accuracy functions also reveal that accuracy is between

.90 and .95 for incompatible arrays even at long response latencies, when

accuracy might be expected to approximate unity. This suggests that the

stimulus evaluation system sometimes fails to correctly identify the target

letter, perhaps because its operation terminates when some degree of

certainty about the stimulus is reached, or because its performance is

sometimes data-limited.

A third issue addressed by the present experiment concerns the

possibility that stimulus information can affect response-related processes

before the evaluation process is completed. Our measure of preliminary

response activation (at a central level) showed that incorrect responses can

be partially activated on the same trials for which a correct overt response

is given later. These data are inconsistent with a single-stage decision

model that places the decision stage at an earlitr level than that

manifested by the readiness potential measures. Furthermore, our previous

findings (Coles et al., 1985) are inconsistent with a model that places a

single-decision stage at an earlier level than the peripheral response (EMG

or squeeze). In the earlier study, we found that both correct and incorrect

peripheral responses could be activated on the same trial. Taken together,
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these data argue-against single-decision stage models (e.g. Sternberg, 1969)

because information is apparently transmitted from stimulus evaluation to

response systems at at least two moments in time. This is consistent with

continuous flow (Eriksen & Schultz, 1979; Grice et al., 1982) or

multiple-decision-stage models (Miller, 1982).

In conclusion, we have illustrated how the concept of response channels

and the measurement of their activation can provide insights into the

mechanisms involved in a warned, choice RT task. Our data suggest that

response channels are continuously active, and that when this activity

crosses a threshold, a peripheral response is emitted. Reaction times

measure the latency at which the threshold is crossed and the overt response

is emitted. However, they provide little information about the behavior of

the response channel activation function in the period preceding the moment

at which the overt response is emitted. In our previous work, we used

measures of the EMG to provide a second point in the description of the

response channel activation function (Coles et al., 1985; Eriksen et al.,

1985). In the present experiment, we extended our measurement repertoire to

include a continuous measure (the lateralization of the readiness potential)

and we have illustrated its power in providing insights into various aspects

of the human information processing system.
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Footnotes

1. Another negative component, labelled Contingent Negative Variation

(CNV, Walter, Cooper, Aldridge, McCallum, & Winter, 1964) can be observed in

the foreperiod of warned RT tasks (see, for instance, Coles et al., 1985).

The distinction between the readiness potential and the CNV has recently

been debated (see Rohrbaugh & Gaillard, 1983). In particular, the

possibility of a CNV in the absence of an overt response has been discussed.

The arguments related to this debate are beyond the scope of this paper. We

note that, in general, the literature about CNV has focussed on its

relationship to "attentional" or "alertness" states, while that on the

readiness potential has focussed on its relationship with motor responses.

Since we will consider the scalp negativity preceding the stimulus in terms

of its relationship with the motor response, we will use the label

"readiness potential" to refer to it.

2. The simple RT condition was used to determine whether in fact a

scalp lateralization of the readiness potential could be observed under

conditions of extreme response bias. Since such a result was in fact

obtained, we will not discuss this condition further.

3. In our previous study (Coles et al., 1985), we analyzed both EMG and

squeeze onset latencies. Squeeze and EMG latency data from the present

study replicated those obtained previously for the "random-warned"

condition. In particular, for incompatible arrays relative to compatible

arrays, we observed (a) longer RTs (by 41 ms), F(I,5)=59.16, p<.001, (b)

longer intervals between EMG and squeeze onsets (by 6 ms), L(1,5)=7.66,

P<.0 5, and (c) more trials for which both squeeze responses were initiated,

F(3,15)=24.30, p<.00 1. Furthermore, on trials where both squeeze responses

were initiated, the EMG to squeeze interval was prolonged by 18 ms, F(2,
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I0)=32.52, p<.001. Thus, data from the present experiment confirm that

response competition is a contributing factor to the differences in mean RTs

between compatible and incompatible noise stimuli.

4. Estimates of the magnitude of the lateralized readiness potential on

each single trial were obtained at each electrode by computing the average

EEG activity of the 100 ms preceding the appearance of the stimulus array.

Single trials were then classified into one of three categories

(IPSILATERAL, CONTRALATERAL, and NON-LATERALIZED), by comparing the

readiness potential at C3' and C4'. The voltage difference between these

two electrodes was transformed into standard scores (for each subject). If

the standardized difference value between the two electrodes was between

+0.5 and -0.5, the trial was said to be "non-lateralized." If the

difference was larger than this criterion, the trial was said to be

"ipsilateral" if there was more negativity at the electrode ipsilateral to

the hand corresponding to the correct response, and "contralateral" if there

was more negativity at the electrode contralateral to the hand corresponding

to the correct response.

5. To account for the transmission delay between the cortex and the

muscle, we actually sampled the value of the lateralized readiness potential

at the beginning of each EMG onset latency bin -- that is, on the average,

25 ms before the onset of EMG activity.
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Appendix

The potential recorded at each of the two lateral electrodes (C3' and

C4') can be considered as being given by the sum of the readiness potential

generated locally (that is, in the region of the brain close to the

electrode) and of scaled fractions of potentials generated in other parts of

the brain and that are propagated by volume conduction. The other

potentials may include the readiness potential generated underneath the

contralateral electrode, as well as other ERP components. This can be

expressed by the following formulae:

(la) V(C3') = al*V(C3't) + a2*V(C4't) + bl*V(ERPI) + + bn*V(ERPn)

(Ib) V(C4') = al*V(C4't) + a2*V(C3't) + bl*V(ERPI) + ... + bn*V(ERPn)

where:

V(C3') and V(C4') are the potentials recorded at C3' and C4';

V(C3't) and V(C4't) are the "true" readiness potentials generated

underneath C3' and C4';

V(ERP) are potentials associated with other ERP components that may affect

the recordings;

al, a2, bl, and bn, are scaling factors.

By subtracting (lb)-from (la) we get (2):

(2) V(C3')-V(C4') = (al-a2) * IV(C3't)-V(C4't)l

Thus, apart from a scaling factor, the difference between the potentials

observed at the lateral electrodes is equal to the difference between the

"true" readiness potentials.

While the derivation of the differential measure is quite
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straightforward, the-separate measurement of the readiness potential on each

side is more problematic. In fact, (la) and (Ib) can be transformed in (3a)

and (3b):

(3a) al*V(C3't) = V(C3') - a2*V(C4't) - bl*V(ERPl) - ... - bn*V(ERPn)

(3b) al*V(C3't) = V(C3') - a2*V(C4't) - bl*V(ERPL) - ... - bn*V(ERPn)

From (3a) and (3b) it is evident that, in order to obtain the value of the

readiness potential on each side, the contribution of components with a

significant influence on C3' and C4' must be estimated and subtracted from

the voltages recorded at C3' and C4'. Gratton, Coles, and Donchin (1987)

have developed a procedure (Vector Filter) that allows the investigator to

separate the contribution of ERP components characterized by different

distribution over the scalp electrodes. This technique is based on the

development of a series of "spatial filters," each specific for a different

component. These filters are given by a series of weights, one for each

electrode. The filtered data are represented by linear combinations of the

values observed at each electrode. If sets of weights are chosen to be

orthogonal, the corresponding filtered components will be orthogonal

(although not necessarily uncorrelated). The Vector Filter procedure can

result in a reduction of the contribution of overlapping components,

although-it cannot guarantee their complete elimination. Examples of the

gains in component identification and measurement obtained by applying the

Vector Filter procedure are given in Gratton, Kramer, Coles, and Donchin

(1987) and in Fabiani, Gratton, Karis, and Donchin (in press).

In the analysis of the data of the present experiment we chose sets of

weights according to the following criteria. First, they should suppress

the contamination due to the contralateral readiness potential. For this
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reason, the two sets of weights used for estimating independently the

readiness potential on each side were selected so as to be orthogonal (i.e.,

their cross-product was equal to 0). Second, they should be such as to

suppress the influence of other ERP components. In particular, we filtered

out the contribution of components with an exclusively midline distribution.

This was accomplished by giving equal weights to the midline electrodes (Fz,

Cz, and Pz). Third, to eliminate general components (with an equivalent

influence at all sites), the sum of each set of weights was equal to 0.

The Vector Filters used were the following:

(4a) C3't = 0.888*C3' - 0.114*C4' - 0.258*Fz - 0.258*Cz - 0.258*Pz

(4b) C4't = 0.888*C4 - 0.114*C3' - 0.258*Fz - 0.258*Cz - 0.258*Pz

Note that the sum of squares of each set of weights is equal to 1, so

that the Vector Filter amounts to a rotation of axes in the space defined by

the electrode locations.

To provide some indication of the validity of this procedure, we

computed the average correlation across trials, over the six subjects,

between C3' and C4' (in the last 100 ms before array presentation) before

and after applying Vector Filter. As can be seen by comparing (3a) and

(3b), the "undesired" components (i.e., the contralateral readiness

potential, as well as the other ERP components) will produce similar effects

on C3' and C4', and will therefore tend to increase the correlation between

the potential recorded at these two electrodes. The average correlation was

.83 +.03 before correction, and .00 +.08 after correction. Note that the

latter correlation could have been different from 0 even though orthogonal

sets of weights were used. This would occur if the procedure under- or

over-estimated the effects of volume conduction, or if there was some
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"structural" or "functional" association between the brain electrical

activity generated beneath the two lateral electrodes. The latter might

occur under conditions of "response competition" or "response energizing."
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Figure Legends

Figure 1. Conditional accuracy functions (upper panels) and proportion

of trials for each response latency bin (lower panels) for compatible

(solid) and incompatible (dashed) trials. Values on the ordinate correspond

to the midpoint of each response latency bin. Data for trials classified on

the basis of criterion squeeze response are shown in the left panels, and

for trials classified on the basis of the EMG onset in the right panels.

For the conditional accuracy functions based on EMG onset latency, standard

errors are indicated by the vertical bars. For criterion squeeze response

functions, only three subjects had trials in the 100-149 ms latency bin.

Figure 2. Grand-average ERP waveforms depicting the voltage difference

between the scalp electrodes contralateral and ipsilateral to the correct

response for correct (solid) and incorrect (dashed) response trials, from

the incompatible condition. The waveforms in the upper panel are averages

for trials with response latencies between 300 and 349 ms, the waveforms in

the lower panel refer to trials with response latencies between 150 and 199

ms. Upward deflections indicate lateralization (larger negativity) toward

the scalp electrode contralateral to the correct response, downward

deflections indicate lateralization toward the scalp electrode ipsilateral

to the correct response (and contralateral to the incorrect response).

Figure 3. Conditional accuracy functions, averaged over compatible and

incompatible conditions, as a function of the lateralization of the

readiness potential during the last 100 ms of the foreperiod.

Figure 4. Upper panel. Conditional accuracy functions for compatible

and incompatible trials. Middle panel. ERP waveforms of the lateralized

readiness potential following array presentation, averaged separately for

all compatible and for all incompatible trials. Lower panel. ERP waveforms
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of the lateralized readiness potential following array presentation, for

compatible and incompatible correct trials with a response latency between

300 and 349 ms.

Figure 5. ERP waveforms of the lateralized readiness potential for the

period beginning 100 ms before the warning tone and ending at the time of

the peripheral response to the array. Separate waveforms are shown for

compatible correct (upper panel), incompatible correct (middle panel), and

incompatible incorrect trials (lower panel), for four response latency bins.

The solid vertical lines in each panel indicate the response latency for

each bin. The upper and lower horizontal lines in each panel indicate the

inferred thresholds for correct and incorrect muscle response emission.

Figure 6. ERP waveforms representing the correct (solid) and incorrect

(dashed) single-side readiness potentials for compatible correct trials.

Separate average waveforms are shown for four response latency bins. The

dashed vertical lines after array presentation indicate the response latency

for each bin. The upper horizontal line in each panel indicate the inferred

threshold for muscle response emission.
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HUMAN FACTORS, 1987,29(2), 145-160

A Psychophysiological Assessment of Operator
Workload During Simulated Flight Missions

ARTHUR F. KRAMER.' ERIK J. SIREVAAG, and ROLF BRAUNE, Institute of Aviation,
Aviation Re.earch Laboratory, 'niversitv of Illinois, Champaign, Illinois

Previo.'s, recarch ha.s indicated that components of the event-related potential (ERP) may be
u'.cd to quanti ti/ihe re ource requirements of complex cognitive tasks. The present study was
destgpied to explore the degree to which these results could generalized to complex, real-
irtld task'. The studv also examined the relations among p, rjrmance-based, subjective,
anid p.svchoph io logical measures of operator workload. Seven male volunteers, enrolled in
ani itstri/ment flight rule (IFR) aviation course at the University of Illinois, participated in
the .studv. The student pilots flew a series of IFR flight missions in a single-engine, fixed-
bt. cd Ntmtlator. In dual-task conditions subjects were also required to discriminate be-
tuenpl tw1o tontes difiering in lrequency and to make an occasional overt response. ERPs
timc-locked to the tones, subjective elfort ratings, and overt performance measures were
collected during two separate 45-rnin flights differing in difficulty. The difficult flight was
associated uith high subjective effort ratings, as well as increased deviations from the com-
mand altitude, heading, and glideslope. The P300 component of the ERP discriminated
amnong levels of task difficulty, decreasing in amplitude with increased task demands.
Within-flight demands were exvamined by dividing each flight into four segments: takeoff,
straight and level flight, holding patterns, and landings. The amplitude of the P300 was
negatively correlated with deviations from command headings across the flight segments. In
swon, the findings provide preliminarn, evidence f'or the assertion that ERP components can
be employed as metrics of resource allocation in complex, real-world environments.

INTRODUCTION Donchin, 1986; Moray, 1979; O'Donnell and
Eggemeier, 1986, Williges and Wierwille,

The importance of the explication of 1979). Although mental workload is acknowl-
mental workload in operational environ- edged to be a problem in many manual con-
nients has been underscored in recent years trol and supervisory tasks, there has been a
by a number of conferences convened to cx- failure to reach a consensus on its definition
amine the topic as well as by several method- or measurement. This, in part, is due to the
ological and theoretical reviews of the litera- multidimensional nature of the concept (Eg-
ture (Frazier and Crombie, 1982; Gopher and gemeier, 1980; Johannsen, Moray, Pew, Ras-

mussen, Sanders, and Wickens, 1979).
Rcquc,t-, lui rcpiints shuuld be sent to Arthur F. One set of models that appear to offer a

Kr incr. Dpartmcnt ut Ps,.cholugv,. Umicrsiy ol Illinuis useful framework in which to conceptualize
. Ui ana-Charnpaigi. 603 E Daniel St , Champaign, IL
o 12u mental workload are the multiple-resource

19e' -hc Human FaL (or,, Socictv, Inc All rights reserved.
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models of attentional allocation (Freidman Thus, the electroencephalograph (EEG) pro-
and Poison, 1981; Na on and Gopher, 1979; vides a measure of the tonic state of the or-
Wickens, 1980, 1984). In these models, ganism, whereas ERPs reflect phasic changes
human capacity is represented by a number related to the processing of specific events.
of finite pools of resources available for time- It is important to recognize the componen-
sharing among concurrently performed tial nature of the ERP. ERPs have generally
tasks. The models predict that tasks that re- been viewed as a sequence of separate but
quire the same types of processing resources sometimes temporally overlapping compo-
will be more poorly time-shared than will nents that are influenced by a combination of
tasks that require different resources. the physical parameters of the stimuli and
Wickens (1980) has proposed that resources such psychological constructs as expectancy,
ma\ be defined by three dichotomous dimen- task relevance, attention, and memory
sions: stages of processing (pcrceptual/cogni- (Kramer, 1985). Components are typically la-
ti\e and response), codes of processing beled with an N or a P, denoting negative or
(xcrbal and spatial), and modalities of pro- positive polarity, and with a number indi-
cessing (auditory and visual). Within such a cating their minimal latency measured from
lrainework, memal workload can be described the onset of an eliciting event (e.g., N 100 is a
as the cost of performing one task in terms of negative-going component that occurs at
a reduction in the capacity to perform addi- least 100 ms after a stimulus),
tional tasks, given that the two tasks overlap ERP components may be categorized along
in their resource demands. a continuum from exogenous to endogenous.

The research presented here derives from The exogenous components represent an
an extensive series of investigations that have obligatory response of the brain to the pre-
demonstrated the utility of event-related sentation of a stimulus. These components
brain potentials (ERPs) in the assessment of are usually associated with specific sensory
,esidual capacity during the acquisition and systems, occur within 200 ms of a stimulus,
pcrformance of a variety of perceptual-motor and are primarily sensitive to the physical at-
taks (Donchin, Kramer, and Wickens, 1986; tributes of stimuli. For example, exogenous
Kramer, 1987). The focus of the present study visual potentials are influenced by the inten-
was to employ ERPs in conjunction with sity, frequency, hue, patterning, and location
measures of overt performance and subjec- of the stimulus in the visual field. The exoge-
tivc indices of mental workload in order to nous components have been successfully
monitor changes in resource demands that used in clinical settings to monitor the func-
occur during a complex real-world task. The tional integrity of the nervous system during
task involved "flying" an instrument flight surgical procedures, to assess changes in the
rule (IFR) plan in a single-engine aircraft nervous system as a result of maturation and
simulator. aging, and to help diagnose various types of

The ERP is a transient series of voltage neuropathology including tumors, lesions,
oscillations in the brain that can be recorded and dem~elinating diseases, such as multiple
from the scalp in response to the occurrence sclerosis (Starr, 1978; Stockard, Stockard,
of a discrete event (Donchin, 1975; Regan, and Sharbrough, 1979).
1972). This temporal relationship between The endogenous components, on the other
the ERP and the eliciting stimulus or re- hand, occur somewhat later than the exoge-

sponse is what differentiates ERPs from the nous components and are not very sensitive

ongoing electroencephalographic activity. to changes in the physical parameters of
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stimuli, especiall, \%hen these changes are For example, imagine a situation in which
not relevant to the task. Instead, these corn- two pilots perform a series of difficult flight
ponents are primarily influenced by the pro- maneuvers. Under normal conditions, both
cessing demands of the task imposed on the pilots execute the maneuvers with a high
subject. In fact, endogenous components can level of proficiency, and their flight perfor-
even be elicited by the absence of a stimulus mance is indistinguishable. Is this to say that
it this 'event" is relevant to the subject's their workload is also equivalent? Now
task. The strategies, expectancies, intentions, imagine the same two pilots flying identical
and decisions of the subject, along with task maneuvers while concurrently attempting to
parameters and instructions, account for the diagnose the cause of an intermittent engine
majority of the variance in the endogenous problem. Although their performance is
component-. One of the dependent variables equivalent under normal conditions, one
in the present study, the P300, is a typical ex- pilot may cope adequately with the addi-
ample of an endogenous component. (For a tional demands, whereas the se,:ond pilot's
comprehensive review of the P300, see Prit- flight performance may deteriorate as he or
chard, 1981.) she troubleshoots the abnormality. This pat-

One might ask why ERPs should be used to tern of results would suggest that the second
monitor changes in resource demands, given pilot was operating under higher levels of
that several technically simpler approaches workload even during the normal flight con-
to the assessment of skill acquisition and dition.
mental workload have already been imple- Several recent studies have illustrated the
mented. Although numerous performance- usefulness of the ERP, and more specifically
based measures of mental workload exist, the P300 component, as an index of pro-
they suffer from several drawbacks. First, cessing resources (Horst, Munson, and
some of the measurement techniques require Ruchkin, 1984; Isreal, Chesney, Wickens,
subjects to perform a secondary task, which and Donchin, 1980; Kramer, Wickens, and
frcquehtly interferes with the performance of Donchin, 1983, 1985; Natani and Gomer,
the task of interest (Knowles, 1963; Rolfe, 1981; Strayer and Kramer, 1986: Wickens,
1971; Wickens, 1979). This is clearly unac- Kramer, Vanasse, and Donchin, 1983). The
ceptable in an operational environment in general paradigm employed in these studies
which the safety of the operator must be as- requires subjects to perform two tasks con-
sured. Even in the laboratory setting it is dif- currently. One task is designated as primary
ficult to determine which of the two tasks and the other task as secondary. Subjects are
generated an observed performance decre- instructed to maximize their performance on
ment, since performance on the two tasks is the primary task .and devote any additional
easily confounded. Second, performance- resources to the performance of the sec-
based measures of mental workload provide ondary task.
an output measure of the operator's informa- Primary tasks have included system moni-
tion-processing activities (e.g., RT, accuracy). toring, decision making, and manual control.
Thus, at best, performance measures provide Secondary tasks have required subjects to
only an indirect index of cognitive function. discriminate between tones of different fre-
Third, performance measures do not always quencieb or lights of different intensities. In
correlate highly with the actual workload of general, the response demands of the sec-
the tasks (Brown, 1978; Dornic, 1980; Ogden, ondary probe tasks have been minimal, re-
Le ine, and Eisner, 1979). quiring subjects either to covertly count the
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total number of one type of event or to re- sisted of performing a specified flight sce-
spond to an occasional target probe. nario under IFR flight conditions. The diffi-

ERPs are elicited by events either in one or culty of the primary task was varied in two
in both of the tasks. Increases in the percep- ways. Between-mission difficulty was manipu-
tual/cognitive difficulty of the primary task lated by varying the direction and speed of
result in a decrease in the amplitude of the wind conditions, the severity of turbulence,
P300s elicited by the secondarv task. Con- and the probability of a subsystem failure
verselv, P300s elicited by discrete events em- during a critical portion of the mission. A
bedded within the primary task increase in second way that difficulty was manipulated
amplitude with increases in primary task dif- might be labeled within-mission difficulty. In
ficulty. Furthermore, changes in response-re- this case, we capitalized on the different
lated demands of a task have no influence on levels of processing demand inherent in the
the P300 (Isreal et al., 1980). flight task (i.e., straight and level versus ap-

The reciprocal relationship between P300s proach to landing).
elicited by primary and secondary task The secondary task consisted of a concur-
stimuli is consistent with the resource trade- rently performed go/no-go auditory discrimi-
offs presumed to underlie dual-task perfor- nation task, in which subjects pressed a
mance decrements (Kahneman, 1973; Navon button in response to the presentation of one
and Gopher, 1979; Sanders, 1979; Wickens, of two tones. ERPs associated with the sec-
1980). That is, resource models predict that ondary task tones, overt performance mea-
as the difficult' of one task is increased, ad- sures from the flight task and discrimination
ditional resources are reallocated to that task task, and subjective indices of task difficulty
in order to maintain performance, thereby were examined to assess the extent to which
depleting the supply of resources that could the manipulations of primary task difficulty
have been used in the processing of other modulated the mental workload associated
tasks. Thus, the P300 appears to provide a with the flight task.
measure of resource trade-offs that can only
be inferred from more traditional perfor- METHOD
mance measures. Furthermore, P300s elic- Subjects
ited by secondary task events are selectively
sensitive to the perceptual/cognitive de- Seven right-handed male volunteers were
mands imposed on the operator. This selec- paid for their participation in the study. All
tive sensitivity may be especially useful in of the subjects were student pilots enrolled in
decomposing the changing processing re- an aviation course at the University of Illi-
quirements of complex tasks (Kramer et al., nois' Willard Airport. Prerequisites for the
1983). course include two semesters of basic visual

The goal of the present experiment was to flight rule (VFR) training, the possession of a
augment the conclusions drawn from the private pilot's license, and two introductory
studies cited above by demonstrating that courses in IFR flight skills. Thus, the student
the dual-task ERP paradigm could be em- pilots were proficient in VFR flight skills and
ployed in a complex real-world situation to had a basic familiarity with both IFR flight
provide information concerning mental skills and precision landing approach tech-
workload and residual capacity. Student niques. All subjects were between the ages of
pilots performed a series of dual-task flight 20 and 26, and had normal hearing and
missions. In each case, the primary task con- normal or corrected-to-normal vision.
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Simulator and Stimtdtu \

Generation Equipment

The ILLIMAC flight system used in the ex- octoe

periment consisted of a fixed-based flight B
simulator that wvas designed around the
INTEL 8086 digital microprocessor. The sim-
ulator was developed at the Institute of Avia- A
tion at the University of Illinois. The flight /
equations were produced by the 16-bit 8086
microcomputer. The digital information was B

converted to analog voltages to drive the sim- MM

ulator instrumentation. In the present study,
the simulator was configured to mimic the
flight characteristics of the Beechcraft Sport M Mie
180, a single-engine aircraft with fixed gear
and a fixed propeller. The ILLIMAC flight D
panel contained the instrumentation and na-
vigational radios required for instrument
flight conditions. Flight performance mea-
sures were digitized at the rate of 30 Hz and Figure I. A schematic illustration of the 45-rnin

were transferred via an RS232 link to a DEC Ilight mission perlonned by the student pilots.

PDP 11/73 human-performanceielectrophvsi-
ological laboratory computer (Heffley, Foote, to set up a holding pattern with an inbound
Mui, and Donchin, 1985). heading of 242 deg. Three standard holding

The auditory stimuli employed for the sec- patterns were flown prior to continuation of
ondarv task were produced by an audio-gen- the flight. Next, the pilots were instructed to
erator and binaurally presented to the pilots track the 216 radial direct to the Veals (the
through headphones. ERPs, flight perfor- outer marker for the ILS approach to
mance data, and secondary task RTs were re- Runway 32 at Champaign) non-directional
corded oii magnetic tape for off-line analysis. beacon (NDB), maintaining an airspeed of

Tasks 135 knots. At the 6-mile DME point (Veals),
the pilots were to turn outbound in order to

A graphic illustration of the basic light intercept the localizer inbound to Runway
task is presented in Figure 1. The light began 32. At the 8.2-mile DME point, a turn was to
on Ru,|wav 32 at Willard Airport. The pilot be made to a 091 heading. After flying for two
was instructed to climb to 3000 feet at a con- minutes outbound, the pilot executed a pro-
stant rate of 500 feet per minute and to inter- cedure turn to intercept the localizer in-
cept the 062 radial from the Champaign bound to Runway 32. When the localizer was
very-high-frequency omnidirectional radar intercepted, the pilot tracked 316 deg at 2600
beacon (VOR) after turning to a heading of feet towards the middle marker, where the
090 deg. At the 12 mile distance measuring flight was terminated. Performance mea-
equipment point (DME), the pilot was in- sures included deviations from assigned
structed to roll 30 deg to the left and fly one heading, airspeed, altitude, and glideslope.
minute outbound on a 032 heading in order This IFR flight plan-roundtrip from
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Champaign to Octoe intersection-formed The EEG and EOG channels were ampli-
the framework within which the processing fied by Grass Model 12A5 amplifiers with a
demands imposed upon the student pilots 10-s time constant and an upper half ampli-
were investigated. (See Champaign approach tude of 35 Hz, 3-dB/octave rolloff. The re-
plate AL-709, ILS Runway 32 for additional cording epoch for all channels was 1300 ms,
details.) Thus, the flight segments consti- beginning 100 ms prior to the presentation of
tuted the primary task in this experiment, secondary task tones. The data channels were
and subjects were instructed to maximize digitized every 5 ms and were digitally fil-
their performance of the flight missions. tered off-line (- 3 dB at 6.27 Hz; 0 dB at 14.29

In addition to the primary task, subjects Hz) prior to further analysis. Artifactual con-
performed a concurrent secondary task. This tributions to the EEG from EOG activity
task required the student pilots to monitor a were evaluated and eliminated off-line by
Bernoulli sequence of auditory stimuli pre- submitting the data to an eye-movement cor-
sentCd binaurally through headphones. Two rection procedure (Gratton, Coles, and Don-
different tone frequencies (1000 Hz and 1500 chin, 1983).
I-z) werc used. The 1000-Hz tone was desig-
nated as the target tone for four subjects; for ProcedUre

tile remaining three subjects, the 1500-Hz Each subject flew a total of four 45-minute
tone was designated as the target. Targets missions in the fixed-base ILLIMAC flight
wce presented on 30% of the trials. Subjects simulator. In the first session, the students
\vere instructed to respono to targets by de- flew the flight course twice. These flights
pressing a switch located on the left side of served to familiarize the subjects with the
the control yoke. The response required only IFR flight plan and the dynamics of the simu-
a minimal movement of the thumb. Both lator. Both of the missions were florin under
speed and accuracy were emphasized in the the easy flight conditions (no wind, turbu-
instructions. Non-targets, which were pre- lence, or subsystem failures). Since the
sented 70% of the time, did not require a re- flights were considered as practice, the per-
sponse. Tones were 50 ms (including a 10-ms formance data will not be presented here.
rise fall time, 65 dB) in duration, and were In the second session, subjects again flew
presented every 1.4 to 1.7 s. the flight path illustrated in Figure 1. How-
-RP Recordiig System ever, in this session one of the two flights in-

cluded 30-mile/h winds from 270 deg, mod-
Elcctroencephalographic (EEG) activity crate turbulence, and a partial suction failure

was recorded lrom three midline sites (Fz, Cz, in the heading indicator during approach to
and Pz according to the International 10/20 landing. The.presentation order of the easy
system; see Jasper, 1958) and referred to and difficult flights in the second session was
linked mastoids. Beckman Biopotential Ag- counterbalanced across subjects.
AgCl electrodes filled with Grass electrode Prior to the flights, subjects were presented
paste were attached to all scalp sites and also with a short block (30 trials) of tones in order
to a forehead ground. In addition, identical to familiarize them with the tone frequencies
electrodes were placed above and below the among which they were subsequently asked
subject's right eve to evaluate electrooculo- to discriminate. Subjects then performed a
graphic (EOG) activity in the vertical plane. short, single-task flight segment in which
All electrode impedances were maintained they flew a straight and level course for five
below 10 kohms. minutes under calm atmospheric conditions
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(no xiind or turbulence). This task was in- flight segments, on the basis of common op-
eluded to provide a baseline for subsequent erational demands (as judged by a panel of
subjective ratings of task difficulty. Subjects CFIs). Segment A comprised both the takeoff
were instructed to assign a value of 100 to and the preparation for final approach to
this flight segment and to compare each of landing. The two straight and level flight
the flight segments in the easy and difficult segments were combined into Flight Seg-
flights with this baseline when assigning ment B, and the three holding patterns into
their subjective difficulty' ratings (Gopher Segment C. The final approach to landing
and Braune. 1984). Subjects then performed and flight along the glideslope were com-
the auditory discrimination task alone for bined into Segment D.
200 trials. This condition was included to Two measures of flight performance,
provide single-task estimates of performance heading and altitude deviation, were re-
and ERPs on the secondary task. corded in all flight segments in both easy and

Following the discrimination task, subjects difficult missions. These indices were sub-
performed the flight tasks concurrently with mitted to a two-way repeated measures anal-
the tone-discrimination task. A certified ysis of variance. One additional measure, de-
flight instructor (CFI) was present during viation from the glideslope, was recorded in
each flight to instruct the subjects on the both the easy and difficult scenarios in the
flight scenarios and to evaluate their perfor- final flight segment. Table 1 presents the
mance. Upon completion of each of the two mean values of the flight performance mea-
flights, subjects ,,Cre asked to rate the diffi- sures for both easy and difficult flights.
cultv of the flight as a whole, as well as each All three of the flight performance mea-
of the individual flight segments. Each of the sures indicated that our between-mission ex-
flight missions lasted approximately 45 min. perimental manipulations successfully in-
Subjects received a 15-min rest break be- fluenced the difficulty of the flight task.
tween flights. When the student pilots were required to fly

Finally, subjects again performed 200 audi- the 45-min mission with high winds, mod-
tory discriminations under single task condi- crate turbulence, and a subsystem failure
tions. Because the ERPs and performance during approach to landing, their deviations
data from the two single task discrimination from command altitude increased, F(I,6) =
conditions were not significantly different, 6.6, p < 0.05; their ability to track the glide-
they were averaged together prior to further slope accurately decreased, F(1,6) = 8.0, p <
analvsis. 0.05; and their deviations from assigned

RESULTS AND DISCUSSION headings increased, F(1,6) = 9.1, p < 0.05;
relative to the mission flown under easy

Flight PerloronaIce and Probe flight conditions. Performance was also in-

Di-wripinztiatioz Data fluenced by mission segment, irrespective of
between-mission difficulty (see Table 2).

The flight performance data were collected Subjects were more accurate at maintaining
to assess the validity of the difficulty manip- their assigned headings in Segments B and C
ulations, both within and across missions. than they were in Segments A and D, indi-
The flight scenario has been described in cating that takeoff and landing were more
terms of the mission requirements (see difficult for the students than was straight
Figuie 1). For purposes of the statistical anal- and level flight or holding patterns, F(3,18) =
ysis, the mission was partitioned into four 4.3, p < 0.05. However, students' perfor-
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mance on the altitude measure did not differ path and were instructed to assign this seg-
as a function of flight segment. Furthermore, ment a workload rating of 100. Each of the
no significant interactions were obtained for flight segments in the easy and difficult
any of the flight measures. Thus, flight per- flights was then rated relative to the straight
formance measures most strongly discrimi- and level segment. Subjects made their
nated between easy and difficult flights, ratings after each mission and were per-
whereas intersegment differences were found mitted to assign any numerical value to their
for only a subset of the performance inca- estimates of subjective workload. The ratings
sures. were normalized prior to statistical analysis.

Performance measures for the ERP-elici- Subjects rated the flight mission with high
ling probe task are presented in Table 1 for winds, moderate turbulence, and a partial
the betivecn-mission comparison and in suction failure in the heading indicator
Table 2 for the comparison across flight seg- during instrument landing system (ILS) ap-
ments. Subjects were uniformly accurate proach as having a significantly higher work-
across missions and flight segments, with re- load than the flight without wind, turbu-
sponse accuracy ranging from 89% to 93%. lence, or subsystem failures, F(1,6) = 18.7, p
Neither RTs nor accuracies differed as a < 0.01. Subjective ratings also discriminated
function of flight segments or missions (p > among flight segments, F(1,6) = 6.0, p <
0.05). Thus, any differences among the ERPs 0.01. Moreover, the subjects estimated Seg-
elicited in different flight conditions cannot ments A, C, and D to be equally difficult,
be attributed to the subjects' failure to per- whereas Segment B-the straight and level
lorm the probe task in the more difficult portion of the flight-was estimated to be
flight missions or segments. easier than the other three segments, F(1,6)

= 9.8, p < 0.01. No significant interactions
were obtained for the workload measures.

Table I presents the subjective workload A comparison of the flight performance
ratings for the betwcCn-mission compar- measures and the subjective workload
isons, and Table 2 displays the ratings for ratings suggests that, for the most part, the
each of the flight segments. The subjective pilots' subjective estimates corresponded
ratings were collected in a manner described %%ell with their performance on the flight
by Gopher and Braune (1984). Subjects ini- task. Both the performance measures and the
tiallv flew a 5-nn straight and leel flight subjective ratings discriminated between

VABLE I

Nlcau arid Standard Dv'. latron) Simulator Pci ormance. Probe Discriinaiorn Reaction Time and Accu-
and Subjective Workload Ratings for Easy and Difficult Flights

Flight Missions

Measures Easy Fhight Difficult Flight

Heading deviation tdeg) 1 86 (0.67) 3.08 (0.90)
Altitude deviation (feet) 403 (178) 70.9 (37.8)
Subjective workload ratings 1152 (1271 1378 (21.6)
Probe reaction time (ms) 5800 (139 5) 604 0 (119.3)
Probe accuracy (percentage correct) 924 (60) 89.0 (7.2)
Glideslope deviation (deg) 0 35 (021) 0 74 (0.38)
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TABLE 2

Mean (and Standaid Dex iaton) Simulator Performance, Probe Discrimination Reaction Time and Accu-
rac%, anid Subject[ Wue tokload Ratings tot- the Four Flight Segments

Flight Segments

Measures Segment A Segment B Segment C Segment D

Heading deviation
(deg) 2,89( (103) 1.87 (1.06) 1.92 (0.81) 3.19 (1.44)

Altitude deviation
(feet) 536 (32.2) 60.1 (12.5) 41.9 (11.2) 67.4 (58.6)

Subjective workloac
ratings 1286 (18.5) 117.2 (10.1) 128.4 (13.1) 133.0 (21.7)

Probe reaction time
(ins) 6040 (101) 564.0 (135) 584.0 (127) 617.0 (146)

Probe accuracy
(percentage correct) 89 4 (7 3) 93 1 (6.0) 92.2 (6.4) 89.6 (6.4)

easN arid difficultliuts Flighit segmneiit- be defined as the N 100. A second frontally

Xwere also1 diffeeiated,1CL b.N subject i e anid niaxitnal negatix e component is also visible
objectixe mcasures. Hoxxex er. III this case the inI the ,%avelurm. This component reaches its
heading deCVIation1 I11casLire indicated that the peak negatix itv in the 200- to 300-mis latency
students' per-forina n~e In both straight and range, anrd xxill henceforth be referred to as
level 1liicht and holding" paitcl ws %%I, asupeio the N2U0. A large posi iixe-going deflection
to their perlormatice dui ic takeoff arid peaking bet%%xen 300 and 500 nms post-stim-
la.Iding . xxhercas s b ciixc xokload raiIcsII ul1s' canl also be !,entified b x is ual insbpec-
s-ugestcd that holding pattern-s \, e pet- ion of the w'aveformis. This component in-
ccix ed to be ais difhclt1 as takeoff-, arid pre-pa- leases III am"plitude from the frontal to the
ration for landing. parieItal rCording site anid Appears to dis-

Evew-Related Potet9Il. nI iita te a unong lex els of task diff icul ty. The
orponielt xx ill be labeled the P300.

Figure 2 presents the grand axei ac LRIIs The single trial ERi's xxere corre.cd for
elicited bx\ the taige t tones III the SigIld :cx cII (Loxe en t art if acts anid thenr ax eraged
dual-task coitditions. In Figure 3. the ERI's xi thini experimental conditions. The three
recorded at P/ arc ox er-plotted for the three ER P components desNLri bed abox e xx ere
conditions,. Three different coipoulnts can qjuanitified b\ measures, of peak latenc\ and
be discerned b x iSUal tnISpectiun of the amnplitude For the P300 component, the la-
waxeforins. The earliest is a frontall\ m~ax- tentex measure was obtained from the single
imal, itegatix c-going deflection that occur s trials. The amplitude measure of the P300
bctxxeecn 100 anid 200 ins post-stimulus. ERP and the latency and amplitude measures for
,:omponent, are traditionall ' defined itt the other ERP components wvere derixed
termis oi their latency relatixe to a stimulus fromn the average waveforms. Area measures
or response, scalp distribution, anid senisi- for- the N 100, N200, and P3uO components
tixitly to experimental manipulations (Don- were obtained from the 100 to 200, 200 to
chin, Ritter, anid McCallum, 1978; Sutton 300, anid 300 to 500 ms latency ranges, re-
and Ruchkin, 1984). By xirtueC of [ItS latenc spectixely. Peak latencies were defined as the
arid scalp distiuion, thiis component cai) largest positix'e or- negac ixe defleetion within
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Single Task

. ............................

V/' .. ............ j..

SFz i -Single Task
--- cz -- Easy Mission

- Pz iDifficult Mission

0 100 300 500 700 900 110
Easy Mission ms

Figure 3. Parieta! granid uverage ERPs overplotted
fur tile tone di-wrimpiuzalioi task alonie und for both of'
tile flight mlissionis+

repea ted -measures analyses of %ariance (3
Single,'Dual Tasks x 2 Probe T ,pes x 3 Elec-
trodes). Three factors were also entered into

the wvithin-Ilight anakses oi- utriance (4
Flight Segments x 2 Probe Tvpes , 3 Elec-

I I I I I rodes).

Difficult Mission P300 Comnpontent

I j~<.* .Further support lur the identification of the
lar-ge positive deflection \%ith the P300 corn-

Iponent was provided bthsignificant main

and probe type. F(l.o) = 9.8, p -K 0.05. P300s
%-.ere larger fur the low%-probabilit tone than
thev wvere for the high-proabilitv tune. The
amplitude oifthe P300 increased from the Fz
to the Cz to the Pz electrode site. Both of

I I these effects are consistent wvith previous
0 100 300 500 700 900 1100 findings and have been used as definitional

MS criteria for the P300 (Donchin et al., 1978;
Figure 2. ERPs averaged acrus su~b~ecis for tile? tuiie Kramer, 1985). One of the major questions in
diSripuzation taik and boit of tile flight Pnisitns. the present study \%as the extent to which

P300 amplitude would discriminate among
the predefinied latency ranges. Two separate levels of workload imposed on the student
analyses were performed on the ERP data. In pilots by the flight tasks. The main effect of
the between-mission analvsis, ERP compo- night mission indicated that P300 amplitude
nent measures were submitted to three-way, was sensitive to the task demands of the dif-
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hernt missiuns., F2,12) = 4.7, p < 0.05. Post when a given trial represents a repetition of a
hoc compari..os iurther indicated that P300s previous stimulus, a relatively small P300 is
elicited by the tones in the discrimination obtained. A model proposed to account for
task %%erc largest in the single-task condi- this "sequential" effect has emphasized the
tiuns; ot intermediate amplitude when tile importance of three controlling factors: (1)
turdents \%ere lving with no wind, turbu- the global probability of each event, (2) the

fence, or subsIstem failures; and smallest specific structure of the prior sequence, and
%kith high winds, turbulence, and a heading (3) the memory for event frequency in the
indicator failure (lbr all comparisons, p < prior sequence (Squires et al., 1976). Within
0.05 ee Table 3). This systcmatic decrease in the domain of complex, real-world tasks, we
the amplitude of the P300s elicited by the might expect that as the resource demands of
tule dis cmiiination task alone and combined a task increase, the memory capacity avail-
w% ith the flight missions mimics the resource able to maintain the sequential effect might
trade-ull, presumcd to underlie multitask decrease. This, in turn, should decrease the
pC mlorniance. ditference between the amplitude of the

Additional suppurt li, the scnsiti itv of P300s elicited by alternations and repeti-
P300 to L.hanges I i tie resource demands of a tions.

task a,, tuund in an analsis of the ettects ot Figure 4 presents the grand average ERPs
,,tlmulus sequence on the P3 00s elicited in elicited by stimulus alternations and repeti-

.inghle- and dual-task condition,. Prc ius tions for single- and dual-task conditions. As

.tudic, hac S1hu0,iiI that there Is a sVstCmatic can be seen from the figure, there is a large

Icdatiun-,hp beteen the amplitude ot the ditference between the amplitude of the
P;00 cli.ited b\ a stimulus on a gtkcii trial P300s in the tone discrimination task. Both

and the sequence o stilmuli that precede it the overall amplitude as well as the differ-
UiJlii -,on lnd Doinhii. 1,478, SquirCs, Petu- ence between the alternation and repetition
,hus sk i, Wicke ns. and Duntch, 1977; P300s appears to decrease when the tone dis-

SquLirC, WickIen, Squilres, and Donchmn. crimination task and flight task are per-
197ti %\Ici a part.ular trial Is preceded b-, lornied concurrently. Further decreases in
tIhe Jltm mIatC stimulus ( n the present expert- amplitude are apparent when comparing the

iiit. a lo,% tone tolluoed b a high tone, ur cas\ and difficult conditions.
ice \crsai. a large P300 is elicited. 1lo,..e\er. The ditferences between these conditions

I M31-. ;

M.cat, tad Siandaid Dc ation N I0) and P0 Ampltude (ArbitrarN Units) and Latencies (ins) fur the
F[oic i-),t iinmaton Alone and Combined %, th the "Fu Flight Missiuns

Flight Missions

Measures Single Task Easy Flight Difficult Flight

N100 amplitude 1139 (480) 650 (268) 650 (235)
"N100 latency 126 (17) 121 (12) 122 (13)

"'P300 amplitude 1954 (903) 902 (516) 482 (536)
"P300 latency 354 (26) 441 (63) 468 (62)

* O0ianed from Fz electrode ste
Ortaned from Pi electfo de ste



156-April 1987 HUMAN FACTORS

Single Task analysis of variance (2 Stimulus Sequences
x 3 Single/Dual Tasks x 2 Probe Types).

5pVI Main effects were obtained for stimulus se-
\I\ j quence, F(1,6) = 25.9, p < 0.01, and task,

+ F(2,12) = 4.2, p < 0.05. More interesting,
r.rv- however, was the significant interaction be-

-.. -tween task and sequence, F(2,12) = 4.0, p <
0.05, which suggested that the overall ampli-
tude as well as the difference between alter-

Repeat nations and repetitions decreased with in-
SAlternate creasing task difficulty. Moreover, post hoc

I I ,I I i comparisons indicated that although the dif-

Easy Mission ference between alternations and repetitions
was significant for the tone-discrimination
task and the easy flight, alternation and repe-
tition P300s did not differ significantly in the
difficult flight condition. Thus, since the
global probability and the sequential struc-

-,. M*-. -- \ ture of the ERP eliciting tones was uniform

across conditions, these results may impli
that residual memory capacity decreased
with increased task difficulty.

A main effect of flight mission was also
i I I I found for the P300 latency variable, F(3,18)

Difficult Mission = 11.3, p < 0.01. Post hoc comparisons indi-
cated that this effect could be attributed to
the significant difference between single and
dual tasks, (p < 0.05). However, latencies did
not differ between the two flight missions.
This finding suggests that the difference in

- \ P300 amplitude between the two flight mis-
sions cannot be explained by increased la-
tency variability in the difficult flight. Given
that single-task P300 latencies are often
shorter :han dual-task latencies, it appears

I I , i safe to conclude that the P300 component
0 100 300 500 700 900 1100 successfully discriminated between single

ms and dual tasks as well as between the two
Figure 4. Parietal grand average ERPs elicited by versions of the flight task.
4itu1lthi repeioti and altenzat"i for sngle- and Thus far we have described the effects of

between-mission difficulty on the amplitud
and latency of the P300 component. Our

were quantified by obtaining measures of the seccnd analysis compares ERP components
amplitude of the P300 and submitting these elicited during the four flight segments. It
%alues to a three-way, repeated-measures was predicted that the P300s elicited by the
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tones ill the more difficult flight segments tended simultaneously (Parasuraman, 1976;
would be smaller than those recorded during Schwent and Hillyard, 1975). Nl00s decrease
the easier light segments, reflecting in- in amplitude as subjects are required to
creased processing demands in the more dif- monitor additional sources of information.
ficult conditions. Although the within-mis- In the present experiment, an important
sion comparisons yielded weaker effects for question concerns the degree to which the
the pc-lurnance and subjective measures N100 reflects the transition from single to
than did the betwecn-mission analysis, an or- dual tasks, as well as the increase in work-
dering of the [light segments could be ascer- load imposed on the student pilots by the
taimed. The straight and level flight segment more difficult flight task. To this end, mea-
(B) and the holding pattern (C) were flown sures of N 100 amplitude and latency were
\with smaller heading deviations than the submitted to a three-way, repeated-measures
takeoff (A) and landing (D) conponcnts of the analysis of variance (3 Single/Dual Tasks x 2
inissions. The student pilots also rated the Probe Types X 3 Electrodes). A significant
straight and level segment to be subjectively main effect was obtained for the task vari-
easier than the other three segments. Al- able, F(2,12) = 5.0, p < 0.05. Post hoc com-
though the ordering of the P300 amplitudes parisons indicated that this effect could be
\was consistent with these measures (the attributed to larger Nl00s in the single-task
mean amplitudes of Segments A through D condition (p < 0.05). The amplitude of the
were 209, 525, 508, and 283, respectively), the N100s did not differ between the easy and
main effect for flight segment did not attain difficult flight missions. No other main ef-
statistical signilicancc (p - 0.05). However, a fects or interactions were significant for
small but significant correlation was ob- N100 amplitude or latency measures. The la-
taimed bct\een the amplitude o' the P300 tcncy and amplitude measures for the later
and the deviatiun-lrom-command heading (R frontally negative component, the N200,
= -0.27), indicating that the amplitude of were also submitted to a three-way, re-
P300 decreased with increases in heading de- peated-measures analysis of variance. None
\ iation. The latenc of P300 did not differ of the main effects or interactions were sig-
across flight segments. nificant for this component.

.\caedIT' Coulpo entus CONCLUSIONS

T\wo different negative components are ap- The results of the present experiment pro-
parent in the ,%avcorms presented in Figure vide preliminary support for the assertion
1. The ,-arliest is a frontallv maximal deflec- that components of the ERP can provide sen-
tion, % hich occurs between 100 and 200 is sitive and reliable measures of the task de-
post-stimulus. This component, labeled the mands imposed upon operators of complex,
N100, has been found to be sensitive to the real-world systems. One component of the
allocation of attention to physical attributes ERP in particular, the P300, varied in a sys-
01 stimuli such as [requencv, loudness, and tematic manner in response to the demands
location. Nl00s are larger for any stimulus of different versions of the flight task. Rela-
possessing the attended attribute than they tive to conditions in which the tone discrimi-
are lor stimuli possessing other attributes nation task was performed alone, the ampli-
(lHillYard and Hansen, 1986). The amplitude tude of the P300 decreased when the student
of the N 100 is also inlluenced bv the num- pilots performed the easy version of the flight
her of information sources that must be at- task. Further decreases in P300 amplitude
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were observed when the dillicultv ol the probe task required a relatively simple dis-
flight task was increased through the manip- crimination and an occasional overt re-
ulation of wind speed, turbulence, and the sponse. In fact, secondary task performance
probability of subsystem failures. Although did not discriminate among levels of primary
the within-mission effects were not as dra- task difficulty. Secondary task reaction time
matic as the between-mission comparisons, a and accuracy were uniformly high in all con-
small but significant correlation between ditions. On the other hand, the P300 elicited
P300 amplitude and heading deviation was by the probe stimuli did discriminate among
obtained across flight segments. Another the demands of the flight task. Thus, the
component of the ERP, the N100, varied in ERP-eliciting probe task provides a sensitive
amplitude as a function of the number of metric of resource demands without in-
tasks that the subjects performed. truding upon the performance of the task of

The sensitivity of the P300 to the pro- interest, a clear advantage in operational set-
cessing demands of the different flight mis- tings. However, this is not to imply that even
sions is noteworthy for several reasons. First, a relatively nonintrusive secondary task is an
the changes in the amplitude of the P300 as a ideal workload assessment procedure in
function of task demands mimics the modu- complex, real-world systems. Clearly, a more
lation of resources presumed to underlie vari- acceptable solution would be the elicitation
ations in operator performance. Resource of ERP components by primary task events,
models predict that as task demands in- thereby negating the requirement for any
crease, additional resources \%ill be allocated type of secondary task. Such a procedure has
to the high-priority task, thereby with- been successfully employed in the labora-
drawing resources from tasks of lesser im- tory, and we are currently exploring its effi-
portance (Navon and Gopher, 1979; Wickens, cacy in operational settings (Kramer,
1980). The amplitude of the P300s elicited by Wickens, Vanasse, Heffley, and Donchin,
the secondary probe task decreased with in- 1981; Sirevaag, Kramer, Coles, and Donchin,
creases in the difficulty of the flight task. 1984).
Other studies have found that P300s elicited A third point concerns the nature of the
b\ primary task events increase in amplitude metric. Although ERP components certainly
with increases in task demands (Kramer et qualify as physiological measures, they are
al., 1985). Thus, it appears that the P300 pro- somewhat unique in that they are selectively
rides a measure of the hypothetical resources sensitive to a subset of processing demands.
that can only be inferred from more tradi- Autonomically mediated measures such as
tional measurement techniques. heart-rate, variability, respiration, blood

A second point concerns the use of the sec- pressure, and skin conductance are in-
ondarv task procedure in the assessment of fluenced by ambient environmental condi-
mental workload. The resource demands of a tions, anxiety, and physical exertion, in addi-
primary task are usually inferred from decre- tion to mental workload (Wierwille, 1979).
merits in secondary task performance (Ogden Therefore, these measures are sensitive to
ct al., 1979). However, a particular difficulty workload in general but are not diagnostic in
of the secondary task methodology is the in- the sense of identifying the source of the pro-
trusion of the secondary task into primary cessing demands. The P300 is sensitive to in-
task perormance, thereby complicating the formation-processing demands, and, more
interpretation of the performance decre- specifically, is influenced by perceptual/cog-
mcits. In the present study, our secondary nitive demands but not by motor processes.
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Visual Information Processing I

Abstract

The effects of foveal task difficulty on the processing of events in

the visual periphery were investigated through an analysis of ever'-related

brain potentials and performance measures. Subjects performed a foveally

presented continuous monitoring task both separately and together with an

arrow discrimination task which was presented at three different retinal

eccentricities. The subjects detected occasional failures in the monitoring

task while also responding to designated targets in the left and right

visual fields. The analysis of the event-related brain potentials elicited

by discrete events in the arrow discrimination task indicated that the

amplitude of the N190 and P300 components decreased with both the

introduction of the foveal task and an increase in its difficulty. The N160

component was sensitive to the distribution of attention within a task but

was uninfluenced by dual-task demands. These findings suggest that the N160

reflects the distribution of attention to different spatial locations within

a task while the N190 may index the distribution of general purpose

perceptual resources. P300 appears to index the allocation of

perceptual/central processing resources. The implications of the results for

models of resource allocation and attentional gradients are discussed.

DESCRIPTORS: Selective and divided attention, dual-tasks, resource

allocation, Event-related brain potentials (EU), visual-spatial attention,

N160, N190, P300.
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Introduction

Research conducted to examine the sensitivity of event-related brain

potentials (ERPs) to attentional processes has been mainly performed within

two different paradigms (Donchin, Kramer and Wickens, 1986; Hillyard and

Kutas, 1983; Kutas and Hillyard, 1984). Moreover, these paradigms are

generally associated with theoretical frameworks that focus on different

aspects of attention. In the present study, we have designed a hybrid

paradigm that allowed us to investigate the interaction between two

varieties of attentional processes; dual-task processing demands and

intratask selective attention. Prior to describing our task and hypotheses

in more detail we will outline the paradigms and theoretical perspectives

from which our study is derived.

One of the most frequently used paradigms is a modification of the

classic dichotic listening/selective looking task (Becklen and Cervone,

1983; Cherry, 1953; Broadbent, 1958; Moray, 1959; Neisser and Becklen,

1975). In the ERP based version of this task subjects are instructed, in

different conditions, to (a) attend to information in one of two o.7 more

channels and ignore information presented on the other channels, or (b) to

divide their attention among the channels (Eason, Harter and White, 1969;

Eason and Ritchie, 1976; Hillyard, Hink, Schwent and Picton, 1973). Channels

are generally defined in terms of levels along a physical dimension of a

stimulus (eg. ear, pitch, loudness, location, color, orientation). Within

each of the channels events can be further categorized on the basis of

physical or semantic differences. The subjects are instructed to respond

each time one of two events occurs on the attended channel. The event that

requires a response is labelled the target and usually occurs with a lower

probability than the standards.

Although the specific ERP components that are recorded in the dichotic
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listening/selective looking paradigm differ somewhat as a function of

modality (Hillyard, Simpson, Woods, Van Voorhis and Munte, 1984), a number

of components have been extensively examined across modalities. These

components include an early negativity that peaks at approximately 80-120

msec in the auditory modality and from 140 to 170 msec in the visual

modality. Attention effects include both amplitude modulations of these

peaks as well as broader, sometimes overlapping negativities which are known

as Nd in the auditory domain and selection negativity in visual attention. A

later positivity occurring at approximately 300 to 700 msec post-stimulus

and referred to as the P300 has been found to be sensitive to attentional

manipulations in the auditory and visual domains (Harter and Aine, 1984;

Naatanen, 1982; Picton, Campbell, Baribeau-Braun and Proulx, 1978). Several

of the experimental results obtained in the examination of the sensitivity

of the negativities and the P300 component to the manipulation of

attentional processes are of particular relevance in the present study.

First, it is clear from experimental results that a hierarchy of

selective mechanisms exist. The amplitude of the N100 component

discriminates between the processing of information in attended and

unattended channels, while later negativities and the P300 discriminate

among target and non-target items within the attended channel (Hillyard,

Munte and Neville, 1985; Naatanen, 1982). Since channels have been defined

in terms of levels along physical dimensions, this pattern of results

provides strong support for early selection models of attention which posit

that information in the ignored channels is attenuated by a filter that is

tuned on the basis of physical stimulus features (Broadbent, 1982; Johnston

and Dark, 1982; Treisman, 1969; Treisman and Riley, 1969). This filtering

strategy has been termed stimulus set selection (Broadbent, 1958).

The subsequent negativities and P300 component also suggest that
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further filtering of irrelevant information takes place later in the

information processing system. This filtering may reflect response set

mechanisms posited by late selection models of attention (Keele, 1973;

Deutsch and Deutsch, 1963; Duncan, 1980; Shiffrin, McKay and Shaffer, 1976).

Thus, the ERP results are quite consistent with both empirical findings as

well as recent models that suggest that attentional selection is relatively

flexible and can take place on the basis of either physical features or

semantic content depending on task constraints and subject strategies

(Bashinski and Bacharach, 1980; Beck and Ambler, 1973; Dark, Johnston,

Myles-Worsley and Farah, 1985; Francolini and Egeth, 1980; Kahneman and

Henik, 1981; Kahneman and Treisman, 1984; Pushler, 1984).

Another important finding obtained in the ERP based dichotic

listening/selective looking paradigm was the demonstration of attentional

gradients for a variety of physical dimensions. In the visual modality,

NiOOs elicited by unattended events have been found to systematically

decrease in amplitude relative to attended events with increasing physical

distance (Mangun and Hillyard, 1987) as well as increased spatial frequency

separation (Harter and Previc, 1978). Similar differences have been

obtained with respect to changes in frequency in auditory paradigms (Alho,

Same, Paavilainen and Naatanen, 1986). These EILP results are consistent with

several recent psychophysical studies that have obtained evidence for

attentional gradients in both two (Eriksen and Yeh, 1985; LaBerge and Brown,

1986; Shulman, Wilson and Sheehy, 1985) and three dimensional space (Downing

and Pinker, 1985).

A Zoom Lens model has been proposed to account for attentional

gradients in visual space (Eriksen and Saint James, 1986). This model

suggests that attention can operate along a spatial continuum ranging from

tightly focused to widely distributed. When attention is focused, items in
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the visual field are processed sequentially but with a high degree of

precision. When attention is distributed, items are processed in parallel

but with a lower degree of precision. Attentional gradients are presumed to

result from a gradual dropoff in processing resources towards the boundary

of the attentional focus. The ERP data suggest that the mechanism

underlying the phenomenon of attentional gradients operates at a relatively

early stage of processing.

The Zoom Lens model employs a resource metaphor to account for the

ditferences in speed and precision of processing during focused and divided

attention. A fixed quantity of resources is proposed to be available for

processing of events in the visual field. Resources are evenly distributed

with a low density during divided attention, while being concentrated with a

high density durirl focused attention. Thus, the density of resources limits

the rate and extent of processing of events within the focus of attention.

:t Is noteworthy that ERP results are quite consistent with the resource

metaphor. The amplitude of the N1O0 has been found to be largest when

elicited by events in attended channels, intermediate in amplitude in

divided attention conditions, and smallest when elicited by unattended

events during focused attention (Hink, Van Voorhis, Hillyard and Smith,

1977; Okita, 1979; Parasuraman, 1978, 1985). Furthermore, the summed

amplitude of the NIOOs remains constant between conditions of focused and

divided attention (hink et al.. 1977; Van Voorhis and Hillyard, 1977).

Thus, the amplitude of the NIOO component appears to reflect the density of

resources allocated to events as well as the fixed quantity of resources

available for processing.

Although the examination of ERPs within the dichotic

listening/selective looking paradigm has produced a wealth of valuablE

information concerning the mechanisms underlying focused and divided
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attention, research in this paradigm has been limited to the investigation

of intratask attentional processes. Thus, one important question not

addressed within this research program is the degree of generalizability of

attentional phenomena to multitask environments. The issue of attentional

tradeoffs between, rather than within, tasks has been addressed in the dual

task paradigm. Within the dual task paradigm subjects perform two tasks

both separately and together. Dual task demands are manipulated by varying

the difficulty and/or the processing priorities of one or both of the tasks.

Although dual task ERP studies have concentrated mainly on the sensitivity

of P300 to changing attentional demands, several noteworthy findings have

been obtained.

When subjects are instructed to maximize their performance on one task

and the difficulty of this task is manipulated, P300s elicited in the

secondary task decrease systematically with increases in the difficulty of

the primary task (Isreal, Chesney, Wickens and Donchin, 1980: Kramer,

Wickens and Donchin, 1985; Kramer, Sirevaag and Braune, 1987; Lindholm,

Cheatham, Koriath and Longbridge, 1984; Natani and Gomer, 1981). In

conditions in which ERPs are also recorded in the primary task, the

amplitude of the P300. increase with increases in the difficulty of this

task (Horst, Munson and Ruchkin, 1984; Kramer, Wickens and Donchin, 1985;

Sirevaag, Kramer, Coles and Donchin, 1984; Wickens, Kramer, Vanasse and

Donchin, 1983). The reciprocal relationship between P300s elicited by

primary and secondary task stimuli is consistent with the attentional

tradeoffs presumed to underlie dual task performance decrements (Freidman

and Polson, 1981; Kahneman, 1973; Navon and Gopher, 1979; Sanders, 1979;

Wickens, 1980, 1984). That is, attentional resource models predict that as

the difficulty of one task is increased, additional resources are

reallocated to that task in order to maintain performance, thereby depleting
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the supply of resources that could have been used in the processing of other

tasks. Resource models also predict that attentional tradeoffs should occur

when subjects shift their emphasis from one task to another, even in the

absence of difficulty manipulations. P300 have also been found to mimic

the shifts in attentional resources expected with changes in the processing

priorities of two tasks (Hoffman, Houck, MacMillian, Simons and Oatman,

1985; Kramer and Strayer, 1987). Thus, the P300 appears to provide a

measure of attentional tradeoffs that can only be inferred from more

traditional performance measures.

The ERP results obtained in the dichotic listening/selective looking

and dual task paradigms have provided converging evidence for theories of

attention as well as new insights into the mechanisms underlying attentional

phenomena. However, there are a number of questions that remain to be

addressed, particularly in regards to the interaction of the varieties of

attention investigated in these paradigms. In the present study we will

examine a number of questions relevant to the effects of intertask demands

on the processing of stimuli in the visual field.

One such question concerns the level of processing at which attentional

resources are transferred from one task to another during dual task

performance. Although NIOOs have been found to decrease in amplitude from

focused to divided attention conditions within a single task, it is unknown

whether this effect generalizes from single task to dual task conditions.

At a finer level of analysis, it becomes relevant to ask if and how the

visual-spatial NIOO attention effect is influenced by intertask demands. Is

it the case that the amplitude of the N1Os elicited by both attended and

ignored events are reduced or does the reduction reflect a selective

focusing of attention (q. diminished ignored versus attended Nl00s)? This

same question is relevant for the P300 component. Previous investigations
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of the sensitivity of the P300 to changes in intertask demands have focused

solely on the P300s elicited by task relevant events. In the present study

we examine the degree to which the sensitivity of the P300 to intralocation

and interlocation selective processes is influenced by demands imposed from

another task.

A second important question concerns the effects of intertask demands

on visual-spatial attentional gradients- A similar issue has been addressed

in performance based paradigms. In these studies subjects are required to

selectively respond Lo brief presentations of items in the periphery of the

visual field while also performing a foveal task. In a number of such

studies, imposing a foveal task and increasing its difficulty has led to a -

decrement in the processing of information in the periphery, particularly at

the most distant locations (Ikeda and Takcuchi, 1975; Williams, 1985). This

phenomenon has been termed cognitive tunnel vision (Mackworth, 1965).

Although these findings suggest the intriguing possibility that the

functional visual field constricts with increased foveal task demands,

several aspects of the research may limit the generalizability of this

phenomenon.

First, cognitive tunnel vision has only been obtained in a subset of

the studies examining the effects of foveal task load on peripheral

processing. In many cases all stimuli in the periphery were more poorly

processed with increased foveal task demands (Antes and Edwards, 1973;

Holmes, Cohen, Haith and Morrison, 1977; Voss, 1981; Williams, 1982).

Second, the effects have been found only in situations in which the foveal

and peripheral stimuli were presented very briefly. Third, since only

measures of accuracy or RT were collected, the level of processing at which

this effect occurred could not be assessed. In the present study we will

examine the effects of foveal task load on the selective processing of items
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in the periphery by increasing the difficulty of a foveally presented

continuous monitoring task and examining the ERPs elicited by stimuli

presented at different retinal eccentricities.

Method

Subjects Ten dextral graduate students (five male) were paid for their

participation in the study. All of the subjects were between the ages of 20

and 26 and had normal or corrected to normal vision. None of the subjects

had any prior experience with the tasks employed in the experiment.

Triangle Monitoring and Arrow Discrimination Tasks Subjects performed

two tasks both separately and together. The tasks are graphically depicted

in Figure 1. The foveal task required subjects to monitor a dynamic process

for occassional failures. The multi-attribute process was represented by a

triangle which changed shape as a function of three system variables. The

triangle was displayed at the center of a CRT positioned 88 cm directly in

front of the subject. The difficulty of the monitoring task was varied by

manipulating the complexity of the rule for detecting a system failure. Two

independent sums of six sine waves were used to update the length of

segments 11 and 12. Note that the sum of these segments determined the

length of the base of the triangle.

In the correlated monitoring condition, changes in the length of

segment 0 (which determined the height of the triangle) were perfectly

correlated with changes in segments Il and 12. During a system failure, the

length of segment 0 was driven by a third sum of sines function,

uncorrelated with the changes in segments I1 and 12. Thus, a system failure

was said to occur when the relationship between the height and the base of

the triangle changed from a correlated to an uncorrelated state. The change

from a normal to an abnormal system took place in the form of a ramp

function over a 1200 msec epoch.
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During the uncorrelated monitoring condition, the contingencies were

reversed. In this condition, the subjects were to detect when the system

changed from the uncorrelated state to one in which the height of the

triangle depended upon changes in the II and 12 segments. The horizontal

base (segment II and 12) of the triangle varied from 0.3 to 2.6 degrees of

visual angle. The vertical height of the triangle (segment 0) varied from

0.3 to 2.0 degrees of visual angle. The triangle dimensions were updated

every 50 msec.

The number of failures that could occur on any block of trials varied

from 10 to 15. The failures occurred with a stimulus onset asynchrony (SOA -

the time between the end of one failure and the beginning of the next)

which varied randomly between 5 and 50 sec. Following the onset of a system

failure, subjects were given an interval of 6000 msec to signal the

detection of the failure by depressing a button with the thumb of one hand.

The assignment of response hand to the detection of triangle failures was

counterbalanced across subjects. Responses occuring within this 6000 msec

interval were scored as hits and the reaction time (RT) was recorded. If

the subject failed to respond within this interval, a miss was scored and

the parameters of the algorithm controlling the triangle were reset to the

normal system state. Button press responses that occured when the triangle

was not in a "failure" state were scored as false alarms (FAs). Based upon

previous research it was expected that the detection of failures in the

uncorrelated system would be substantially slower and more error prone than

in the correlated system (Casey and Wickens, 1986).

In the parafoveal task subjects were required to selectively attend to

either the right or left visual field and depress a response button whenever

a prespecified target, an upward or downward pointing arrow, was presented.

During a given block of trials, arrows pointing in the target direction,
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regardless of visual field, occurred with a probability of .20, arrows

pointing in the non-target direction occurred with a probability of .80.

The probability of an arrow occurring in either the right or left visual

field was .50. Thus, the number of trials actually requiring a response

(those that pointed in the target direction in the appropriate visual field)

constituted 10% of the trials during a given block. Subjects' signaled the

detection of a target by depressing a button with whichever thumb was not

used to respond to the triangle monitoring task.

The arrows were presented at three different retinal eccentricities

(defined in terms of deviations in degrees of visual angle from the center

of the screen); "close" (1.4 degrees), "middle" (4.5 degrees), and "far"

(9.1 degrees). During all conditions in which the arrow discrimination task

was performed, a total of 200 arrow stimuli were presented with an

inter-stimulus interval (SI) that varied between 1.2 and 1.5 sec. Each

arrow was presented for a 50 msec duration and subtended a visual angle of

1.3 degrees. RT, hits, misses, and FAs were collected for each experimental

trial. Failures in the triangle monitoring task and targets in the arrow

discrimination task were offset by at least 1500 msec in the dual task

conditions.

Before each block of trials subjects were told which visual field to

attend. Special emphasis was placed on the requirement that the eyes remain

fixated at the center of the screen. Trials containing eye movements and

blinks were not included in the analysis. Each subject performed an equal

number of attend left and attend right blocks. The retinal eccentricity

variable was similarly blocked. Thus, stimuli occurred at the same retinal

eccentricity within the attend and ignore visual fields during a single

block of trials. The direction of the target arrow was counterbalanced

across subjects such that an individual subject always responded to target
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arrows pointing in the same direction. This combination of variables

produced a total of 6 different single task arrow discrimination conditions

(2 visual fields x 3 retinal eccentricities). When combined with the two

levels of triangle monitoring (correlated and uncorrelated) a total of 12

dual task conditions resulted.

Insert Figure 1 About Here

ERP Recording Electroencephalographic (EEG) data were recorded from

four midline sites (Fz, Cz, Pz, and Oz). In addition, activity at two

non-standard lateral occipital sites was also recorded. These lateral leads

were located 2.5 cm to the left (designated 01) and 2.5 cm to the right

(designated 02) of the Oz position. All active EEG electrodes were

referenced to linked mastoids. Two ground electrodes were positioned on the

left side of the forehead.

Electrooculographic (EOG) activity in the vertical plane was monitored

by electrodes placed above and below the subject's left eye. Horizontal EOG

activity was monitored by placing an electrode at the outer canthus of each

eye. Beckman Biopotential electrodes filled with Grass paste were utilized

at all EEG, EOG, reference, and ground sites. Electrode impedances were

maintained below 10 kohms.

The EEG and EOG were amplified with Van Gogh Model 50000 amplifiers

(time constant 10 s and upper-half amplitude of 70 Hz). EEG and EOG

channels were sampled every 5 msec, during a 1000 msec epoch beginning 100

msec prior to the onset of the stimuli in the arrow discrimination task.

Single trials containing blinks or horizontal eye movements were rejected

prior to statistical analysis.

Stimulus Generation and Data Collection Stimulus presentation and data
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acquisition were governed by a DEC PDP 11/73 human performance -

electrophysiological laboratory computer (Heffley, Foote, Mui, and Donchin,

1985) interfaced with an Imlac graphics processor. Single trial and average

EEG and EOG data were monitored on-line by use of a GT-44 display. The

digitized data from the single trials were stored on magnetic tape for

off-line analysis.

Procedure The experimental conditions were presented in a blocked

fashion. Each block lasted approximately 5 min and required either single

task triangle monitoring, single task arrow discriminations, or dual task

performance.

Subjects participated in three experimental sessions each of which took

place on separate days. The first session was considered practice. The

data from this session were not analyzed. Each subject performed eleven

blocks of trials in the practice session. Two of these blocks did not

require responses, subjects merely monitored the movements of the triangle.

When a failure occurred the word "FAILURE" was presented on the CRT

immediately above the triangle. These conditions served to familiarize the

subject with the correlated and uncorrelated systems. The remaining blocks

required the subjects to respond to the detection of system failures. In

some of the blocks subjects performed the triangle task alone, while in

others they were required to monitor the triangle and respond to the stimuli

in the arrow discrimination task.

ERPs, RTs and accuracy measures were recorded during the subsequent two

sessions. During a given session subjects performed only one version of the

monitoring task (correlated or uncorrelated). The presentation order was

counterbalanced across subjects. Subjects performed 21 blocks of trials in

each of the sessions. Three of these were single task monitoring (either

correlated or uncorrelated). Six single task arrow discrimination blocks
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were also completed in each session (2 visual fields x 3 retinal

eccentricities). Two replications of each of the six dual task blocks, the

monitoring task paired with each of the six arrow discrimination conditions,

completed the 21 blocks in each of the experimental sessions. The

presentation order of single and dual tasks was counterbalanced across

subjects and sessions.

Data Analysis Three ERP components were analyzed in this experiment

(N160, N190, and P300). For the two negative components, amplitude and

latency estimates were obtained by submitting the average data from each

electrode to an algorithm which selected the most negative peak relative to

the mean value of the pre-stimulus baseline in a latency window derived from

visual inspection of the grand mean waveform (100 to 300 msec

post-stimulus).

Because latency variability in single trial P300s can contribute to

amplitude differences in average waveforms, estimates of P300 amplitude and

latency were derived from the single trials. These estimates were derived

using two different techniques. First, the waveforms from each of the

electrodes were submitted to a covariance algorithm. This procedure

computed the covariance of each waveform with a cosinusoidal waveform within

a moving 500 msec window beginning 300 msec post-stimulus and ending at 800

msec post-stimulus. P300 latency was defined as the midpoint in the epoch

which provided the maximum covariance, and P300 amplitude was estimated from

the magnitude of the maximum covariance. Trials for which the maximum

waveform/template correlation coefficient was less than .35 were discarded

from the analysis. The second signal extraction technique employed in the

estimation of P300 amplitude and latency was a base to peak measure on the

single trials. The largest positive peak was selected in a 300 to 800 msec

post-stimulus window. Since a comparison of the measures obtained via cross
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correlation and base to peak did not reveal any significant differences

between the pattern of results, the F ratios will be reported for the base

to peak measures. In order to protect against positive biases in the F

tests the significance levels were computed with conservative degrees of

freedom (Greenhouse and Geisser, 1959).

Results

Performance measures

Triangle Monitoring Task

RT was defined as the interval between the beginning of the "failure"

and the subjects' keypress. Consistent with our predictions, subjects were

more successful in detecting failures when monitoring the triangle in which

the two base legs were correlated with the height than when monitoring the

triangle in which the base legs and height varied independently. The data

presented in Table I represents the average performance measures obtained in

the dual task triangle monitoring conditions. Two separate ANOVA's were

performed on the triangle monitoring data; a comparison of single and dual

task performance and a separate dual task ANOVA.

Insert Table I About Here

In our instructions to the subjects we indicated that they should

protect their triangle monitoring performance in the dual task conditions at

the expense of their performance in the arrow discrimination task. Thus, it

was emphasized that the triangle monitoring task was of primary importance

and that their performance in this task should be maintained at single task

levels. In order to interpret secondary task decrements as due to the

allocation of scarce resources, rather than simply due to a tradeoff in
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performance in one task against the other, primary task performance must

remain unchanged (Wickens, 1984). A comparison between single and dual task

triangle monitoring measures indicated that subjects did protect their

performance in the primary task. RT, hits, misses and FA's did not differ

in the single and dual task monitoring conditions (all p's>.15). 1

The performance data obtained in the dual task conditions were analyzed

in a series of three-way repeated measures ANOVA's (10 subjects x 2 tasks x

3 retinal eccentricities). As predicted, subjects were both faster

(F(1,9)-179.2, p<.Ol) and more accurate (F(1,9)-13.7, 27.8, 19.7, p<.Ol for

hits, misses and FA's respectively) when monitoring for failures in the

correlated than in the uncorrelated conditions. This same pattern of

results was obtained in the single task triangle monitoring conditions. The

retinal eccentricity of the arrow stimuli did not significantly influence

any of the performance measures. Thus, the pattern of results obtained in

the monitoring task indicated that (a) subjects were capable of maintaining

their single task performance in the dual task conditions and, (b) that our

manipulation of the degree of correlation between triangle dimensions was

successful in influencing subjects' performance on the task.

Arrow Discrimination Task

Table 2 presents the average RT data for both the single and dual task

conditions. Several trends in the data are noteworthy. First, RT increased

with the introduction of the triangle monitoring task. Furthermore, this

increase in RT was larger with the more difficult version of the monitoring

task. Second, RT increased as the arrows were presented further in the

periphery, especially in the single task condition. The results of a three-

way repeated measures ANOVA (10 subjects x 3 task conditions x 3 retinal

eccentricities) confirmed these observations. Subjects were significantly

faster when performing in the single task than they were in the dual task
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conditions (F(2,18)-37.3, <.01). RT also increased with the retinal

eccentricity of the arrow stimuli (F(2,18)=25.3, p<.O). The interaction

between task condition and retinal eccentricity was also significant

(F(4,36)=5.9, p<.0 5 ) indicating that the increase in RT was larger from the

single task condition to the correlated dual task conditions than it was

from the correlated to the uncorrelated conditions. Post-hoc comparisons

indicated that the dual-task conditions were reliably different at the close

and middle arrow positions.2

Insert Table 2 About Here

A similar pattern of results was obtained for misses. Subjects failed

to respond to the target arrows more fequently in the correlated dual task

conditions than in the single task conditions. Misses also increased from

the correlated to the uncorrelated dual task conditions (F(2,18)-11.8,

p<.Ol). Number of misses increased as a function of retinal eccentricity,

with more misses occurring farther in the periphery (F(2,18)-6.5, <.05).

FA's also increased as a function of the retinal eccentricity of the arrow

stimuli (F(2,18)-6.6, P<.05).

The pattern of results obtained for the arrow discrimination task

suggests that the demands imposed upon the subjects by the foveally

presented triangle monitoring task influenced subjects' performance in the

peripheral task. RT increased while accuracy decreased with the

introduction of the monitoring task. Furthermore, the increase in the

difficulty of the monitoring task produced additional decrements in the

subjects' performance on the arrow discrimination task. These results when

viewed in conjunction with the performance measures obtained from the

triangle monitoring task, argue that subjects were compensating for
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increases in primary task demands by reducing their accuracy and increasing

their response time in the secondary task.

Although the performance measures provide valuable information

concerning the resource allocation policies adopted by the subjects to cope

with the increases in task demands, they do not clarify the level within the

information processing system at which these resources were exchanged. The

performance measures are also silent on the degree to which processing

resources are withdrawn from different elements in the visual field. Thus,

it is conceviable that the processing of all peripherial stimuli may be

reduced, the processing of stimuli in the unattended spatial locations may

be reduced, or the processing of stimuli not sharing all of the features of

the target stimuli may be curtailed. It is for answers to these questions

that we turn to an analysis of the ERPs.

Event-Related Brain Potentials

The ERP section is organized around the issues of intra- and intertask

attention as well as the components of the ERP that have been proposed to

index different levels of attentional analysis. We begin by describing the

effect of the experimental manipulations on the amplitude and latency of the

visual Nl00 component. Since the N100 recorded at occipital sites has

previously been found to differ in its sensitivity to attentional

manipulations from NlOOs recorded at frontal, central and parietal sites,

the NiOs recorded from the occipital leads will be analyzed separately

(Harter and Aine, 1984; Mangun and Hillyard, 1987; Rugg, Milner, Lines and

Phalp, 1987; Van Voorhis and Hillyard, 1977). These components will

henceforth be labelled according to their average latency, N160 for the

component recorded at the frontal, central, and parietal sites and N190 for
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the occipitally recorded component. The amplitude and latency of the P300

component will be characterized in terms of their sensitivity to changes in

processing demands and selective attention.

Preliminary analysis of the effects of visual field (attend left or

right) on the ERP components did not produce any significant effects.

Therefore, the ERPs elicited by the attended arrows in the left and right

visual fields were averaged together prior to further analysis. The same

procedure was followed for the averaging of the unattended stimuli. For the

lateralized electrode placements (01 and 02) preliminary analysis indicated

that electrode site did not interact with other experimental variables.

Therefore, since attentional effects have previously been shown to differ

between ipsilateral and contralateral configurations, averages were produced

for the attended and unattended stimuli in the contralateral and ipsilateral

fields.

Insert Figures 2,3,4 & 5 About Here

-----------------------------------

Early Selective Attention and Processing Demands - NIO0 Components

The ERPs recorded in single and dual task conditions for standards at

the Fz, Cz and Pz electrode sites and targets at the Pz site are presented

in figures 2 through 5, respectively. As can be seen from the figures, the

ERPs were composed of a number of positive and negative peaks. Of

particular interest in the present study are the early negativity peaking at

160 msec post-stimulus, and the late positivity which is largest for the

target stimuli and peaks at approximately 450 maec post-stimulus.

N160 Component The N160 component was quantified by computing

base-peak measures of amplitude and latency for each of the single and dual

task conditions. These values were then submitted to five-way repeated
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measures ANOVAs (10 subjects x 3 task levels x 3 retinal eccentricities x 2

attention conditions x 2 stimulus types) for Fz, Cz and Pz electrode sites.

As can be seen from figures 2 through 5, the Nl60s elicited by stimuli

in the attended field were lirger than the Nl60s elicited by stimuli in the

unattended field. The effect of direction of attention was significant at

both the Cz (F(1,9)-5.9, p<.0 5 ) and Pz sites (F(1,9)-10.7, p<.O) while

being marginally significant at Fz (F(1,9)-4.7, p<.06). A significant

two-way interaction between attention and retinal eccentricity was also

obtained at the Cz (F(2,18)-5.5, p<.05) and Pz sites (F(2,18)-6.9, p<.05).

The direction of the interaction is apparent from a comparison of the

amplitude measures presented in Table 3. Post-hoc comparisons indicated

that the attention effects were significant for the middle and far retinal

eccentricities but not for the close position. Furthermore, the increase in

the amplitude of the N160 as a function of eccentricity was significant only

for the attended field stimuli. This pattern of results is consistent with

Hillyard and Munte (1984) who found that when stimuli were presented in

close proximity, N160s did not differentiate between attended and unattended

locations. The results also appear to suggest that the increase in the

attention effect with retinal eccentricity is due to an increase in the

Nl60s elicited by the attended field stimuli rather than a decrease in the

Nl60s elicited by stimuli in the unattended field.

Insert Table 3 About Here

Although it appears upon inspection of the grand average waveforms that

the absolute amplitude of the NI60s may have declined from single to dual

task conditions this effect was not significant at any of the electrodes

(all ps >.25). Furthermore, task level did not interact with the attention
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effect. Thus, the increased demands imposed upon subjects by the

introduction of the monitoring task and the increase in its difficulty was

not reflected in the level of attentional selection indexed by the N160

component. This pattern of results is particularly interesting when

considered in light of other findings which have indicated that both

auditory (Hink, Van Voorhis, Hillyard and Smith, 1977; Parasuraman, 1978)

and visual Nl00s (Parasuraman, 1985; Van Voorhis and Hillyard, 1977)

decrease in amplitude when subjects are required to divide their attention

between two channels of information instead of focusing on a single channel.

In the dual task conditions in the present experiment, however, subjects

divided their attention between two tasks rather than two channels of

information in a single task. Thus, the N160 may reflect the division of

attention among events within a task but may be insensitive to inter-task

demands.

A significant main effect for stimulus type was obtained at the Fz

(F(1,9)-12.3, p<.Ol) and Cz sites (F(1,9)-7.3, p<.05). The larger NI60s

elicited by the targets may be due to the probability difference between the

two classes of stimuli. This, in turn, would lead to a longer ISI between

targets than standards thereby allowing less recovery for the standards

(Picton, Woods and Proulx, 1978; Woods and Courchesne, 1986; Woods,

Courchesne, Hillyard and Galambos, 1980). Another possibility is that the

smaller number of trials in the target average may have resulted in greater

amplitude variability for the targets than the standards. It is interesting

to note that although there was a significant main effect for stimulus type,

the lack of an interaction of stimulus type with other experimental

variables indicates that the attentional manipulations had the same effect

on the targets and the standards.

A small increase in N160 latency was observed from the frontal to the
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parietal site (160, 165, 169 msec for Fz, Cz and Pz; respectively). The only

significant effect for N160 latency was an interaction between task level

and attention condition (F(2,18)-7.0, p<.05) at Fz. Post-hoc tests revealed

that the Nl60s elicited by ignored stimuli in the difficult dual task

conditions were significantly longer (171 versus 158 msec) than the Nl60s

elicited by the attended and ignored stimuli in the other single and dual

task conditions.

Insert Figures 6, 7 & 8 About Here

N190 Component The N190 component was quantified by computing the

base to peak measures of amplitude and latency for each of the single and

dual task conditions for Oz as well as the ipsilateral and contralateral

configurations. These values were then submitted to a six-way repeated

measures ANOVA (10 subjects x 3 task levels x 3 retinal eccentricities x 2

attention conditions x 2 stimulus types x 3 electrode sites).

Consistent with the N160 findings, a significant main effect was

obtained for attention (F(1,9)'11.0, p<.0l). Stimuli occurring in the

attended field elicited larger N190s than stimuli in the unattended field.

However, the main effect of attention is qualified by several two- and

three-way interactions. As can be seen from inspection of figures 6, 7 and

8, the attention effect is largest at the contralateral sites, somewhat

smaller at Oz and absent at the ipsilateral sites (F(2,18)9.3, p<.05). The

two-way interaction between task level and attention was also significant

(F(2,18)-6.1. p<.05). Post-hoc tests indicated that the introduction of the

monitoring task decreased both the overall amplitudes of the Nl900s as well

as the difference between attended and ignored stimuli. These effects as

well as the interaction among electrode site, attention and task level
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(F(4,36)-10.2, p<.05) are illustrated by the grand mean N190 amplitude

values presented in Table 4. Post-hoc comparisons indicated that although

the amplitude of the NI90s elicited by the attended stimuli were reduced for

the dual task conditions at the contralateral site, the difference between

attended and ignored conditions was significant for both the single and dual

tasks. For the Oz site, the Nl90s were reduced in amplitude in the dual

task conditions and the attention effect was no longer significant. For the

ipsilateral site, the introduction of the monitoring task significantly

decreased the amplitude of the N190s. The attention effect was

nonsignificant in single and dual task conditions.

This pattern of results would appear to indicate that the increased

demands imposed upon the subjects in the dual task conditions had their

major impact on the amplitude of the Nl9Os elicited by the attended stimuli.

A secondary effect of the task demands was to diminish the differences

between the attended and ignored stimuli for the contralateral and Oz sites.

Thus, it appears that the selective attention effect reflected by the N190

is sensitive to inter as well as intra-tauk demands. These results contrast

with the insensitivity of the N160 to inter-task demands thereby suggesting

that N160 and N190 reflect different aspects of early selective attention.

Insert Table 4 About Here

The interaction among retinal eccentricity, attention and electrode

(F(2,18)-5.9, <.05) is illustrated in Table 3. Post-hoc comparisons

indicated that the differences between attended and ignored conditions were

significant for the middle and far retinal eccentricities but not for the

close position at the Oz site. For the contralateral site, the attention

effect was significant at each of the retinal eccentricities. There was
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also a significant increase in the amplitude of the attended Nl90s and a

decrease in the unattended Nl90s as a function of eccentricity for both the

Oz and contralateral sites. Neither retinal eccentricity nor attention had

significant effects on the Nl90s elicited at the ipsilateral sites. These

results are interesting in that, for the most part, they are quite

consistent with the changes in the N160 component. However, there is one

notable exception. The increased attention effect with retinal eccentricity

seems to be due to an increase in the Nl9Os to attended field stimuli as

well as a decrease in Nl90s elicited by stimuli in the unattended field.

This contrasts with the N160 results in which the unattended Nl60s did not

change as a function of retinal eccentricity. Thus, the N190 may reflect

both enhanced processing of the attended stimuli as well as the diminished

processing of the unattended stimuli while the N160 may index only the

former process.

Other significant effects included electrode (F(2,18)-6.9, p<.05) and

stimulus type (F(1,9)-9.6, p<.05). The amplitude of the N190 was larger at

the contralateral than the ipsilateral or Oz sites. Targets elicited larger

N190s than standards. The stimulus type variable did not interact with any

of the other experimental factors.

N190 latencies were significantly longer when recorded contralateral to

stimulus presentation than they were when recorded at the ipsilateral or 0

sites (F(2,18)-5.3, p<.0 5). The latency of the N190 component increased from

the close and middle to the far retinal eccentricity (F(2,18)-5.9, p<.05;

183, 182 and 202 msec, respectively). The Nl90a elicited by the targets

were significantly later than those elicited by the standards (F(1,9)-16.0,

p<.Ol; 200 versus 177 msec). The interaction between stimulus type and task

was also significant (F(2,18)-7.6, p<.05), indicating that for the target

stimuli Nl90s elicited in the single task conditions were earlier than those
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elicited in the dual task conditions (181, 207 and 203 msec). The pattern

of latencies obtained for the target N190s is consistent with the pattern of

RTs recorded in the arrow discrimination task (see Table 2). Thus, it

appears that by 180 msec post-stimulus, evidence of the effects of foveal

task load on the processing of stimuli in the periphery has been provided by

both the amplitude and the latency of the N190. It is interesting to note

that the difference between single and dual task RTs is 66 msec while the

difference in N190 latencies is 22 msec. These results suggest that

although some of the increase in processing time can be accounted for by the

attentional processes reflected in the N190, an additional 66% of the

temporal cost attributed to the imposition of the monitoring task occurs in

processes following the discrimination between attended and unattended

events .

As suggested by Rugg et al. (1987), an important control for subjects'

eye fixation during the performance of the arrow discrimination task is the

magnitude of asymmetries in the latencies of the ERP components elicited by

attended and unattended events. If subjects' fixations deviated towards the

attended field it would be expected that the ipsilateral-contralateral

differences would be larger for the unattended events due to the greater

distance between fixation and stimulus presentation. Thus, if subjects had

modified their direction of gaze as a function of the relevance of the

stimuli in a visual field, a significant interaction between attention and

electrode would be expected. This interaction was not significant for the

N190 component.

Insert Figure 9 About Here
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Late Selection and Processing Demands - P300 Component

The late positive component occurring between 300 and 800 msec

post-stimulus was larger for the low probability targets than the high

probability standards (compare figure 5 with figure 4) and increased in

amplitude from the frontal to the parietal site with decreases in amplitude

from Pz to Oz (see figure 9). It can also be seen in figures 2 through 5

that the late positivity elicited by the attended events is larger than the

positivity elicited by the stimuli in the unattended visual field. The

latency range, scalp distribution and sensitivity to manipulations of

probability and attention are consistent with the criteria employed in the

definition of the P300 component (Pritchard, 1981; Sutton and Ruchkin,

1984).

The P300 component was quantified by computing base to peak measures

for each of the single and dual task conditions. These values were then

submitted to six-way repeated measures ANOVAs (10 subjects x 3 task levels x

3 retinal eccentricities x 2 attention conditions x 2 stimulus types x

electrodes). Separate ANOVAs were performed for the midline and lateral

electrodes for the measures of P300 amplitude and latency.

Insert Tables 5 and 6 About Here

Midline Sites Consistent with the waveforms presented in figures 2

through 8, P300 amplitude was significantly larger for the attended than the

unattended field stimuli (F(1,9)-106.8, p<.01). Of more importance,

however, was the interaction between stimulus type and attention

(F(1,9)-62.4, p<.01). Post-hoe tests indicated that P300a not only

discriminated between attended and unattended visual fields but also between

targets and standards within the attended field. Thus, while the early
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negativities reflected processes of interlocation selectivity, the P300

provided an index of both inter and intralocation selectivity. The

interaction of this effect with electrode site is illustrated in Table 5

(F(3,27)-12.6, <.01). The differences between P300s elicited by target and

standard stimuli in the attended and unattended fields is largest for Pz,

somewhat smaller for the Cz and Oz sites, and smallest for Fz.

Table 6 presents the grand average P300 amplitudes for the attended and

ignored stimuli at the three retinal eccentricities collapsed over targets

and standards (F(2,18)-5.8, p<.05). This pattern of results is similar to

that obtained for the N160 and N190 components. Post-hoc comparisons

indicated that the amplitude of the attended field P300s increased with

increased retinal eccentricity while the amplitudes of the unattended field

P300s diminished. It is interesting to note, however, that for the P300 the

attention effects are significant at each of the eccentricities. For the

N160 and the N190 at Oz, attention effects were significant only for the

middle and far positions. These results suggest that although attentional

selectivity between the close positions may not have occurred early in

processing, evidence for such a discrimination was provided by 400 msec

post-stimulus.

Consistent with previous research (Isreal et al., 1980a; Kramer et al.,

1983, 1985, Kramer, Sirevaag and Braune, 1987) the increased processing

demands imposed upon the subjects by the introduction of the monitoring task

and the increase in its difficulty from the correlated to the independent

conditions had a significant effect on the amplitude of the P300s elicited

in the arrow discrimination task (F(2,18)-22.8, p<.Ol). This decrement in

P300 amplitude with increased processing demands is illustrated for the

attended target stimuli in Figure 10. The amplitude of the P300s elicited

in the arrow discrimination task decreased with the introduction of the
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monitoring task. Increases in the difficulty of the monitoring task served

to further attenuate the amplitude of the P300. The decrease in P300

amplitude with processing demands was largest at the Pz site (F(6,54)06.5,

p<. 0 5 ).

----------------------------------------- -

Insert Figure 10 and Table 7 About Here

--------------------------------------- -

Of particular interest in the present study was the influence of

intertask demands on the intratask selective attention effect. Table 7

presents the mean P300 amplitude values for the significant attention x task

interaction (F(2,18)-5.9, p<. 0 5 ). As can be seen from the table, the

imposition of the monitoring task resulted in a decrease in the amplitude of

the P300s elicited by both attended and unattended field stimuli. However,

increased monitoring demands within the dual task conditions resulted in

decreases in the amplitude of the P300s elicited by the attended but not the

unattended field stimuli. Thus, the reduction in the attention effect with

increased intertask demands was more than twice as large for the attended

field P300s than it was for the unattended field P300s (3.6 versus 1.4

microvolts). It is interesting to note that although the P300 is largest in

amplitude for the target stimuli in the attended field, the reduced

attention effect with increased task demands is not specific to the

intralocation distinction. Instead the amplitude of P300s elicited by all

events within the attended field are reduced with increased intertask

demands.

P300 latencies were longer for the target stimuli than they were for

the standards (F(1,9)-27.5, p<.O). The latency of the P300 also increased

as a function of task level (F(2,18)-7.9, p<.05; 435, 466 amd 487 maec).

Although the interaction between task level and retinal eccentricity was
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only marginally significant when using conservative degrees of freedom

(F(4,36)-4.7, p<.06), the pattern of P300 latencies was quite similar to

that obtained for RT. The differences in P300 latencies as a function of

retinal eccentricity were attenuated in the dual task conditions.

Lateral Sites Consistent with the results obtained at the midline

sites, P300 was larger for the attended than the unattended field events

(F(1,9)-55.4, p<.Ol). Furthermore, the attention effect interacted with

stimulus type (F(I,9)-56.4, p<.O), indicating that P300s were largest for

the target stimuli in the attended visual field (see Table 5). Thus,

consistent with the present results for the midline sites as well as

previous findings, P300 amplitude discriminated between attended and

unattended spatial locations as well as target and nontarget items within

the attended location.

P300 amplitude decreased from the single task to the correlated dual

task conditions (F(2,18)-13.4, p<.O). Increases in dual task difficulty

also produced a decrement in P300 amplitude. The interaction between

retinal eccentricity and attention was significant (F(2,18)-8.5, p<.05).

Post-hoc comparisons indicated that the amplitude of attended field P300s

increased with eccentricity while the amplitude of the unattended field

stimuli diminished. Finally, consistent with results obtained by other

investigators a main effect of recording site was obtained (Hillyard and

Munte, 1984; Neville and Lawson, 1987). P300 were slightly larger (.34

microvolts) when recorded ipsilateral to stimulus presentation (F(1,9)-7.4,

p<.05).

P300 latencies were longer for the targets than they were for the

standards (F(1,9)-65.6, p<.01). The main effect of retinal eccentricity

(F(2,18)-6.9, p<.05) as well as the interaction between eccentricity and

task level (F(4,36)-5.2, p<.05) attained statistical significance. As can be
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seen in Table 2, the latency of the P300 increased with retinal eccentricity

to a greater extent in the single than in the dual task conditions.

Finally, P300s elicited by stimuli ipsilateral to the recording site were

significantly eariler than those obtained at contralateral sites

(F(1,9)-5.8, p<.05; 443 versus 457 msec).

Discussion

A major goal of the present study was the examination of the effects of

intra- and intertask demands on ERP manifestations of attentional processes.

However, in order to investigate the sensitivity of ERP components to

attentional manipulations we were first required to provide evidence for

resource tradeoffs. The pattern of RT and accuracy results obtained for the

arrow discrimination task suggested that the demands imposed upon the

subjects by the foveally presented triangle monitoring task influenced

subjects' performance in the peripheral task. RT increased while accuracy

decreased with the introduction of the monitoring task. Furthermore, the

increase in the difficulty of the monitoring task produced additional

decrements in the subjects' performance on the arrow discrimination task.

With respect to resource models of attentional allocation, these results can

be interpreted in terms of the withdrawal of resources from the arrow

discrimination task to cope with the processing demands of the monitoring

task (Freidman and Polson, 1981; Navon and Gopher, 1979; Sanders, 1979;

Wickens, 1980). Thus, some proportion of the resources that had been used

in the performance of the arrow discrimination task when performed alone

were reallocated to the monitoring task in the dual task conditions.

Additional resources needed to cope with increased demands were withdrawn

from the arrow discrimination task when subjects were required to perform
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the uncorrelated version of the monitoring task.

The pattern of ERP results indicated that the amplitude of the N160

recorded at the central and parietal sites was insensitive to intertask

demands, while the amplitude of the occipital N190 declined with both the

introduction of the foveal task and an increase in its difficulty. These

findings are interesting in several respects. First, they suggest that,

consistent with previous arguements, the NI00s recorded at central-parietal

and occipital sites differ in their sensitivity to attentional manipulations

both within and across tasks (Harter and Aine, 1984; Van Voorhis and

Hillyard, 1977). The N160 appears to reflect the distribution of attention

to different spatial locations within a task while the N190 is sensitive to

both intra- and intertask demands, and therefore may reflect the

distribution of general purpose perceptual resources. Second, the finding

that N190 decreased as a function of intertask demands indicates that

resource models which heretofor have been silent on the temporal locus of

tradeoffs between tasks will need to address this issue (Freidman and

Polson, 1981; Herdman and Freidman, 1985; Kinebourne and Hicks, 1978).

One solution for these models would be to incorporate a limited

resource attentional filter (Treisman, 1969). In the case of dual tasks,

however, the resources would need to be shared not only among different

elements within a task but also between tasks. Additional support for such

a filter is provided by .he task level x attention interaction. The decrese

in the interlocation attention effect in the dual task conditions was

primarily due to a reduced amplitude for the attended field Nl90s,

suggesting that attention was withdrawn from the processing of items in the

cued location to cope with the demands of the monitoring tasks. This

pattern of results suggests that the attencional mechanism reflected by the

N190 was capable of strategically allocating resources on the basis of
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processing priorities both within and across tasks.

It is interesting to note that one resource model in particular does

address the issue of the temporal locus of resource tradeoffs between tasks.

Wickens (1980) proposed a multiple resource model according to which

attentional resources may be represented by three dimensions: stages of

processing, codes of processing and modalities of processing. The stage

dimension is further subdivided into perceptual/central and response

resources. Thus, two tasks may compete for attentional resources at either

of these stages. P300s have previously been used to indicate a demand for

perceptual/central resources (Isreal et al., 1980b). Manipulation of

response related demands have only a minimal effect on the amplitude and

latency of the P300 (Isreal et al., 1980a, Magliero, Bashore, Coles and

Donchin, 1984; McCarthy and Donchin, 1981; Ragot, 1984). The sensitivity of

the N190 to intertask demands suggests that tradeoffs between tasks may

occur substantially earlier than P300 and therefore may indicate the need

for a further subdivision of the stage dimension (eg. perceptual, central

and response demands). Thus, it appears that the N190 may index the

allocation of perceptual resources while the P300 may provide a metric of a

combination of perceptual and central processing resources.

Previous studies that have investigated the sensitivity of P300 to

attentional tradeoffs between tasks have focused primarily on the P300s

elicited by target stimuli (Kramer et al., 1983; Natani and Gomer, 1981;

Lindholm et al., 1984; Sirevaag et al., 1984). In the present study we also

examined the effects of dual task demands on the intra- and interlocation

selective processes reflected by P300. Consistent with previous findings, a

main effect for task level was obtained. The amplitude of the P300.

elicited in the peripheral task decreased with the imposition of the

monitoring task as well as with an increase in its difficulty from the
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correlated to the uncorrelated system. However, the manner in which P300s

elicited by events in the attended and ignored locations were affected

differed as a function of the level of dual task demands. The imposition of

the monitoring task resulted in a decrease in the amplitude of P300s

elicited by both attended and unattended field stimuli while only the P300.

elicited by events in the attended field were influenced by increased dual

task demands. These results may indicate that the pace of the peripheral

task may not have been sufficient (ISI 1 1.2 to 1.5 sec) to require tightly

focused attention in the single task condition. However, with the

imposition of the foveal task it was necessary for subjects to greatly

reduce the attention they allocated to the unattended field stimuli.

It is interesting to note that although this pattern of results would

imply that subjects were capable of strategically altering their

distribution of attention to accomodate increased processing demands, the

lack of a significant stimulus type x task level x attention interaction

suggests that their flexibility may have been limited to interlocation

selective processes. Since P300s are larger not only for attended field

items but also for target items within an attended location, as they were in

the single task condition in the present experiment, it might be expected

that subjects would reallocate resources that had been used to process

nontarget items in the attended field prior to reducing their attention to

target items. Within Broadbentian (1982) nomenclature, it appears that

although subjects were able to filter successfully on the basis of stimulus

set (eg. location) to cope with external task demands, they did not limit

their attention to specific items within an attended location. Future

research will be necessary to determine if such hierarchical filtering is a

viable strategy in other multi-task situations.

The Zoom Lens model has been proposed to account for differences in the
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speed and precision of processing during focused and divided attention in

the visual modality (Eriksen and Saint James, 1986). It has been argued

that a fixed quantity of attentional resources is available for the

processing of items in the visual field and that the performance differences

observed in focused and divided attention can be attributed to the density

of resources allocated to task relevant events. Although the model was

specifically designed to account for the distribution of attentional

resources within a task, the results of the present study suggest that it

might apply equally well to divided attention between tasks. The N160, N190

and P300 discriminated between cued and uncued visual fields during focused

attention. The requirement to divide attention between two different tasks

reduced the amplitude of the Nl9s and P300s elicited by items in the

attended field. Performance also decreased from the focused to the divided

attention conditions. This pattern of results is consistent with the

prediction that a reduction in the magnitude of resources allocated to the

processing of visual events, as indicated by the amplitude of the N190 and

P300, results in a decrement in performance. The present results suggest

that this prediction is fulfilled when attention is distributed between as

well as within tasks.

Previous studies have found that N10Os elicited by stimuli lateral to

the attended location progressively decrease in amplitude with increasing

distance (Hangun and Hillyard, 1987). These ERP results are consistent with

other studies that have found increased RTs and decreased accuracies as

unexpected stimuli that require a response are presented at increasing

distances from an attended location (Downing and Pinker, 1985; Eriksen and

Saint James, 1986; LaBerge and Brown, 1986). Taken together, the behavioral

and ERP studies suggest that the spatial filter functions with a gradual

dropoff of processing resources with increasing distance from the focus of
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attention. The results of the present study are consistent with this

conception of the visual-spatial filter. The differences in the N160, N190

and P300's elicited by stimuli in the attended and unattended fields were

magnified with increases in the spatial separation of the stimuli from 2.8

to 18.2 degrees.

There has been some controversy as to the effects of foveal task

difficulty on the processing of information in the visual periphery.

Proponents of the Cognitive Tunnel Vision model assert that the functional

visual field constricts with increasing foveal task demands (Ikeda and

Takcuchi, 1975; Mackworth, 1965; Williams, 1985). In terms of a joint

ERP/performance analysis this would suggest that (a) with increases in the

difficulty of the foveal task, performance in the peripheral should decrease

in proportion to the distance of the stimuli from the fovea and, (b) the

N160, N190 and P300 attentional gradient effects should interact with the

difficulty of the foveal task such that the difference between the

components elicited by the attended and unattended field stimuli should

dropoff more quickly at the distant locations. Neither of these effects

were obtained in the present experiment. Thus, our results provide support

for the counter arguement that asserts that stimuli in the visual periphery

suffer from the division of attention between a foveal and peripheral task,

irrespective of their physical distance from the fovea. There were,

however, several methodological differences between the present experiment

and those that have obtained support for the Cognitive Tunnel Vision model.

These differences included the use of a continuous rather than a discrete

foveal task and a substantially longer presentation of peripheral stimuli

(50 versus 10 msec). Although, given the differences in methodologies it is

impossible for us assert that Cognitive Tunnel vision does not occur, the

necessity for either of these conditions would appear to greatly limit the

i m m
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generalizability of the phenomenon.
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Figure I A graphic representation of the triangle monitoring and arrow

discrimination tasks. The different versions of the triangle monitoring

task are also indicated for both normal and failure states.

Figure 2 Grand average waveforms elicited by the standards in each of the

experimental conditions. The waveforms were recorded at the Fz site.

Figure 3 Grand average waveforms elicited by the standards in each of the

experimental conditions. The waveforms were recorded at the Cz site.

Figure 4 Grand average waveforms elicited by the standards in each of the

experimental conditions. The waveforms were recorded at the Pz site.

Figure 5 Grand average waveforms elicited by the targets in each of the

experimental conditions. The waveforms were recorded at the Pz site.

Figure 6 Grand average waveforms elicited by the standards in each of the

experimental conditions. The waveforms were recorded at the ipsilateral

sites.

Figure 7 Grand average waveforms elicited by the standards in each of the

experimental conditions. The waveforms were recorded at the Oz site.

Figure 8 Grand average waveforms elicited by the standards in each of the

experimental conditions. The waveforms were recorded at the contralateral

sites.

Figure 9 Grand average target waveforms for each of the midline sites in

the single and dual task conditions.

Figure 10 Grand average target waveforms for each of the attended field

stimuli for each of the task levels and retinal eccentricities.
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Footnotes

I. Since the single and dual task monitoring conditions were not directly

comparable due to the levels of retinal eccentricity of arrow presentation

in the dual task conditions, three separate ANOVA's were performed. Single

task monitoring performance was compared to monitoring performance when

paired with close, middle and far arrow presentations. Single and dual task

measures did not differ in any of these comparisons.

2. All post-hoc comparisons reported in the article are computed with the

Bonferroni t-test and are significant at p<.05.
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Table 1

Average RT (msec), number of hits, misses and FA's for the triangle
monitoring task in the dual task conditions for each of the three

retinal eccentricities of the arrow stimuli.

Measures Correlated Condition Uncorrelated Condition

Close Middle Far Close Middle Far

Average RT 1720 1634 1837 4356 4194 4339

Average Hits 49 49 50 41 38 40

Average Misses .6 .4 .5 3.8 3.6 3.0

Average FA's 1.1 1.6 1.6 12.7 L3.3 12.5
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Table 2

Average RT and P300 latency (in parentheses) in msec obtained at the
lateral sites for the arrow discrimination task in both

the single and dual task conditions for each of the
retinal eccentricities.

Retinal Eccentricities

Close Middle Far

Single Task 399 (386) 419 (435) 445 (461)

Dual Correlated 476 (455) 478 (463) 506 (476)

Dual Uncorrelated 494 (460) 492 (471) 506 (511)
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Table 3

Grand average N160 amplitude measures in microvolrs for Cz
and Pz electrode sites and N190 measures at occipital

recording sites for the attended and ignored
stimuli at the three retinal eccentricities.

Retinal Eccentricity

Close Middle Far
Electrode
Site Attend Ignore Attend Ignore Attend Ignore

Cz 1.9 1.7 2.3 1.8 2.6 1.5

Pz 2.0 1.7 2.4 1.9 2.8 1.6

Ipsilateral 2.1 2.0 2.4 2.5 2.3 2.2

Oz 2.3 2.1 2.9 1.9 3.1 1.7

Contralateral 2.8 2.2 3.2 1.9 3.6 1.7
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Table 4

Grand average N190 amplitude measures in microvolts for
Oz, ipislateral and contralateral sites for the three

task levels and the attended and ignored stimuli

Ipsilateral Oz Contralateral
Task
Level Attend Ignore Attend Ignore Attend Ignore

Single 2.7 2.6 3.0 1.9 3.8 1.9

Dual-Correlated 1.7 1.8 1.9 1.7 2.4 1.7

Dual-Independent 1.8 1.8 2.0 1.7 2.5 1.6
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Table 5

Grand average P300 amplitude measures in microvolts at the
midline and combined ipsi/contralateral sites for stimuli in

the attended and nonattended fields.

Targets Standards

Electrode Attend Ignore Attend Igrore

Fz 7.0 3.1 4.0 2.7

Cz 11.9 3.9 5.1 3.3

Pz 16.7 4.1 5.0 2.9

Oz 9.5 3.8 3.9 2.3

Ipsi/contra 9.4 2.9 2.9 1.9
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Table 6

Grand average P300 amplitude measures in microvolts for
the attended and ignored field stimuli at each of

the retinal eccentricities. The amplitude values are
collapsed over targets and standards.

Retinal

Eccentricity Attend Ignore

Close 7.4 3.5

Middle 7.8 2.7

Far 8.0 2.6



Visual Information Processing 54

Table 7

Grand average P300 amplitude measures in microvolts for
the attended and ignored field stimuli for each of

the task levels. The amplitude values are collapsed
over targets and standards.

Task
Level Attend Ignore

Single 11.6 3.5

Dual-Correlated 9.2 2.1

Dual-Independent 8.0 2.1
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Abstract

Previous research has found that properties of automatic processing do

not always co-occur, suggesting that the acquisition rates may differ. The

present study investigated the acquisition rate of several of these

properties by employing additive factors logic, dual task methodology, and

event-related brain potentials. Seven subjects participated in a ten

session experiment in which they performed two tasks, a visual/memory search

task and a pursuit step tracking task, both together and separately. RT and

P300 latency measures indicated that parallel processing of the display was

achieved early in training in the consistent mapping condition. This

processing was unaffected by dual task demands. An analysis of RT/P300

ratios suggests that another form of perceptual efficiency was achieved

later in practice in both the varied and consistently mapped search tasks.

This effect was larger in the consistent mapping condition. Reductions in

the slope of the memory set function occurred significantly earlier for P300

latency than for RT, suggesting that the stimulus evaluation processes

became automated more rapidly than the response selection components of

memory search. Consistent with an analysis of the processing demands of the

two tasks, the introduction of the tracking task and an increase in tracking

difficulty produced equivalent interference during consistent and varied

mapping conditions. Results are discussed in terms of models skill

acquisition and component task automaticity.
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Assessing the Development of Automatic Processing: An Application of

Dual-Task and Event-Related Brain Potential Methodologies

In recent years a number of theories have been proposed to account for

the quantitative and qualitative changes in performance and subject

strategies that occur during the development of highly skilled behaviors

(LaBerge, 1981; Logan, in press; Neumann, 1984; Posner and Snyder, 1975;

Schneider and Shiffrin, 1977). It is interesting to note that many of the

characteristics of these "automatic" processes were described over 80 years

ago. Solomons and Stein (1896), in their introspective studies of reading

and writing, described the development of automatic processing in terms of a

rapid increase in the speed of performance, a reduction of the effort and

attention required to perform the task, a lack of memory for automatically

processed events, and poor development of automatic processing in situations

in which difficult perceptual discriminations were necessary. Bryan and

Harter's (1897, 1899) studies of professional telegraphers allowed them to

add several other characteristics to this list. They described the highly

skilled telegraphers- performance as being resistant to intrusions and

highly stereotypical. Although a few additional characteristics have been

added to the list in recent years (e.g., difficult to modify, activation

without intention; Shiffrin and Dumais, 1981), the observations made at the

turn of the century still provide the core set' of attributes that typify

automatic processing.

One of the goals of the present study is to provide a fine grained

analysis of the changes in information processing that occur during the

development of highly skilled behavior. To this end we have employed

several methodological approaches, including dual-task techniques, additive
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factors logic and event-related brain potentials (ERP), in the assessment of

the changes in subject's performance and processing strategies over an

extended period of training. A second issue that is addressed in the

present study is the degree to which automatic processing can be localized

to specific information processing components within highly practiced tasks.

Development of Automatic Processing

A paradigm that has been extensively employed in the examination of

automaticity is a modification of the Sternberg memory search task (1966,

1969). In this paradigm subjects are instructed to memorize a set of items.

After memorization has been completed, subjects compare a series of visually

presented probes to the members of the memory set. Subjects make one

response if one of the visually presented items is from the memory set and

another response if the probe(s) do not match any of the memory set items.

Probes that match an item in the memory set are referred to as targets while

probes that do not match a memory set item are labeled distractors. In an

extensive series of studies, Schneider and Shiffrin (1977; see also Shiffrin

and Schneider, 1977) have demonstrated that automatic processing develops in

a consistent mapping condition (CM) in which targets are always selected

from one set of items (e.g., letters A to M) and distractors are selected

from another set of items (e.g., letters N to Z). Thus, the mapping of the

stimuli to the responses does not vary over trials in the CM conditions.

Non-automatic or controlled processing is employed in a varied mapping (VM)

condition in which subjects are unable to consistently map stimuli to

responses. In the VM conditions both targets and distractors are chosen

from the same set of items (e.g., letters A to Z). Thus, targets and

distractors exchange roles over trials in the VM conditions.

As a result of their studies, Schneide: and Shiffrin (1977) proposed a
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two-process theory to account for changes in performance with practice.

Automatic processing which developed as a result of extensive practice with

consistent stimulus-response relations was characterized as fast,

inflexible, difficult to suppress once learned, and not limited by

short-term memory capacity or attention. It was suggested that controlled

processing occurs in novel situations or in situations in which

stimulus-response relations are inconsistent over time. Controlled

processing was characterized as slow, serial and capacity limited.

Asymptotic controlled processing requires little practice and is easily

modified. The qualitative and quantitative differences between automatic

and controlled processing modes have been demonstrated in search tasks with

a variety of stimulus materials including; characters (Shiffrin and

Schneider, 1977), words (Fisk and Schneider, 1983), categories (Fisk and

Schneider, 1984a), spatial and temporal patterns (Eberts and Schneider,

1986; Myers and Fisk, 1987) and higher-order rules (Fisk and Oransky, in

press; Kramer and Strayer, 1987a).

A number of criteria have been employed in the memory/visual search

task to distinguish between automatic and controlled processing modes. One

of these is referred to as the "zero slope" criterion. This criterion is

satisfied when the memory or visual search slope is reduced to less than 10

msec per item in a character classification task (Schneider, 1985). This

can be compared with a 40 msec slope in an equally practiced VM condition.

Two other criteria were developed within the context of dual task

experiments in which a CM task is paired with a VM task. One of the

criteria deals with performance in the CM task. The "perfect time sharing"

criterion is fulfilled when the performance in the dual task condition is

equivalent to performance in the single task CM condition. Thus, in this
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case CM performance is insensitive to the imposition of the VM task or an

increase in its difficulty. The second of the dual task criteria deals with

performance in the VM task. The "intrusion" criterion is satisfied when

performance in the VM task is reduced with the occurrence of a CM target,

despite subjects' attempts to ignore the CM event. The co-'ccurrence of

these criteria has been used to evaluate the internal consistency of

automatic processing. However, several investigators have noted that these

criteria do not always co-occur (Kahneman and Chajzyck, 1983; Paap and

Ogden, 1981; Regan, 1981). This led Logan (1985) to suggest that automatic

processing might be better characterized by a continuum than a dichotomy

since the properties of automatic processing appear to develop at different

rates during training.

Schneider's (1985) recent extension of the two-process theory

(Schneider and Shiffrin, 1977; Shiffrin and Schneider, 1977) provides a

description of the changes that occur in performance with the development of

automaticity. According to Schneider, the transition takes place in four

phases. In the first phase controlled processing predominates. This phase

is characterized by the effect of memory load on performance in the search

task. In phase two, controlled and automatic processing co-occur and

performance is a mixture of the two processing modes. This phase occurs

shortly after the introduction of consistent practice and is characterized

by a flattening of the memory load function for the larger set sizes. It is

proposed that the reduction in slope for the larger set sizes is due to the

weak automatic processing finishing first when controlled processing is

relatively slow. The third phase is characterized by a lack of effect of

memory load on performance (i.e. zero slope). The controlled sequential

operations are no longer necessary due to the increased strength of the
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automatic processing; however, subjects still allocate attention to perform

the task. The fourth phase represents pure automatic processing and is

characterized by a zero slope and perfect time sharing. In the present

study we will examine the transitions in processing predicted by Schneider's

(1985) model. This will be accomplished by using ERPs in conjunction with

performance measures to localize the changes in information processing that

take place during the development of automaticity. For example, the joint

use of RT and P300 latency will allow us to distinguish between stimulus

evaluation and response processing interpretations of changes in the

Sternberg memory set slope and intercept with increased practice and dual

task demands.

Component Task Automaticity

In a recent review of the automaticity literature, Jonides,

Naveh-Benjamin and Palmer (1985) have suggested that, "the investigation of

the task as a whole may lead one to conclude that the task is not performed

automatically, when one or more component processes used in completing the

task may, in fact, be automatic by acceptable criteria" (p. 163). Other

investigators have also emphasized the importance of a careful analysis of

task structure prior to the assessment of automaticity. For example,

LaBerge (1975, 1981) distinguishes between two types of automatic processing

that develop under different conditions, within system or perceptual

automaticity and between system or association automaticity. Fisk and

Schneider (1984b) argue that automatic processing can develop for consistent

components of a task even when the entire task is not consistent. In an

ingenious series of studies Logan (1979) used additive factors logic within

a dual task paradigm to examine the relative automaticity of different

component processes (see also Logan, 1978). In these studies VM and CM
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choice reaction time tasks were paired with a concurrent memory retention

task. Initially, performance in both the CM and VM tasks interacted with

increases in the difficulty of the concurrent task. However, following

practice performance in the VM task continued to interact with increases in

the difficulty of the concurrent task while performance in the CM task was

additive with dual task demands. This reduced dual task interference

suggests that the automatic processing did not place demands on the same

limited capacity processes required by the concurrent memory retention task.

The Interpretation of the dual task results in terms of overlapping

demands is consistent with resource models of attention which assume that

processing resources are limited in quantity and shareable between

concurrently performed tasks (Kahneman, 1973; Norman and Bobrow, 1975;

Kantowitz and Knight, 1976). Current formulations of resource theory hold

that a number of processing units have their own supply of resources that

can be shared by several ongoing cognitive operations (Freidman and Polson,

1981; Kinsbourne and Hicks, 1978; Navon and Gopher, 1979; Sanders, 1983).

One such model proposed by Wickens (1980) argues that processing resources

may be represented by three dimensions: stages of processing

(perceptual/central and response), codes of processing (verbal and spatial)

and modalities (visual and auditory). Tasks that place demands on the same

limited capacity processes are predicted to be more poorly timeshared than

tasks that do not overlap in their processing requirements.

The multiple resource interpretation of the pattern of dual task

interactions is consistent with the observation that highly practiced CM

tasks can be timeshared with less interference from some types of tasks

(Hirst, Spelke, Channick and Neisser, 1980; Schneider and Fisk, 1982;

Solomons and Stein, 1896) than others (Hoffman, Nelson, and Houck, 1983;
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11offman, Houck, MacMillian, Simons, and Oatman, 1985). In fact, Hoffman et

al. (1985) have suggested that CM memory/visual search tasks may still place

demands on two separate limited capacity processes: one concerned with the

episodic representation of the stimulus array and the other with the

production of speeded responses. In the present experiment we will further

examine the issue of component task automaticity by pairing a pursuit step

tracking task which has previously been shown to place heavy demands on

perceptual and motor (Vidulich and Wickens, 1981; Wickens, Derrick,

Micallizi and Beringer, 1980) processes with the Sternberg memory search

task. It is predicted that the imposition of the tracking task and an

increase in its difficulty will interact with the intercept of the memory

set function in the Sternberg task but will be additive with the slope.

This prediction is based upon additive factors logic (Sternberg, 1969),

which suggests that the intercept in the memory comparison task reflects

both encoding and responses processes while the slope provides an index of

the time required to complete memory comparison processes. Furthermore, we

predict that the magnitude of the interaction between the tracking task and

the Sternberg task will be the same for VM and CM conditions since it is the

memory comparison process that becomes automated in the memory search task.

Event-Related Brain Potentials

The ERP is a transient series of voltage oscillations in the brain that

can be recorded in response to the occurrence of a discrete event (Donchin,

1981; Regan, 1972). The ERP can be partitioned into a number of separate

components identified by the polarity and approximate latency of the peak

(Doncnin, Ritter and McCallum, 1978). Two separate components, the N200 and

P300, will be examined in the present study in an effort to aid in the

explication of the processing changes that take place during the development
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of automatic processing in single and dual task conditions.

The P300 component of the ERP is represented by a positive voltage

deflection maximal over the parietal scalp with a minimal peak latency of

300 msec post-stimulus (Sutton, Braren, Zubin and John, 1965). This ERP

component is particularly useful in the study of automatic processing since

its latency appears to be influenced by stimulus evaluation processes while

being relatively unaffected by the processes of response selection and

execution (Magliero, Bashore, Coles and Donchin, 1984; McCarthy and Donchin,

1981; Ragot, 1984). Thus, the use of P300 latency in conjunction with RT

will allow us to isolate processing changes to pre and post response

processes.

A number of studies have jointly examined reaction time and P300

latency in a VM Sternberg task (e.g.,Adam and Collins, 1978; Brookhuis,

Mulder, Mulder, and Gloerich, 1983; Ford, Pfefferbaum, Tinklenberg, and

Kopell, 1982; Ford, Roth, Mohs, Hopkins, and Kopell, 1979; Gomer, Spicuzza,

and O'Donnel, 1976; Pfefferbaum, Ford, Roth, & Kopell, 1980; Strayer,

Wickens, and Braune, 1987). The consensus of these studies is that both

reaction time and P300 latency increase with memory load; however, the

effects 4ere greater for reaction time. This suggests that the reaction

time slope contains both a stimulus evaluation component and a

response-related component (cf. Marcel, 1976).

P300 amplitude has been found useful in the study of the allocation of

processing resources among concurrently performed tasks. Within a dual task

paradigm, P300 has been found to increase in amplitude with increased

processing demands when elicited by task relevant events in a primary task.

On the other hand, P300s elicited by secondary task events dec'ease in

amplitude with increases in the perceptual/cognitive difficulty of a primary
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task (Isreal, Chesney, Wickens and Donchin, 1980; Isreal, Wickens, Chesney,

and Donchin, 1980; Kramer, Sirevaag and Braune, 1987; Kramer, Wickens and

Donchin, 1983, 1985; Sirevaag, Kramer, Coles and Donchin, 1984; Wickens,

Kramer, Vanasse and Donchin, 1983). This pattern of changes in P300

amplitude is consistent with predictions of resource models of attentional

allocation (Navon and Gopher, 1979). Thus, it appears that while P300

latency provides information concerning the mental chronometry of

information processing, P300 amplitude is sensitive to changes in the

resource demands of processes.

The N200 component of the ERP is sensitive to the degree of mismatch

between stimulus events (Naatanen, Simpson and Loveless, 1982; Naatanen and

Gaillard, 1983; Ritter et al., 1984). In addition to its sensitivity to

physical mismatch, N200s have also been found to be elicited by

orthographic, phonological and semantic mismatches (Kramer and Donchin,

1987; Sandquist, Rohrbaugh, Syndulko and Lindsley, 1980). Naatanen and

Picton (1986) have suggested that the N200 component is composed of a number

of temporally overlapping subcomponents, some of which are elicited only

during controlled processing (e.g. N2b), and others which are evoked during

automatic processing (e.g. mismatch negativity). In the present study the

N200 will be used to provide an index of the changes in mismatch processing

as a function of the level of automatic processing and dual task demands.

A number of recent studies of automatic processing have used ERPs as

dependent measures. Hoffman, Simmons, and Houck (1983) and van Dellen,

Brookhuis, Mulder, Okita, and Mulder (1985) employed ERPs to assess changes

in information processing, both in terms of the timing of information

processes as well as their resource demands, during automatic detection.

Subjects searched visual arrays for predefined targets. Several interesting
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results were obtained. Both research groups found that in the VM visual

search condition RT and P300 latency increased with larger visual arrays.

However, the RT and P300 latency display size effects were significantly

smaller in the CM than the VM conditions. These results suggest that both

stimulus evaluation and response processes are reduced during automatic

detection. Both groups of investigators also found that P300 amplitudes were

not significantly different in the CM and VM conditions. Within a resource

model framework these results argue that automatic processing does appear to

consume at least one type of perceptual/cognitive processing resource.

Finally, van Dellen et al. (1985) found that the difference between target

and nontarget ERPs occurred much earlier in the CM than VM condition. These

results were interpreted in terms of more efficient perceptual coding in the

CM task. Kramer, Schneider, Fisk and Donchin (1986) obtained essentially

the same P300 results in a memory search paradigm. Neither P300 latency

nor RT was influenced by memory set size in the practiced CM conditions.

P300 amplitude did not differ in the CM and VM tasks.

Hoffman et al. (1985) employed ERPs, and more specifically the P300, to

provide converging evidence for the role of attentional resources in the

automatic detection task. A Sternberg memory search task was paired with a

dot detection task. Subjects were required to make a detection response for

each task on every trial. Processing priority was manipulated by

instructing subjects to emphasize one or the other task or treat them both

equally. Performance measures and P300 amplitude showed a tradeoff as a

function of processing priority, suggesting that with this particular task

combination processing resources were employed during automatic processing.

The present study was designed to extend these results in several ways.

First, we have recorded ERPs both during and after extensive practice in CM
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and VM memory search tasks in order to track the changes in information

processing that accompany the development of automatic processing. Second,

in addition to the manipulation of memory set size, we have employed a

display size of two items arranged horizontally. This will allow us to

examine the development of automatic processing in both visual and memory

search components of the task. Third, we have employed a concurrent task,

which on the basis of previous research, is predicted to interact

selectively with perceptual and response but not memory comparison

components of the search task. This will enable us to assess the effects of

component specific dual task demands on the development of automatic

processing in the search task.

Method

Subjects

Seven right handed persons (4 male and 3 female), aged 22 to 27 years,

were recruited from the student population at the University of Illinois and

paid for their participation in the study. None of the students had any

prior experience with either of the experimental tasks. All of the subjects

had normal or corrected to normal vision. Each of the subjects participated

in the ten experimental sessions.

Insert Figure 1 about here

Step Tracking and Sternberg Tasks

The single axis pursuit step tracking task is illustrated, along with

the Sternberg probes, in Figure 1. The tracking display which consisted of

the computer driven target and the subject controlled cursor was presented
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on a Hewlett Packard CRT which was positioned approximately 70 cm from the

subjects. The rectangular target was 1.5 cm x 1.1 cm in size and subtended a

visual angle of 1.2 degrees horizontally and .9 degrees vertically. The

cursor consisted of one vertical and two horizontal .8 cm lines, and

subtended a visual angle of 2.4 degrees horizontally and .9 degrees

vertically. The target changed its position along the horizontal axis once

every 3.0 sec and the subjects' task was to nullify the position error

between the target and cursor. The target could jump anywhere along the

horizontal axis. The magnitude and direction of the jump were randomly

determined on each trial. The cursor was controlled by manipulating a

joystick with the right hand. Single task tracking blocks were comprised of

100 step changes and lasted approximately five min. Although changes in the

spatial position of the target were discrete events, the tracking task was

performed continuously since the subjects were required to constantly

manipulate the joystick to nullify the position error between the target and

cursor. The high gain of the tracking system necessitated constant movement

of the joystick to control the position of the cursor.

The dynamics for the tracking stick were composed of a linear

combination of first order (velocity) and second order (acceleration)

components. That is, the system output, X(t), is represented by the

following equation.

X(t) - [(-a)fu(t) dt] + [(a) )f,(t) dt]

where: u = stick position; t = time and a = difficulty level.

The task was conducted at two different levels of the system order

manipulation: (1) in the first order (velocity) condition a was set to zero

while (2) in the second order (acceleration) condition a was set to 1.0.

Numerous investigators have validated the increasing difficulty associated
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with higher order control (Kramer et al., 1983; North, 1977; Trumbo, Noble

and Swink, 1967; Vidulich and Wickens, 1981). Converging evidence employing

Sternberg's additive factors paradigm indicates that the demands of higher

order tracking are both perceptual and motor in nature, given the

requirement to process higher derivatives of the error signal to maintain

stable control (Wickens et al., 1980)

In the Sternberg task, subjects' were instructed to decide if one of

two letters presented on the CRT belonged to a previously memorized set of

letters. A match will henceforth be referred to as a positive trial while a

mismatch will be labeled as a negative trial. Each set of thirty trials

began with a six sec presentation of a memory set of either two, three or

four letters. In the 30 trials that followed the presentation of each

memory set, the subjects' task was to deflect a joystick in one direction if

one of the two probe items matched an item from the memory set and in the

opposite direction if neither of the letters were from the memory set. The

joystick was manipulated with the left hand. The direction of the

deflection of the joystick for the two responses was counterbalanced across

subjects. The two probe items were presented simultaneously for a duration

of 200 msec. The ISI was 3000 msec. Subjects were given 1500 msec to

indicate their response. Responses prior to 150 msec and after 1500 msec

following stimulus onset were scored as incorrect. Instructions emphasized

both speed and accuracy.

Two .ariables served as blocking factors within the Sternberg task.

First, subjects performed the task in both CM and VM conditions. In the CM

condition, targets were always selected from one set of letters (G,J,N,X)

while distractors were selected from another set of letters

(P,H,Z,B,F,D,V,T). In the VM condition both targets and distractors were
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chosen from the same set of letters (P,H,Z,B,F,D,V,T). Targets and

distractors exchanged roles over trials in the VM condition. The second

blocking factor was the number of items in the memory set. Subjects

performed the task with either two, three or four memory set items. A third

factor, the probability of a positive or negative trial was fixed at .50 in

each block. On a positive trial, one of the items was a target and the

other was a distractor. The targets occurred equally often on the left and

right. On a negative trial, both of the items were distractors. The

Sternberg probes were presented within a rectangular frame that also served

as the target in the tracking task.

In the dual-task blocks subjects concurrently performed the tracking

task and the Sternberg task. Pursuit step tracking was defined as the

primary task. Thus, in these conditions subjects were required to encode a

set of memory items, respond to the presentation of the probes and minimize

tracking error. Subjects employed the left joystick for their discrete

responses in the Sternberg task and the right joystick for their continuous

responses in the tracking task. Following each block of trials the subjects

were informed of their RT and accuracy in the Sternberg task and the average

root mean square (RMS) tracking error.

Insert Figure 2 about here

The temporal sequence of the trials in the dual-task conditions is

graphically illustrated in Figure 2. The sequence proceeded as follows:

The subjects began tracking changes in the spatial position of the target.

Two spatial changes in the target occurred with an ISI of 1.5 sec. At this

time, the Sternberg memory set was presented for 6 sec in the center of the
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CRT, above the tracking task. Following presentation of the memory set, the

changes in the spatial position of the tracking target alternated with the

occurrence of the Sternberg probes. Thus, the ISI between events within

each task was 3.0 sec while the ISI between Sternberg probes and the

displacement of the tracking target was 1.5 sec. After the occurrence of 60

events, another memory set was presented, followed by another 30 Sternberg

probes and 30 changes in the position of the target in the tracking task.

Thus, each dual-task block was composed of two different Sternberg memory

sets, 60 presentations of Sternberg probes and 62 changes in the position of

the target in the tracking task. Dual-task blocks lasted approximately 200

sec. Subjects continuously performed the tracking task during each dual

task block.

ERP Recording System

Electroencephalographic activity (EEG) was recorded from three midline

sites (Fz, Cz and Pz according to the International 10-20 system: Jasper,

1958) and referred to linked mastoids. Two ground electrodes were positioned

on the left side of the forehead. Beckman Biopotential electrodes affixed

with Grass paste were used for scalp, mastoid and ground recording. Beckman

electrodes, affixed with adhesive collars, were also placed below and supra-

orbitally to the right eye to record electro-oculogram (EOG). Electrode

impedances did not exceed 10 kohms.

The EEG and EOG were amplified with Van Gcgh model 50000 amplifiers

(time constant 10 sec and upper half amplitude of 35 Hz, 3dB octave

roll-off). Both EEG and EOG were sampled for 1300 msec, beginning 100 msec

prior to stimulus onset. The data was digitized every 10 msec. ERP's were

filtered off-line (-3dB at 6.29 Hz, OdB at 14.29Hz) prior to statistical

analysis. Evaluation of each EOG record for eye movements and blinks was
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conducted off-line. EOG contamination of EEG traces was compensated for

through the use of an eye movement correction procedure (Gratton, Coles and

Donchin, 1982).

Design

A repeated measures, five way factorial design, was eployed. The

factors were task level (single task Sternberg, Sternberg with first order

tracking, and Sternberg with second order tracking), the structure of the

Szernberg task (CM or VM), memory set size (2, 3, or 4), session (I and 10),

and the type of Sternberg trial (positive or negative). The first four

variables served as blocking factors, the fifth factor was varied within

blocks. Subjects also performed single task tracking blocks with first and

second order control dynamics.

Procedure

Each of the seven subjects participated in all of the experimental

conditions. Ten experimental sessions, within a three week period, were

required to complete the experiment. In sessions one and six through ten,

subjects performed two replications of the dual and four replications of the

single task conditions. Thus, in these sessions subjects completed 24 dual-

task blocks comprised of 120 trials each and 32 single task blocks each

composed of 60 trials. Dual-task blocks took approximately 3.5 min each

while single task conditions required 1.5 min each. Subjects were permitted

to take brief rest breaks between each of the blocks and longer breaks

whenever necessary. Each of these sessions lasted approximately 2.5 hours.

In sessions two through five, subjects performed five replications of

the six single task Sternberg conditions (task structure x set size). Thus,

during these sessions subjects completed 30 blocks of trials, each requiring

approximately 1.5 min. These sessions lasted 1 hour each. The order of
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presentation of experimental blocks was counterbalanced across subjects in

each of the sessions in a latin square design. Subjects performed 20,160

Sternberg probe trials over the ten sessions, 10,080 each in the CM and VtI

conditions. The tracking task, in both single and dual-task conditions, was

performed for approximately nine hours.

RT and accuracy measures were recorded in the Sternberg task throughout

the ten sessions. RMS tracking error was recorded in session one and six

through ten. ERPs were recorded during the presentation of the Sternberg

probes in the first and last sessions.

Data Analysis

RT in the Sternberg task was defined as the interval between the

appearance of the probes and the subject-s keypress. RMS error in the

tracking task was calculated every 50 msec during single and dual-task

conditions. These data were averaged off-line according to experimental

condition.

The single-trial ERPs acquired during single and dual-task Sternberg

performance were averaged separately for each of the experimental conditions

in sessions 1 and 10. Each of the single-subject averages was composed of

at least 50 single trial ERPs. The amplitude and latency of the N200 and

P300 components were quantified in the following manner. On each

single-trial P300 amplitude was measured as the difference between the

maximum positive deflection between 300 and 900 msec after the presentation

of the probes and the baseline, that was defined as the average voltage

recorded over the 100 msec epoch just preceeding the stimulus array (Coles,

Gratton, Kramer and Miller, 1986). The latency was defined as the time at

which the P300 reached its maximum amplitude. Since the signal to noise

ratio for the N200 component is smaller than that fo: the P300, the
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amplitude and latency of the N200 were measured on the average waveforms for

each of the experimental conditions. The N200 was defined as the maximum

negative deflection occurring between 200 and 450 msec post-probe. Due to

the enormity of the data base in the present study, analyses of P300 and

N200 measures will be restricted to the Pz and Cz sites, respectively.

Results and Discussion

This section is organized in the following manner. First, the results

for both of the single tasks will be presented for the first and last

experimental sessions. This is done to demonstrate that we have replicated

the effects of task structure and practice on measures of performance and to

illustrate how psychophysiological measures can be used to explicate changes

in cognitive processing. Second, we provide a comparison of the results

obtained in the single and dual task conditions, contrasting the transition

from single to dual tasks as well as examining the effects of an increase in

the difficulty of the tracking task on Sternberg performance. Several

dependent measures are examined in both the single and dual-task analyses.

These include: RMS error in the tracking task, reaction time (RT), accuracy,

measures of the amplitude and latency of the N200 and P300 components of the

ERP and the RT/P300 ratio in the Sternberg task.

Insert Figure 3 about here

Single Tasks

Performance measures

A five-way repeated measures ANOVA (subjects x session x task structure

x memory set size x response type) was performed on the RT data. Figure 3
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presents the average RTs for the CM and VM conditions and the three memory

set sizes in sessions I and 10. As suggested by the figure, subjects

performed the Sternberg task more quickly in session 10 than they did in

session I (F(1,6)=19.9, y<.01). RT was faster in the CM than in the VM

conditions (F(1,6)=52.0, 2<.01). The analysis also indicated a significant

three-way interaction among session, task structure, and memory set size

(F(2,12)= 10.5, y<.01), suggesting that memory set size did not have an

effect on RT in the CM conditions in session 10. This interpretation of the

three-way interaction was supported by a series of post-hoc comparisons.1

In session 1, RTs increased as a function of set size for both CM (F(1,6)=

26.7, k<.01) and VM (F(1,6)-74.8, £<.01) conditions. In session 10, after

subjects had received over 20,160 trials of practice, memory set size still

produced a significant effect in the VM conditions (F(1,6)=76.2, p<.01).

However, in the CM conditions, the size of the memory set did not have a

significant effect on RT (2>.65). The differences in memory set effects

between CM and VM conditions as a function of practice are further supported

by the memory set slopes obtained in a series of regression analyses

performed on these conditions. The slopes for the CM positive and negative

conditions in sessions 1 and 10 were 39.6, 43.1, 1.3 and 2.1 msec,

respectively. The slopes for the same VM conditions were 53.6, 71.5, 52.6

and 72.2, respectively.

The pattern of RTs produced in the CM and VM-conditions is consistent

with previous findings and fulfills the "zero slope" criterion for

automaticity. (Logan, 1985; Shiffrin and Schneider, 1977; Shiffrin, Dumais

and Schneider, 1984). Even extensive practice does not improve memory

search performance when subjects are unable to consistently map stimuli to

responses. However, when subjects are able to consistently map stimuli to
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responses, performance improves such that the time required to compare two

probes to four items in memory does not significantly differ from the time

required to compare the probes to two memory set items.

It is important to note that performance does improve in the VM

conditions with practice.2 However, this decrease in RT was in the

intercept not the slope. In the CM conditions both the intercept and memory

set size slope decreased with practice. This observation of decreased RT in

the VM conditions is not new. In fact, it has been hypothesized that the

improvement in performance may be attributed to familiarization with the

task instructions, equipment useage, or selection of strategies (Ackerman,

1987) or the automatization of consistent components of the task (Schneider,

Dumais, and Shiffrin, 1984). However, at the present time these hypotheses

remain untested. One strategy for examining these differences in

performance is to analyze the changes in RT within the framework of

Sternberg's (1966, 1969) additive factors methodology. Within such a

framework the pattern of results obtained in the present study would suggest

that either encoding and/or response processes become more efficient in both

the VM and CM conditions, while the need for memory comparison processes

diminishes in the CM but not in the VM conditions. The distinction between

encoding and response demands will be addressed by the analysis of P300

latency.

Insert Table 1 about here

A further decomposition of the changes in processing with practice can

also be provided by an examination of the response type variable. Although

we did not explicity manipulate the number of display comparisons, as has
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been done in other investigations of automatic and controlled processing, we

did present the target items on both the right and left side of the frame.

On half of the positive probe trials a memory set item appeared on the left

and a distractor on the right while this arrangement was reversed on the

other half of the positive trials. Since the probes were presented within a

1.9 degree visual angle for 200 msec, it was unlikely that subjects moved

their eyes to scan the display for a target. However, as is apparent from

Table 1, subjects did appear to shift their attention from the left to the

right when performing in the VM conditions. Thus, it took subjects 34 msec

longer to respond to the target when it appeared on the right than it did

when the target occurred on the left of the frame (F(1,6)=6.2, 2<.05). In

the CM conditions, RT was not influenced by the position of the probe

(-P.48). It is interesting to note that this relationship between response

type and task structure did not interact with the amount of practice. This

would imply that the rapid and apparently parallel display processing

strategy exhibited in the CM condition developed within the first 1440

trials of practice (session 1), far more quickly than the decrease in the

memory set slope. Negative trials took longer to respond to than positive

trials in both CM and VM conditions (F(2,12)=10.22, £<.01).

Insert Figure 4 about here

Figure 4 presents the average error rate for the CM and VM conditions

and the three memory set sizes in sessions I and 10. The mean error rate

across all of the experimental conditions was 1.5%. The pattern of results

was quite similar to that obtained for RT. Subjects made significantly more

errors when performing in the VM conditions than they did in the CM
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conditions (F(i,6)=31.2, y<.01). Error rate also increased as a function of

memory set size (F(2,12)=7.2, ,<.01). A significant three-way interaction

among session x task structure x set size was also obtained (F(2,12)=5.8,

L<.05), suggesting that subjects- error rate increased as a function of

memory load for both CM and VM conditions in session 1, but only for VM

conditions in session 10. Since higher error rates were associated with

longer RTs, these data suggest that subjects were not trading speed for

accuracy while performing the Sternberg task.

Single task tracking performance was evaluated by calculating RMS error

for each condition and submitting this data to a three-way repeated measures

ANOVA (subjects x sessions x system order). Subjects performed

significantly better with first order dynamics than they did with second

order dynamics (F(1,6)=27.5, .<.0l). Subjects tracking performance also

improved with practice (F(1,6)=i1.85, 1<.O). The interaction between system

order and session was not significant.

Insert Figure 5 about here

Event-Related Potentials

The ERPs were recorded to address several issues. First, since the

latency of the P300 component is influenced by the duration of stimulus

evaluation processes but is relatively unaffected by response selection and

execution processes, the joint use of RT and P300 latency were used to

:ecompose the information processing demands of the Sternberg task as a

inction of task structure, practice and dual-task demands. Second, the

:'uds of the P300 has been found to vary with the perceptual/cognitive

- f i task. Therefore, this measure was employed to provide an
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estimate of the resource costs of the tasks, both in isolation and when

combined in the dual-task conditions. Finally, since the N200 component

provides an index of the processing of mismatches, we would expect that it

will assist us in explicating the effects of the experimental manipulations

on the target/non-target decision.

Figure 5 shows the grand average ERPs, recorded at the parietal site,

for each of the single task Sternberg conditions. ERP components are

traditionally defined in terms of their latency relative to a stimulus or

response, scalp distribution, and sensitivity to experimental manipulations

(Donchin, 1981; Kramer, 1985; Sutton and Ruchkin, 1984). The large positive

going deflection in the waveforms became increasingly positive from the Fz

to the Pz electrode site (F(2,12)=34.2, 2<.0l) and the base to peak measures

were maximal between 350 and 800 msec post-stimulus. Based on these

criteria this positive deflection can be identified as the P300. The

negative going deflection preceeding the P300 increased in negativity from

the parietal to frontal site (F(2,12)=22.4, p<.01) and was maximal in

amplitude between 200 and 400 msec post-stimulus. This component will be

referred to as the N200.

Insert Figure 6 about here

P300 component The mean P300 latency values obtained in each of the

single task conditions are presented in Figure 6. The pattern of latencies

in the positive VM conditions is quite similar to that found for RT. The

latency of the P300 increases as a function of memory set size in both

sessions I and 10. The pattern of P300 latencies obtained in the positive CM

condition is also quite similar to the pattern of RTs. In session 1, P300
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latency increased from the set size 2 to set size 3 condition. In session

10, the effect of memory set size on P300 latency was greatly reduced.

These differences were quantified in a five-way repeated measures ANOVA

(subjects x session x task structure x memory set size x response type). As

suggested by the figure, P300 latency was significantly shorter in the CM

conditions than it was in the VM conditions (F(1,6)-27.1, £<.01). A

significant interaction between session, tasks structure and memory set size

suggests that the memory set slope in the CM condition decreased from the

first to the last session while the slope obtained in the VM conditions was

not influenced by practice (F(2,12)-4.9, .<.05). This interpretation of the

three-way interaction was supported by a series of post-hoc comparisons.

Significant memory set effects were obtained for the CM condition in session

1 and the VM conditions in sessions 1 and 10 (p<.0 5 ). The memory set effect

was not significant for the CM condition in session 10 (p>. 70). The slopes

for the CM positive conditions in sessions I and 10 were 14.6 and .28. For

the VM conditions the slopes were 22.6 and 27.2.

The pattern of P300 latencies in the positive CM and VM conditions is

consistent both with the pattern of RT results obtained in the present study

and the reduced P300 slopes found in practiced CM conditions in previous

studies (Hoffman, Simmons, and Houck, 1983; Hoffman et al., 1985; Kramer et

al., 1986). It is interesting to note, however, that even in session 1 the

slope in the CM condition is flat at the higher wemory set sizes. This

finding is consistent with phase 2 processing in Schneider's (1985) model of

automaticity. In phase 2 of the model, automatic and control processes

co-occur and the relatively weak automatic processing finishes before

controlled processing only when many controlled processing comparisons must

be made. Thus, there should be a flattening of the slope for the higher
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memory set sizes. The finding that P300 latency and not RT shows this

flattening early in practice suggests that the component of stimulus

evaluation processing influenced by the memory load manipulation becomes

automated prior to the components of response related processing that are

affected by memory load (Marcel, 1976).

Evidence for additional differences in processing as a function of task

structure is provided in Table 1. Consistent with the pattern of RT's,

P300s elicited by the VM targets presented on the left side of the display

were 29 msec faster than those elicited by targets presented on the right

side of the display (F(1,6)=10.4, y<.0 1). However, the P300s elicited in

the CM conditions were uninfluenced by the position of the target in the

display (p>.35). The relationship between response type and task structure

did not interact with the amount of practice. Thus, the P300 results when

viewed in conjunction with RT suggest that the probes were processed in

parallel in the CM conditions while in the VM conditions it appears that

subjects serially processed the two items. Furthermore, since the magnitude

of the differences in RT and P300 latency were essentially the same in the

VM conditions, the serial processing strategy cannot be attributed to

differences in response criterion. In both VM and CM conditions negative

trials elicited later P300s than positive trials (F(2,12)-7.2, k<.0 1).

An analysis of the performance data indicated that the RT intercept for

the memory set size function significantly decreased for both the CM and VM

conditions from session I to 10. Within the framework of Sternberg's

additive factors logic this suggests more efficient utilization of either

encoding and/or response processes. Given that P300 latency is primarily

sensitive to stimulus evaluation processes, the joint examination of RT and

P300 latency intercepts can aid in the localization of this practice effect.
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The P300 latency intercept was uninfluenced by the level of practice

(p>.50). This pattern of results suggests that the reduced RT intercepts

obtained in the CM and VM conditions after practice can be attributed to a

reduction in the time required to complete response processes.

Although the P300 latencies elicited by the target stimuli were

consistent with the pattern of RTs, the negative or non-target P300s showed

a different pattern of results (see figure 6). A significant four-way

interaction among session, task structure, memory set size and response type

(F(4,24)=11.2, R<.01) suggested that the memory set effect was diminished in

the negative conditions. Post-hoc comparisons supported this observation.

The memory set effect was not significant in any of the negative conditions.

The diminished memory set effect in negative conditions has also been found

in other studies (Adams and Collins, 1978; Pfefferbaum et al., 1985; Strayer

et al., 1987; van Dellen et al., 1985). This insensitivity of P300 latency

to the set size manipulation may be the result of a deadline strategy in the

negative conditions.

The differences among the mean P300 amplitudes obtained in each of the

single task conditions were quantified in a five-way repeated measures ANOVA

(subjects x sessions x response type x memory set size x task structure).

Consistent with previous studies (Ford et al., 1980; Hoffman, Simmons, and

Houck, 1983; Kramer et al., 1986), P300s elicitea by the targets were

significantly larger than P300s elicited by non-zargets (F(2,12)-18.2,

.<.01). No other main effects or interactions were significant.

Insert Figure 7 about here

-- - - - - - - - - -- - - - - - - - - -
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RT/P300 ratio A single trial ratio of RT to P300 latency was

computed to determine changes in the relative proportion of post-stimulus

evaluation processing during learning. Figure 7 presents the mean RT/P300

ratios for each of the single task conditions. A referent value in the

figure is the solid horizontal line drawn at the RT/P300 ratio of 1.0. This

ratio reflects the co-occurrence in time of the P300 peak latency and the RT

response. Values larger than 1.0 indicate that RT was preceeded by P300

while values less than i.0 indicate that P300 followed RT.

The effects of experimental manipulations on the RT/P300 ratio were

quantified in a five-way repeated measures ANOVA (subjects x session x task

structure x memory set size x response type). As suggested by figure 7, the

RT/P300 ratio decreased with practice in both the CM and VM conditions

(F(1,6)=37.9, .<.01). In the CM and VM conditions in session 1 the RT/P300

ratios were equal to or greater than 1.0. However, in session 10 all of the

CM conditions and the smaller set sizes in the VM conditions produced ratios

of less than 1.0. A significant two-way interaction between session and

task structure (F(1,6)-35.0, 2<.01) indicated that the reduction in the

RT/P300 ratio was larger in the CM than the VM conditions. These results

have several important implications. First, they suggest that the

extraction of perceptual information becomes more efficient following

practice. Subjects are capable of emitting faster and more accurate

responses on the basis of less evaluation of the stimulus array. Second, the

smaller RT/P300 ratios in the practiced CM conditions suggest that the

process of information extraction is most efficient following consistent

training. LaBerge (1981) has described this process of efficient perceptual

encoding as within system automaticity.

A significant effect of response type indicated that non-targets
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required more post-stimulus evaluation processing than targets (F(1,6)=38.4,

2<.01). However, the difference between targets and non-targets decreased

with practice, especially in the CM condition (F(1,6)-7.2, T<.05). A

decrease in the RT/P300 ratio memory set size effect was also obtained when

subjects received substantial practice on the task (F(2,12)=9.6, 2<.01).

The increased RT/P300 ratio with larger set sizes and non-targets has

previously been described in terms of the resolution of uncertainty that

results from a re-checking of memory. It has been asserted that this

process of re-checking occurs subsequent to the elicitation of P300 and

therefore results in a lengthening of RT in the absence of changes in P300

latency (Ford et al., 1979). Assuming that such a re-checking process

occurs, our results indicate that practice, and especially practice that

leads to the development of automaticity, reduces the uncertainty of the

memory comparison process (see also Kramer et al., 1986).

N200 component The mean N200 latency and amplitude values recorded

at CZ were quantified in five-way repeated measures ANOVAs (subjects x

sessions x response type x task structure x memory set size). The N200"s

elicited by the non-targets were significantly larger than the N200's

elicited by the targets (F(1,6)-6.4, .<.05). This result is consistent with

a large body of literature which has found that N200s are larger for

mismatches than they are for matches (Naatanen, Simpson and Loveless, 1982;

Naatanen and Gaillard, 1983; Ritter et al., 1984). The only other

significant effect for N200 amplitude was session (F(1,6)-13.8, P<.01).

N200's were larger in session 10 than they were in session 1. This effect

may be attributed to a reduction in the latency variability of subjects'

performance and ERP components with extended practice on the Sternberg task.

It is interesting to note that task structure did not influence the
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amplitude of the N200's elicited by the stimuli. Thus, consistent with

previous findings (Kramer et al., 1986) this pattern of results suggests

that the mismatch detection processes reflected by N200 do not differ in

automatic and nonautomatic tasks. No significant effects were obtained for

N200 latency.

Dual-Task Interactions

The results presented in this section will provide a comparison of

performance measures and ERP components obtained in the single and dual task

conditions, contrasting the transition from single to dual tasks as well as

examining the effects of an increase in the difficulty of the tracking task

on Sternberg performance. Since the previous section has already dealt with

the significant effects obtained within the single tasks, the current

section will be confined to a presentation of those effects that interact

with task level (e.g., single task, dual task easy tracking, dual task

difficult tracking). This section will be organized in the same format as

the single task section. Analyses will include Sternberg RT and error data,

RMS tracking error, measures of the amplitude and latency of the P300 and

N200 components and the RT/P300 ratio in the Sternberg task.

Insert Figures 8 and 9 about here

Performance measures

Figures 8 and 9 present the mean RT's obtained in the Sternberg task

when performed in conjunction with the first order and second order versions

of the Step Tracking task. The pattern of RTs obtained in the dual task

conditions are quite similar to that obtained in the single task Sternberg

condition. RTs increased with set size for the VM and CM conditions in
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session I and the VM conditions in session 10. Decreases in the intercept

of the set size function can be observed for both the CM and VM conditions

with practice. The RTs for the nontarget responses were longer than those

for the target responses.

A six-way repeated measures ANOVA (subjects x task level x session x

task structure x memory set size x response type) was performed on the RT

data. A significant main effect was obtained for task level (F(2,12)=4.5,

p<.05). Post-hoc comparisons indicated that RT increased both with the

introduction of the tracking task and with an increase in its difficulty

(p's <.05). A significant interaction between task level and memory set

size was also obtained (F(4,24)=4.9, 2<.01). Post-hoc comparisons indicated

that the interaction was due to the reduction in memory set slope from the

first to the second order tracking condition.

The finding of an increase in RT with the introduction of the tracking

task and an increase in its difficulty when viewed in conjunction with the

decrease in the memory set slope from the first to the second order dual

task conditions suggests that the main effect of task level may be due to an

increase in the memory set intercept. This hypothesis was confirmed by an

analysis of the memory set intercepts. The intercept increased

significantly from the single task to the dual first order condition as well

as from the dual first order to the dual second order condition (p's <.05).

Thus, consistent with previous findings the locus of the interaction of the

two tasks appears to be during either encoding and/or response selection

(Trumbo et al., 1967; Vidulich and Wickens, 1981; Wickens et al., 1980). An

analysis of P300 latency will allow us to distinguish between an encoding

and response demand interpretation of this effect.
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The lack of an interaction of task level with the structure of the task

(CM and VM conditions) and the amount of practice underscores the importance

of a careful task analysis. Thus, even after 20,000 trials of practice and

the attainment of the "zero slope" criterion of automaticity, subjects'

response speed in the CM and VM conditions was similarly affected by dual

task manipulations. This pattern of results provides additional support for

the assertion that it is not tasks that become automatic but instead task

components or processes (Jonides et al., 1985; Logan, 1985; Shiffrin, Dumais

and Schneider, 1984).

The memory comparison process reflected by the memory set slope was

not adversely affected by the introduction of the tracking task or an

increase in its difficulty. In fact, an underadditive interaction between

memory set size and task level was obtained suggesting an increased overlap

in the memory comparison and response processes in the difficult dual task

conditions (Pashler, 1984; Stanovich and Pachella, 1977). Thus, in the

present study the use of dual task methodology has allowed us localize the

development of automaticity to specific task components (see also Logan,

1978, 1979).

Insert Table 2 about here

Table 2 presents the average error rate for the dual task Sternberg

conditions. The pattern of errors is quite similar to that obtained in the

single task conditions. Error rates were higher in the CM than in the VM

conditions. Errors increased with memory set size while decreasing with

practice. A main effect of task level was obtained (F(2,12)-8.0, F<.01).

Post-hoc comparisons indicated that the error rate increased with the
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introduction of the tracking task and an increase in its difficulty

(p's<.05). A significant two-way interaction between task level and session

(F(2,12)=11.6, p<.01) indicated that the task level difference decreased as

subjects received practice on the tasks.

The pattern of RIMS error in the tracking task was similar to that

obtained in the single task condition. Subjects performed better with first

order dynamics that they did with second order dynamics. RMS error

diminished with practice. Tracking performance was unaffected by the

transition from single to dual task conditions and the levels of memory load

in the Sternberg task. Thus, subjects protected their "primary" task

performance at the expense of their performance on the "secondary" task.

This pattern of results is necessary in order to interpret secondary task

decrements (Sternberg task) in terms of primary task (tracking task) demands

(Wickens, 1984).

Insert Figures 10 and 11 about here

Event-Related Potentials

The grand average ERPs recorded at Pz in the dual task conditions are

presented in Figures 10 and 11. Visual inspection of the waveforms suggests

that the dual task ERPs are similar in morphology to those elicited in the

single task conditions. The waveforms are characterized by a series of

negative and positive peaks with a large amplitude positivity occurring in

the range of 450 to 700 msec post-stimulus. The scalp distribution of the

N200 and P300 components was also equivalent to that obtained in the single

task conditions. The N200 increased in negativity from the parietal to the



Development of Automatic Processing Page 33

frontal site while the P300 became increasingly positive from frontal to the

parietal site.

Insert Table 3 about here

P300 component The mean P300 latencies obtained at the Pz recording

site in each of the dual task conditions are presented in Table 3. As can

be seen by a comparison of the table with the single task P300 latencies in

Figure 6, the single task effects of task structure, memory set size,

practice, and response type are also found in the dual task conditions. The

only significant effect of task level was an increase in the intercept of

the memory set function from the single task Sternberg condition to the dual

task condition (F(2,12)-3.9, p<.05 ). The intercept did not increase further

when the difficulty of the tracking task was increased from first to second

order control dynamics. These results serve to clarify the locus of the

increase in the RT intercept with the introduction of the tracking task and

an increase in its difficulty. Given that P300 latency is sensitive to

factors that influence stimulus evaluation processes and relatively

insensitive to response factors, the pattern of P300 latency and RT results

suggest that the imposition of the tracking task influenced both encoding

and response processes while the increase in tracking difficulty had its

primary effect on response processes.

An analysis of P300 amplitudes was undertaken to determine the degree

to which the demands imposed upon the subjects by the imposition of the

tracking task and an increase in its difficulty would be reflected in the

resources allocated to the Sternberg task. P300s' elicited in the Sternberg

task prior to extensive practice decreased in amplitude with the
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introduction of the tracking task and an increase in its difficulty

(F(2,12)=9.4, p<.01). However, P300 amplitude was not influenced by task

level after 25 hours of practice on the single and dual tasks. These

results, interpreted within a resource theory framework, suggest that the

resource requirements of the tracking task decreased with extensive practice

such that the resource demands reflected by P300 amplitude were equivalent

in the first and second order tracking conditions.

At first glance this interpretation may seem to be at odds with the

finding that although tracking performance improved with practice, RMS error

was still significantly larger for the second order than it was for the

first order condition after practice. However, previous analyses of the

resource requirements of system order manipulations have indicated that they

consume both perceptual and response related resources (Trumbo et al., 1967;

Vidulich and Wickens, 1981). Thus, the pattern of RMS error and P300

amplitude suggests that although the response related demands of the

tracking task may have remained relatively constant over practice, the

perceptual demands have diminished (see Kramer et al., 1983 for further

support).

RT/P300 ratio The mean RT/P300 ratios obtained in the dual task

conditions are presented in Table 4. As can be seen from the table, the

major effects obtained in the single task conditions were replicated in the

dual task conditions. RT/P300 ratio decreased with practice for both CM and

VM tasks, although this effect was largest in the CM conditions. The ratios

were larger for the nontargets than they were for the targets especially in

the VM conditions. A significant two-way interaction between task level and

session was obtained (F(2,12)-10.3, p<.01). Post-hoc comparisons indicated

that this effect could be attributed to an increase in the RT/P300 ratio in
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the second order conditions. Thus, the RT/P300 ratios recorded on the

single trials are consistent with the pattern of results obtained for the

mean RT's and P300 latencies. Both sets of analyses suggest that the time

required for response processes increased in the difficult dual task

condition.

N200 component The only significant single/dual task effect for the

N200 component was a main effect of task level (F(2,12)-12.2, 2<.01). Post-

hoc comparisons indicated that this was due to a reduced N200 amplitude in

the second order conditions. Since this is the condition in which P300

amplitude was also smallest it is conceivable that the reduction in N200

amplitude was due to increased latency variability in this condition.

Although it was impossible to evaluate the latency variability of the N200

since measures of its amplitude and latency were obtained from averages, an

analysis of both P300 and RT single trial measures indicated an increased

latency variability in the second order conditions.

Conclusions

The present study had two main goals; to elucidate the acquisition

rates of several of the properties of automatic processing and to examine

the degree to which automatic processing can be localized to particular

components of the search task. These questions were addressed by a combined

methodological approach which included ERP components, dual-task

manipulations and additive factors logic.

Schneider's (1985) recent extension of the two-process theory of

automatic and controlled processing (Schneider and Shiffrin, 1977; Shiffrin

and Schneider, 1977) can be used as a framework in which to evaluate the

changes in processing obtained in the present study as a function of

practice, task structure and dual task demands. The first phase of the
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model is characterized by the effect of memory and visual display load on

performance in the search task. Controlled processing is proposed to

account for these effects. Since VM search tasks do not have a consistent

relation between stimuli and responses their performance is predicted to

remain at this level even with substantial training. Performance in the VM

condition in the current study is consistent with the characteristics of

phase 1. Even after 20,000 trials of practice, memory comparison and display

search performance had not improved in the VM conditions. RT and P300

latency increased with memory set size and the display position of the

target.

In phase two, controlled and automatic processing are proposed to

co-occur with performance being a mixture of the two processing modes. It is

argued that this phase occurs shortly after the introduction of consistent

practice and is characterized by a flattening of the mem-ry load function

for the higher set sizes and the occurrence of the "pop out" effect in

visual search. The reduction in the memory set slope at the larger set

sizes is accounted for by postulating that the relatively weak automatic

processing finishes before the controlled processing when many controlled

processing comparisons must be made. It is suggested that the "pop out"

effect or parallel processing of the visual array is due to the tuning of a

perceptual filter for the consistently mapped targets (see also Hoffman,

1979; LaBerge, 1981). Evidence for both of these performance

characteristics have been obtained early in training in the present study.

It is interesting to note, however, that the decreased memory load slope for

the higher set sizes was obtained for P300 latency but not RT during the

first 1440 trials of practice. An analysis of data collected subsequent to

the first session of training indicated that RT displayed the same change in
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slope after approximately 3,000 trials. This pattern of results suggest that

the components of stimulus evaluation processing influenced by the memory

load manipulation become automated at a faster rate than the components of

response related processing that are affected by memory load. Thus, P300

latency may serve as an early marker of the automation of stimulus

evaluation processing.

In addition to obtaining the reduced memory set slope in the CM

conditions early in training, we also obtained evidence that is consistent

with the previously reported "pop out" effect in visual search (Logan, 1985;

Shiffrin and Dumais, 1981). In our display, targets could appear in either

the right or left side of the frame. In the VM conditions subjects' RT and

P300 latency was significantly longer when the target occurred on the right

than when it was presented on the left side of the frame (34 and 29 msec

differences for RT and P300, respectively). However, even in the first

session RT and P300 latency did not differ as a function of whether the

target occurred on the left or the right in the CM conditions. This pattern

of results was uninfluenced by dual task demands or additional practice.

Thus, consistent with Schneider's (1985) model it appears that rapid and

apparently parallel display processing develops early in training in CM

conditions.

With additional consistent practice performance is predicted to

transition from phase 2 to phase 3. The third phase is characterized by a

lack of effect of memory load on performance (i.e. zero slope). It is

asserted that the sequential operations of controlled processing are no

longer necessary. However, subjects still allocate attention to perform

that task. The zero slopes obtained for RT and P300 latency in session ten

are consistent with the transitions predicted by Schneider's model.
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Although we did not record ERPs in sessions 2 through 9, it would appear,

based upon the reduced P300 latency slopes for the larger set sizes in

session I, that the P300 latency slope may have attained the zero slope

criterion prior to RT. Further research will be required to test this

hypothesis.

In addition to attaining the zero slope criterion after substantial

consistently mapped practice, we also found another interesting effect not

predicted by Schneider's model. RT/P300 ratios were significantly smaller

in session 10 than they were in session 1, suggesting that subjects' emitted

fast and accurate responses with less evaluation of the stimulus array after

substantial practice on the search task (see also van Dellen et al., 1985).

It is interesting to note that although this reduction in RT/P300 ratio was

larger in the CM condition, the reduction was also significant in the VM

condition. Therefore, it appears that subjects become more efficient at

extracting the relevant information from a visual display with practice. In

some sense it is not surprising that this process improves for both CM and

VM search tasks. The VM task is not inconsistent in all of its components,

only stimulus-response mapping changes over trials. Thus, even in the VM

task a limited set of items occurs in fixed positions on the display. It

appears that this level of consistency is sufficient to enhance the process

of information extraction, aithough additional consistency in the form of

stimulus-response mapping results in added perceptual efficiency.

It is important to note that this improved efficiency in information

extraction appears to differ in several respects from the parallel display

processing manifested in session 1. First, the RT/P300 ratio effect was

obtained in both CM and VM conditions while the parallel processing effect

was obtained in the CM but not the VM conditions. Second, the parallel
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processing effect occurred early in practice while the changes in RT/P300

ratio were coincident with the zero memory set slope. Finally, the RT/P300

ratio was influenced by dual task demands while the parallel processing

effect was insensitive to the introduction of the tracking effect as well as

an increase in tracking difficulty. This pattern of results suggests that

the improved processing efficiency manifested by the decreased RT/P300 ratio

develops gradually and remains a limited-capacity process, at least within

the level of training received in the present study. Further research will

be necessary to determine whether this process becomes less sensitive to

dual task demands with additional training.

Phase 4 processing occurs when automatic processing has developed

sufficiently such that neither attention nor controlled processing is

necessary. This phase is characterized by a resistance to dual task demands

(i.e. perfect time sharing criterion). It has been asserted that,

"Consistently mapped training appears to be a necessary condition for

improvements in the subjects' ability to timeshare tasks" (Schneider and

Fisk, 1982; p. 161). However, although consistently mapped training may be

a necessary condition for improved timesharing it is not sufficient. For

example, Schneider (1985) has qualified the conditions under which

transitions occur from phase 3 to phase 4 processing by stating that, "Phase

4 processing may not operate effectively if stimuli are severely degraded"

(p. 489).

In the present study we have extended the line of research which

suggests that automatic processing develops for task components rather than

tasks (Jonides et al., 1985; Logan, 1985) by showing that even after 20,000

trials of practice with two supra-threshold tasks, dual task performance

decrements in the form of increased memory set intercepts were the same for
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VM and CM conditions. The dual task interactions were predicted on the

basis of previous data that have suggested that the processing demands of

the tracking task and the memory comparison process do not overlap (Wickens

et al., 1980). Thus, the spare processing capacity liberated by the

automation of the comparison process would not be predicted to be of benefit

to the processing performed in the tracking task (Wickens, 1980). It is

interesting to note that we found perfect timesharing performance of the CM

but not the VM search task with a recognition running memory task after the

same amount of practice that subjects received in the present study (Kramer

and Strayer, 1987b). Therefore, it cannot be argued that subjects were

given insufficient training to achieve phase 4 processing in this study.

Instead, this pattern of results would seem to argue for the inclusion of an

additional qualification on the transition from phase 3 or capacity-limited

to phase 4 or capacity-free processing. This transition appears to be

limited (a) to task combinations in which the capacity liberated by the

automatic processing may be used by the concurrent task -- the Multiple

Resource view of processing resources and (b) the task stimuli must be

presented at supra-threshold levels (Hoffman, Nelson, and Houck, 1983;

Hoffman et al., 1985).
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Footnotes

I All post-hoc comparisons reported in this article are computed with the

Bonferroni t-test and are significant at p<.05.

2 For the purposes of the present study, we defined the intercept as the

average RT obtained in the memory set size two condition. This was necessary

because of the flat slope in the practiced CM condition.
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Table I

Means (msec) and standard deviations (SD) for the three different response

types in both CM and VM conditions. Note: NT is negative trial, PL is positive

left trial, and PR is positive right trial. P300s have been recorded at Pz.

CM VM

NT PL PR NT PL PR

RT 577 519 515 671 584 618

SD 67 51 40 71 50 61

P300 Latency 605 547 551 620 570 599

SD 67 47 53 64 54 47
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Table 2

Mean error rates for all of the dual task Sternberg conditions. Note: SI is

session 1, S2 is session 10.

CM VM

Dual First Dual Second Dual First Dual Second
Memory
Set Size S1 S2 S1 S2 SI S2 S1 S2

Targets:

Set Size 2 1.0 .6 1.2 1.0 1.9 1.6 2.6 1.7

Set Size 3 1.4 .7 1.4 1.2 2.4 2.3 2.5 2.3

Set Size 4 1.4 .4 1.5 .8 3.6 2.2 3.7 2.3

Non-targets:

Set Size 2 .9 .7 2.2 1.0 1.1 .8 4.7 1.8

Set Size 3 1.6 .7 2.2 1.1 3.4 1.5 5.0 2.1

Set Size 4 2.0 1.4 3.1 1.2 6.1 1.4 6.2 2.5
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Table 3

Mean P300 latencies at Pz (msec) for all of the dual task Sternberg conditions.

Note: SI is session 1, S2 is session 10.

CM VM

Dual First Dual Second Dual First Dual Second

Memory
Set Size S1 S2 Si S2 SI S2 SI S2

Targets:

Set Size 2 555 553 559 547 586 605 587 585

Set Size 3 597 555 600 558 606 621 605 610

Set Size 4 604 564 605 554 639 645 627 630

Non-targets:

Set Size 2 618 615 642 610 624 640 606 636

Set Size 3 636 627 644 626 630 666 620 665

Set Size 4 641 627 637 629 638 681 648 673
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Table 4

Mean RTi'P300 ratios for all of the dual task Sternberg conditions. Note: SI is

session 1, S2 is session 10.

CM VM

Dual First Dual Second Dual First Dual Second
Memory
Set Size S1 S2 S1 S2 S1 S2 SI S2

Targets:

Set Size 2 1.04 .88 1.06 .93 1.04 .89 1.14 .98

Set Size 3 .99 .85 1.08 .94 1.12 .92 1.18 1.00

Set Size 4 1.12 .91 1.09 .96 1.17 .99 1.22 1.05

Non-targets:

Set Size 2 1.04 .87 1.13 .90 1.12 .92 1.23 1.01

Set Size 3 1.08 .88 1.18 .93 1.25 .96 1.29 1.05

Set Size 4 1.25 .88 1.24 .94 1.40 1.11 1.36 1.08
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Figure Captions

Figure 1. A graphic representation of the task configuration. The subjects

controlled the cursor in the tracking task with the right hand and responded to

the Sternberg probes with the left hand. Sternberg probes were presented in

the rectangular target. Memory sets were displayed in the center of the

display, directly above the tracking task.

Figure 2. The temporal structure of the tracking and Sternberg tasks both

separately and together.

Figure 3. Average single task RTs for each of the experimental conditions in

sessions I and 10.

Figure 4. Average single task error rates for each of the experimental

conditions in sessions I and 10.

Figure 5. Grand average ERPs recorded at the parietal site for all of the

single-task Sternberg conditions in sessions I and 10.

Figure 6. Average single task P300 latencies recorded at Pz for each of the

experimental conditions in sessions I and 10.

Figure 7. Average single task RT/P300 ratios for each of the experimental

conditions in sessions 1 and 10.

Figure 8. Average Sternberg RTs for each of the dual first order experimental

conditions in sessions I and 10.

Figure 9. Average Sternberg RTs for each of the dual second order experimental

conditions in sessions I and 10.

Figure 10. Grand average ERPs recorded at the parietal site for all of the

dual-task first order Sternberg conditions in sessions I and 1P.

Figure 11. Grand average ERPs recorded at the parietal site for all of the

dual-task second order Sternberg conditions in sessions 1 and 10.
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Title

Generalized Implementation of An Eye Movement Correction Procedure

Authors

Gregory A. Miller, Gabriele Gratton, and Cindy M. Yee, University of

Illinois at Uroana-Champaign

Purpose

Removal of EOG artifact from EEG data off-line, distinguishing blink

and saccade artifact.

Description

The eye movement correction procedure algorithm proposed by Gratton and

colleagues (Gratton, G., Coles, M.G.H., & Donchin, E., A new method for off-

line removal of ocular artifact, Electroencephalography and clinical

neurophysiology, 1983, 55, 468-484) has been implemented, with extensions,

in standard DEC Fortran IV. Extensions are principally (a) new

computational efficiences and (b) suitability for use with both vertical and

horizontal EOG channels rather than vertical EOG alone. Single-trial data

are screened for blinks and bad data (the latter defined as either a value

off-channel or an extended run of identical values, which can occur if a

baseline has already been removed from off-channel data). Raw averages are

computed for each channel and experimental condition, separately for blink

and blink-free data points. These averages are subtracted from the

single-trial data. Correlations are then computed between the remainder for

each EEG channel and the remainder for the EOG channel, separately for blink

and blink-free data points, producing blink and saccade correction factors

for each EEG channel. These correction facto-,s are then applied to the

original raw averages. Optionally, in an extra pass on the input file,

single trials are also corrected, using the same correction factors.
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Key Methodological Issues

(1) Artifact estimates are derived from the data the user wishes to

correct; not solely from pre-stimulus or baseline data, from instructed eye

movements, or from other special recording epochs. (2) Placement of EOG

electrodes must be considered carefully, with attention to the specific EEG

channels to be corrected. We have used the algorithm only with bipolar,

circum-ocular channels, and we recommend strict vertical and horizontal EOG

recordings. A monopolar EOG referred to the mastoid, for example, would be

vulnerable to EEG contamination. A bipolar EOG placement at 45 degrees from

the vertical would confound vertical and horizontal eye movements. (3)

Artifact estimates and corrections are performed separately for blinks and

saccades. All data points not determined to coincide with blinks are used

in computing the saccade correction factor for each channel. (4) Correction

factors are computed from all single-trial data following removal of average

data for a given trial's experimental condition. That is, the average ERP

for all trials in a condition is subtracted from each of the single trials

in that condition, for each EOG and EEG channel. The user decides what the

set of "conditions" is. In general, each within-subject cell of the

experimental design expected to have a different average waveform should be

declared as a separate condition. After subraction of the relevant average,

all trials contribute to the computation of a single blink and a single

saccade correction factor for each channel. (5) Corrections based on

multiple channels of EOG are handled in. multiple runs of the program. Thus,

if non-midline EEG data are recorded, and both vertical and horizontal EOG

are available, the user would set up the first run of the program to treat

the horizontal channel identically with the EEG channels, removing vertical

EOG artifact (blinks and the vertical-axis component of saccades). In a



3

second run, the residual in the EEG channels would be corrected for

correlations with the residual in the horizontal EOG channel

(horizontal-axis saccades).

Hardware Characteristics

The program was developed on a DEC PDP-11/73 using single-precision

(32-bit) real arithmetic and arrays. Space needs for data arrays can te

large for some combinations of number of channels, points per channel, and

number of experimental conditions (number of trials has little impact on

array usage). One version of the program (7 channels, 100 points, 4

conditions, 4000 trials) requires 108KB. Another version (4 channels, 125

points, 11 conditions, 1500 trials) requires 148KB. For DEC ?DP-11

computers, sufficient memory available for virtual arrays is necessary in

most cases.

Software Characteristics

The eye movement correction program was originally written in Harris

Fortran F66, a proprietary structured language. The program has been

re-written in DEC Fortran IV (compiler version 2.6), running under RT-11 or

TSX-Plus. It is highly compatible with other Fortran IV and Fortran-77

compilers, as efforts were made in coding to facilitate porting to other

compilers.

I/O Characteristics

Standard DEC RT-11 Fortran files are read and written. A user-eaited

specification file directs program execution, such as whether blink

detection and correction is to be done (e.g., it would not be if correction

is based on a horizontal EOG channel), and the value beyond which data are

to be considered off-channel.

Performance Notes
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Runtime depends on the product of number of trials, channels, and

points. Execution time for 4000 trials, 7 channels, 100 points, and 4

conditions in unformatted binary files on moderately fast hard disk is 110

minutes for average-ERP correction and optionally another 60 minutes for

single-trial correction. For 4 channels, 125 points, and 11 conditions,

execution time for 1500 trials is 30 minutes for average-ERP correction and

optionally another 30 minutes for single-trial correction.

Algorithm Porting Considerations

(1) Each user should experiment with optimal settings for the blink

detection criterion, depending on local amplification. (2) The correction

works poorly for EEG channels positioned very close to the EOG site, due to

the EEG signal appearing in the EOG channel. Thus, a small amount of true

EEG common to both Fpz EEG and supra-orbital EOG recordings will lead the

correction algorithm to remove that portion of the EEG from the Fpz channel.

Source Code Porting Considerations

(1) Array space needs can be large. The program runs without

modification on a PDP-11/23 with 22-bit addressing (run-time is

approximately doubled). The program has been ported successfully to a 256KB

PDP-11/34 and to a 256KB PDP-11/73 at other universities. (2) File 1/0

format must be customized to the user's data files. The program currently

uses unformatted binary files for speed and space reasons and utilizes trial

identification inlormation stored within the record for each channel.

Program Availability

Source code listing; copy on user-supplied DEC RT-11 9-track magtape at

800 or 1600 BPI; TU58 tape; RK05, RLO1, or RL02 disk; dial-up modem; or

BITNET. Sample data and output are available.

Documentation



Source code is extensively commented. A user's manual is available.

Support Available

The authors are available for consultation.
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Applications of ERPs to Human Factors

Christopher D. Wickens

In his paper, Dr. Parasuraman has eloquently made the case for the

modest, yet significant, contribution that the Event Related Brain Potential

(ERP) may make to the discipline of Human Factors, and he has as well

provided a nice overview of many of the most promising applications. I

applaud both his call for careful theory-based applications, as well as his

caution for exercising restraint when describing the real contributions that

the measures can make. The objectives of my presentation here will be

twofold: (1) to outline what, from my perspective, are the necessary

criteria for complete and-successful applications of ERPS to human factors

systems design and evaluation, and in what way these criteria have been or

can be met. (This outline will, I believe, reveal some of the reasons why

applications are difficult to achieve and, therefore, why restraint in

promises is necessary), (2) to review Dr. Parasuraman's list of candidate

applications and to expand upon this list slightly by adding some of my own.

It should be noted in opening that the sequence of steps from the

identification of an interesting ERP phenomenon to the successful

applications in system design is a long one that will not be easily

traversed. Yet, the frustrations inherent in this delay are not unique to

the ERP field, as the time lag for applications of basic research in

engineering and cognitive psychology is sometimes equally long and tortuous

(Adams, 1972; Rouse, 1985). Many lessons learned from the latter are

equally relevant to the former, and will be elaborated below. Yet,

electrophysiological signals have some unique characteristics not shared by

the more conventional manual and vocal performance measures, that dictate
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special concerns in the course of application. Before this course and the

relevant concerns are outlined however, I shall briefly summarize what I see

to be the three most relevant, and generic human engineering concerns, for

which ERPs may provide general answers. These are:

(1) How to choose which is the "best" system (or system component).

Such a choice may involve a simple comparison of performance. But

if performance is equal between two systems, or is difficult to

measure the choice may require a comparison of the cost of

performance in terms of mental workload. And if the system of

greater workload is more expensive in dollars to manufacture and

operate, then the choice requires a quantitative scale of workload

that may be balanced against dollars.

(2) How to predict human error. Will models of human performance be

accurate enough to predict when a human operator, interacting with

a particular system, may produce an error with major consequences?

Can errors of perception, of attention, of memory, and of response

be predicted and discriminated?

(3) How to assess the level of skill acquired by an operator through

training. If performance reaches asymptote, will the workload

continue to be reduced? At what point has training clearly become

automated?

These then are the objectives toward which ERP-based applications should be

focused.

Criteria for Application

In order to apply ERPs to answer the questions outlined above, the

cognitive psychophysiologist must first address the question that will
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undoubtedly be asked by the HF practitioner: "Why not use more conventional

measures of performance -- either manual responses or vocal reports -- to

address the same human engineering issues?" The answer to this question is

that ERPs can provide information that is either obtained at a greater cost

by using performance, or cannot be obtained at all by performance measures.

(Hereafter the term "performance" will be used to refer to these

conventional behavioral measures, in contrast to the event-related potential

measures.) The first issue -- that of relative cost will be deferred until

later. However, the second issue will be discussed extensively below,

because it is critically important to the issue of applications.

Dissociation and Association

The idea that ERPs can provide information unavailable in performance

invokes the concept of dissociation, depicted in Figure 1. Here two forms

of variance -- in physiological measures and in performance -- are depicted.

These two variances define three regions. In the overlapping region (1),

performance and ERPs covary. In the region to the left (Region 2), ERPs

show unique variance that is not revealed in performance. This variance

provides information to the extent that it correlates with some

experimenter-defined manipulation, or subject-reported strategy. In the

region to the right (Region 3), ERPs fail to reflect changes shown by

performance. Regions 2 and 3 then define dissociation. The existence of

Region 2 and, less obviously, Region 3 both provide answers to the question

"Why not performance?" But, in order to satisfactorily answer this

question, it will be necessary for the cognitive psychophysiologist, working

in consort with the Human Factor practitioner, to traverse through the

sequence of logical steps shown in Figure 2.
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The sequence is entered at point 1, where an important source of

dissociation is identified. For example, ERPs may serve as a measure of

auditory attention allocation, that is impossible to observe through

performance (e.g., Harsen and Hillyard, 1980). The question of which

messages may be attended and which ignored can be a critical one in an

operational environment such as the aircraft cockpit. At this point, the

system designer may rightfully ask if the dissociation, rather than

reflecting meaningful unique variance (region 2 or figure 1), or an

interpretable lack of effect (region 3), is in fact either noise or

insensitivity (a ceiling or floor effect). To convince the practitioner

that the ERP measure is meaningful thus requires that the psychophysiologist

take a step back, to point 2 of figure 2, and demonstrate an association.

That Is, provide an experiment in which the ERP correlates directly with

performance as in Region 1 of Figure 1. Examples of such studies are those

in which P300 is correlated with manipulations of difficulty, which also

affects performance (e.g., Isreal, Wickens, Chesney, & Donchin, 1980).

These validation studies of course contribute nothing directly to the value

of the ERP measures as a system design tool, except to persuade the HF

practitioner of the meaningfulness and trustworthiness of the measure, so

that a logical case can be established as to why the measure dissociates in

some situations (Kahneman, 1982 SPR Address).

Once the HF practitioner has been convinced of the validity of the

measure, then potentially valuable information may be gained from either of

the two types of dissociation. An example of Type 3 dissociation was

provided by an experiment of Isreal, Chesney, Wickens, and Donchin (1980),

in which It was observed that the ERP amplitude of the P300 component did

not change, even as the demand of a tracking task was varied by changing its
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bandwidth. Such constancy of the ERP was interpreted in light of a process

model of P300. This model posited that the amplitude depended only upon the

availability of perceptual/cognitive resources, which were undepleted by the

response-load manipulation of tracking task. As a consequence, the unique

diagnosticity of the ERP to reveal perceptual/cognitive load was

demonstrated. A similar demonstration was provided by Kramer, Wickens, and

Donchin (1983), who attributed the lack of reduction of secondary task P300

amplitude with practice on a primary target acquisition task, to the

development of response-related strategies. In a more general sense, Type 3

dissociations of P300 and performance can be reasonably and measurably

interpreted whenever the manipulations are logically those that involve

either the resource demands (Kramer, et al., 1983; Isreal, Chesney, et al.,

1980), or the latency (McCarthy & Donchin, 1981) of response-related

processes (see Figure 3).

The importance of Type 2 dissociations are easier to justify to the

human factors practitioner. This is because of the plethora of perceptual

and attentional phenomena directly indexed by ERP components, which are not

revealed by performance measures. These dissociations, in fact, increase in

their importance in human factors to the extent that automated systems

evolve which demand continuous monitoring and understanding with only

minimal requirements for the operator to intervene with overt responses

(Hart & Sheridan, 1984). Therefore, under such conditions (and their

laboratory analogs), performance data are simply not available. Here again

however, as in the case of Region 2, the establishment of a meaningful and

useful dissociation must be based upon a theory-based or processed-based

explanation of why the ERP should be expected to vary in the way that it

does. Thus for example, theories of visual or auditory selective attention
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are necessary to establish the conditions under which attention allocated to

a visual or auditory stimulus would be expected to enhance some component of

the ERP (Parasuraman, 1985; Hansen and Hillyard, 1980).

"Real World" Complexity

The issue of how to successfully demonstrate a dissociation between

performance and ERPs in a manner that will convince the human factors

practitioner of the value of the latter, brings up a point addressed

directly in Parasuraman's paper -- the extent of "real world complexity"

that it is necessary to design into the paradigm. Here the views of the

psychophsiologist (generally reflecting those of the cognitive and

- experimental psychologist) may come Into partial conflict with those of the -

engineering psychologist. The experimental or cognitive psychologist will

likely feel that good and careful experimental control of a phenomenon in a

laboratory setting is not only necessary, but also sufficient to establish

the relevance and validity of that phenomenon as an aid to systems design

questions. I agree with this supposition only in part, as qualified by the

slightly different perspective of the engineering psychologist. This

perspective argues that two further factors must be taken into account

beyond careful controls, both of which make it important that the

dissociation be demonstrated in environments of greater complexity.

(1) Many Human Factors practitioners whose objective it is to convince

will rightly, or wrongly, fail to be convinced unless the dissociation Is

demonstrated in an environment that has at least some of the trappings of

real world complexity. For example, according to this view, a convincing

demonstration of the ERP as an aviation workload measure must be provided in

the aircraft's simulator, and not just In the tracking laboratory. However,
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it is equally important to realize that the increased complexity should not

be bought at the price of a shoddy, poorly designed study. Increases in

complexity will not compensate for deficiencies in experimental protocol.

It is unfortunate for example that many potentially valuable demonstrations

have proven to be relatively worthless because small sample sizes have been

used to compensate for the increased expenses incurred in conducting hese

more complex studies.

(2) More importantly from a fundamental applications standpoint, it is

necessary to establish that the variance in the processing phenomenon

reflected by the electrophysiological measure, is sufficiently large,

relative to the sources of uncontrolled variance that exist in the real

world, that the former will have a meaningful impact on system performance.

Suppose for example, it is established that, with all variables tightly

controlled in the laboratory, a particular ERP component is sensitive to a

manipulation of resource allocation. But when some of those controls are

released (as they must be outside of the controlled laboratory setting), and

small random effects now perturb the measure, the variance in ERPs due to

the original phenomenom is now swamped. In such an instance, the true value

of the ERP measure to the HF practitioner would be greatly diminished. Yet

this diminished worth would never have been.revealed until the tight

controls were lifted.

This requirement to incorporate some level of complexity in

experimental demonstrations of a dissociation should not be viewed

pessimistically by the psychophysiologist. In fact, when incorporating real

world complexity brings about an increase in overall workload, such an

increase may even enhance the prominence of the processing phenomenon under
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investigation (e.g., resource availability or the criticality of resource

allocation).

An example, demonstrating the Importance of being able to relax

excessive experimental control, involves the concern for control of eye

fixation. This concern transcends much of the experimentation with visual

ERPs and with non-electrophysiological studies of perception and cognition

as well. The view is sometimes expressed that the investigator must know

the precise location of fixation in order to draw valid inferences. Yet,

conclusions that are drawn only from the eye-controlled scan-free laboratory

may be tenuous when applied to the wide-field visual world, and such

conclusions legitimately may be distrusted by the human factors

practitioner. In fact, such single-minded concerns with fixations are

unnecessary. For example, both Wickens, Heffley, Kramer and Donchin (1980),

and Kramer, Wickens, and Donchin (1983) have drawn some strong conclusions

concerning the allocation of visual attention to a complex "free-scan"

display, with many of the uncontrolled aspects of the natural world present.

These conclusions gain in their validity precisely because visual fixations

were not tightly constrained.

Design Impact

Given that the feasibility of ERP applications has been demonstrated in

Step 3 (by iterating back to Step 2 when necessary to convince the skeptic

by demonstrating association), the next step (4 i1 figure 2) is taken when

the ERP measure actually impacts on the design of a system. Parasuraman's

discussion nicely illustrates the example of Frustrahofer's study in which

EEG provided a measure of arousal that dissociated from performance. As

another example, the electrophysiological data using steady state ERPs

Lm n m m mm m mm m 
m

m m m
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provided by Gomer and Bish (1978) was used to influence the choice of

formats for alphanumeric displays.

At Step 4, there are really three levels of impact that ERP measures

may have on a design process. First, they may be used to justify a

particular design decision because they reinforce behavioral measures, or

design considerations, already available. Such, for example, would be the

case if an ERP-based workload measure was used to influence the choice of

one display format over another, in agreement with ratings obtained by

subjective measures. Secondly, ERP measures may provide information

unavailable through performance -- the Type 3 dissociation -- although this

information may be consistent with the human factors practitioner's "gut

beliefs." Here, for example,, are ERP measures which may show that a warning

light on a multi-element visual display is unattended.

The third level of impact is revealed in Step 5, and is one that would

bring greatest satisfaction to the psychophysiologist that

electrophysiological measures have truly "come of age." This would describe

a situation in which the human factors practitioner made a different design

decision as a consequence of the ERP measures than would have been made in

their absence. Such a course of action would mean that the implication of

the ERP measure for design was pitted against the implications of an

alternative design consideration (cost, performance, or the practitioner's

"gut belief"), and the ERP measure was victorious.

The last step (6) in the transition to applications, and the ultimate

reinforcement for the psychophysiologist, is provided when it is determined

that a system, designed with the aid of ERP measures, was actually more

effective than one designed without. Unfortunately, such success stories

are extremely hard to document, because the "control system-designs" (those
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systems that are designed by equivalent procedures except for the input

provided by the ERP measure), are rarely available to be compared. It is

here an act of faith to assume that the control system-design would not have

been as effective, had it been completed. It is unfortunate that the

absence of such necessary control data to evaluate the effectiveness of

design tools is a widespread symptom in human factors, and hampers the

evaluation of the usefulness of purely performance-based models and tools as

well.

While the path to ultimate success for ERP applications from Step 1 to

Step 6 appears long and tortuous, it is important to realize that partial

successes may be very much realized at earlier steps along the way. For

example, as shown toward the bottom of Figure 2, well designed ERP

demonstrations of dissociation can have an impact on the general theory of

human performance; ultimately, but with less direct connections, the revised

theory may in turn influence system design (though at the time of that

influence, the direct contributions of the ERP may not be recognized or

acknowledged). For example, the investigations carried out on the ERP as a

workload measure by Isreal et al. (1980a, 1980b) have had a direct input

toward establishing the stage-of-processing dimension as an important

component of the multiple resource model of human time-sharing performance.

This model itself, is now becoming a useful tool in system design (North,

1985).

Applications

Parasuraman has nicely described applications in the areas of workload

assessment and resource allocation. I would like now to add some further

coments to his remarks on the applications of ERPs to these areas of

--n--------



V1

assessment, and also to identify one additional area to which I believe ERP

measures have the potential to contribute substantially.

Workload

First, I would like to address the concern that the P300 as a secondary

task workload measure may be more obtrusive into primary task performance

than is sometimes claimed by proponents of the measure. My answer is that

the measure is indeed somewhat obtrusive, and cannot be obtained without

imposing some extra cost on the operator's performance (having to count, or

keep track of tones). Yet after working in the area of mental workload for

over 10 years, I have become increasingly convinced that there is "no free

lunch" in workload measures. Those successful measures that are less

obtrusive into primary task performance (e.g., heart rate variability,

Mulder & Mulder, 1981; pupil diameter, Beatty, 1982), by the very aspect of

being less obtrusive on performance and as a result, a less direct measure

of cognitive activity, are more susceptible to other influences, and

therefore will be less reliable. Similar concerns arise regarding the

applications of unobtrusive ERP measures of workload derived from the steady

state ERP (Junker, Kenner, & Casey, 1985). The fact that these measures may

be obtained by driving the visual field with high frequency luminance

functions well above the discriminable critical flicker fusion frequency, is

compromised by the apparent inconsistency with which parameters of the SSERP

measure respond to imposed manipulations of workload (i.e., The association

shown in Step 2 of Figure 2 is lacking).

Most recently, as noted by Parasuraman, research has suggested that

ERPs elicited by events embedded naturally within the primary task can

directly index the resources allocated to the primary task, and thereby
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indicate the workload of that task in a way that does not require the

instrusive secondary task (Wickens, et al., 1982; Horst, et al., 1985;

Kramer, Wickens and Donchin 1985; Sirevaag, et al., in press). This measure

at present is limited, however, by the sensitivity of primary task ERPs to

other potentially confounding variables. For example, a large ERP elicited

by a primary task event may result either because the task was difficult,

and more resources were allocated or because the event within the primary

task was relatively unexpected. Also of course some primary tasks do not

lend themselves naturally to the incorporation of discrete ERP-elictlng

events.

Resource allocation. As noted above, increasing levels of automation

have progressively placed human operators of complex systems in a

supervisory role in which large numbers of channels of visual and auditory

information must be monitored. There are generally few overt responses made

in these environments, but two Important covert processes are often

required: (1) monitoring, and then detecting and/or recognizing critical

events; (2) integrating information to update a mental picture of the system

or process under observation. It is of considerable importance for the

system designer to attain an accurate model of the distribution, breadth or

focusing of attention under these circumstances. To obtain such a

representation, three "performance" measures are presently available --

verbal protocols, responses to stimulus events and oculometric measures.

Here then, as in Step I of Figure 2, it is appropriate to ask what unique

variance ERPs have to contribute beyond that available from performance. In

short, why not performance?
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In answer to this question, it should be noted first that verbal

protocols may be unreliable. Secondly, reaction time or response measures

cannot be easily collected, because to impose a requirement to respond to

each event for which a measure of attention is required, may drastically

alter the task characteristics in an unnatural way. Suppose, for example,

one wished to infer whether or not the onset of a caution warning light were

noticed during the intense involvement with another task. It would not be

desirable to instruct the subject to "press the button" when the advisory

appears. This alteration of the task would change its natural

characteristics and give the processing of the caution light greater

priority than it might actually have in the real world. It would be far

better here to allow the ERP components to index the degree of processing

given to the light occurring in its natural context.

Unlike overt manual or verbal responses, crude measures of visual

fixations can be recorded without greatly disrupting the natural information

processing characteristics of the task. As long as the inference is made

that where the eye is looking is exactly what is processed, then necessary

and sufficient information will be available. The problem is this

assumption is limited in four respects: (1) Different items or dimensions

of information can be either attended or ignored within a single fixation

(e.g., Donchin & Cohen, 1967; Kramer, Wickens, & Donchin, 1983). Therefore,

fixation can not discriminate attended for unattended dimensions of a single

stimulus; nor the allocation of resources between two stimuli within I' of

visual angle. (2) Information may be processed and attended outside of the

fovea (Posner, 1982). There is, in fact, a substantial literature showing

the value of parafoveal motion in tracking performance (Wickens, 1986). The

degree to which this processing is taking place however can never be
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revealed through fixations. (3) Attention may be switched between

modalities. It is apparent that fixations provide no clue as to whether

auditory information i;, or is not, being processed. (4) Long fixations are

ambiguous. There may be three reasons why fixation on a particular stimulus

is of a long duration. First, a lot of information may be extracted from

that stimulus (it is surprising, novel, or complex). Second, the stimulus

may be of poor data quality requiring a long fixation to resolve

perceptually. Third, attention allocation may be allocated elsewhere

producing what Harris and Spady (1985) have referred to as a "blank stare."

All four of these sources of ambiguity may, to some extent, be resolved

by recording ERPs elicited by the stimuli in question. For example, a large

ERP will discriminate the long fixation resulting from high information,

from that resulting from poor data quality or the "blank stare." Therefore,

the best "map" of attention to the perceptual world seems to be one that

takes advantage of Information provided jointly by ERPs and eye fixations.

Information Processing Stages

Studies of latency and amplitude changes have dominated much of the

research in ERPs. Yet, in many respects, errors are the most critical

variable to be predicted in operational environments, and there is a growing

interest in the causes and sources of human errors (Rouse & Rouse, 1983;

Norman, 1981; Reason, 1984). One important scheme has associated different

classes of errors with different stages of information processing. An

important distinction is made between errors of perception or "mistakes," in

which a stimulus event is inappropriately categorized, and errors of

response selection or "slips" In which an inappropriate 3t:tion is given to a

stimulus event that was correctly categorized.
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From a human engineering point of view, the distinction between

mistakes and slips is important because different corrective actions should

be taken if one or the other form of error is prevalent. Mistakes result

because stimulus events are ill-defined, poorly resolved or this

categorization is not well learned by the perceiver. A corrective,

therefore, would be one that would improve the display format for a

particular piece of equipment. In marked contrast, slips occur with highly

automated, well learned sequences of behavior, and are often a consequence

of a more frequently given response "capturing" the stream of behavior and

dominating the appropriate response of lesser frequency (Reason, 1984;

Norman, 1981). This will be likely to occur when the level of automaticity

is such that careful,-concise monitoring of the selection of responses is

not carried out. Corrective system redesign to eliminate slips would

involve restructuring the placement of controls, and association of controls

to stimuli in a manner designed to prevent their occurance. The importance

of ERP measures in discriminating slips from mistakes lies in their

insensitivity to response factors (Region 3 in Figure 1, and as shown in

Figure 3). P300s produced by mistake will be delayed, probably poorly

resolved, and associated with equally long (if not longer) response times.

P300s produced by slips may also be longer than those associated with

mistakes, but will also be coupled with response times that are quite short,

relative to P300 latency (Donchin, et al., in press).

Summary

Human Factors is a blossoming field, with a clear need for new and

innovative methodclogies. This neeed is enhanced by the rapid evolution of

computerized systems with which humans must interact. Therefore it is with
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some confidence that one can foresee the application of well-modeled, well

understood techniques based upon ERPs, taking place in the future. The many

steps in Figure 2 suggest however that these applications may not occur

within the immediate future. Yet with the proper selective focus on

relevant paradigms, derived by listening to and interpreting the needs of

the human factors practitioner, and addressed with concern for real world

complexity, there is no reason why the process cannot be accelerated.
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FIGURE CAPTIONS

Figure 1: Three Regions of Variance. Region 1: Association. Region 2:

Dissassociation (performance insensitivity). Region 3:

Dissassoclation (ERP insensitivity)

Figure 2: Sequence of steps necessary for complete and satisfactory

application of ERP methodology to Human Factors design issues.

The text describes the differenct step munbers.

Figure 3: Causes of region 3 dissociation. The figure depict three

processing stages at the bottom, only the first two of which

reflect P300 latency. The third, response stage does not. This

stage also depends upon separate processing resources from those

that supply P300-dependent stages (top of figure). Therefore,

variation of response load will affect RT and global workload

measures, but not P300 latency nor P300 amplitude.
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Abstract

Subjects were instructed to use either rote or elaborative strategies

to memorize words in a von Restorff paradigm. When instructed to use rote

strategies, subjects displayed a higher von Restorff effect and a lower

recall performance than when instructed to use elaborative strategies.

Furthermore, the amplitude of the P300 component of the event-related brain

potential predicted subsequent recall only when subjects used rote

strategies. When subjects used elaborative strategies, the relationship

between P300 amplitude and subsequent recall was not observed.

These results confirm and expand, in a within subjects design, the

results reported by Karis, Fabiani, and Donchin (1984) who capitalized on

different strategies used by different subjects. These results also lend

support to a three-phase model of the von Restorff effect.
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Introduction

Karis, Fabiani, and Donchin (1q84) reported that people who used rote

rehearsal strateaies were more likely to recall stimuli that had elicited

larme P300s. This relationship between P300 amplitude and subseauent recall

was not observed in suhiects who used elaborative strateaies. The choice of

rehearsal strategies in the Karis, Fabiani, and Donchin (1984) experiment

was left to the subjects and was ascertained only in a post-experimental

debriefina. In the present study the subjects' strateqies were manipulated

by instructions and each subject performed the task usinq hoth rote and

elaborative rehearsal strategies. This within-subject desian is necessary

to confirm the oriainal report by Karis, Fahiani, and Donchin (lQ84).

The P300 Component of the ERP

The P30O component of the ERP was first described hy Sutton, Rraren,

7ubin, and John (IQ65). It peaks 30O ms or more after the eliciting event,

it is positive at all the midline electrode sites, and is maximal at the

parietal electrode (Pz; 10-20 International System, Jasper, 19WR).

The P300 is elicited only by events that are relevant to the task the

subject is performlng, and its amplitude is inversely related to the

subjective probability of the elicitina event (Duncan-Johnson & Donchin,

1977; Johnson & Donchin, 1Q7P). The dependence of P300 amplitude on these

variables suaoests that the process manifested by P300 is associated with

the processina of novel and relevant stimuli.

One of the critical clues to the functional significance of the P300 is

that the orocessina represented by P30n appears to he used in the service of

future actions, rather than in the execution of the specific responses to
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the elicitina event (nonchin, 1Q7Q; Donchin, Gratton, Duoree, & Coles, in

press; Donchin, Ritter, x McCallum, 107P; Gehrinq, Gratton, Coles, &

Donchin, 1Q6; Kutas, McCarthy, & Donchin, 1977; Munson, Ruchkin, Ritter,

Sutton, 9 Sauires, 19P4). For instance, nonchin, et al. (in press), used a

choice-reaction time task in which the probability of the stimuli was

manipulated and found that subjects were hiased in favor of the frequent

response, and often erred when a rare stimulus was presented. However, when

a lame P300 was emitted after an incorrect response to a rare stimulus, the

response bias in the followina trials was reduced. Similarly, Gehrinq et

al. (1QP6) observed that the amplitude of P300 after incorrect responses to

rare events predicted shifts in the subjects' response strateqies.

These data, and data from studies that focused on chanqes in P300

amplitude as a function of the previous sequence of stinli (Souires,

Wickens, Squires, & Donchin, 1Q76)1 and on variations in inter-stimulus

interval (Heffley, 19P1; Fitzqerald & Picton, 1981), are consistent with the

hypothesis that P300 is the manifestation of a process invoked when there is

a need to revise the representations in workinq memory (or "context

updatinq"; Donchin, 1981). When a rare event occurs, or an error is made,

or conditions chanqe, this information must he incorporated into coqnitive

schemas. These schemas will aovern both the perception and action taken on

future trials, and ,will also affect the recall of the information of the

specific trial.
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The Role of Novelty in Learnina: P300 and Memory

In recent years, the role of novelty in learninq has been enphasized by

several theories of animal learninq (MacKintosh, 1975; Pearce & Hall, 19FO;

Pescorla & Waaner, 1972; Wauner, 1Q76; 197R; see also Dickinson, 1QRO, for a

aeneral review). No one theory has yet received universal acceptance, but

all theorists appear to acree that chanqes in a stimulus representation

followinq a learnina experience depend upon the extent to which the

predictor and/or the predicted event are jointly processed in workinq

memory. A critical condition for this joint orocessina is that the stimulus

should be surprisina or unexpected. Similar theories of human memory

(Ohman, 197Q; Sokolov, 1963; 1Q69; 197) have also arqued that a short term

memory is used to maintain an internal model of a dynamic environment, and

that deviations from this internal model reouire an updatina process.

Rare or unexpected events should lead to a restructurina or updatina of

the current memory schemas, because only in this way can an accurate

representation of the environment be maintained. The uodatinq process may

involve an "activation" of the memory representation of the event, or the

"markina" of some attribute of the event thdt was "distinctive", and

therefore crucial in determinina the updatinq process. This restructurina

of the memory representation of an event is assumed to facilitate its

suhseauent recall, by providina valuable retrieval clues, so that the

oreater the restructurinq that follows an individual event, thL higher the

prohability of later recallinq that event. P300 amplitude is assumed to be

t)rnoortional to the dearee of restructurinq of the memory representation of

'o~e ovpnt. Therefore, P300 amplitude should also predict the subseauent

- 'the elicitino event.
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The Use of P300 in the Investiaation of WorkinG Memory

The von Restorff study. Karis, Fabiani, and Donchin (1984) used the

von Restorff paradiam (von Restorff, 1Q33) to test the hypothesis that P300

amplitude predicts subseouent recall. They presented series of unrelated

words and recorded the ERP elicited by each word. After each series the

suhiects were asked to recall as many words of the series as possible. Most

of the series contained a deviant word (an "isolate"), with the isolation

achieved by chanoina the size of the word. When one item in a series is

distinctly different from the others (e.a., because of color, size, meanina,

or class), the probability that it will he recalled increases. The label

von Restorff, or isolation effect, refers to the enhanced recall of an

"isolated" item, with respect to comparable, non-isolated items (for a

review, see Cimbalo, 1078; Wallace, 1W6).

Measures of the magnitude of the von Pestorff effect, of the qeneral

recall performance, and of the amplitude of the P300 component of the EPP

were computed for each subject. Striking individual differences emerqed on

all measures, and subjects were placed into three distinctly different

aroups accordino to the maonitude of the von Restorff effect in the free

recall. In aroup 1, sublects' overall performance was low, hut "isolatinn"

a word by chanaina its size increased recall dramatically (a hiah von

Pestorff effect). These subjects reported usino orimarily rote strateaies

(e.a., reneatinq the words). It was only in these subiects that Karis,

rabiani, and Donchin (IQ84) observed a positive relationship between P3O

amolitudp and recall. At the other extreme, subiects in aroup 3 which

showed no relationship between P3CO and recall, exhibited high overall

recall percentaaes, and no isolation. These subiects reported usina complex

elaborative strategies (e.a., makina up sentences, stories Or imaaes). The
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amplitude of a frontal-positive slow wave"3 was related to subseouent recall,

and the elaborators exhibited more evidence of this component than the rote

memorizers. Varis, Fabiani, and Donchin (IQPA) speculated that the slow

wave could be associated with the heoinnin of elaborative organizational

processes.

The intriouina aspect of the data reported by Karis, Fabiani, and

Donchin (1QP4) is the modulatinc role that rehearsal strategies played on

the relationship between P300 and recall. P300 provides information about

the coanitive processina of an event occurrinq durinq the first second after

its presentation, while rehearsal strateqies that influence recall often

continue for an extended period. The relationship between P300 and recall

will thus depend on the nature of the extended mnemonic orocessina durinq

rehearsal. The results of the Karls, Fabiani, and Donchin (1984) study are

consistent with a three-phase model of the processes that determine the

subjects' recall of the words. In the first phase, in which the stimuli are

encoded and cateaorized, the subjects' information processina is independent

of their subseouent use of rehearsal strategies. We assume that the process

manifested by the P300 is activated by the words that are presented in the

distinct, or "isolated," font. Karis, Fabiani, and Donchin 19P4) examined

the distribution of P300 amplitude in all subjects and found no difference

between the different oroups of subjects. It would appear that all subjects

noticed the isolated words to the same extent and, as a conseauence, a P300

was always elicited in response to the isolates. We assume that the

representations of the isolated words were "marked" or activated in some

fashion, and this is reflected by P30O amplitude. It is at this point that

the suhiects diveroed into oroups. In the second phase the subjects enoaaed

in various activities desianed to enhance their ability to recall the
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stimuli. Some subjects opted, when left to their own devices, to adopt

rote-rehearsal strateqies, while other suhects enaaaed in various semantic

elaboration strateqies. When, in the third phase, the subjects were

required to recall the words, the rote-memorizers, we proposed, retrieved

words on the basis of the initial representations created durinq Phase 1.

Some of these representations were marked or activated by their association

with P300 and the larqer the P300 the stronaer the mark or the activation

and the more likely the recall. On the other hand, at the moment of

retrieval the elaborators relied on the new representations they created

durino the elaboration process, and these representations did not carry the

"marks" associated with the P300; hence the lack of correlation between

recall and P300 amplitude in the elaborators.

An Incidental Memory Experiment. The effect of rehearsal strateaies on

the P300-recall relationship was not anticipated as we desiqned the study

reported by Karis, Fabiani, and Donchin (1984). Thus, no control was

attempted over rehearsal strategies. To confirm the results we examined the

relationship between P300 and recall in a paradiqm where subjects did not

have any reason to adopt an elaborative strateny (Fabiani, Karis, & Donchin,

lq6). We embedded an incidental memory task in another study (Fabiani,

Gratton, Karis, and Donchin, in press; Karis, Coles, A Donchin, 1984), in

which suhects were presented with a succession of oddball tasks4, none of

which involved recallina the stimuli. After series in which the subject was

instructed to respond differentially to tones, or to count either the letter

"H" or "S," we inserted a series composed of randomly mixed male and female

names, and instructed the subject to count names of one qender. The

suhects had no reason to expect that they would he asked to recall these

names. Therefore, Fabiani et al. (19P6) assumed that they would not



0300 AND MEMORY

develop, and use, complex elaborative rehearsal strategies to facilitate

recall. In this situation, the relationship between P300 and recall could

be evaluated in the absence of elaborative processes occurrinq after P300.

Our main prediction was that names that were recalled would elicit laraer

P3Ms on their initial presentation than names that were not recalled. nur

prediction was confirmed and no consistent differences emerged among

subjects, thus indicatinq that, when elaborative strategies are prevented,

the amplitude of P300 predicts subseauent recall.

The Present Study. Althouoh the Fabiani et al. (1986) data are

consistent with the predictions derived from the Karis, Fabiani, and Donchin

(1Q4) study, they are based primarily on a negative finding; namely, that

individual differences due to rehearsal strategies will be reduced when an

incidental memory test is employed, thus allowing for the P300/recall

relationship to emerae more consinstently. However, the individual

differences observed by Karis, Fabiani, and Donchin (1984) could still he

attributed to the suhects' idiosyncrasies rather than to the use of

particular mnemonic strategies. Therefore, it is crucial to determine

whether recall performance is influenced by the interaction between the

updating process (manifested by P300) and mnemonic strategies not only

between but also within sublects. Thus, we devised a naradiam in which we

directly manipulated strategies by instructions. The sublects were run in a

von Restorff paradigm, similar to that used by Karis, Fabiani, and Donchin

(1Q84). Instructions to use "rote" strateaies required the subject to

repeat each word as it was presented, while "elaborative" instructions

recuired the subject to combine words into imaaes, sentences, or stories

(both sets of instructions are reported in the Appendix). We expected that

the same subject would behave like a rote memorizer of the Karis, Fabiani,
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and Donchin (1984) study when qiven rote instructions, and like an

elaborator when piven elaborative instructions.

This study also allowed a test of predictions derived from the

"distinctiveness hypothesis," which has been invoked to explain the Von

Pestorff effect (Rird, 1Q80), as well as the enhanced recall of distinctive

items (Fisher, 1981; Hunt and Elliott, 1Q80; Hunt X Mitchell, IQ78; 1982;

Schmidt, 1QP9; Zechmeister, 1072). Distinctive features of an item are

thnse shared by few other items. The distinctive features of a

to-be-remembered item, heina uniaue, will he more useful in retrieval than

common features, shared by many other items. Thus, the distinctiveness

hypothesis focuses on the utility of the encoded information. However, the

utility of the encoded information is also relative to the context in which

the information is retrieved. As Fisher (1980, p. 310) reports, "a

distinctive encoding operation will improve retention to the extent that the

encodino context is reinstated at retrieval." In the present experiment,

the deviant size of the word can be considered a "distinctive" attribute of

the memory representations of the isolates. However, this size attribute

should only be useful at retrieval after the subjects have used rote

rehearsal strateqies. Therefore, we hypothesized that subjects will have a

better memory of the word size when they have used rote strateqies than when

they have used elaborative strateoies. To test this hypothesis we

constructed a "size-recall test."
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Method

Suhiects

Ten riqht-handed female suhiects were run individually in an experiment

which extended over three sessions. All the subjects were underqraduate

students at the University of Illinois (aae ranne = IP to 21, median =

1Q.q). They were paid $3.50 per hour, with a S5 honus when they completed

the third session.

Data Collection

Aq-AoCl Reckman Riopotential electrodes were affixed alonQ the midline

of the scalp at frontal, central, and parietal sites (Fz, Cz, and Pz) by

means of Grass EC-2 electrode cream. The subjects were qrounded via Ao-AQCl

Reckman Bioootential electrodes, affixed to the forehead by means of

adhesive collars. The same type of electrodes were affixed above and below

the riaht eye to record the vertical electrooculooram (EOG), and on the

mastoids. Linked mastoids were used as references. Electrode impedance did

not exceed 10 Kflhm. The EEG was amplified with Van Goqh Model 50000

amplifiers (time constant 10 seconds, upper half-amplitude freauency 35 Hz,

3dR/octave roll-off) and was dioitized at the rate of 100 samples/sec.

All aspects of experimental control and data collection were controlled

by a POP-11/40 comouter system interfaced with an Imlac araohics processor

(Donchin & Heffley, 1975). Averaae waveforms and the sinale-trial records

were monitored on-line usinq a DEC VT-11 display processor. Eye movement

artifacts were corrected off-line usina a procedure described by Gratton,

roles, and Donchin (lQR3).

The data were filtered before beino analyzed by usinq an off-line
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movina averaoe (1 iteration) correspondina to a 3.14 Hz filter (Ruchkin &

Gl aser, 1Q7P).

Word Lists

Five word lists were constructed. The first list was used for all the

suhjects durina the first session (list F), and contained 40 series of 15

words. The remainina 4 lists were used for the second and third sessions (a

pair per session - Lists A-R and C-D). Each of these lists contained 20

series of 15 words. Seventy-five percent of the series contained an

isolated word (Isolated series), and 2S% did not (Control series). The

isolated word, displayed in larae size, occurred at random anywhere from

position 6 throuqh 10 of each Isolated series.

Words in each list were selected at random by a computer proaram, from

a master list composed of all the actual words with 3 to 7 letters in Toalia

and Pattia (1078). Each word could appear in only one list, so that it was

presented no more than once to each subject. The computer oroaram also

determined, at random, which series in each list were to contain an isolate,

and the position of the isolate (from 6 throuqh 10).

In list F (the list used for the first session), the first 10 series

were used for the "No strateay instruction" condition. Eiaht of the series

contained an isolate. The next 15 series were used for the "Rote strateay"

condition, and 11 contained an isolate. Finally, the last 15 series were

used for the "Elahorative strateay" condition, and 11 of these also

contained an isolate. In lists A, B, C, and D (used for the second and

third sessions), 15 of the 20 series contained an isolate. The pair of

lists (A-P or r-D) used in each session (second or third), and the order of

strateav instructions were counterbalanced amona sub.jects.
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Six practice series were also constructed accordinq to the same rules.

Words in the practice series were not included in any of the experimental

lists. Two practice series (one Isolated and one Control) were used for

each of the instruction conditions.

Words in each series were oresented seauentially, for 2qO ms each, with

a 2000 ms interval between words. Non-isolated words were formed by 12mm X

12mm letters (word length 36mm to P4mm, visual angle 2.25 to 5.25 deorees).

Isolated words were laraer, and were formed by 2OmmX 20mm letters (word

length, 60mm to 140mm, visual angle 3.75 to 8.79 deqrees). Size differences

were easily discriminable, and all the subjects reported they could easily

read words displayed in either size in the time provided.

Procedure

The subject was seated in an air conditioned unshielded room in front

of a Hewlett Packard (HP) CRT display (#1310A). The recordino and control

apparatus were located in an adjacent room.

There were three sessions, with q to 26 days (median = 17 days) between

the first and second session, and 1 to S days between the second and third

session (median = 2 days). The first session was a baseline and traininq

session. For this reason it had a different experimental desiqn, and there

was a lonqer interval between the first and the second session than between

the second and the third. The aeneral procedure and instructions were

similar to those used by Karis Fabiani, and Donchin (1Q4), with the

exception of the strateqy instructions. As shown in Fiqure 1, during each

session the subjects were oresented with 40 series of 15 words each, and

were asked to memorize as many words as they could and to write them down at

the end of each series (free recall task).
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Insert Fioure 1 about here

The subject was qiven a clipboard and recall sheets (one per series) on

which to write the words after each 15-word series was completed. A

5-second pause was interposed at the end of each series, durinq which the

subject was instructed to aet the recall sheet for that series. At the end

of this pause a small licht attached to the clipboard was turned on,

slanalino the subject to pick up the pen and start writing. Removal of the

pen from its holder activated a switch monitored by the experimenter. This

ensured that the subject could not beain writino prematurely. Fifty-five

seconds were provided for the free recall, and all subjiects reported that

this interval was sufficient. The writina light was then turned off to

indicate that the recall period had ended. After a warnina ("ready?") from

the experimenter (via an intercom), another series was presented.

In the first session (baseline and tralnina session), ERPs were not

recorded. Two practice series were aiven to the subject at the beqinnino of

the session. The first one contained an isolated item, while the second was

a control series. After the isolated series, the subjects were asked if

they had noticed that one word was larqer than the others, and were told

that occasionally a word would appear larqer, but that they should attend to

all the words, and ignore size differences amnnq words. No strateqy

instructions were iven to the subiect before the first oroup of 10 series.

At the end, the subjects were interviewed, and this provided information

about their spontaneous use of mnemonic strateoles. The next 15 series were

preceded by instructions to use rote strategies, and by two additional

practice series. The final 1 series were preceded by elaborative strateay
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instructions and by two more practice series. This manipulation provided

information about the subject's ability to use both strategies, and ensured.

that all the subjects would start the experimental sessions with the same

familiarity with both strateaies. The subjects were given approximately 5

minutes rest after the first 10 series, and aaain after the next 15 series.

In both the second and third session (experimental sessions) ERPs were

recorded to each word, and suhiects were instructed to use one strateoy

(either rote or elaborative) durina the first half of the session (20

series), and the other durina the second half (20 series). The order of

instructions was counterbalanced across sessions and subjects. The subjects

were aiven short (approximately five minutes) rest periods after every ten

series. At the end of each block of series memorized usina the same

strateay, the subjiect was asked to describe the strateaies she used.

In addition to the free recall task, the third session included a

countina task (oddball task), and a size-recall test. The oddball task and

the size-recall test were unexpected. The size-recall test is described in

more detail below. The oddball task will not be further discussed, because

it served mainly as a "filler" task between the free-recall and the

size-recall.

The EEG data were acauired whenever a stimulus word was presented on

the HP screen (i.e., during the free recall and the oddball tasks). For the

free recall, the stimulus duration was 250 ms,, the inter-stimulus interval

was ?0OOn ms and the recordlnq epoch was also 2000 ms, beainnina 100 ms prior

to stimulus onset.
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Strateay Instructions for the Free Pecall Task. The strateqy

instructions were the crucial independent variable in this experiment. To

test the effectiveness of our strateay instructions we ran a pilot study

with 26 subjects. The subjects were divided in two qroups, and the members

of each qroup were run toaether (no ERPs were recorded in this session).

Eleven series of 15-words each were read out loud by D. K., at the rate of I

word every two seconds. The readinq rate was maintained constant with the

help of a metronome. A 5-second pause followed the reading, and then 50

seconds were allowed for free recall. Refore the first three series, the

subjects were instructed to recall as many words as they could, and no

Darticular mnemonic strategy was suggested. Then, before the next four

series, instructions were given to use either rote or elaborative

strateqies. Finally, the subiects were instructed to use the other strateqy

before the last four series. The order of instructions was counterbalanced

between the two oroups of subjects. Note that the interest of this pilot

study was to test the effectiveness of our instructions in manipulating

recall performance. Therefore, no isolated items were included in the

lists.

We found that our strategy instructions were effective in influencinq

recall performance. The subjects recalled, on average, 51% of the words

when no strateQy instructions were given. They recalled 42% of the words

under rote instructions, and 55% under elaborative instructions. The

difference between rote and elaborative instructions was significant,

F(1,25) = 25.67, p < 0.0001.

In order to minimize variations from session to session and from

subject to subject the instructions were recorded on tape. The subjects

were told that they could interrupt the tape if they had auestions, and were
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debriefed at the end of the recordinq to make sure they understood the

instructions correctly. Rote strateqy instructions required the subjects to

repeat the words silently to themselves, in any way they chose. Elaborative

strategy instructions required the subjects to connect or organize the

words, by making sentences, or forming images or pictures with them. The

strateqy instructions and the practice series were repeated in each session,

as a reminder to the subjects, and as a way to keep the sessions as standard

as possible. The strategy instructions are presented in the Appendix.

Even thouah our instructions had proven effective in the nilot study,

we felt that an onaoinq report on the subjects' use of strateqies would he

useful, in order to spot temporary shifts in strategy use. Therefore we

added an additional check of the subjects' use of strategies. nn top of

each recall sheet there were two boxes, one with a "Y" and one with an "N."

The subjects were asked to indicate, by checking one of the boxes for each

15-word series, whether or not they had been able to use the required

strategy. In session 2 and 3 only those series for which the subjects

reported (by marking the "Y" box) having used the strateqy required by the

instructions were used in the computation of the recall performance and the

Yon Restorff index (a measure of the magnitude of the von Restorff effect).

For the 10 subjects, there were 31 series out of 800 presented in which the

"N" box was marked (3.9%). Eiqhteen of them were series for which

elaborative instructions had been aiven (4.r% of the series presented under

elaborative instructions) and 13 of them were series presented under rote

instructinns (3.3% of all the series presented under rote instructions).

Five of the 10 sublects did not check any "N" box. Of the remainina

subjects only one (subject 3) checked a hiqh number of "N" boxes (18

series). Note that the number of lists checked "N" by this subject amounts
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to more than half of the total number of series checked "N" by the entire

qroun of 10 subjects (31 series). The I "N" series marked by suhject 3

correspond to ??.qK of all the series nresented to her (2r% under

elaborative instructions and ?M under rote). It is also interestinq to

note that, for the "N" series, the overall recall performance of this

suhiect was hiaher for rote (rIi) than for elaborative (40) instructions,

thus sunoestina that the suhject was indeed usina the opposite strateay from

the one suaaested. Dphriefina confirmed this interpretation. For the

,emainina five suhiects the oercentaae of lists excluded never exceeded 8%

of the total number of lists presented in the two experimental sessions.

rize-Decall Test. In order to determine whether suhjects could recall

which words we -e isolated, we devised a size-recall test. The subject was

nresented with a orinteol list of all the isolates presented in the third

session (half under rote and half under elaborative instructions), randomly

intersperseo with an enual number of non-isolated words (half from each

strateav instruction). All words in the list were of course orinted in the

same size font. Isolates and non-isolates presented in the size-recall test

were matche1 for position. The subject was toli to indicate whether or not

each word had been orininallv displayed in larae size. An oddball task was

internosed between the free recall task and the size-recall test.
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Resul ts

Data from the first session (baseline and training sessions) were

analvzed separately from those from the second and third session

(exoerimental sessions). Data from the second and third session were also

examined senarately at first, to make sure that there were no siqnificant

order effects (details are presented below). Since the data obtained in

these two sessions were comparable, they were combined for all the

subseauent analyses.

Analysis of Pecall

As in the Karis, Fahiani, and Donchin (1984) study, we computed two

indices to summarize the subiects' performance in the free recall task: a

measure of the magnitude of the von Restorff effect (von Restorff Index, or

VRI) and an index of the overall recall performance (P). Both indices were

computed usinq the words the subject recalled durinq the free recall tests.

The two indices were computed separately for each strateqy condition. VRI

and P were computed as follows:

VRI = the percentace of isolated words recalled (position 6-10)

minus the percentaqe of non-isolated words recalled

(position 6-I0)

P a overall percentaqe of words recalled from all positions

(isolates and non-isolates)

Non-isolated words from both Isolated and Control series were used to

comoute the VRI. nnly words orioinally nresented in position 6 throuqh In
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were used in the computation of the VRI (in order to match the positions of

isolates and non-isolates). In the computation of the overall recall

performance all the words were used.

First Session. The VRI and P for each subject in the first session as

well as means and SDs for each instruction condition are presented in Table

1.

Insert Table 1 about here

When strateqies were not manioulated, there was little variability in the

overall oerformance of the subjects, less than that reported in the Karis,

Fabiani, and Donchin (19R4) study. On the other hand, the VRI was highly

unstable in this condition, perhaps because it was computed from only P

isolates, with a difference in the recall of one isolate accounting for a

12% difference in recall.

Roth performance and the VRI were affected when strateqy instructions

were aiven to the subjects. Subjects recalled significantly fewer words for

rote than for elaborative stratecies, F(1,9) = 30.65, p < .001. The VRI was

hiqher for rote strateqies than for elaborative, even thouah this difference

did not reach slonificance, F(1,9) = 4.6Q, p = .O 9.

Second and Third sessions. The performance and VPI of each individual

subject in session 2 and 3, as well as the mcan and SD for each strateoy

instruction are reported in Table 2.

Insert Table 2 about here

The two strateoy instruction conditions differed significantly in both
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performance and VRI. Recall performance was lower for rote than for

elaborative instructions, F(1,9) = 18.84, p < .002. The VRI was hiQher for

rote than for elaborative instructions, F(1,Q) = 16.54, D < .003.

Table 2 reveals that only one subject (subject 8) showed a lower VRI

under rote than under elaborative instructions. Given that the behavior of

this subject was, for some reason, different from that of the other

suhiects, the ERP waveforms of this subject might reflect different

processes from those of the other subjects. Therefore, the analyses

presented in the following oaraoraphs were performed on the nine remaining

sublects. However, the analyses were also performed on the full sample of

ten subjects and any differences will be discussed.

The serial position curves averaged over nine subjects are shown in

Figure ?a for rote strategies and in figure 2b for elaborative strategies.

Insert Figure 2 about here

These curves show the average percentage of words recalled in session 2 and

3 for each of the 15 positions. Data for isolated and non-isolated words

are plotted separately. Note that the isolates are represented as a

horizontal line, which actually indicates the average percent recall of the

isolates from position 6 through 10. This was done because there were too

few words to plot every position. For both' strategies there is a "primacy,"

as well as a "recency" effect in recall performance. The magnitude of the

von Restorff effect in each condition is represented by the higher elevation

of the curve for the isolated items relative to that for the non-isolates in

comparable positions (6 through 1n). Clearly, the von Restorff effect is

laroe under rote instructions (Figure 2a), while it is almost absent under
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elaborative instructions (Fioure 2h). Performance, on the other hand, is

hiaher under elaborative than under rote instructions.

Fioure 3 compares the results obtained in the present study with the

results reported by Karis, Fahiani, and Donchin (1Q84).

Insert Fioure 3 about here

The averaae von Restorff index is plotted in Figure 3 aaainst the averaqe

overall performance for each strateay condition. The circles represent rote

strateqies, and the trianqles elahorative strateales. The means from the

Karis, Fabiani, and Donchin (1084) study are connected by a solid line. The

means for the subjects in the present study are connected by a dashed line.

Note that the means from the Karis, Fabiani, and Donchin (1984) study were

computed on two different arouos of subjects, who, during a

post-experimental debriefinq, reported havinq used different stratecies,

while in the present study the same subjects performed in both conditions.

The two studies yield very similar data, even thouqh the difference between

mean values is smaller in the present study than was in the Karis, Fabiani,

and Donchin (1Q84) study. However, it is important to note that, as in that

study the subjects chose the strateaies they preferred, one miaht expect

more extreme values than in the present study.

From the data reported so far we conclude that our strateay

manipulation was successful in affectlnq both recall performance (more words

were recalled by usina elaborative strateqies) and the VRI (which was hiqher

under rote instructions), in the manner predicted by the Karis, Fablani, and

Donchin (19Q4) model. In the section on ERP waveforms we will examine the

interaction between the strategy instructions and the amplitude of P300.

Lm m n m =nmm m m•
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Session Effects. The data reported above were combined across the

second and the third session. The data were also examined separately for

the two experimental sessions, and yielded comparable results. There was a

main effect of strateqy instructions on performance. In both sessions

suhiects recalled more words when usina elaborative stratecles than when

usino rote, F(1,Q) = 17.24, p < .003. There was also a main effect of

strateoy instructions on the VRI: in both sessions the VRI was hiqher for

rote than for elaborative instructions, F(1,Q) = 16.37, p < .003. In

addition, there was a main effect of session on performance, with subjects'

overall performance imorovina from session 2 (4R%) to session 3 (53%),

F(1,Q) = 7.05, p< .03. However, there were no sionificant interactions

between session and stratecy instructions, thus supportlnq the legitimacy of

comhinina the values from the two sessions.

Analysis of ERP Waveforms

The ERP data for each subject were combined across the two experimental

sessions (session 2 and 3).

Isolation Effect. In order to determine whether isolates elicited

larqer P300s than non-isolates, and whether isolates and non-isolates

elicited similar waveforms for the two strateqy instruction conditions, we

first compared the waveforms elicited by the isolates with the waveforms

elicited by the non-isolates in the same positions (6 throuqh 10). The EEG

records of each subject were Sorted accordlnq to strateqy instructions (rote

or elaborative), word class (isolates, non-isolates in isolated series and

non-isolates in control series) and position (position 6-10 only). The ERP

waveforms, averaqed over all the subjects at three electrode locations (Fz,

Cz, and Pz) are plotted in Fioure d. In this floure, non-isolates comina
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from series containlnq an isolate and from control series are plotted

separately.

Insert Fiqure 4 about here

A positive peak is visible in all the waveforms. We lahel this

positive peak "P30n" because its peak latency (in excess of 300 ms) and its

scalp distribution are characteristic of the P300 component of the ERP.

Amplitude values are positive at the three electrode locations, with Pz more

positive than Cz, and Cz more positive than Fz. Isolates elicited larqer

P300s than non-isolates, while non-isolates from isolated and control series

elicited very similar waveforms. This result is consistent with the general

observation that task relevant, distinct stimuli elicit a larqer P300 than

do companion stimuli that are common (e.a., Duncan-Johnson A Donchin, 1977).

It can also be noted that the waveforms for rote and elaborative

instructions are similar.

Memory Effect. Given that isolates did elicit P300s we proceeded to

determine if there was the expected relationship between the strateoy

instructions, the amplitude of the P300 and the subsenuent recall. For this

analysis the EEG records of each subject were sorted for averaqina on the

basis of strateay instructions (rote or elaborative), word type and position

(isolates, non-isolates in position 6-10, noh-isolates in other positions)

and suhsenuent recall (recalled, not-recalled).

ERP waveforms, averaqed over all subjects at Fz, rz and Pz for isolates

recalled and not recalled are Dresented in Fioure r for both strateay

instructions.
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Insert Fiaure 5 about here

We note two primary aspects of these waveforms. First, under rote

instructions there is a laruer difference in P300 between isolates recalled

and not recalled than under elaborative instructions; this is most evident

at the central and parietal electrodes. Second, there is a difference

between isolates recalled and not recalled at the frontal electrode. This

is most evident for elaborative instructions, and suqoests the presence of a

frontal-positive slow wave.

These impressions were supported hy means of statistical analysis on

measures of P30O amplitude, and of area measures of the frontal-positive

slow wave, taken on the waveforms of each individual subject. The amplitude

of P300 was estimated by usinq a cross-covariance procedure (Fahiani et al.,

in press). First, the P300 component was identified at Pz as the seqment

with maximal cross-correlation with a template (2 Hz, I cycle, inverted

cosinusoidal wave), in a time window ranqino from 350 to OO ms. Next, P300

amplitude was assessed hy computina the covariance between the template and

the seament of Pz waveform identified as P300. Fabiani et al. (in press)

demonstrated that the use of cross-covariance is particularly appropriate

when relatively few trials are entered in the computation of the averaqes.

An analysis of variance was applied to the 9300 amplitude measures to test

the differences in amplitude over different experimental conditions. A

repeated measures desiqn was used (ALICE statistical packaqe, proqram

"ANVA," Gruhin, Rauer and Walker, 1976). This analysis confirmed that

isolated words elicited larqer P300s than other word types (main effect of

word typel, F(14,119) - 3.QQ, p < .0001. In addition, words that were
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recalled under rote instructions (reqardless of their type, and position)

elicited laraer P300s than words not recalled, while there was no difference

between words recalled and not recalled under elaborative instructions

(strateoy x memory interaction), F(1,P) = 5.72, p < .05 S Note that this

effect is present for all the words, not just the isolates. The mean P300

amplitudes (in arbitrary units) are presented in Table 3a for the isolates

and in Table 3b for all the words. Note that, even thouqh the amolitude of

P300 seems to he sliqhtly larqer for the elaborative instruction condition,

that result is not sionificant, (F(1,8) = 3.17, p = .11).

Insert Table 3 about here

The amplitude of the P300 in the averaae waveforms for the non isolated

words apoears quite small (see figure 4). These may be attributed, in part,

to subject-to-subject variability in the latency of P300. Therefore, in the

analysis presented above, we assessed the amplitude of P300 taking into

account the inter-subject latency variability. We also computed average

waveforms over all the subjects, where the waveforms from each single

subjects were shifted so that the P300 peaks were aligned. These waveforms

are shown in Figure 6 for both strateqy conditions. An amplitude difference

between words recalled and not recalled is noticeable under rote, but not

under elaborative instructions.

Insert Fiure 6 about here

As we mentioned, a positivity at the frontal electrode was evident in

the waveforms elicited hy the words suhseauently recalled. This
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"frontal-positive slow wave" is more Dositive frontally than centrally and

narietally and it is more visible when subjects are aiven elaborative

strateay instructions. To measure this slow Dositivitv we measured the area

under the curve in the ERP for Fz for each suhiect, word type and condition,

in a time window ranaing from R00 to 1180n ms. An area measure was chosen in

this particular case because of the absence of a clearly defined peak for

this component.

An analysis of variance, with the same design used for the P300

amplitude measures, was applied to the area measures of the frontal-positive

slow wave. This component was laroer when subjects were instructed to use

elaborative strategies than when they were instructed to use rote strategies

(main effect of strateay) F(1,S) = 13.09, p < .01. This component was also

larger for recalled than not recalled words (main effect of memory), F(1,8)

= 57.QO, p < .001.

Thus, the analyses of the ERP waveforms confirm our predictions: the

isolates elicit larger P300s than the non-isolates in both strateqy

conditions. In addition, the relationship between P300 amplitude and memory

emerges only when rote rehearsal strategles are used. Finally, a

frontal-positive slow wave is elicited when the subjects enqage in

elaborative processlng, and the amplitude of this component is also related

to suhsenuent recall.

Analysis of the Size-Recall Test

The size-recall test was devised to test the hypothesis that the

subjects would have a better memory of the size at which the word was

orlinally displayed when the words had been memorized under rote than under

elaborative instructions. Even thouqh the sublects were told that there
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were an eoual number of words oriqinally displayed in reoular and larae size

on the printed list they received, most subjects were biased toward

respondinq "reaular" rather than "laroe." Therefore, an unbiased measure of

accuracy was used in order to test our hypothesis. The accuracy in

identifyino words oriainally displayed as larae (isolates) was given by:

Percentaae of larae-size words correctly identified

divided by the total number of "larae" responses aiven.

The accuracy in identifyinq words oriqinally displayed in "reqular" size

(non-isolates) was computed in an analonous fashion by:

Percentaqe of reaular-size words correctly identified

divided by the total numbier of "reaular" responses aiven.

These acc Aracy indices were computed separately for the two strateqy

instruction conditions. Our hypothesis was confirmed: subjects were more

accurate in recallina the orlainal size of the words presented to them under

rote instructions (72%) than under elaborative instructions (5P') - main

effect of strateoy, F(1,R) = 7.28, v < .03. The subjects also tended to be

more accurate in identifyinq larae words (isolates) than reoular-size words

(non-isolates), even thouah this result was not sionificant (71% of the

isolates vs. 5Q% of the non isolates) - F(1,R) = 4.RI, n = .06.
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Discussion and Conclusions

The results of this study confirm the nredictions of the Karis,

Fabiani, and Donchin (I9PA) model. Our strateay manipulation was successful

in affectino both recall performance (more words were recalled by usina

elaborative strateaies than by usino rote) and the VPI (which was higher

under rote instructions than under elaborative). The isolates elicited

laroer P300s than the non-isolates in both strateqy conditions, thus

reinforcinq the claim that the initial processinq of the items is the same

for all subjects, independently of what type of rehearsal strategy is

subseauently used. The relationship between P300 amplitude and recall

emeroed only when rote rehearsal strateoies are used. On the other hand, a

frontal-nositive slow wave was elicited when the subjects were enoaoed in

elaborative Drocessino, and the amplitude of this component was also related

to subseouent recall. It is important to note that the predictions derived

from the model were confirmed not only for the isolated words, but for other

words as well.

Results of the size-recall test suqqest that the word size is a

"distinctive" attrihute of the memory representation of the isolated word.

Subjects were sianificantly more accurate in identifyinq the size of the

words presented to them under rote than under elaborative instructions. It

is plausible that under both strateny instructions the size attribute was

"marked" as distinctive when an isolate appeared (a larger P300 to the

isolates than to the non-isolates was observed for all the subjects).

However, when the words were memorized under rote instructions, the subjects

may havP also used the size attribute in their retrieval search. When they

were instructed to use elaborative strateaies, however, they were able to
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use their stories or images as an aid to retrieval, and did not "rehearse"

the size attribute, thus havino a poorer memory for it.

Since our oriainal experiment (Karis, Fabiani, & Donchin, 1084) several

studies investiaatinq the relationship between ERP components and memory

have been reported (e.a., Fabiani, et al., 1086; Johnson, Pfefferbaum, &

Kopell, 19A5; Neville, Kutas, Chesney, X Schmidt, 1986; Paller, Yutas, 9

Mayes, 1QR5). These studies differed in several respects from the Karis,

Fabiani, and Donchin (19A4) study. In fact, Fahiani et al. (1qP6) used a

name oddball paradim, followed by an incidental free recall task. Neville

et al. (108) presented the subjects with statements followed by words that

could he either semantically conoruous or incongruous with the precedina

statement, and used an incidental recoqnition to test memory for the words.

Paller et al. (1985) used both incidental recall and incidental recoQnition

to test memory for words that were previously catecorized on the basis of

their meanina or orthography. Finally, Johnson et al. (1985) used a

study-test para4iam, in which each study list was presented to the subjects

four times, and was followed each time by a recognition test to assess

performance. Ry and larqe, these studies have confirmed that a large

parietal positivity is related to suhsequent memory performance, when

conditions similar to those of the Karis, Fabiani, and Donchin (1984) study

were employed. When siqnificant variations were introduced in the study,

the results were more ambiguous. For instance, investiqators usually do not

examine the subjects rehearsal and retrieval strateaies. Given the very

powerful effects that these strategies have on the relationship between P300

and recall, it is evident that studies in which this factors are not given

consideration may yield conflictina results.

It is also important to emphasize that we are not reporting a qeneral
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relationship between P3no and memory. The Karis, Fabiani and Donchin (1Q4)

data are sometimes interpreted as if such a qeneral claim is made. The

failure to confirm this putative universal relationship between P300 and

memorv is then considered relevant to interpretation of the P300 (e.a.,

Johnson et al., lQP5). It may he useful therefore to reiterate that our

theoretical stance does not assert that every manipulation known to affect

"memory" will also affect P300. Neither are we suoqestina that an

enhancement of the P300 should accompany each improvement in the subjects'

ability to recall, recoqnize, or otherwise indicate their havinq information

in memory. Such a universalist position would not make much sense on

aeneral arounds, and it is clearly inconsistent with the demonstration that

P300 is related to recall, in the von Restorff paradium, only if rote

rehearsal strateqies are used.

The label "memory" applies to a larqe variety of processes whereby

information about past events is made more or less accessible to retrieval.

It is doubtful that all of these instances are the result of the application

of a sinale class of mechanisms. Whether an event will be recalled or not

depends on a larae number of independent processes, each subject to a

plethora of variables.

Of course, speakino of memory, one is speakinq about the creation,

storaoe, maintenance and use of representations. The P300, or, more

precisely, the process that the P300 manifests, can make contact with memory

only throuqh the effect that its invocation may have on the establishment,

manipulation, or access to these representations. The specific manner with

which such a relationship is established is unknown at this time. The data

we report here sunqest that the invocation of the P300 process, and the

maanitude with which it is invoked, affects in some manner "episodic"

L
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representations, that is those representations that preserve the

characteristics of the stimuli as physical entities. We infer this from the

fact that it is the rote memorizers who are aided by the conseouences of the

P300, and from the fact that these subjects also recall the physical size

with which the word was presented. The specific nature of the way the

representations are "marked" or "activated" remains to be determined.

Furthermore, we are not even certain that the invocation of the P300 process

is the direct causal effect of this change. It is possible that the marking

of the representation and the elicitation of the P300 are both the

conseouences of yet another unspecified process. These remain issues for

further research.

It may he useful to assert also a methodological caveat. We suaest

that, in considering relationships between P300 and "memory," investigators

should choose paradigms in which they narrow the range of variables that can

affect recall to variables that are also likely to affect the amplitude of

the P300. This, for example, has been to our mind the benefit of the use of

the von Restorff paradigm. In previous work (Karis, Pashore, Fabiani, &

Donchin, 1984) we attempted to test the hypothesis that P300 amplitude would

predict recall by using a general recognition paradigm. The predicted

relationship between P300 amplitude and recall was indeed observed, but only

weakly. This was so, we believe, because the amount of shared variance

between the processes controlling P300 amplitude and those controlling

"memory" is relatively small in a qlobal recognition experiment. Ry

introducing the "isolates," Karis, Fabiani, and Donchin (1Q84) could study

the relationships as they operate in the context of stimuli whose recall is

largely controlled hy the isolation and this very isolation is known to have

a strong effect on P300.
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As a final remark, we submit that, with the proper choice of

experimental paradigms, P30n and other components of the human ERP can serve

as tools in the study of coanitive function. The utility of this family of

tools derives from their special ability to allow direct observation of the

activity of intermediate information processino states. In the main, the

standard methodology of Cognitive Psycholoay depends on what may be called

"final-outcome" studies. That is, what is available for observation are

specific behavioral acts, such as button presses or verbal reports. These

r acts are the observable conseauences of a multiplicity of information

processing activities (not necessarily serial). A diversity of methods

permits inferences reaardinq the fine structure of the human information

orocessina system from observations of these final outcomes and their

distributions. The data presented here illustrate the process whereby the

study of human information processina can be auamented by use of

observations on such intermediate outputs as the P300. This component

serves as an index for activity that takes place during the encodino stages,

and this activity definitely affects subseauent recall, as a function of

rehearsal strategies. Thus, these data can serve in the development of

models of memory.

4'
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Aonendi x

Strategy Instructions.

General Instructions. This time we want you to use particular

strateoies to memorize the words. There are many strategies people can use

to remember lists of words in experiments like this one. We want everyone

to use the same strateaies, because if everyone does something different we

often get confusina data and don't have any idea why the results turn out

the way they do. This is why we asked you what strateaies you used durinq

the first part. So, it's very important that you try to follow my

instructions, and if you have trouble doinq this, it's important that you

tell me when I ask you afterwards. There are two boxes on top of the recall

sheets, one with a Y and one with a N. This is so you can indicate whether

or not you used the appropriate strategies, Y for yes, N for no. You must

choose one. Pick the one that best represents what you did. If you used

primarily the appropriate strateqy, check the Y box. Otherwise, check the N

box. I want you to remember as many words as you can, of course, but it's

even more important that you follow the strategies I describe. If this

makes it harder for you to recall the words, that's okay, because the most

important thinq is to use the correct strategy. You'll he usina two

different strateqies, and when I describe the second you may want to keep on

usina the first, or you may want to use some other strategy that you think

is better. Please don't! Try very hard to do what I suagest. If that's

very hard I want you to tell me, because that's another source of

information that may he helpful to us when we analyze the data. Honesty, of

course, is crucial, and it's important that you accurately describe what you

do. One more thing: sometimes you may recall a word but not be sure whether
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it came from the last list or from some earlier list. nr you may recall a

word from a previous list that you didn't write down before. In these cases

you should write down the words on the sheet you are usinq.

Rote Rehearsal Strateay Instructions. I want you to repeat the words

silently to yourself. You can reoeat each word until the next appears, or

you can repeat both the word presented and some of the previous words. For

example, if the first four words in a list are kid, qreen, fit, and bank,

you could repeat each word three times to yourself before the next was

presented - kid, kid, kid ... green, qreen, Qreen ... fit, fit, fit

Or, if you wanted, you could also repeat the previous words: kid, kid, kid;

areen, kid, green, kid; fit, qreen, kid, fit, green, kid... Of course,

after several words have been presented, you will not be able to repeat them

all before the next appears. That's OK, of course. There are many other

ways to repeat the words. For example, repeatinq the last word, along with

lust one of the previous words: kid, kid, kid ... areen, qreen, kid ...

fit, fit, oreen ... bank, hank, fit .... You don't have to stick to one of

these methods, of course. You may want to combine them, or chance from one

to another. The important thinq is to repeat the words, in whatever way you

choose. You should not talk out loud, however, or even move your lips and

mouth, because it's possible that such movements could interfere with our

recordi nh.

Elaboration Rehearsal Strateay Instructions. I want you to try to

connect or organize the words in some way. You can make sentences out of

them, you can form imaaes or pictures with them, you can make a story out of

them, you can assion them to different categories, or use other methods that

occur to you. It is very difficult, of course, to use all 15 words

tooether, e.q., in the same story, hut you don't have to. You can have
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several aroups of a few words, or one or two laraer aroups, or whatever

seems easiest. You may not be able to use every word. That's okay, just

try to do the hest you can. You don't have to combine words that were

presented toaether. It's okay to combine early words with later words, or

words from one part of the list with words from another. Let's say a list

started like this: kid, qreen, fit, hank, horse, during, final, sun, feed,

mend, took, spend, tend, fez. (Experimenter holds up card with all the words

on it.) Now, I didn't pick these words at random. I chose them to

illustrate some of the many methods that can be used to remember words. The

lists you will see, however, are composed of words picked at random from a

master list.

There are no correct or incorrect ways to do this. Whatever helps is

okay. Here are some examples. You miaht create a sentence: The kid rode

the preen horse to the bank durinq the sun-day fair. Or you could imaaine

that scene, or use both the sentence and the scene. Combining this many

words is difficult. You could Just imaqine a areen horse or a kid havinq a

fit, or a kid turning areen durina a fit, and so on. You also miqht combine

words that start with the same letter or letters: fit, final, feed, fez, or

words that rhyme: mend, spend, tend, althouqh, if possible, it is better to

connect or organize based on meaning, rather than sound or letters. Some

people find it helps to form imaaes or pictures of scenes containing the

obJects that must be remembered. Many words, of course, are not easy to

visualize. These might be combined with other words that are, or made into

a sentence, or grouped in ways that don't renuire visualization. For

example, the word "auilty" is hard to visualize by itself. However, if the

words "doa" and "steak" were also presented somewhere in the list, you could

think of, or visualize, a doe, lookina aullty after stealino a steak. The
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imoortant point should be clear - if it's not, tell me. I want you to do

more than lust reneat the words to yourself. By doinq more I mean such

thinas as oroanizina or combinina the words as I've described, or

visualizino them, or combinations of these various techninues, or other

similar techniaues.
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Footnotes

1. For example, with two enuiprohable events, A and R, the P300 elicited hy

the last A in a sequence will be smaller in the sequence AA than RA.

Similarly, in third order series, P300 amplitude will decrease from RBA to

ARA to RAA to AAA.

?. We use the concept of workina memory to emphasizes function (see, for

example, Raddeley, IqR1, and Baddeley & Hitch, 1974), as opposed to

short-term memory, which has often been used to refer to a hypothetical

structu re.

3. This component was labeled "frontal-positive slow wave" to distinauish it

from the more tyoical slow wave reported by several investiqators (see

Souires, Squires, X Hillyard, 147r; and Ruchkin & Sutton, 1Q83). In fact,

the typical slow wave is neaative frontally, becomino more and more positive

as one moves back across the scalp.

4. In the "oddball oaradiqm" the subject is presented with a sequence of

events and a catecorization rule is provided that classifies each event into

one of two cateqories. The events are presented in a Bernoulli sequence,

and the subject is instructed to respond to each event in some manner that

requires attention to the cateqorization ruli. In qeneral, if one of the

cateqories appears more rarely than the other, the stimuli helonqinq to that

catecory will elicit a P300, whose amplitude will he inversely proportional

to orobahility. However, the rarity is neither necessary, nor sufficient,

to elicit the P3D. The task relevance of the events is a key element in

determinina the apoearence of P300.
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5. Roth the position effect and the strateay by memory interaction were

replicated with the entire 10-subject sample, even thouch the F values were

sliahtly different. In addition, other measurement procedures were applied:

Vector Filter (Gratton, Coles, A Donchin, 1QR6) was applied in conlunction

with neak-pickina and cross-covariance, and oeak-oickina measures were taken

at Pz, for hoth the 10- and the 0-suhject samnle. All these analyses

yielded similar results.

6. Note that, by shiftina the waveforms so that the peaks of the single

subjects' P300s were alianed, the possibility of examinina other EPP

components (not time-locked to P300) was lost.
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Table I

Performance (P) and von Pestorff Index (VRI) (Percentaoes) in Session 1

(Raseline and Trainino Session).

Strateay Instructions

None Rote Elaborative

S# P(a) VRI(b) P VRI P VRI

1 58 15 40 17 64 12

2 93 37 6A 4 65 -8

3 46 17 39 33 56 1

4 4P -47 28 36 46 2

q 1 10 45 q5 65 22

6 42 36 32 33 5O -13

7 43 11 37 -R 41 34

A 48 24 44 20 63 12

a 4Q 24 38 25 63 -15

10 50 -1 47 20 59 12

M(SD) 49(5) 13(24) 42(11) 23(17) 57(Q) 6(16)

(a) P (Performance): % recalled from all positions

() VRI (von Restorff index): % isolates recalled minus % non-isolates

recalled (oosition 6-10)
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Table 2

Performance (P) and von Restorff Index (VRI) (Percentaaes)

in Session 2 and 3 (Experimental Sessions, Combined

Values).

Strateqy Instructions

Pote Elaborative

S# P(a) VRI(b) P VRI

1 54 31 72 4

? 6S 10 69 -1

3 40 36 44 8

4 30 16 43 -3

45 28 68 1

6 38 19 36 -7

7 38 12 40 10

8 41 16 64 23

Q 38 15 64 10

10 4R 22 67 -3

M(SD) 44(10) 20(9) 57(14) 4(9)

(a) P (Performance): % recalled from all Dositlons

(h) VRI (von Restorff index): % isolates recalled minus % non-isolates

recalled (nosition 6-10)
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Table 3

P300 Amplitudes (Arbitrary Units) as Measured by a

Cross-Covariance Procedure at Pz, for Isolates and for All

the Words.

A. ISOLATES

Strateqy Recalled Not-Recalled

Rote ?R.3 18.7

Elaborative 26.6 24.8

R. ALL THE WORDS

Strateay Recalled Not-Recalled

Rote 16.0 12.Q

Elaborative 16.0 16.4
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Figure Captions

Figure 1. Experimental desian.

Figure 2. Averace serial position curves for rote strateay (2a) and

elaborative strategies (2b). Data for isolated and non-isolated words are

plotted separately. The isolates are represented as solid horizontal lines,

indicatina the averaqe percent recall of the isolates from position 6

throuah 10. The curves for the non-isolates are represented hy dashed lines.

Fiqure 3. The results obtained in the present study are compared with

the results reported by Karis, Fablani, and Donchin (lQR4). The averace VRI

is plotted aqainst the averaae recall performance for each strateqy

condition. The circles represent rote strateoles, and the trianales

elaborative strateqies. The means from the Karis, Fabiani, and Donchin

(lQRa) study are indicated hy a solid line. The means for the subjects in

the present study are indicated by a dashed line.

Fioure 4. The ERP waveforms, averaqed over all subjects at three

electrode locations (Fz, Cz, and Pz) for isolates (solid line), non-isolates

comina from isolated series (dashed line) and from control series (dotted

line). The rote strategy waveforms are plotted in the left panel, the

elaborative strateqy waveforms in the riqht panel.

Figure S. ERP waveforms averaqed over all subjects at Fz, Cz and Pz for

isolates recalled (solid line) and not recalled (dashed line). The rote

strategy waveforms are plotted in the left panel, the elaborative strateay

waveforms in the rlaht panel.

Fioure 6. ERP waveforms, averaged over all suhlects, at Fz, Cz and Pz

for all suhects and positions, latency adjusted on the basis of the P300

peak for both strateay conditions. Recalled words are represented by a

. . . ... ....... . . . . . . m
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solid line, not recalled words "y a dashed line. The vertical dashed lines

represent the limits of the time window in which P300 amplitude was

assessed. The rote strateny waveforms are plotted in the left panel, the

elaborative strateay waveforms in the ri aht panel.
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SUMMARY

SUMMARY

This paper describes the development and testing of a "mental

prosthesis" that provides a means by which a person who is incapable of

producing speech, or using any other motor system (i.e., is "locked-in"),

can communicate through a computer utilizing the P300 component of the

event-related brain potential (ERP). The 26 letters of the alphabet,

together with several other symbols and commands, are displayed on a

computer screen which serves as the keyboard or prosthetic device. In the

developmental studies reported in this paper, undergraduate volunteers took

part in two experimental sessions. In the first session (the pilot

study/training session) subjects attempted to spell a word and convey it to

a voice synthesizer for production. In the second session (the analysis of

the operating characteristics of the system) subjects were required simply

to attend to individual letters of a word for a specified number of trials

while data were recorded for off-line analysis. The purpose of the first

session was to determine the feasibility of the mental prosthesis. As

subjects viewed the computer screen and attempted to spell the word,

elements of the matrix were flashed in a random sequence and the particular

flash that invoked a P300 was detected. Convergence on the attended element

was achieved following a series of presentations in which those elements of

the matrix that did not elicit P300s of sufficient amplitude to define the

critical element were eliminated. This procedure was followed until the

word was spelled, and the command to route the word to a voice synthesizer

was identified. Each subject completed this task successfully. Our aim in

the second session was to assess the efficiency of different methods for
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identifying the P300 to the attended letter. That is, in the second test

session we assessed the operating characteristics of the system as a means

of information transfer by analyzing the relative efficacy of various

algorithms for detecting P300. Our results in both test sessions suggest

that the Mental Prosthesis may prove to be a useful communication device for

patients who have no other means of expression.
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INTRODUCTION

Several hundred studies have demonstrated that when subjects are

presented with a series of stimulus events that can be classified into 2

categories, one of which Is rare, task-relevant, or both, these

rare/relevant events elicit an event-related brain potential (ERP) with an

enhanced positive-going component with a latency of about 300 msec, labelled

the P300. (for reviews see Pritchard, 1981; Hillyard and Kutas, 1983; and

Donchin et al., 1986.) The amplitude of this component is largest to the

task-relevant or target event and varies inversely with the probability of

occurrence of that event; that is, the less frequent the target, the larger

the P300 amplitude. The elicitation of P300 depends critically, therefore,

on the subject's ability to discriminate the events and assign them to the

appropriate categories. This experimental arrangement has come to be called

the "oddball" paradigm, as the appearance of P300 can be used as an

indication that the subject has recognized the occurrence of an event

belonging to the rare category.

Note that it is not necessary for the subject to report the occurrence

of the a target event through any overt means (e.g., button press). Indeed,

in the classic oddball task, the subject is often required only to maintain

a running mental count of number of occurrences of the target. Thus, the

appearance of the P300 signals the subject's recognition of the rare,

task-relevant events without recourse to verbal or motor means of

communication. This attribute of the P300 suggests that it may be possible

to develop a "Mental Prosthesis" utilizing the oddball paradigm that would

permit persons who, as a result of neurological injury or disease, are

incapable of any overt means of communication. In this paper we describe

such a Mental Prosthesis and provide a detailed evaluation of the utility of
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the P300 as a communication channel.

Prostheses are generally used to execute the function of a damaged or

dysfunctional motor system by employing a substitute motor system. In

recent years, refinements in prosthetic devices have been made to aid in

communication by employing various motor systems. For example, quadriplegic

patients with good control of the neck muscles can activate buttons with a

rod attached to the forehead. Increasingly sophisticated prostheses have

been developed to allow individuals with more severe disabilities to

communicate through the extension of remaining motor functions. Recent

developments include a typewriter that can be operated by means of a light

beam directed by head movements, (Soede et al. 1974); a typewriter system

controlled by a dental palate key operated with Morse code (Saarnio, 1974);

a typewriter operated by EMG signals (Torok, 1974); a switch that can be

operated by slight hand or toe movements (Hammond, 1974); a variety of

switches that can be interfaced with communication boards, such as a switch

that can be operated by interrupting a beam of light with any part of the

body that can be moved (e.g., the tongue) (Hardiman et al., 1979); several

efficient systems based on connecting a joystick with a keyboard (Shwedyk

and Gordon, 1977; Vasa and Lywood, 1975); and a portable system capable of

producing a liquid crystal display of one of a number of pre-programmed

messages that can be attached to an electric wheelchair and controlled by

the motion of a joystick (Jardine et al., 1983).

It is not unusual for the the oculomotor system to remain functional

when other voluntary motor systems are damaged quite severely. Numerous

devices have been developed to take advantage of this by detecting eye

position as a means of communication. A variety of means have been utilized

to detect eye posttion, including reflection via mirrors and refraction via
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prisms (Kate et al. 1984), focusing an image of the eye and eyelids on a set

of photocells (Wardell, 1977), measuring corneal reflection of infrared

light (Rinard and Rugg, 1976; Rubin and Stark, 1984), and visual evoked

potentials (Sutter, 1983).

All of the systems described above substitute one motor system for

another. In some patients, however, no functional voluntary motor systems

remain sufficiently intact to permit their utilization for communication,

even though the patients retain sensory and cognitive abilities. For such

individuals, the only option available for communication would be a "mental

prosthesis" that utilizes non-motor manifestations of mental activity for

communication. The system we describe here allows the subject to push a

metaphorical switch by focusing attention on one of a series of stimulus

events. The discrimination between the event on which the subject is

focusing and the other events in the series carries the information that the

subject is communicating. By detecting which of the events in the series

generates a P300, the appropriate computer-implemented algorithm can

identify the message the subject is trying to communicate and send it for

him or her (Farwell et al., 1986; Donchin, 1987).

The system works as follows: a 6-by-6 matrix containing the letters of

the alphabet and a few one-word commands (see Figure 1) is displayed on a

computer-controlled CRT screen. The "stimulus events" that occur in the

test consist of intensifications of either a row or a column of the matrix.

The subject is attempting, at any instant, to communicate the contents of

one cell in the matrix. As the subject focuses attention on that cell, the

column and the row containing the cell become "relevant" events. There are

twelve possible events (6 rows and 6 columns) only 2 of which are relevant.

These events are therefore both task-relevant and rare. Thus, any flash
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that contains the cell on which the subject is focusing should elicit a

P300. The amplitude of the P300 following each flash is assessed, and the

attended cell is identified as the cell at the intersection of the row and

column that elicit the largest P300s.

We report here a study in which 4 healthy volunteers used the system to

communicate a 5-letter word to a computer. The primary purpose in this

study is to determine the number of trials and the rate of event

presentation that are required to achieve a specified level of accuracy in

communication. In a clinical situation, of course, each choice

distinguished by the system could be used to communicate an entire word,

phrase, or sentence, rather than simply an individual letter.

METHODS

Subjects

Four healthy subjects, 3 females and one male, whose ages ranged from

20 to 36 years, participated in the study.

Data Acquisition and Analysis

The electroencephalogram (EEG) was recorded from Ag-AgCl Beckman

Biopotential electrodes placed at the Pz (parietal) site (10-20

International system), referred to linked mastoids. This electrode site was

chosen because it is where the largest amplitude P300 is recorded in young

adults (Pritchard, 1981; Kutas and Hillyard, 1983; Dcnchin et al., 1986).

Electro-oculogram (EOG) was recorded from sub- and supraorbital electrodes

(above and below the right eye). The subjects were grounded at the

forehead. Electrode impedance did not exceed 5 kilohm. Brain electrical

activity was amplified by Grass model 12 amplifiers with low- and high-pass

filters set at half-amplitude frequencies of 35 and 0.01 Hz, respectively.

These signals were digitized at a rate of 50 samples per second. Data were
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analyzed in real time in the pilot/training session and off-line in the

assessment session, both of which are described in detail below.

Pilot/Training Session

The purpose of this session was twofold: 1) to determine if it is

possible to utilize the P300 as a communication channel that would have

sufficient speed and accuracy to be of practical use, by employing a

real-time data analysis procedure; and 2) to familiarize the subjects with

the apparatus and procedures of the Mental Prosthesis and give them some

practice in utilizing the system.

Insert Figure 1 About Here

Subjects were presented with a 6-by-6 matrix whose cells contained the

letters of the alphabet as well as several one-word commands for controlling

the system (Figure 1). The matrices were displayed on a computer-controlled

CRT. In each "trial," each of the the 6 rows of the matrix, or each of the

6 columns, were intensified for a period of 100 msec., with an interval of

500 msec from the beginning of the intensification of each row/column and of

the subsequent row/column to be intensified. The rows were selected for

intensification in a random order, and then the columns were intensified in

a similar manner.

Subjects were instructed to attend to a given letter and to keep a

running mental count of the the number of times it flashed. They completed

5 blocks of 120 trials each under these conditions. The fifth block of

trials for each subject in the pilot/training session provided an average

waveform for the P300 to a rare, task-relevant event that was used as a

template in subsequent the signal-detection block described below.
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In the sixth block of trials, we used a real-time signal-detection

algorithm to allow subjects to communicate using the Mental Prosthesis.

Their task was to have the computer generate the word "BRAIN." We employed

a covariance signal-detection algorithm that is described in detail below,

as is the stimulus presentation procedure we used.

Trials with muscle or EOG artifact were eliminated. Values for EOG

artifact rejection were determined on the basis of peak-to-peak EOG response

amplitude, and of muscle artifact rejection on the basis of mean absolute

deviation of the Pz channel.

Subjects selected each of the letters in the word "BRAIN" in turn, and

silently counted the flashes of the row or column containing the letter

until the system displayed the letter it had selected in a specified

position on the screen (see Figure 1). After the letters spelling the word

"BRAIN" had been displayed, the subject selected the "TALK" command, and the

word was sounded by means of a Votrax speech synthesizer. In a few cases,

an incorrect letter selection was made, and the subject used the BKSP

(backspace) command to correct the error.

The system recognized the selections on the basis of a comparison of

the covarlances of the ERPs following each flash with the template described

above. (The covariance signal-detection algorithm is described in more

detail below.) All of the subjects completed the task successfully. That

is, they were able to use the Mental Prosthesis to spell the owrd and to

transmit It to the voice synthesizer for production.

In the pilot/training session, our concern was to determine whether the

system could be employed by the subjects and to give them some training on

the system. Consequently, ERP data were analyzed In real time, but were

not recorded on any storage medium. Information on the time required for
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each selection was not retained.

Analysis of the Operating Characteristics of the System

The pilot/training session demonstrated that the P300 elicited in these

circumstances can be used as a switch subjects can employ to communicate a

choice of one out of 36 items. The process depends, of course, on the

presentation of many stimuli and on the assessment of the P300 following

each flash. The effectiveness of this procedure depends on the degree to

which the message can be communicated with a small number of trials using an

efficient, cost-effective, on-line detector of the P300. We recalled the

same 4 subjects and ran 10 additional blocks to assess the the relationship

between the accuracy with which the cell selected by the subject was

identified and the number of trials used in the detection. Four different

methods for detecting the P300 were used. The data were recorded on disk

for off-line analysis.

In an attempt to improve the efficiency of the system, we compared 2

different intervals between row/column flashes. Half of the blocks were run

with a 125 msec delay between the onset of the intensification of a given

row or column and the onset of the intensification of the next row or column

to be flashed (inter-stimulus interval or ISl), and half with a 500 msec

ISI. As before, each row was intensified for 100 msec, and then the each of

the columns was intensified similarly. Figure 2 illustrates the time course

of events in the blocks using the ISI of 125 msec.

Insert Figure 2 About Here

The relevant data consisted of the EEG digitized for 600 msec after the

onset of each flash. The EEG was digitized continuously from 20 msec prior
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to the first flash in each trial to 600 msec after the sixth flash. The

subsequent trial began approximately 620 msec after the sixth flash. The

inter-trial intervals (ITI) measured from the beginning of one trial to the

beginning of the next trial, then, were 1245 and 3120 msec for the 125 and

500 msec ISIs respectively. Note the distinction between inter-stimulus

interval (ISI)--the time from the onset of the flash of one row or column to

the onset of the flash of the next row or column--and inter-trial interval

(ITI)--the time from the onset of one trial (6 row or column flashes) to the

onset of the next trial.

Each block consisted of 30 trials. Five blocks at 125 msec ISl were

followed by 5 blocks at 500 msec ISl for 2 of the subjects, and the order

was reversed for the other 2 subjects.

Subjects were instructed to keep a running mental count of the flashes

of the letter "B" until the "CHOOSE ONE LETTER OR COMMAND" instruction (see

Figure 1) was turned off for 500 msec and then turned back on. They were

then to count the letter "R" until the same signal appeared, then the letter

"A", then "I", and then "N". Trials with muscle or EOG artifact were

eliminated in the same manner as in the pilot/training session. After each

30 uncontaminated trials were accumulated, the "CHOOSE..." instruction

turned off for 500 msec, and then a new block began with the next letter to

be attended. After 5 blocks at one ISI, the subjects received a short

break, and then the next series was run.

Thus, in effect, the subject spelled the word "BRAIN" in each series of

5 blocks, with approximately 30 trials for each letter. (When a trial was

rejected for artifact, it was not recorded for inclusion in the

signal-detection computations, and an additional trial was presented.

Therefore, the total number of trials In eich block viewed by the subject



Mental Prosthesis 13

was sometimes a few more than 30, but the number of trials recorded was 30

in every case.) Note that each trial contained 6 distinct events, namely

the flashes of each of the rows or columns, only one of which was

task-relevant.

Data Analysis

In analyzing the data, we sought to determine how many trials were

required to detect the letter on which the subject was focusing at different

levels of accuracy, for each of 4 different detection methods.

For analytic purposes, each trial was divided into 6 data windows or

subtrlals, each consisting of the data for 600 msec after onset of the flash

of a row or column (see Figure 2). Thus, since the ISI (i.e., the time

between flashes) was less than 600 msec, these subtrials contained

overlapping data. For each subtrial we computed a score that measured the

magnitude of the P300 in the epoch following the presentation of the row or

the column.

Four different algorithms were used to compute the scores: (a) stepwise

linear discriminant analysis (SWDA), (b) peak picking, (c) area, and (d)

covariance. We will briefly describe each of these algorithms. The

interested reader can find detailed discussions of these procedures in

Donchin and Heffley (1975) and Coles et al. (1986).

A. Stepwise discriminant analysis. SWDA is a classification procedure.

In the present case, a score was computed that reflects the "distance"

between each epoch and the mean of a group of trials known to include a

P300, as well as the distance from the mean of a group that does not include

a P300. This measurement was performed by applying a discriminant function

to the data from the epoch. That function was developed on the basis of a

"training set" of trials whose group membership was known. The ERPs we
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recorded while the subject was focusing on the first 2 letters ("B" and "R")

served as the training set for our analysis. The remaining ERPs provided

the "analysis set." We used the training set data to compute discriminant

weights that distinguished between the attended subtrials (600 msec

following the flash of a row or column containing the attended cell) and the

unattended subtrials (600 msec following the flash of a row or column not

containing the attended cell). These weights were applied to individual

subtrials in the analysis set and summed across trials in order to identify

the attended cell of the matrix.

B. Peak picking. The amplitude of P300 was defined as the difference

between the lowest negative point prior to the P300 window (defined as the

time range within which the average attended waveform in the training set

for each subject was positive) and the highest positive point in the P300

window. The window for the P300 ranged typically between 220 and 500 msec.

C. Area. The "area" of P300 was calculated as the sum of the data

points in the P300 window (as defined above).

0. Covariance. A P300 template was computed as the average of the

attended subtrials in the training set for each subject. P300 scores in the

analysis set were derived by computing the covariance of each subtrial with

this template. The covariance was computed using all of the points in the

600-msec epoch.

The values attained from the above analyses were then used to determine

the letter upon which the subject was focusing attention. Row and column

scores given by the respective algorithms were summed to compute a unique

score for each cell in each pair of trials (one trial in which rows were

flashed and one trial in which columns were flashed). For example, the

score for "B," which is located in the first column and the second row (see
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Figure 1), was the sum of the score for the first column and the score for

the second row. (By "first" and "second" here we refer to the spatial

position in the matrix, and not the temporal position in the sequence of row

or column flashes. Since flashes were in random order, the "first" column

would be flashed first only approximately one-sixth of the time.)

The scores computed for each letter were summed across trials to

determine which cell was identified as the cell selected by the subject.

Each test could yield one correct response or one of 35 possible errors.

The test was considered a "hit" if the algorithm yielded the largest total

score, summed across trials, for the letter on which the subject was

focusing. For example, if the subject was attending to the letter "B" and 6

trials were being considered in the analysis, a correct response would be

achieved if the total of the 6 "B" scores--the scores for the rows and

columns containing "B"--was greater than the total of the 6 scores for any

other cell in the matrix.

RESULTS

The principal aim in this phase of the study was to derermine the speed

with which the letter on which the subject is focusing can be determined,

given the detection technique employed for analyzing the trials. A rather

distinct P300 is elicited by the correct letter, as can be seen in Figure 3.

This figure presents ERP responses to intensifications of attended or

correct letters and of unattended letters, averaged across all trials for

each subject.
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Insert Figure 3 About Here

If the technique required the presentation of 30 trials for correct

detection, however, it would be quite limited--the rate of information

transmission would be slower than one character per one and one-half minutes

at an ISI of 500 msec. We hypothesized that the transmission rate could be

speeded, however, by shortening the ISI and overlapping the data-collection

epochs. We knew from previous research that the rate could be increased by

taking advantage of the fact that the P300 can be detected using a

substantially smaller number of trials (Squires and Donchin, 1976). We

examined, therefore, the accuracy of detection of the attended letter as a

function of the number of trials at each ISI for each of the 4 detection

algorithms. Detection accuracy was estimated by means of an Iterative

sampling technique akin to bootstrapping (Efron, 1979). Bootstrapping

provides an estimate of a parameter in the absence of adequate data on its

sampling distribution by obtaining many random sub-samples from the

available data and computing the parameter afresh for each of these

sub-samples. The distribution of these values approximates the actual

distribution.

We randomly chose 1000 sets of 2 trials, 1000 sets of 4 trials, and so

on up to 1000 sets of 40 trials from the analysis set. (Recall that the

analysis set consisted of 30 trials for each of 3 letters, a total of 90

trials.) The sampling was with replacement. We applied the 4

signal-detection algorithms, computed scores for each of the 36 stimuli, and

determined how many times out of 1000 the stimulus that the subject was
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attending had the highest score with each algorithm at each number of trials

considered in the analysis. This provided an estimate of the percent of

correct identifications of the chosen stimulus out of the 36 presented, as a

function of the number of trials considered in the analysis. By multiplying

by the inter-trial interval, we obtained an estimate of the accuracy of each

algorithm as a function of time.

Insert Figure 4 About Here

Figure 4 illustrates the iterative-sampling analysis procedure. This

figure presents the results of only one iteration, in each of 2 specific

cases. For illustrative purposes, we have included one set of data where

the discrimination between the attended and unattended stimuli is quite

clear, and another set where the discrimination Is much less clear. In

these figures we plot the scores assigned to each of the 36 letters by the

application of one detection technique: a) SWDA scores for subject 3 in the

500 msec condition, and b) covariance scores for subject 2 in the 500 msec

ISI condition. The scores we plotted for each of the sample sizes assigned

to the correct character can be distinguished from scores assigned to

characters sharing either a row or a column with the correct character as

well as from entirely incorrect characters.

Thus, the 36 scores at each sample size fall into 3 groups: 1) one

"attended" letter (solid line); 2) 10 unattended letters that share a row or

a column with the attended letter--and therefore are flashed at the same

time as the attended letter either when flashed with their row or with their

column (dotted and chained lines); and 3) 25 other unattended letters--which

never are flashed at the same time as the attended letter (dashed lines).
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Note that the highest score was generally obtained for the attended

cell; and, as might be predicted, the scores for unattended cells that were

in the same column or the same row with the attended cell were higher, in

general, than the scores for the other unattended cells. The decision

algorithm is, of course, "correct" whenever the attended letter is assigned

the highest score. It can be seen that this is generally the case. It can

also be seen that there is considerable individual variance. It is evident

in Figure 4 that as the number of trials increases the expected reduction in

signal-to-noise ratio yields greater accuracy: the larger the number of

trials, the more often the correct letter is assigned the highest score, and

the larger, in general, the difference between the score assigned to the

correct letter and the scores assigned to the incorrect letters.

For each of the 4 subjects we obtained 1000 data sets similar to those

illustrated in Figure 4, and analyzed each data set with each of 4 detection

algorithms. It is the total data set (including all 1000 of these smaller

data sets) that was analyzed as we assessed the accuracy of this

communication channel as a function of its speed.

As we noted, the analysis procedure was repeated 1000 times for each

combination of sample size (2-40 trials) and algorithm (SWDA, peak picking,

area, and covariance), at each ISI (125 and 500 msec). In each of the 1000

iterations, for each sample size, we picked a new random sample of the

trials for inclusion in the analysis. For a particular iteration, at any

given sample size, each analysis procedure provided either a correct or an

incorrect determination. We tallied the number of correct determinations

for each sample size, for each subject, at etch ISI, employing each analysis

algorithm.
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Insert Figure 5 About Here

In Figure 5 we plot the proportion of correct decisions out of of the

1000 iterations of the procedure at each sample size. To allow comparison

of the data obtained with the 2 ISIs and to facilitate the evaluation of the

speed of the system, the percent of correct identifications of the attended

letter is plotted against the time required to present a given number of

trials, rather than against the number of trials. The interval therefore is

equal to the number of trials times the inter-trial interval. As can be

seen in Figure 5, there are considerable individual differences in the

subjects' ability to use the system, as well as in the relative

effectiveness of the different detection algorithms. Moreover, different

algorithms were more effective for different subjects. All of the subjects,

however, were able to achieve a high level of accuracy in communicating

their choices to the system at a speed of some seconds per choice.
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Insert Table I about here

Table I presents speed and accuracy figures for the fastest algorithm

for each subject at each IS1. When the subjects' optimal ISI and

signal-detection algorithm were used, the mean time required to achieve 80%

accuracy of determination of the one stimulus out of 36 that the subject was

attending was 20.9 seconds (Table la). For 95% accuracy, the mean time

required was 26.0 seconds (Table Ib). A choice of one out of 36 contains

5.2 bits of information, so the speed at 95% accuracy was 0.20 bits per

second, or 12.0 bits per minute. By using the "BKSP" (backspace) command

(see Figure 1) with the same speed and accuracy, a subject could correct

errors and achieve over 99.9% accuracy with a speed of 0.18 bits per second,

or 10.8 bits per minute.

SWDA and peak picking proved to be the most efficient algorithms. At

125 msec ISI, SWDA was the fastest algorithm to reach both 80% and 95%

accuracy in 3 out of 4 cases. At 500 msec ISI, peak picking was fastest to

reach both 80% and 95% accuracy in 3 out of 4 cases. (A possible explanation

of this difference in algorithm effectiveness as a function of ISI is

discussed below.) When considering the 4 subjects, 2 ISIs, and 2 accuracy

criteria (80% and 95%), SWDA yielded the fastest times to reach the accuracy

criterion in 8 cases out of 16, and peak picking in 6 cases. Area and

covariance were each fastest in one case.

Insert Table II about here

Table II shows the times taken by each of the 4 algorithms to reach 80%
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and 95% accuracy, for each subject at each ISI. As shown in Table II and

Figure 5, different signal-detection algorithms were more effective for

different subjects. This is a result of differences in the characteristic

ERPs for different subjects and differences in the information utilized by

the algorithms.

Discussion

This study addressed two distinct questions. We sought to determine

if it is indeed the case that the P300 can be employed as a switch by means

of which the subject can toggle a choice. This question is clearly answered

in the affirmative. Indeed, the specific arrangement we used to present

choices to the subject amplifies the power of the the P300 to act as a

binary switch, as the series of choices allows for the reliable

identification of one choice among 36 distinct objects. In principle, this

method can be used in a manner that would allow for a choice among more

items, as the number of rows and columns can be increased. However, such an

increase would entail a cost in that the total number of flashes required

for each choice would be increased. The optimal size of the matrix remains

a matter for further investigation.

The answer to this first question was not entirely surprising. There

is by now an extensive literature that establishes the reliability with

which the P300 is elicited by rare, task-relevant events within the

framework of the oddball paradigm. It is quite clear that almost any

arrangement that would impose a categorization on a series of events,

however abstract the categorization, can be used to elicit sizeable P300s

provided the two categories are presented in a Bernoulli sequence, that the

stimuli play an important role in the subject's information processing, and

that one of the categories occurs with a somewhat lower frequency (See
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Fabiani et al., in press, for a discussion of the varieties of the oddball

paradigm). Note that even though improbable events do tend to elicit a P300

with ease, rarity is neither a necessary nor a sufficient condition for the

elicitation of the P300. In any event, our data do confirm that the P300

can be used as a communication channel by taking advantage how it responds

to task-relevant events in the oddball paradigm, as used in the arrangement

described above,

There is, however, a second question whose answer was by no means self-

evident. The utility of communication channel based on the P300 depends, as

do all communication channels, on the signal-to-noise ratio. It is evident

that the P300 on which this channel is based is buried in the "polyneural

roar of the EEG," to use Ross Adey's felicitous phrase. The detection and

measurement of the P300, as is true for other ERP components, requires

signal averaging. Thus, it was conceivable that while the P300 can, in

principle, serve as a switch, its reliability under the signal-to-noise

conditions which it presents would have been quite impractical for actual

use. Our main purpose in this study, then, was to examine the operating

characteristics of the communication channel.

The prime task of the channel is to communicate the choice the subject

has made among the 36 options. Thus, the performance index for the channel

is the accuracy with which this choice is communicated, as a function of the

speed with which the channel operates. The speed is controlled by the rate

at which the stimuli are presented. The accuracy is controlled by the

efficiency of the signal-to-noise reduction achieved by the detection

algorithms. It is for this reason that we used as independent variables the

inter-stimulus interval within each trial and the various detection

procedures.
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The conclusions are quite clear. The channel can operate reasonably

well at the speed of 12 bits per minute. A character, chosen from among 36

items, can be detected with 95% accuracy within 26 seconds.

The inter-stimulus interval proves to be an important variable. To

obtain accurate discrimination of the attended stimulus, a certain

signal-to-noise reduction is required. This can be achieved by increasing

the interval between stimuli from 125 to 500 msec, allowing for a better

definition of the P300. Alternately, the signal-to-noise reduction can be

achieved by an increase in the number of trials. Which of these methods is

more effective depends on the subject and the signal detection algorithm.

The various tables and figures reviewed above show that different

detection methods varied in their effectiveness when applied to the data of

the different subjects. The differences in effectiveness are due to an

interaction between the nature of the procedures and the specific attributes

of the subject's data. It is useful to consider the differences among the

detection algorithms.

Comparison of the different algorithms

Covariance computes, essentially, how similar the individual ERPs are

to a template consisting of the average waveform for the attended cell in

the training set. All time points are included, and each point is weighted

according to the mean amplitude of that point in the training set.

SWOA Involves much more extensive computations on the training set data

than covariance, but it is in general more efficient because it gives

greater weight to time points that were more effective in distinguishing

between attended and unattended cells in the training set.

The primary weakness of both SWDA and covariance is sensitivity to

m~ m i i ,.... ~m m • mm m u m mm
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latency variability. If an ERP component, such as P300, appears in a given

trial with much longer or shorter latency than the modal latency in the

training set, then the dis criminant weights (or, similarly, the weights in

the covariance algorithm) will not be applied to the points that best

characterize the P300, and accuracy will be lost. Laten:y jitter during the

training set, also, will add noise to the system and result in less

effective weights.

Peak picking, on the other hand, is highly insensitive to latency

variability. The P300 peak can be located anywhere in a relatively wide

time window. All of the information contained in the other points, however,

is lost by this procedure. Moreover, at a short ISI, insensitivity to

latency variability becomes a weakness instead of a strength. Since the

peak picking algorithm locates a maximum value at any point within a

considerable range, it is susceptible to falsely attributing a P300 peak

generated by a previous or subsequent flash to the stimulus being

considered. This fact undoubtedly accounts for a large part of the

interaction between algorithm and ISI shown in Tables I and II, where peak

was the most accurate algorithm at 500 msec ISI and the one of the least

accurate at 125 msec.

The area analysis algorithm, like the covariance algorithm, considers

all of the points In a broad range, but it is a purely additive, rather than

multiplicative, procedure, and does not use a training set. Therefore it

misses some information contained in a consistent, distinctive ERP shape and

time course, but also avoids some of the noise introduced into SWOA and

covariance by variability in the time course and shape of ERPs. It takes

advantage of information contained in a broad, flat ERP that is lost in the

peak picking algorithm, but by the same token is influenced by noise at

- - - - -. Lm m mmmd m m m
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points at a distance from the peak.

Because of these differences, different algorithms are more effective

in different cases. For a subject whose P300s have a distinct peak with

considerable latency variability, peak picking is likely to be the most

efficient algorithm, at least when a relatively long ISI is used. For a

subject whose ERPs have any distinctive shape and little latency

variability, SWDA is likely to be the most efficient. For a subject whose

P300s tend to be broad and flat, without much of a peak and with

considerable latency variability, area is likely to be the most efficient.

In a clinical application, data such as the data reported here could be

collected and analyzed, and the optimal algorithm and timing parameters for

the individual could be determined and utilized for real-time signal

detection.

Neither of the ISIs was clearly superior. In several cases, shortening

the ISI from 500 to 125 msec resulted in a nearly equal trade-off between

shorter trials and a greater number of trials required to reach a given

accuracy criterion. The signal-to-noise ratio decreased with shorter trials

because there was more overlap between the data contained in successive

subtrials (Figure 2), and consequently more contamination in the 600 msec

analysis epoch after each flash of a row or column with ERP components

related to the flashes of other rows or columns.

Conclusions, applications, and potential improvements

The above differences notwithstanding, the general conclusion is

sustained by the data. It is quite possible to use the P300 as an effective

communication switch, and the communication channel can be organized so that

the choices can be communicated using a relatively small number of trials.

L -
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We can assume for the rest of this discussion that the characters can be

communicated with reliability at the rate of one character every 26 seconds,

or 2.3 characters per minute.

This is, of course, rather a low rate for a communication channel.

Even a slow typist can type 150 characters per minute. Voice communication

is even faster. However, it is equally clear that when no other channel is

available because the skeleto-musculature is completely disabled, the

ability to communicate even at the rate of a few characters per minute would

be most welcome.

The utility of this approach for cases of such severe disability

demands further research. We have recently initiated a series of studies to

determine the feasibility of utilizing this technuque with patients who are

incapable of speech or other motor system output.

In addition to clinical applications in cases of severe, permanent

disability, there may be other cases in which a very short term disability

may require a dependence on such a prosthesis. Examples of this might be

burn victims and individuals in the early stages of recovery from severe

trauma.

The value of the P300 channel may be further enhanced if the procedure

is used as a method for choosing from a menu of commands rather than as a

method for spelling words. The elements in the matrix may well be words

such as "Nurse," "Water," "Pain," or "Dinner." Each of these choices may in

turn call for another menu. In such a paradig. the rate of communication

would be enormously amplified, even though the domain of the communication

would be constricted. Furthermore, the communication speed we have assessed

in this study examined the channel without any attempt to benefit from a

number of obvious procedures for accelerating the communication. As a
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computing device must be a part of the system, it is relatively trivial to

incorporate in the channel the known constraints of the language. With each

letter presented the number of actual options is reduced, as combinations of

characters appear with quite uneven probabilities in English. The system

may be allowed to "guess" so that, for example, having detected a "TH" pair

it can be relatively sure the following character would be one of the

vowels.

It may also be possible to enhance the speed of the system by

incorporating additional components of the ERP. If, for example, we were to

present the rows and columns in a regular sequence, one would expect to see

a CNV develop as the time for the appearance of the correct column, or row,

neared. The relative effectiveness of a random presentation utilizing the

P300 solely and a presentation that capitalized on both a CNV and the P300

is a matter for further research.

The procedures we describe in this paper and the data we adduce serve

to illustrate the feasibility, and the limitations, of the "biocybernetic"

concept. The term "biocybernetics" has been used to describe an attempt

sponsored during the 1970's by DARPA to develop a "biocybernetic" channel.

That channel was to enhance the communication between people and machines by

adding channels of communication that employed psychophysiological means.

Several approaches were proposed (see Gomer et al., 1979). There were

several attempts to use the ERP as a switch. Vidal and his associates have,

for example, used the differences between the responses to different

checkerboards which flashed on different parts of the screen to create an

EEG-driven joystick that controlled the movements of a displayed "mouse"

(Hickman and Vidal, 1976). Donchin and his colleagues developed within the

framework of the biocybernetic program, and in subsequent work, the use of
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the P300 as an index of mental workload (see Donchin et al., 1986 for a

review). In the assessment of workload, however, the P300 is used as a

metric rather than as a switch.

A caveat may be in order. The biocybernetic concept has often been

mistaken, especially in the popular press, as an attempt to use the computer

to "read the mind" of a subject. Here, too, It is possible to be deceived

by the appearance of a subject "writing to the screen" or "speaking through

the computer" with the brain waves. One may be tempted to see this as a

direct communication between the computer and the mind that somehow

by-passes the control people have over the inner workings of their minds.

Such an innovation would be treated with dismay by many, and with glee by

some. We emphasize that this paper does not report the development of a

means by which one can eavesdrop on the mind (see Donchin, in press).

The procedure we describe above accomplishes no more than to provide

the subject with a switch that can be wielded at the subject's discretion.

The recording would be of no use whatsoever if the subject chose to ignore

our instructions and to focus attention elsewhere in the environment.

Furthermore, the probes we attach to the head record signals that can be

interpreted solely within the framework of the stimulus arrangement we have

provided. Thus, there is no more "mind reading" in the procedures we

describe than there is when a person is handed a pencil and asked to record

impressions. The contents, and the reliability, of the information obtained

will depend to a degree on the sharpness of the pencil; but the subject's

willingness to report and the accuracy of these reports will be the factors

that ultimately determine the utility of the communication. We report here

that the P300 can serve as a pencil, and that the pencil is actually rather

sharp. The mind, however, retains control over the use of the pencil.
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FIGURE CAPTIONS

Figure 1

CRT display used In the Mental Prosthesis. The rows and columns of the

matrix were flashed alternately. The letters selected by the subject ("B-R-

A-I-N") were displayed at the top of the screen in the pilot study.

Figure 2

Time course of events in the blocks using the SI of 125 msec. Six columns

(or 6 rows) were intensified ("flash") in a random sequence for 100 msec, at

125 msec intervals (ISI). EEG was recorded from 20 msec prior to the first

flash until 600 msec after the last flash. Each flash served as the onset

of a 600 msec analysis epoch ("subtrial"). A trial comprised 6 flashes--one

flash of each row or one flash of each column--plus the associated data

collection time, a total of 1245 msec.

Figure 3

Average waveforms for attended vs. unattended cells for each of the 4

subjects. A) 500 msec ISI; B) 125 msec ISI.

Figure 4

Examples illustrating the comparison of scores generated by the

analysis algorithms, with different numbers of trials included in the

analysis. This figure provides an example of the data that went into the

speed/accuracy calculations, and is provided for the sake of illustration.

In this figure we plot A) SWDA scores for subject 3 in the 500 msec

condition and B) Covariance scores for subject ,2 in the 500 msec [SI

condition. Each line represents the score obtained for one letter, as

sample size was varied systematically from 2 to 40 trials per sample.

Scores fall into 3 groups: 1) The "attended" subtrials (solid line),

which begin with a flash of the attended letter (and its row or column); 2)
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unattended subtrials that begin with the flash of a letter that shares a row

or column with the attended letter (dotted and chained lines)--of course,

the row or column containing this unattended letter flashes as well; and 3)

other unattended subtrials (dashed lines). A correct identification was

made whenever the attended stimulus received the highest score.

Note that this figure includes data from only one iteration of the

analysis procedure, i.e., it represents only one random sample of each size

and therefore includes only one score for each letter at each sample size.

Speed/accuracy results (see Figure 5) were obtained by repeating this

sampling and analysis procedure 1000 times for each sample size and tallying

the proportion of iterations in which the attended cell resulted in the

highest score at each sample size.

It can be seen that, in these particular samples, the attended cell did

generally achieve the highest score. It can also be seen that there was

considerable individual variance.

Figure 5

Graphs of the accuracy of each of the 4 algorithms in identifying the

attended stimulus, as a function of the number of trials considered in the

analysis. Each of the graphs presents the increase in the accuracy of the

algorithm as sample size increases. To facilitate the comparison of the 125

msec and 500 msec ISIs and the analysis of the speed of the system, the

number of trials has been transformed to the time required to present the

trials. Time is the product of the number of trials considered and the

duration of a single trial (ITI). Accuracy is the percent of correct

identifications of the attended cell out of 1000 iterations of one of the 4

algorithms.
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TABLE I

Times required to obtain a) 80% and b) 95% accuracy, by subject and ISI,

using the fastest algorithm in each case. Accuracy is the percent of

correct identifications of the attended cell out of 1000 iterations of the

signal-detection algorithm. Time is the product of the number of trials

considered and the duration of a single trial (ITI). (Times have been

interpolated when the least number of trials required to reach 80% or 95%

accuracy not only reached but in fact exceeded that level.) Times for the

fastest combination of an algorithm and an ISI for each subject are followed

by 2 asterisks (*).

I n~nmn m nn m' m~m-mm
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TABLE II

Times required to obtain a) 80% and b) 95% accuracy, by subject and ISI for

the 4 signal-detection algorithms. Accuracy is the percent of correct

determinations of the attended cell out of 1000 iterations of the algorithm.

Time is the product of the number of trials considered and the duration of a

single trial (ITI). (Times have been interpolated when the least number of

trials required to reach 80% or 95% accuracy not only reached but in fact

exceeded that level.) Times for the fastest algorithm at each ISI for each

subject are followed by an asterisk (*). Times for the fastest combination

of an algorithm and an ISI for each subject are followed by 2 asterisks

(**). Cases where'the algorithm did not result in 80% (a) or 95% (b)

accuracy after 80 trials are indicated by "X."



Mental Prosthesis 38

FOOTNOTES

1. The research at the Cognitive Psychology Laboratory described was

supported in part by AFOSR contract #F49620-79-C-0233. The support of Al

Fregly is appreciated.
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TABLE I

SPEED/ACCURACY: FASTEST ALGORITHMS

A) 80% Accuracy B) 95% Accuracy

ISI (msec) 125 500 125 500

Time (sec) Algo. Time Algorithm Time Algorithm Time Algorithm
Subj. #

1 15.7 °- SWDA 282 Peak 21.6 - °  SWDA 425 Peak
2 33.4 SWDA 233X Peak 57.5 SWDA 355" Peak
3 22.3 SWDA 11.1.' SWDA 46.4 SWDA 17.6" SWDA
4 36.7 Cov 17.7"* Peak 64.0 Area 293" Peak

Mean 27.0 20.1 47.4 31.2

Mean time to 80% accuracy, Mean time to 95% accuracy,
fastest ISI and Algorithm fastest ISI and Algorithm
for each subject for each subject

20.9 26.0

Times required to obtain a) 800/ and b) 95% accuracy, by subject and ISI, using
the fastest algorfthm in each case. Accuracy is the percent of correct identgica-
tions of the attended cell out of 1000 iterations of the signal-detection algorithm.
Time is the product of the number of trials considered and the duration of a single
trial (ITI). (Times have been interpolated when the least number of trials required
to reach 80% or 95% accuracy not only reached but in fact exceeded that level.)
Times for the fastest combination of an algorithm and an ISI for each subject are
followed by two asterisks (").



TABLE L1
SPEED/ACCURACY: 4 ALGORITHMS

A) 80% Accuracy B) 95% Accuracy

PEAK PICKING

Subj. # Time to 80% Accuracy Time to 95% Accuracy
125 msec ISI 500 msec ISI 125 msec ISI 500 msec IS

1 X 28.2* X 42.5"
2 X 23.3"" X 35.5-
3 39.8 17.3 X 26.0
4 38.8 17.7" 70.4 29.3"

SWDA

Subj. # Time to 80% Accuracy Time to 95% Accuracy
125 msec ISI 500 msec ISI 125 msec ISI 500 msec ISI

1 15.7* 114.8 21.6"" 202.8
2 33.4" 56.9 57.5" X
3 22.3" 11.1"" 46.4 17.6"
4 54.4 26.7 X 49.5

AREA

Subj.# Time to 80% Accuracy Time to 95% Accuracy
125 msec ISI 500 msec ISI 125 msec ISI 500 msec ISI

1 29.1 39.9 76.7 59.3
2 49.0 56.6 X X
3 29.3 12.6 55.8 17.9
4 45.5 44.9 82.2 52.9

COVARIANCE

Subj.# Time to 80% Accuracy Time to 95% Accuracy
125 msec ISI 500 msec ISI 125 msec ISI 500 msec IS!

1 X 42.9 X 62.4
2 X X X X
3 41.8 15.5 82.2 22.6
4 36.7 28.6 64.0 52.0

Times required to obtain a) 80% and b) 95% accuracy, by subject and ISI for
the four signal-detection algorithms. Accuracy is the percent of correct
determinations of the attended cell out of 1000 iterations of the algorithm.
Time is the product of the number of trials considered and the duration of a
single trial (ITI). (Times have been interpolated when the least number of
trials required to reach 80% or 95% accuracy not only reached but in fact
exceeded that level.) Times for the fastest algorithm at each ISI for each
subject are followed by an asterisk (*). Times for the fastest combination of an
algorithm and an ISI for each subject are followed by two asterisks ("). Cases
where the algorithm did not result in 80% (a) or 95% (b) accuracy alter 80 trials
are indicaled by "X."



Appendix A

Talking Off the Top of Your Head:
Toward a Mental Prosthesis Utilizing Event-Related Brain Potentials

Lawrence A. Farwell and Emanuel Donchin



TALKING OFF THE TOP OF YOUR HEAD:
TOWARD A MENTAL PROSTHESIS

UTILIZING EVENT-RELATED BRAIN POTENTIALS (1)

L. A. FARWELL and E. DONCHIN
Dept. of Psychology and Cognitive Psychophysiology Laboratory

University of Illinois at Urbana-Champaign
Champaign, Illinois 61820

In press, Electroencephalography and clinical Neurophysiology



Article 18.

A procedure for using multi-electrode information in the analysis

of components of the Event-Related Potentials: Vector Filter

Gabriele Gratton, Michael G. H. Coles, and Emanuel Donchin

Cognitive Psychophysiology Laboratory

University of Illinois at Urbana-Champaign

Acknowledgements

This research was supported in part by a grant from the Air Force

Office of Scientific Research, contract #F49620-83-0144, Dr. Al Fregly,

Project Director, and by a grant from the National Institute of Mental

Health, MH41445. Portions of this study were presented at the 23rd Annual

Meeting of the Society for Psychophysiological Research, Asilomar,

California, September 26-29, 1983, at the 3rd International Conference on

Cognitive Neuroscience, Bristol, England, September 17-20, 1984, and at the

4th International Conference on Cognitive Neuroscience, Dourdan, France,

June 15-19, 1987. The comments of Monica Fabiani, Demetrios Karis, Art

Kramer, Greg Miller, Dave Strayer, Earl Hunt, Chris Wood and an anonymous

reviewer on earlier versions of this paper are greatly appreciated.

Requests for reprints should be sent to: Gabriele Gratton, University

of Illinois, Psychology Department, 603 E. Daniel, Champaign (IL) 61820,

U.S.A.



Page 2

Running title: Vector filter



Vector filter Page 3

Abstract

This paper presents a procedure, Vector filter, that decomposes the

event-related brain potential into components on the basis of scalp

distribution. It is assumed that the voltage values observed at several

electrode sites at any point in time is given by the linear combination of a

set of components and background noise, and that the scalp distribution of

each component is invariant and known. Each component's scalp distribution

is expressed by a set of weights, one for each electrode. The amplitude of

the component, at any point in time, is then derived using a least squares

criterion. We review two problems in the use of the procedure: the

selection of the set of components and the derivation of the scalp

distribution of each of the components. Two application of the procedure

are discussed: identification of the component structure of an event-related

potential waveform, and filtering of a waveform for a particular component.

Unlike other component decomposition procedures, Vector filter can be

applied when the latency of a component varies as a function of trial,

condition, or subject population.

* DESCRIPTORS: Multivariate Analysis of ERPs, Scalp Distribution, Vector

filter.
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Event-related brain potentials (ERPs) are usually described in terms of

underlying components. These components are assumed to vary in amplitude

and latency, as a function of experimental manipulations, individual

differences, and other variables. Furthermore, several components can be

active at the same moment in time, so that the voltage observed at any time

point and at any electrode may be the result of the activity of several

overlapping components. This of course complicates the analysis of ERPs,

since it is often difficult to decide to what extent the voltage observed at

a particular point in time at a particular electrode can be attributed to

one rather than another component.

Several procedures have been used to disentangle overlapping

components. Most of these procedures, such as Principal Component Analysis

(for reviews see Coles, Gratton, Kramer, & Miller, 1986; Donchin & Heffley,

1978) or waveform subtraction, assume that the latency of the components is

invariant across different conditions. Principal Component Analysis assumes

that the timecourse of each component is constant across a set of data. The

subtraction procedure assumes that the only difference between two waveforms

is the presence of one, target component. Thus, both the timecourse and the

amplitude of the other, "background" components, that are common to both

waveforms, are assumed to be fixed. However, it is evident that there are

circumstances in which the assumption of the invariance of component latency

is inappropriate. This is especially the case with respect to late ERP

components (such as P300, N400, slow wave, etc.).

The Vector filter procedure,1 to be described in this report, relies on

the distribution of the voltages across the scalp (the "scalp distribution")

as the anchor point for the decomposition of an ERP into its components. As

we shall see, the Vector filter procedure provides for variability in the
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latency of a component.

It is widely believed that scalp distribution provides at least one

method to distinguish among components (e.g., Donchin, 1978; Donchin,

Ritter, & McCallum, 1978; Kutas & Hillyard, 1982; Naatanen & Picton, 1987;

Picton, Woods, Stuss, & Campbell, 1978). A corollary of this belief is that

components are characterized by particular scalp distributions.2 This view

is consistent with the assumption that each ERP component represents the

activation of a particular neuronal ensemble (or set of ensembles). While

the determination of these ensembles from scalp distribution information is

an extremely difficult task (and one which we are not attempting here), "it

is somewhat simpler just to differentiate components of the evoked potential

on the basis of their scalp distribution. Scalp-recorded events with

different voltage distributions must derive from different sources

(Picton et al., 1978, p. 525).

Vector filter provides a way of exploiting this view in order to

distinguish among the contribution of several components to an obtained ERP.

As its name implies, "Vector filter" is a signal enhancing procedure. The

procedure filters for a particular scalp distribution, which is believed to

characterize the signal of interest (the component). In general, most

techniques for analyzing components can be conceptualized as linear filters,

that weight temporal, frequency, or spatial information in order to enhance

the components of interest. For frequency filters, different weights are

assigned to different frequencies. Thus, a low-pass filter of 10 Hz,

assigns a high weight to frequencies below 10 Hz, and a low weight to higher

frequencies. (These weights are generally selected a priori.) For temporal

filters, different weights are assigned to different time points in the ERP

waveform. For example, for the P300 component, the weights assigned to
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voltage values for time points between, say, 300 and 500 ms, are higher than

those for other time points. (Note that the weights can be determined in

advance or by using statistical techniques, such as Principal Component

Analysis.) In the case of spatial filters, different weights are assigned

to voltages recorded from different electrode locations. For example, when

we select one particular electrode location, we assign a weight of 1 to that

electrode, and a weight of 0 to all the other electrodes. Vector filter is

a type of spatial filter that allows one to select any set of weights for

different electrodes.

Method

The model

The basic model used by Vector filter assumes that the voltage values

observed at a particular moment in time at different electrode locations are

given by the linear combination of a series of components and noise. It is

assumed that, across timepoints and repetitions, the scalp distribution of

each component is constant, while its amplitude is variable. The scalp

distribution of a component can be described by a set of weights, one for

each scalp electrode. These ideas can be formalized by the following

expression (1):

(1) Volt(ij) = Sum(k) c(ik)W(jk) + Err(ij)

Where Volt(ij) is the voltage recorded at the electrode (j) at

timepoint (I), c(ik) is the amplitude of component (k) at timepoint (i),

W(jk) is the weight of component (k) at electrode (j), and Err(ij) is the

noise at the electrode (j) at timepoint (i). If we define spatial filters

.. . . . . . ... .. .. ..L lm i
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in terms of particular sets of weights, then the filters are identified with

the scalp distribution associated with each component.

The set of weights for each component are assumed to be known. (In

later sections of this paper we will review procedures for their

estimation.) Note that the assumption of linearity implies that the scalp

distribution (ratio among values at different electrodes) remains constant

as the amplitude of the component changes. Support for this view is

provided by McCarthy and Wood (1985). These authors argue that when there

is a change in the activity of a source underlying a component, there should

be a proportional change in the scalp recorded activity at each electrode.

Derivation of filtered waveforms

The procedure comprises three critical elements: (a) an obtained ERP

waveform for each of several electrodes (the data set) for which we want to

know the relative contribution (amplitude) of the constituent components at

each time point; (b) a set of spatial filters, each defining a component,

which take the form of vectors of weights, one per electrode, that specify

the extent to which a component is active at the electrode -- these weights

thus describe the scalp distribution of each component; and (c) an output

waveform (amplitude by time function) for each component that describes its

amplitude at each time point in the obtained ERP waveforms. Note that the

procedure results in the transformation of the input data set (one ERP

waveform for each electrode) into an output set of waveforms (one for each

component).

This tranformation is accomplished in the following way. First, for

each timepoint, we determine the combination of the components which

provides the optimal approximation to the observed data. This is

accomplished by estimating a particular "beta coefficient" (labelled c(ik)
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in equation (1)) for each component. The beta coefficients are taken as

estimates of the amplitude of the components at that particular point in

time. The procedure is then repeated for each time point in the epoch, so

that, for each component, we get amplitude by time functions, depicting

their time courses.

The crucial step in the procedure, therefore, is the estimation of the

beta coefficients to assign to each component to produce the optimal

approximation to the observed data. This is accomplished by applying a

least squares procedure (see Table 1) in which we determine the coefficients

that should be given to each component to minimize the error in the

description of voltage values observed at all the electrodes for that

timepoint. Note that the components are used as predictors, and the

observed data (values at the different electrodes) as the criterion.

Insert Table I about here

Table I shows how the observed values at the different electrode

locations (1 to N) at a particular time point can be considered as a

'vector" of criterion values (Volt (1) to Volt (N) in Table 1), that are

optimally approximated by the linear combination of a set of components (A

to Z), each of which is characterized by a "vector" of values (e.g., A(1) to

A(N)), one for each electrode location. Both vectors can be visually

represented as "profiles" of values at different locations. Thus, we can

have a profile describing the data observed at a particular time point, and

a profile describing each of the components. The "free" parameters in the

system of equations presented in Table I are the beta coefficients of the

components at that particular time point (c(A) to c(Z)). Note that these
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values are fixed across all the electrode locations. We take the beta

coefficients as representing the amplitude of each component for that time

point. The estimation of the beta coefficients (amplitudes of the

components) is repeated for each time point in the ERP waveform. When these

coefficients are plotted over time, the result is a set of amplitude by time

functions, depicting the time course of each component. These amplitude by

time functions Lan also be considered as the outputs of a set of spatial

filters, with each filter "tuned" to the scalp distribution of a particular

component.

Characteristics of the procedure

ve-tor filter is based on a multiple regression (for each time point)

in which the set of predictors is given by the components, the criterion is

given by the voltage values observed at the different electrode locations,

and the regression coefficients are used as estimates of the amplitude of

each Lonponent at earn data point. Thus, several properties of multiple

regression appl1 .

a. Test of the model. It is possible to assess the degree to which the

particular set of components that are chosen actually account for the

variance present in the data. This is accomplished by computing the

multiple correlation coefficient. This statistic can be used to determine

the value of the model in accounting for the observed data.

b. Number of components. Two considerations govern the choice of the

number of components to be used. First, a large proportion of the variance

in scalp distribution should be explained. Second, the amplitude estimates

for each component should be reliable. These two criteria leads to opposing

strategies. The more components that are used, the more variance will be

explained, but the lower will be the reliability of the amplitude estimates.
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To resolve this dilemma, we note that the reliability of the amplitude

estimates will depend on the degree to which a particular set of components

accounts for more variance than is accounted for by an equal number of

randomly selected components (see McNemar, 1969, and other specialized texts

for tests of significance of this difference). Note that the proportion of

variance explained by a set of components chosen at random is equal, as an

average, to (n-1)/(N-1), where n is the number of components, and N is the

number of electrodes (see McNemar, 1969, p. 203).

As an example of the application of these concepts, consider the case

in which we want to account for 80% of variance in scalp distribution. What

is the maximum number of components that can be included in the set given

that we necd to obtain reliable coefficients with N electrodes? Based on

procedures described in McNemar (1969), this number can be computed by,

first, establishing the critical F (for a multiple R of .9), and, second,

determining the ratio between the number of cumponents and the number of

electrodes to achieve this critical F. It turns out that this ratio is such

that the number of components should be smaller than (N+1)/2. Thus, as a

general rule of thumb, it can be expected that low reliability will obtain

whenever the number of components is more than half the number of

electrodes.

c. Interrelationship between components. Since the components are

defined in terms of scalp distribution, it is clear that two components with

the same scalp distribution cannot be entered simultaneously in the

procedure. Even when two components have very similar (although not

equivalent) scalp distributions, the amplitude estimates for each of the two

components will not be reliable. In fact, small fluctuations in the

observed scalp distribution may result in large variations in the amplitude
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estimates of the two components. (This problem is also known as the

"problem of multi collinearity" in multiple regression analysis.) Therefore

it is not advisable to use components with very similar scalp distributions.

The similarity in scalp distribution between two components can be measured

by using (2):

(2) R(12) = Sum(j) A(j)*B(j) / Sqrt((Sum(j) A(j)**2)*(Sum(j) B(j)**2)))

where R(12) is a measure of the similarity between the scalp distributions

of any pair of components (A and B) for which the weight at electrode (j)

are A(j) and B(j), respectively. In no case should two components with an

R(12) higher than 0.8 be entered simultaneously (see Lewis-Beck, 1980, p.

60; this and other specialized texts also describe more sophisticated

methods of detecting and dealing with multicollinearity).

Although the problem of component similarity may appear to limit the

applicability of the procedure, it can be dealt with in a number of ways,

each of which increases the discriminability between the scalp distributions

of components. One approach is to increase the number of electrodes and to

choose electrode locations that maximize the discrimination between

components. Another approach is to adopt a Laplacian reference system

(Hjorth, 1979). This procedure, which is technically equivalent to

computing the current source flow, tends to produce localized components.

Localized components will usually have quite distinguishable scalp

distributions, and very low R(12)'s.

d. Vector filter and other linear transformations. As we have seen,

the Vector filter procedure is based on a linear model. One consequence of

this fact is that it can be performed before or after other linear

manipulations of the ERP data. For instance, applying Vector filter to
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single trial data, and then averaging the vector output waveforms, will

produce results that are equal to those obtained by averaging the single

trial input data and then performing the Vector filter operation on the

average waveforms. This property makes Vector filter suited for the

analysis of single trials.

Applying Vector filter

In this section we consider two critical issues in the application of

Vector filter. First, we discuss the problem of selecting the appropriate

set of components, and we examine the consequences of failure to select the

appropriate set. Second, we review approaches to the problem of specifying

the scalp distribution of each component in the set, and present a practical

example.

Selecting the set of components

The Vector filter procedure is based on the assumption that a given set

of components, with known scalp distribution, is responsible for the

observed ERP. How is the set of components selected?

The answer to this question depends in part on the aims that underlie

the application of Vector filter. If the purpose is to isolate the part of

the ERP waveform that contains the components of interest, then it is

sufficient to merely use these components as the set. In this case, the

application of Vector filter corresponds to the application of other kinds

of signal-enhancing procedures. For instance, frequency filters are used to

isolate activity in the ERP waveform that has a particular frequency range.

Note that, in the case of frequency filters, It is assumed that the

component of interest has a specifiable frequency range. Similarly, in the

case of Vector filter, we assume that the component of interest has a
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specifiable scalp distribution. Note that we do not need to know the scalp

distribution (or frequency characteristics) of all the components present in

the ERP waveform.

On the other hand, when the aim of the procedure is to decompose a

particular ERP waveform into its component structure, then more

sophisticated selection procedures are required. These procedures can be

based on a "step-wise" approach, in which the goodness of fit provided by a

particular set of components can be estimated, following addition or

subtraction of particular components. In this case, a set of theoretically

interesting components can be selected first, and the fit of the model based

on this set to the ERP can be assessed for each data point, or across a

number of data points. Then, depending on the results of the

goodness-of-fit test, new components may be added or old components may be

deleted. A criterion for halting this step-wise operation may be the

determination of the simplest model (i.e., based on the least number of

components) that produce a satisfactory fit to the data (with a probability

of rejection of less than .05).

These procedures for selecting the set of components are predicated on

a priori knowledge of the possible components present in the ERP waveform.

In most ERP experiments, the investigator approaches the data with some

hypotheses about the components that should be elicited in the particular

experimental paradigm. Thus, it is not unreasonable to expect that the set

of components can be specified in advance of the application of Vector

filter. However, it is always possible that the investigator is mistaken

and fails to include components that are really present. What are the

consequences of this error?

In the rest of this section we review these consequences by applying
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Vector filter to simulated data, for which we know the set of components

that are present. The simulated waveforms were obtained by adding

components with fixed scalp distributions to each other. The distributions

are described by a "profile" of weights (one weight for each electrode - see

upper row of Figure 1). The amplitude of each input component varied over

time (see second row of Figure 1). To obtain the ERP waveform for each

electrode (Fz, Cz, and Pz), the amplitude of each component for each time

point is multiplied by the weight of that component at each electrode, and

the amplitudes for different components are then summed (see third row of

Figure 1).3

Insert Figure 1 About Here

Applying the Vector filter operation to the ERP waveform (third row)

yields the waveforms shown in the lower row. These waveforms represent the

time course of the two components retrieved by the procedure when (a) all

the components present in the data are considered, and (b) the weights for

each component are the same as those of the simulated components (shown in

the upper panel). Note that, not surprisingly, Vector filter perfectly

retrieves the amplitude and time course of each original component.

In the next two simulations we examine cases in which the set of

components used for Vector filter is a subset of the input set -- that is,

we have failed to include some of the components present in the data. In

most cases this will result in some error in the retrieval of the original

components. An example is given by the second simulation, illustrated in

Figure 2.



Vector filter Page 15

Insert Figure 2 About Here

In this simulation, we used the same simulated ERP waveform used in

simulation 1. However, only Component A was entered in the Vector filter

procedure, while Component B was ignored. The error is illustrated in the

lower panel, where the dotted line indicates the "input" Component A, while

the solid line depicts the Component A as retrieved by the Vector filter

procedure.

Simulation 3 illustrates a case in which ignoring one component does

not result in a retrieval error for the other components. In this

simulation, we have added a third component (Component C) to the set of

input components. This simulation is illustrated in Figure 3.

Insert Figure 3 About Here

Again, the first and second rows depict the scalp distribution and time

course of the input components, the third row, the composite ERP waveform,

and the bottom row, the outputs of the Vector filter procedure, when only

two components (A and B) were included in the set. In this case, failure to

include a component (C) that was present in the original ERP waveform, did

not lead to any error in the retrieval of components A and B.

In general, the error introduced by ignoring one or more of the

components depends on the amplitude of the ignored components and on the

degree of similarity between the component that is ignored and those that

are entered in the analysis. In simulation 2, the component ignored (B)
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has a scalp distribution that is quite similar to that of the component

entered in the analysis (A), R(12)=0.38. In simulation 3, the component

ignored (C) has a scalp distribution that is very dissimilar to that of the

components entered in the analysis (A and B): both the R(12)'s for A and C

and for B and C were equal to 0.

Taken together, simulations 2 and 3 reveal that inaccurate

specification of the set of components will have minimal consequences under

some conditions. Specifically, when the omitted components are either very

small or have scalp distributions that are very dissimilar from those of the

components that are included in the set.

In practical cases, the estimation of the dissimilarity between

included and omitted components requires the specification of the scalp

distribution of the omitted component. If one can specify the distribution

of a component, why not include it in the set? As we noted above, inclusion

of a large number of components in the set may lead to unreliability in the

estimation of component amplitudes. This will occur when the number of

components in the set approaches the number of electrodes. If one cannot

specify the distribution of an omitted component, how can one estimate its

similarity to the included components? Clearly, estimation of similarity in

this case is impossible. However, one can take steps to reduce the

likelihood of similarity by (a) choosing electrode locations that maximally

specify components of interest, and/or (b) using the Laplacian derivation or

similar procedures to localize the scalp distribution of components.

Estimating component distribution

As we have noted, a fundamental requirement for the use of Vector

filter is specification of the distribution of the components to be included

in the set.



Vector filter Page 17

There are several ways in which the scalp distribution of a particular

component can be estimated. Although each of these ways, taken alone, may

not always be satisfactory, the convergence of several methods can be taken

as strong evidence in favor of the hypothesis that a particular scalp

distribution can represent the component. The methods to estimate the scalp

distribution of a component can be divided into three categories:

biophysical methods, statistical methods, and experimental methods.

a. Biophysical methods. These methods rely on the fact that knowledge

of the source of a component can be used to predict its scalp distribution.

For example, knowledge of the functional anatomy of the motor cortex enabled

Brunia (1980) to account for the different distributions of potentials that

precedes foot and finger movements. At present, knowledge of the sources of

most ERP components is limited. However, as such knowledge becomes

available, so biophysical methods may be used to provide descriptions of the

scalp distribution of a component.

b. Statistical methods. A second class of methods includes those that

are based on some statistical or mathematical properties of the data. For

instance, by analyzing the pattern of variance and covariance among

electrodes at a particular time point, Lehmann and Skrandies (1980) and

Wood, McCarthy, and Darcey (1986) were able to derive a set of components to

describe the scalp distribution at that time point. Each of the components

could be described in terms of its own scalp distribution. To the extent

that this scalp distribution can be reliably observed, it can be used to

define the scalp distribution of that particular component.

Another statistical procedure to determine an optimal Vector filter is

to select that set of weights that best discriminates between two data sets,

one of which is believed to contain the component of interest. For example,
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discriminant analysis can be used to derive the set of scalp distribution

weights that best discriminate between the single trial ERPs to expected and

unexpected events. If one believes that these two classes of events elicit

P300s of different magnitudes (and that this is the only difference between

the two classes), then it is possible to use the set of weights to

characterize the P300 component. This may be particularly useful when few

electrodes are used such that only one filter can be applied.

Information about the constancy of a particular scalp distribution over

time can also be used to arrive at a definition of components. This method

is based on the assumption that, if a number of consecutive time points

share a similar scalp distribution, they can be attributed to the same

underlying component. Thus, Lehmann and Skrandies (1986) divide the

observed ERP waveform into segments, such that the time points within each

segment are associated with a "constant" scalp distribution. Each segment

is then defined as a component. Constancy occurs when, for two timepoints,

the maximum and minimum voltages occur at the same (or adjacent) electrodes.

Constancy could also be defined in terms of the magnitude of the R(12)'s

(correlation) between two distributions, as described above.

Other techniques are available that rely on more restrictive models of

ERPs, and which may allow one to derive analytically the scalp distribution

of the ERP components. For instance, Mocks (1987) recently proposed a model

that assumes that the ERP is the result of the linear combination of a

limited set of components whose time course and scalp distribution are

fixed, although not known. When these assumptions are met, it is possible

to estimate the time course and scalp distribution of each component from

the data. Although this procedure may be promising in some cases, it is not

applicable when the time course of a component varies.



Vector filter Page 19

Scherg and von Cramon (1985) proposed a mixed biophysical/analytical

procedure to disentangle the component structure of the ERP. Their

procedure uses both temporal and spatial information. First, each component

is assigned a specific waveshape, although some flexibility in latency is

allowed. Initial hypotheses are made about the nature, locus and

orientation of the source of each component, and their consequent scalp

distribution. The ERP predicted by this model is then computed, and the

discrepancy between the predicted and observed ERP is measured. The

parameters (latency, source localization and source orientation of each

component) are then adjusted to reduce the discrepancy. The procedure is

repeated until a convergence toward a particular solution is reached. This

approach appears to provide a promising way of integrating biophysical and

statistical methods. However, like other procedures, it is based on a

number of assumptions, including the number, time course, and nature of the

components.

c. Experimental methods. These methods are predicated on the belief

that there is some experimental setting that can be used to provide a "pure"

instance of a particular component. For example, the ERP elicited by the

omission of an expected stimulus is thought to represent a P300 that is

uncontaminated by the superimposition of exogenous components (Simson,

Vaughan, & Ritter, 1976). Alternatively, P300 can be defined in terms of

that aspect of an ERP waveform that is probability dependent (Squires &

Donchin, 1976). In the case of Processing Negativity, the component is

identified by subtraction of two waveforms, those for attended and

unattended stimuli (Naatanen, 1982). The difficulty with these procedures

is that it must be asssumed that the derived waveforms contain one and only

one component. If this condition is satisfied, then the scalp distribution
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of the pure component can be used.

d. Evaluation of the methods for estimating scalp distribution. In

summary, several procedures can be used to identify the scalp distribution

of an ERP component. For theoretical reasons, biophysical methods are

clearly the most appropriate. However, since knowledge of the sources of

ERP components is limited at the present time, one must resort to other

techniques. Although none of these appears to be applicable in all cases,

the convergence of several techniques towards a similar solution may be

considered as a strong evidence for that solution. Such convergence is

illustrated in the next section.

e. A practical example: The scalp distribution of P300. In this

section we provide an example of how different procedures used to estimate

the scalp distribution of P300 converge on a common solution. The data from

this example come from a study by Miller et al. (1987). During this study,

10 subjects were run in four tasks. In the first task (AUDITORY COUNT

50/50), the subjects had to count one of two tones, where both tones had a

probability of .50. In the second task (AUDITORY RT 20/80), the subjects

had to give a speeded response to one of two tones, with probabilities of

.80 and .20 respectively. In the third task (AUDITORY OMITTED STIMULUS

10/90), the subjects were presented with a series of tones; on 10% of the

trials the tone was omitted, and the subjects had to count the number of

omissions. In the fourth task (VISUAL NAMES 20/80), the subjects were

presented with male names (p=.20) and female names (p=.80) and had to count

the number of male names. ERPs were recorded from Fz, Cz, and Pz,

referenced to linked mastoids. The grand-average waveforms for each

electrode, task, and stimulus type are presented in Figure 4.
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Insert Figure 4 About Here

A "P300" is clearly noticeable for all the rare or target stimuli. For

the purposes of this demonstration we derived four definitions of P300, one

for each task. Thus P300 was defined as:

(a) the difference (at each electrode) between the amplitude at the

moment of the maximum positive peak after 300 ms for the "target" and

"non-target" trials in the AUDITORY COUNT 50/50 task ("target

effect/auditory");

(b) the difference (for each electrode) between the amplitude at the

moment of the most positive peak after 300 ms for the "rare" and "frequent"

trials in the AUDITORY RT 20/80 task ("probability effect/auditory");

(c) the amplitude (at each electrode) at the moment of the most

positive peak after 300 ms for the "omitted" stimulus trials in the AUDITORY

OMITTED STIMULUS 10/90 task ("omitted stimulus/auditory");

(d) the difference (for each electrode) between the amplitude at the

moment of the most positive peak after 300 ms for the "rare" and "frequent"

trials in the VISUAL NAME 20/80 task ("target and probability

effects/visual").

This set of independent procedures yields different definitions of P300

scalp distribution. They cover different modalities, latencies,

probabilities, task requirements, and included different sets of possible

overlapping components. Note that all these procedures belong to the class

of "experimental methods" as described above.

The mean P300 amplitudes at each electrode for each of the four
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definitions are presented in Table 2. In this table, the average of the

Four definitions of P300 for each electrode is also shown.

Insert Table 2 about here

To determine whether these four definitions of P300 result in a

consistent scalp distribution, we computed the R(12) between each pair of

definitions, and between each definition and the average of the four

definitions. The resulting values of R(12) are shown in Table 3.

Insert Table 3 about here

It is clear from Table 3 that the different definitions yield very similar

scalp distributions, and that each distribution is very similar to the

average distribution. Thus, it appears that the four procedures used to

estimate the scalp distribution of P300 converge on the same solution,

represented by the average definition.

Discussion

In this paper we have seen how one can proceed from the assumption that

ERP components are characterized by particular scalp distributions, to the

identification and quantification of ERP components in an observed waveform.

We noted that this assumption is held by many researchers in the field, and

that it appears to be based on the belief that two different scalp

distributions cannot be produced by the same neural generator.

Although this assumption is widespread, it has generally been used only

as a qualitative guide to component identification. The assumption leads to

the selection of particular recording locations. For instance, studies of
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movement related potentials generally include lateral electrode placements,

while those of P300 include midline montages. The assumption also often

leads to the selection of one particular scalp site for the analysis, where

the component is supposed to be maximally evident.

The procedure we have proposed (Vector filter) allows the investigator

to take advantage of the quantitative implications of the assumption.

Vector filter is based on a model that assumes that the observed ERP is

given by the linear combination of a set of components. Note that the

following assumptions are made: (a) the set of components is limited, (b)

the scalp distribution of each component is known and fixed, and (c) the

components combine in a linear fashion (without interaction) in determining

the composite ERP. We have shown how investigators can choose the set of

components, and we have discussed the consequences of choosing the incorrect

set. We have also considered ways in which the scalp distribution of a

particular component can be established, and we have illustrated how four

different ways of defining the scalp distribution of P300 converge. We have

not addressed the validity of the assumption of linear combination.

However, it should be noted that this assumption is common to most

decomposition techniques (cf. PCA, waveform subtraction).

There are two ways in which Vector filter can be useful. First, Vector

filter can provide a decomposition of the ERP into components. This use of

the procedure requires that the three assumptions reviewed in the previous

paragraph apply. Violation of these assumptions will lead to a

misrepresentation of the component structure. Note that one can test the

degree to which the chosen set of components account for the observed data

using statistical tests. If these tests reveal that the model

satisfactorily accounts for the data, then the model and its assumptions are
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supported. Note however that "a good fit" does not exclude the possibility

that other models might apply.

A second use of Vector filter is to enhance the signal (component of

interest) with respect to other aspects of the ERP waveform. In this case,

the procedure is used to "filter for" the scalp distribution of a particular

component, or to "filter out" the contribution of components or noise with

different scalp distributions. In this case, it is not necessary for the

assumptions that underlie the procedure to be completely valid. Just as

with frequency filtering it is not necessary to know the exact frequency of

the signal of interest (and of the noise), so with Vector filter it is not

necessary to know the exact scalp distribution of the component of interest

(and of the noise). (An investigation of the effects of imprecision in the

estimate of component distribution is presented in a companion paper,

Gratton, Kramer, Coles, & Donchin, submitted.)

Both these uses of Vector filter represent solutions to the problem of

isolating overlapping components. The advantage of the procedure over other

methods (e.g., PCA, waveform subtraction) is that it does not require that

the latency and timecourse of the components are constant over different

trials, subjects, or experimental conditions. Thus, Vector filter appears

to be particularly suitable for studies that involve latency variability.

We have evaluated the use of Vector filter to improve the

signal-to-noise ratio of the P300 component in two studies. In the first

study (Gratton et al., submitted) we simulated omplex ERPs by adding

several different components and noise to a P300. In this study we found

that Vector filter helps in the detection of P300, by improving the

estimation of P300 latency by approximately 25%. In a second study

(Fabiani, Gratton, Karis, & Donchin, in press) we measured the reliability
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of P300 amplitude and latency estimates taken with several different

procedures on observed data. In these studies we found that the best

results are obtained when Vector filter is used in association with

time-domain (peak-picking and cross-correlation) procedures for the

identification of P300.

The examples of the use of Vector filter reviewed above show how scalp

distribution information can be used in the analysis of ERP waveforms,

despite the limited knowledge available at present about the sources of

components. It is clear, however, that as this knowledge accumulates, so

the procedure will become more and more reliable.
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Footnotes

1. The term 'Vector filter" was originally used to refer to the

particular geometrical properties of this procedure when a multivariate

description of ERP scalp distribution data is used. However, in the present

paper, we adopted an alternative approach to the description of the

procedure. We believe that this non-geometric approach is easier both for

us to present and for the reader to follow. However, for historical

reasons, we have chosen to maintain the label "Vector filter."

2. For example, the Contingent Negative Variation (CNV) is described as

"largest at the vertex ... Amplitudes also show a progressive diminution

anteriorly and posteriorly from central regions ..." (Donchin et al., 1978,

pp. 357-358). The P300 "is characterized by its scalp distribution as it

tends to be larger at central and parietal electrodes" (Donchin et al.,

1978, p. 356). The N400 "has a marked posterior distribution over the

scalp, with a slight but consistent right hemispheric predominance

(Kutas, Lindmood, & Hillyard, 1984, p. 219). Naatanen and Picton (1987)

use scalp distribution and other procedures to distinguish six components of

the auditory Ni.

3. In this example we used three electrodes (Fz, Cz, and Pz), but the

number of electrode locations used can be any number larger than 1.
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Table 1. Expanded Model

Voltages Contribution of each component (A,B .... ,Z) Error term

observed to the voltage observed at each electrode, for each

at each given by the product of the coefficients (c) electrode

electrode of the component and of its weight for that

electrode (A, B, ... Z)

Volt (1) = c(A) x A(1) + c(B) x B(1) + .... + c(Z) x Z(1) + Err(1)

Volt (2) c(A) x A(2) + c(B) x B(2) + .... + c(Z) x Z(2) + Err(2)

Volt (3) = c(A) x A(3) + c(B) x B(3) + .... + c(Z) x Z(3) + Err(3)

Volt (N) c(A) x A(N) + c(B) x B(N) + + c(Z) x Z(N) + Err(N)

Volt (N) = c(A) x A(N) + c(B) x B(N) + ... + c(Z) x Z(N) + Err(N)

Notes: Volt(1 to N) are the observed values at electrode (1 to N);

A(I to N), B(I to N), etc. are the weights of the spatial filters,

corresponding to components (A to Z), at electrode (1 to N) -

these weights are assumed to be known;

c(A to Z) are the coefficients that are estimated by the least

squares procedure that minimizes the sum of the squared errors

(Err(1 to N)) for each electrode.
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Table 2. Mean P300 amplitude at each electrode (microvolts)

Definition Fz Cz Pz

Target Effect/Auditory 0.1 0.8 0.7

Probability Effect/Auditory 2.8 5.1 4.3

Omitted Stimulus/Auditory -1.5 4.1 6.9

Target & Prob. Effects/Visual 1.2 2.6 3.1

Average 0.65 3.15 3.75
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Table 3. R(12s) of the scalp distributions of different definitions of P300

Oefinition TE/A PE/A OS/A TPE/V

Target Effect/Auditory

Probability Effect/Auditory .957

Omitted Stimulus/Auditory .918 .795

Target & Prob. Effects/Visual .972 .990 .907

Average .986 .956 .945 .993

,-- -- - - -- - - - -m-- -- - - - -m-- -- - - -- - - - -- - - -- - - -
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Figure Legends

Fig 1. First row: Scalp distribution of two hypothetical ERP

components (Components A and B). Second row: Time course of Components A

and B. Third row: Composite ERP waveform given by the sum of Components A

and B. Fourth row: Time course of Components A and B as retrieved by the

Vector filter procedure.

Fig 2. First row: Scalp distribution of two hypothetical ERP

components (Components A and B). Second row: Time course of Components A

and B. Third row: Composite ERP waveform given by the sum of Components A

and B. Fourth row: Time course of Component A as retrieved by the Vector

filter procedure when only Component A is filtered for.

Fig 3. First row: Scalp distribution of three hypothetical ERP

components (Components A, B, and C). Second row: Time course of Components

A, B, and C. Third row: Composite ERP waveform given by the sum of

Components A, B, and C. Fourth row: Time course of Components A and B as

retrieved by the Vector filter procedure.

Fig 4. From Miller et al. (in preparation). Grand average waveforms

at Fz (solid), Cz (dashed), and Pz (dotted) for each task and stimulus

(n=10).
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Abstract

We compared the accuracy of P300 latency estimates obtained with

different procedures under several simulated signal and noise conditions.

Both preparatory and signal detection techniques were used. Preparatory

techniques included frequency filters and spatial filters (single electrode

selection and Vector filter). Signal detection techniques included

peak-picking, cross-correlation, and Woody filter. Accuracy in the latency

estimation increased exponentially as a function of the signal-to-noise

ratio. Both Woody filter and cross-correlation provided better estimates

than peak-picking, although this advantage was reduced by frequency

filtering. For all signal detection techniques, Vector filter provided

better estimates than single electrode selection. Large component overlap

impaired the accuracy of the estimates obtained with single electrode

selection, but it impaired the accuracy of the estimates obtained with

Vector filter only when the overlapping component had a scalp distribution

similar to that of the signal component. The effects of varying noise

characteristics, P300 duration and latency, as well as the parameters of

Vector filter were also investigated.

Descriptors: P300 Latency Measures, Simulations, Frequency Filters, Spatial

Filters, Vector Filter, Peak-picking, Cross-correlation, Woody Filter.
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In this paper we compare several of the techniques that are commonly

ised for the measurement of the latency of components of the Event-Related

Brain Potential (ERP). In this paper we will focus on one particular

component, the P300. Theoretical speculation (e.g., Coles & Gratton, 1985;

Coles, Gratton, Bashore, Eriksen, & Donchin, 1985; Donchin, 1981) and

empirical evidence (e.g., Duncan-Johnson & Donchin, 1982; Kutas, McCarthy, &

Donchin, 1977; McCarthy & Donchin, 1981; Ragot, 1984) suggest the utility of

the latency of P300 in the study of cognition. However, since ERP

components are estimated from data containing substantial amounts of noise,

the measures of latency necessarily yield approximations to the "true"

latency of the components. In the studies reported here, we simulated ERP

data so that known ERP components were embedded in noise of different

amounts and qualities. The degree to which different procedures accurately

estimated the known parameters of the ERP components was then assessed.

The need for such a comparison is evident. While the importance of

measuring latencies is generally acknowledged, there is little consensus

regarding the methods to be used (see Fabiani, Gratton, Karis, & Donchin, in

press, for an overview of different procedures used for the definition of

one particular ERP component - the P300). Seemingly conflicting results

appear, and the conflict may be due entirely to the incommensurability of

the methods. Thus, our results can be used as a source of guidelines for

the choice of an appropriate procedure for the estimation of component

latency. Of course, such guidelines are confined to the domain explored by

our studies.

A procedure designed to estimate the latency of an ERP component should

take into account the characteristics of both the signal (i.e., the ERP

component of interest) and the noise (i.e., all the other electrical
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activity recorded by the scalp electrode). From the point of view of the

ERP researcher, there are at least two categories of noise. The electrodes

record, in addition to the component of interest, the background EEG (random

noise) and the activity of concurrent ERP components (systematic noise).1

(Systematic noise refers to the fact that this type of noise does not

average to zero across a large number of trials.) Previous studies that

have simulated ERPs have focussed on the effect of random noise (intended to

simulate background EEG) on the accuracy of latency estimates (see

Pfefferbaum, 1983; Woody, 1967). However, a thorough evaluation of latency

estimation procedures can be obtained only when the effects of both random

and systematic noise are examined.

The term "background EEG" refers to the electrical brain activity which

is not time-locked to the external event. It is generally assumed that the

background EEG has a random phase in relation to the triggering event.

However, this activity is technically not random (i.e., not white noise), as

some frequency bands may be dominant. The presence of strong

auto-correlation functions in the background EEG activity may affect signal

detection procedures which are based on the auto-regressive properties of

the signal (cf. auto-correlation procedures). In fact, the background EEG

activity may share some characteristics with the signal (for instance,

frequency). Such noise may lead to the detection of a component when there

is only noise present (Pfefferbaum, 1983). To allow the sources of such

"false alarms" to play a role in the simulation, the frequency

characteristics of the background EEG must be reproduced in the simulated

waveforms.

Unfortunately, the characteristics of the background EEG activity

occurring during an ERP experiment are not well known. Several studies have
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concurrently examined ERP and EEG frequency power spectra (for example, see

McCarthy & Donchin, 1978). However, the presence of ERPs makes the

frequency power spectra that are obtained with such procedures poor

estimates of the background EEG activity (see Ungar & Basar, 1976, for a

related discussion on the utility of "Wiener filter," Wiener, 1949). In our

studies, we simulated the background noise by using the deviation of single-

trial ERPs from the average ERP.

The second source of noise is provided by those ERP components that

temporally and spatially overlap the target component. In this case, since

ERP components are believed to be invariant across trials, the average value

of the noise over a large number of trials represents an estimate of the

overlapping component(s). Note that this value is not equal to zero as is

the case with averages of random noise. The error induced by such

systematic noise is particularly insidious because it may vary as a function

of experimental manipulations. Furthermore, latency detection procedures

might be differentially affected by overlapping components. To study the

effects of overlapping components on the accuracy of latency estimates, we

added a set of components to the waveforms. The components varied in the

degree of temporal and spatial overlap with the target component. The

amplitude and latency of the components were also systematically varied.

The relative amplitudes of the component (signal) and of the noise are

important in determining the accuracy of the detection of the component.

Several studies have demonstrated that detection accuracy increases

monotonically with increases of the signal-to-noise ratio (Nahvi, Woody,

Ungar, & Sharafat, 1975; Pfefferbaum, 1983; Wastell, 1977; Woody, 1967).

However, different procedures may be differentially affected by the same

increase in the signal-to-noise ratio, and a procedure that is more accurate
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at one signal-to-noise ratio may be less accurate at another (see a related

discussion about Wiener filter in Wastell, 1981).

In our studies, we distinguish between two classes of techniques which

are used in the estimation of the latency of ERP components: (a)

preparation, or filtering, procedures, and (b) signal detection procedures.

The purpose of the filtering techniques is to increase the signal-to-noise

ratio by capitalizing on the differences in the physical properties of the

signal and of the noise. These techniques prepare the data for the latency

estimation, that is carried out by the signal detection procedures. We will

consider two kinds of filtering techniques, frequency filters and spatial

filters.

The function of frequency filters is to eliminate electrical activity

of undesirable frequencies. However, the effect of frequency filters on

latency estimates has not been thoroughly explored. Both on-line analog and

off-line digital filters are used (for a discussion of both kinds of filters

see Coles, Gratton, Kramer, & Miller, 1986). On-line analog filters

generally introduce phase shifts which result in distortions of the latency

estimates. The magnitude of the phase distortion depends on the band-pass

characteristics of the filter (see Duncan-Johnson and Donchin, 1977, for a

discussion of the effect of high-pass filters on ERP waveforms). For this

reason most researchers use broad-band filters in the collection of ERP

data. Off-line digital filters can be designed in such a way as to avoid

the introduction of phase shifts. Such filters may be used during the

preparation of the ERP data for signal detection techniques. In our

studies, we will focus on low-pass off-line digital filters with no phase

distortion (Ruchkln & Glaser, 1978).

Scalp distribution information has not often been used in the
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preparation of data for latency estimation (see Nahvi et al., 1975, for an

attempt to use multielectrode information for improving signal detection).

In general, researchers have simply selected one electrode location to use

for further analysis. (We will label this procedure "single electrode

selection"). One of the goals of this paper is to evaluate the use of scalp

distribution information to improve the detection of a component at

different signal-to-noise ratios. Scalp distribution information can be

used by adopting a procedure (Vector filter), described by Gratton, Coles,

and Donchin (submitted).2 Vector filter assumes that scalp distribution is

a defining characteristic of an ERP component. Therefore information about

scalp distribution can be employed to discriminate among ERP components and

between ERP components and noise. We will compare the accuracy of the

latency estimates obtained from data prepared with Vector filter with that

of those obtained by selecting a single electrode. Vector filter can be

thought of as a linear filter where the weights for each electrode are

chosen to optimize the detection of the target component. Single electrode

selection can be thought of as a linear filter with a weight of 1 assigned

to the selected electrode, and a weight of 0 assigned to all the other

electrodes.

The purpose of a signal detection technique is to detect the signal

under noisy conditions (for a review of signal detection techniques in ERP

research, see Coles et al., 1986). Two types of signal detection techniques

are commonly used by ERP researchers in the study of a component's latency:

peak-picking and cross-correlation. These techniques differ in the way a

signal is defined. Peak-picking identifies a component as the maximum or

minimum value in a certain time window. Note that only the time-point at

which the peak occurs is used to estimate the amplitude and latency of the
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component. Cross-correlation techniques define a component in terms of Its

waveshape (Derbyshire, Driessen, & Palmer, 1967; Palmer, Derbyshire, & Lee,

1966). They consider a component as that segment of a waveform whose shape

maximally "resembles" an externally defined segment of waveform, labelled

the "template." "Resemblance" is assessed by means of a correlation or

covariance measure. Component latency is defined as the "lag" between the

template and the waveform necessary to produce the maximum resemblance.

Woody (1967) proposed a particular variant of the cross-correlation

procedure, where the template is "adapted" to the average waveform through

several iterations (Woody filter).3 Since filtering affects the

signal-to-noise ratio, its impact on different signal detection procedures

will also be considered in the present paper.

There were three phases to our studies. First, simulated waveforms

were generated according to a particular model of ERPs. Second, procedures

were applied to these waveforms to obtain latency estimates. These

procedures included filtering and signal detection techniques. Finally, the

accuracy of the latency estimates was computed, and the merits of each

procedure were evaluated.

We should note the differences between the basic design (labelled

Simulation 1) and the control conditions we ran to investigate particular

problems (labelled Simulation 2, 3, 4, 5, and 6).

Simulation 1: Basic Design

In this section we dscuss the results obtained from the basic design.

We shall present a series of additional analyses we ran to investigate the

effect of non-standardized background noise, variations of P300 duration and

latency, and variations of the parameters of Vector filter, on the accuracy
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of the latency estimates in later sections.

Method

The basic design consisted of a factorial combination of several

simulated conditions and analytic procedures. The simulated conditions

yielded 220 different conditions (11 P300 amplitude levels x 20 overlapping

component conditions). For each condition we obtained 100 repetitions by

adding background EEG noise (to be described in a subsequent section),

sampled at random and with reselection from a set of 100 background noise

trials (note that the relationship between waveform and recording electrode

- Fz, Cz, and Pz - was maintained). This procedure was repeated five times,

once for each of the five filtering conditions (four filter settings and one

control condition whe,-e no filter was used). This produced a total of

110,000 waveforms for each of the three electrodes. Each of these sets of

waveforms was filtered spatially using either single electrode selection or

Vector filter. Finally, we applied four signal detection algorithms

(peak-picking, cross-correlation, Woody filter with 2 iterations, and Woody

filter with 3 iterations) to obtain latency estimates for each of the 2 x

110,000 waveforms.

Note that evaluation of the different signal-detection algorithms and

of the different spatial filtering techniques was based on their performance

for the same set of waveforms. However, comparisons among different

frequency filtering procedures, overlap conditions, and P300 amplitudes were

based on different waveforms, obtained by sampling independently from the

set of background noise trials. A list of the experimental conditions for

the basic design is shown in Table 1.
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Insert Table I about here

Model. Our simulations were based on the following model:

Volt(it) = cP300(t) x P300(i) + SUM (cOVER(jt) x OVER(ij)) + N(it)

where:

Volt(it) is the potential recorded at electrode i at time t;

cP300(t) is the amplitude of the P300 component at time t;

P300(i) is the weight of the P300 component at electrode i;

cOVER(jt) is the amplitude of the overlapping component j at time t;

OVER(ij) is the weight of the overlapping component j at electrode i;

N(it) is the background EEG noise at electrode i at time t.

In adopting this model, we assume that each component is characterized

by a particular scalp distribution, defined by a series of weights, one for

each electrode location. This assumption is similar to that used in the

Vector filter procedure (Gratton et al., submitted, and see Footnote 2).

Single trials. Each assessment of the accuracy of the latency

estimates was based on 100 repetitions, at three different electrode

locations (labelled Fz, Cz, and Pz). Each repetition was called a "trial"

and was obtained by adding several time series (vectors) point by point.

The trials were constructed by adding a different noise vector to each of

100 identical component vectors. The vectors consisted of 128 data points,

considered to have been recorded at 100 Hz digitizing rate, starting 200

msec before a hypothetical stimulus. The average of the first 20 points was

considered as an estimate of the "pre-stimulus" baseline level and was
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subtracted from the data.

Simulation of ERP components. One target and four non-target

components were obtained by adding together five cosinusoidal waves. The

amplitude, latency, and duration (wavelength) of the cosinusoidal waves

could vary, and each component was simulated by using different parameters.

The scalp distribution of each component was simulated by multiplying the

vector by a different scaling factor for each electrode. The target

component simulated the "P300" component, and the non-target components

simulated the "N0", "P200", "N200", and "Slow Wave" components. The

parameters (amplitude, latency, duration, and scalp distribution) of each

component do not correspond to data obtained in a particular experiment.

However, an attempt was made to reproduce the parameters of the components

as described in the ERP literature (see Donchin, Ritter, & McCallum, 1978).

The parameters of NIO0 and P200 were not varied systematically, since they

do not overlap temporally with P300 in our data set, and, therefore, should

not affect the P300 latency estimates. The amplitude and latency of N200

and Slow Wave were systematically varied to simulate the different degrees

of overlap with P300 that may be present in observed data. A control

condition in which only the P300 component was present was also included in

the study. The parameters adopted for each component are presented in Table

2.

Insert Table 2 about here

P300 amplitude was varied systematically from 0 (absence of the

component) to 500 units, with increments of 50 units. Each unit was

intended to be equivalent to 0.1 mlcrovolts, so that P300 amplitude varied
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from 0 to 50 microvolts. This manipulation of P300 amplitude allowed us to

evaluate the different procedures over a wide range of signal amplitude

conditions. Given the complex procedure we adopted to simulate noise

(described below), and in particular the presence of systematic noise, we

could not express the true signal-to-noise ratio as an absolute value.

However, we could compute the ratio between the amplitude of the signal and

the root mean square amplitude of the background EEG noise that was fixed at

100. We chose to label this value "signal-to-noise ratio." (Strictly

speaking the value should be referred to as the "signal-to-background-noise

ratio". For reasons discussed earlier, we do not include systematic noise,

or component overlap, in this estimate.) This ratio varied systematically

from 0 to 5, in half unit increments. Both N200 and Slow Wave partially

overlapped with P300. N200 had a frontally maximum scalp distribution that

was clearly different from that of P300. The scalp distribution of the Slow

Wave was maximally positive at Pz, and was therefore more similar to that of

P300. These manipulations allowed us to study the impact of different

levels of component overlap (using manipulations of latency, amplitude, and

scalp distribution) on the P300 latency estimates. The five components were

added to obtain complex ERP waveforms. An example of one set of these

waveforms is presented in the upper panel of Figure 1.

Insert Figure 1 About Here

Component amplitudes and latencies were factorially combined. The

design included 2 x 2 (amplitude and latency) N200 manipulations, 2 x 2 Slow

Wave manipulations, and four repetitions of the control condition (where the

amplitudes of the overlapping component were zero), with a total of 20
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conditions of component overlap. As there were 11 levels of P300 amplitude,

220 basic ERP waveforms were obtained for each electrode.

Background EEG noise. Estimates of background EEG activity were

obtained from a set of 100 trials recorded from an individual subject in an

oddball experiment (Fabiani et al., in press).4 The background EEG was

obtained by subtracting the appropriate average from each single-trial

record. A power spectral analysis of these waveforms revealed maxima in the

following bands: 0-4 Hz for all electrodes, 8-10 Hz for the parietal

electrode, and 14-16 Hz for all electrodes.

This procedure yielded a set of waveforms whose average is a flat line.

However, the variability from trial to trial is not equal for all

time-points and electrodes. In particular, larger intertrial variance was

observed at a latency of approximately 300 msec (perhaps due to sampling

variation), and smaller variance during the pre-stimulus period. Under

these conditions, these waveforms could not be considered stationary over

the whole epich, and, therefore they could not be considered as good

estimates of the background EEG noise. A further disadvantage was that the

impact of noise could vary as a function of the latency. Therefore we chose

to standardize each time-point (and electrode), with a mean of 0, and a

standard deviation of 100 units (10 microvolts). We considered the

resulting 100 waveforms for each electrode as our simulated background EEG

activity. An analysis of the frequency characteristics of the simulated

background noise after the standardization did not reveal any difference

from the "non-standardized" noise. However, we also ran a control condition

with non-standardized waveforms (Simulation 2).

An example of single-trial waveforms obtained by adding the complex ERP

waveform and the standardized background noise is shown In the lower panel
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of Figure 1. Note that the waveforms obtained by adding the noise are

different in several aspects from those not containing noise. In particular

the relationship among electrodes is altered, double peaks are noticeable,

etc.

Off-line Frequency Filters. The study included a comparison among four

off-line, low-pass frequency filtering procedures, and a no filtering

condition. All the filters were based on a moving average (Ruchkin &

Glaser, 1978). The procedure differed in the number of consecutive

time-points used for the smoothing (length), and in the number of iterations

of the procedure adopted. Two length levels (7 and 13 points), and two

iteration levels (1 and 2 iterations) were used. Moving average filters

cannot be perfectly described in terms of the half-amplitude cut-off

frequencies (Ruchkin & Glaser, 1978). However, a running average of 7

points corresponds roughly to a -3 dB cut-off point at 6.29 Hz when one

iteration is used, and at 4.43 Hz when two iterations are used. For 13

consecutive points the corresponding values are 3.38 Hz and 2.38 Hz,

respectively.

We should emphasize that the comparison between filtering procedures

described above does not exhaust all off-line frequency filters available to

the investigator. However, Simulation 5 considers the impact of a wider

range of less commonly used filters (up to 1.42 Hz).

Spatial Filters. Two types of spatial filters were compared: single

electrode selection and Vector filter.

a. Single electrode selection. This procedure consists of the

selection of one electrode for further analysis. Given that our P300

component was maximum at Pz, we chose this electrode for the analysis.

b. Vector Filter. This procedure, described by Gratton et al.
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(submitted), is based on the assumption that ERP components are

characterized by a specific scalp distribution that can be expressed by a

series of weights, one for each electrode.

In the present case, we used a Vector filter characterized by the

following weights: 0.15 for Fz, -0.53 for Cz, and 0.83 for Pz. The choice

of these weights was based on a previous study in which they were found to

produce on optimal discrimination between two groups of rare and frequent

trials. As we have noted elsewhere (Gratton et al., submitted), component

weights can be estimated by using discriminant analysis to determine the

optimal discrimination between a set of waveforms in which the component of

interest is present and another set in which it is absent (or smaller).

Since the P300 component is larger for rare than for frequent stimuli (e.g.,

Duncan-Johnson & Donchin, 1977), the weights derived from the discriminant

function procedure should represent the P300 component. Note that the set

of weights does not correspond to the typical P300 distribution. This is

because the background noise is not "random." Further discussion of this

point is provided in this Simulation 6, in which we varied parametrically

the weights of Vector filter to determine which parameters resulted in the

best improvement in the estimation of P300 latency.

Signal detection techniques. The signal detection algorithms included

peak-picking and cross-correlation techniques. The peak-picking algorithm

is based on the detection of the maximum value in a prespecified temporal

window.

In this paper we adopted a procedure which allowed us to evaluate both

cross-correlation and Woody filter. We used a template equivalent to the

P300 component that we used to generate the simulated waveforms for the

first iteration of the Woody filter procedure. Thus, this first iteration
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corresponded to a cross-correlation algorithm, while the subsequent

iterations corresponded to successive iterations of the Woody filter. The

estimate of P300 latency was obtained by selecting the central value of the

ERP segment with the maximum correlation with the template.

For each signal detection procedure, the temporal window began 300 msec

post-stimulus and ended 800 msec post-stimulus (250 msec before and 250 msec

after the P300 peak). The duration of the template used for the

cross-correlation algorithm was 500 msec.

Accuracy estimation. As described above, 100 repetitions were obtained

for each condition. To assess the accuracy of latency estimation obtained

with each procedure under each condition, the root mean square error (MSE)

value was calculated. This value was obtained as follows:

n 2
MSE = SQRT(sum (1 L) / n

i=1 i

where:

MSE is the root mean square error of the latency estimates;

n is the number of trials;

1 is the latency estimate at trial i;
i

L is the P300 peak latency (550 msec).

Most of the figures presented in the following sections of this paper show

variations of the MSE value as a function of variations of the

signal-to-noise ratio (i.e., P300 amplitude). In the plots presented here,

a logarithmic scale is used, because we assumed that the variability in MSE

obtained with different procedures was proportional to Its absolute value.

Another dependent variable we used was an approximate estimate of the
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number of trials required to reduce the standard error of estimate to 3

msec.5

Results

Non-overlapping component condition. The basic design was devised to

permit a comparison of the accuracy of several procedures over a wide

variety of signal and noise conditions. As a reference point we will first

present the data obtained in the condition in which no overlapping

components were present. The MSE values (averaged across 400 repetitions)

for this condition are shown in Figure 2.

Insert Figure 2 About Here

As a reminder, in this and most of the following figures the abscissa

represents the signal-to-noise ratio (i.e. P300 amplitude), while the

ordinate represents the log MSE. The MSE values obtained with the Woody

filter were similar to those obtained with the cross-correlation procedure.

Several important effects are apparent in Figure 2. First, variations

of the signal-to-noise ratio produced the largest effects on the accuracy of

estimation. As expected, at a signal-to-noise ratio of 0, all the

procedures produce about the same results. The MSE at this signal-to-noise

ratio is close to that which would be obtained by picking points at random

in the temporal window. In fact, the log MSE obtained in the latter way is

2.2. By increasing the signal-to-noise ratio, exponential decreases of the

MSE can be observed (the functions approximate a straight line in the figure

because of the logarithmic scale used for the ordinate). At a

signal-to-noise ratio of 5, the MSE value is one tenth of that found at a

signal-to-noise ratio of 0. Second, the use of cross-correlation as a
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signal detection procedure yielded lower MSE values than peak-picking. The

gain in accuracy obtained with cross-correlation may be as high as 50%, at

very high signal-to-noise ratios, and when no frequency filter is applied.

Third, the use of Vector filter as a spatial filtering technique reduced the

error in latency estimation in comparison with single electrode selection

(Pz). This advantage is evident at intermediate and high signal-to-noise

ratios. At low or intermediate signal-to-noise ratios (0.5 to 2.0), the

advantage of Vector filter is comparable to that of cross-correlation.

However, the advantage of Vector filter rarely reaches the 50% level and is

usually about 25%. The advantages of Vector filter and of cross-correlation

appear to be independent. Fourth, low-pass frequency filters produced

marked improvements in the accuracy of latency estimation. The largest

improvement was obtained with a 2.38 Hz low-pass filter. Low-pass filters

with a higher cut-off produced less improvement. However, this effect was

particularly evident when a peak-picking algorithm was used for signal

detection. The gain for cross-correlation was small. In fact, the effect

of the frequency filters was to bring peak-picking to the same level of

accuracy as cross-correlation. The gain obtained with Vector filter was

unaffected, and in fact the smallest MSE values were obtained by the joint

use of frequency filters, Vector filter, and cross-correlation.

Histograms of the latency estimates for each single trial in the

non-overlapping component condition, without frequency filter, are shown in

Figure 3.
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Insert Figure 3 About Here

The distribution at a signal-to-noise ratio of 0 was approximately

rectangular, indicating that no point was more likely to be chosen than any

other when no signal was present (apart for a small preference for the first

point in the epoch). At higher signal-to-noise ratios, central values

become progressively more represented. The mode tends to correspond to the

actual P300 latency. An exception to this general rule can be observed at a

signal-to-noise ratio of 2.5 for the peak-picking algorithm applied to Pz

waveforms, and for all procedures at a signal-to-noise ratio of 1, where the

skewed distribution indicates the presence of systematic error.

Latency-adjusted average waveforms obtained with cross-correlation and

second and third iterations of Woody filter for the non-overlapping

component condition, at extreme levels of the signal-to-noise ratio and no

frequency filter, are shown in Figure 4.

Insert Figure 4 About Here

Inspection of this figure reveals that, even when no ERP component is

present (signal-to-noise ratio is equal to 0), the latency adjustment

procedure "creates" one. When the component is large, the distortion

produced by the latency adjustment is negligible. In fact, at a

signal-to-noise ratio of 5, the amplitude of P300 at Pz is 500 units, while

with Vector filter it is 260 units -- a reduction to 52% of Pz amplitude

that can be predicted on the basis of the weights used. This Interaction of
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the performance of latency adjustment procedures with signal-to-noise ratio

is in agreement with the results reported by Pfefferbaum (1983). The

artifactual component created by the latency adjustment appears larger when

the signal detection algorithm is applied to Pz waveforms, than for

waveforms obtained with Vector filter. This effect is confounded in part

with the overall reduction in amplitude produced by Vector filter. The

artifactual component appears also to have the same amplitude if the latency

adjustment is obtained after the cross-correlation procedure, Woody filter

with one iteration, or Woody filter with two iterations. Thus, the problem

does not seem to be related to the number of iterations, but rather to the

latency adjustment procedure per se.

Overlapping component conditions. Log MSE (and number of trials

required to obtain an error of 3 msec) for four different component overlap

conditions with two spatial filtering and two signal detection procedures

(without frequency filters) are shown in Figure 5.

Insert Figure 5 About Here

The "no-component overlap" condition is shown in the upper left panel for

comparison. The other three conditions shown in the figure were "small

component overlap" (K200 amplitude = 50 units, N200 latency = 300 msec, Slow

Wave amplitude = 100 units, Slow Wave latency = 1280 msec), "large N200

overlap" (N200 amplitude - 100 units, N200 latency = 400 msec, Slow Wave

amplitude = 100 units, Slow Wave latency = 1280 msec), and "large Slow Wave

overlap" (N200 amplitude = 100 units, N200 latency = 300 msec, Slow Wave

amplitude = 200 units, Slow Wave latency = 1000 msec).

Inspection of this figure reveals that component overlap impaired the
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accuracy obtained with each procedure to a different degree. The relative

advantage of procedures based on Vector filter in comparison to those based

on Pz channel selection interacted with the degree and type of component

overlap. In particular, the advantage was smaller for the "large Slow Wave

overlap" condition than for the other conditions. We should note here that

the scalp distribution of Slow Wave was close to that of P300, while the

scalp distribution of N200 was quite different. Thus, the improvement

obtained with Vector filter is not affected by overlapping components with a

scalp distribution different from that of P300, but is affected by an

overlapping component with a scalp distribution similar to that of P300.

However, even in the worst case (large Slow Wave overlap) estimates obtained

on Vector filtered data are no worse than those obtained on Pz waveforms.

For reasons of space, we cannot present here the results obtained with

all the other combinations of component overlap, signal-to-noise ratio,

frequency filtering, spatial filtering, and signal detection algorithm.

However, these results confirm the observations we have presented so far.

Discussion

The following conclusions can be drawn from the data presented in the

Results section:

1. The error of latency estimation decreases exponentially as the

signal-to-noise ratio increases.

2. Cross-correlation provides a more accurate estimate than

peak-picking.

3. Woody filter with 2 or 3 iterations is comparable to

cross-correlation (although this result may be due to the

fact that the template for cross-correlation was the same as

the target component).
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4. Frequency filters improve markedly the accuracy of estimates

obtained with peak-picking and, to a lesser extent, with

cross-correlation.

5. Vector filter yields estimates that are more accurate than single

electrode selection (Pz).

6. Overlapping components impair the accuracy of estimates of single

electrode selection, while the latency estimates of Vector

filtered data are impaired only if the scalp distribution is

similar to that of P300 (e.g. Slow Wave).

7. The accuracy improvements obtained with cross-correlation, Vector

filter, and increases in signal-to-noise ratio appear to be

independent. The improvements in accuracy obtained with

Vector filter and frequency filters are also independent.

8. The accuracy improvements obtained with cross-correlation and

frequency filtering are not additive -- that is, the combined

use of both these procedures does not produce more accurate

estimates than either of them alone.

9. Latency-adjustment procedures may "create" artifactual

components. This is especially apparent at small signal-to-noise

ratios. However, this phenomenon is less evident when Vector

filtered, rather than Pz, data are considered.

Some of the findings described above may be related to the particular

conditions used in this study. The procedures adopted were largely

arbitrary (although we did attempt to simulate veridical conditions), and

variations of some of the parameters may have a crucial impact on the

accuracy of latency estimates. In order to generalize these findings to a

wider variety of situations, five additional analyses were performed. These
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analyses explored the effects of five variables on the accuracy of latency

estimates: (a) standardizing background EEG noise, (b) varying the duration

of P300, (c) varying the latency of P300, (d) varying the parameters of the

frequency filter, and (e) varying the parameters used for Vector filter.

Simulation 2: Effect of standardizing background EEG noise.

Our simulation of background EEG noise included the standardization,

across trials and separately for each time-point, of single-trial

deviations. The purpose was to obtain comparable variance across the whole

epoch. However, this might affect the veridicality of our simulation

procedure.

Method

To investigate further the effects of the standardization procedure, we

ran part of the basic design (Simulation 1) on non-standardized waveforms.

The replication was exact, apart from the absence of frequency filtering.

Note also that the signal-to-noise ratio for non-standardized waveforms

could not be exactly determined. However, P300 amplitude was manipulated as

in the basic design, and the level of noise in the P300 region was roughly

comparable to that of the basic design. Thus, the same scale was adopted

for the signal-to-noise ratio manipulation.

Results

Some of the results obtained with non-standardized noise are presented

in Figure 6.
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Insert Figure 6 About Here

Discussion

Comparison of the accuracy of latency estimation with standardized

(Figure 5, upper left panel) and non-standardized background noise (Figure

6) indicates that the standardization procedure did not significantly affect

the results. All the findings were replicated. Thus, the standardization

procedure did not impair the veridicality of the simulation.

Simulation 3: Effect of P300 duration.

Since the template we used for the cross-correlation technique was the

same as the target component itself, the detection of P300 obtained with

this algorithm may be more accurate than that which could be obtained with

observed data, when the "true" P300 waveshape is not perfectly known.

Therefore, Simulation 1 does not really address the question of the

advantage of iterating with Woody filter. In Simulation 3, we considered

cases in which we do not have a good representation of the P300 waveshape.

Method

To this end, we varied systematically the duration of the simulated

P300 between 200 and 800 msec, with increments of 100 msec. However, we did

not vary the wavelength of the template used for the cross-correlation

procedure. P300 amplitude was fixed at 250 units (corresponding to a

signal-to-noise ratio of 2.5). Background EEG noise was simulated through

standardized waveforms, but no overlapping components were added. No

frequency filtering was applied.
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Results

Log MSE (and number of trials required to obtain a standard error of 3

msec) as a function of P300 duration for two spatial filtering procedures

(Pz selection and Vector filter) and four signal detection algorithms (peak-

picking, cross-correlation, WoLJy filter with two iterations, and Woody

filter with three iterations) are shown in Figure 7.

Insert Figure 7 About Here

Inspection of this figure reveals several noteworthy findings. First,

the accuracy of latency estimation depends on the duration of P300. The

sharper the P300, the more accurate the estimate. This is particularly true

for the peak-picking procedure (especially if used in conjunction with

Vector filter) and Woody filter. For cross-correlation, the most accurate

estimation is obtained when the duration of the P300 is slightly shorter

(400 msec) than that of the template. When the duration of the component is

shorter than that of the template, peak-picking and Woody filter produce

estimates equal to or more accurate than cross-correlation. However, when

the duration of the component is longer than the duration of the template,

cross-correlation yields better estimates.

Discussion

These results suggest that peak-picking and Woody filter produce

accurate estimates in cases of sharp components. For peak-picking, this is

not surprising. For Woody filter, it may be that this procedure produces

sharper templates at each iteration. Thus, iterating with Woody filter may

be advantageous when the original template has a longer wavelength than the

target component, but disadvantageous when the original template has a
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shorter wavelength than the target component. It is interesting to note

that, in cases of latency jitter, the averages tend to be "smooth" and the

components "widened." Therefore, using the "unadjusted" average waveform as

the template for the first iteration of Woody filter may be appropriate in

cases in which the duration of the target component is not known.

Simulation 4: Effect of variability of P300 latency.

The second and third iterations of the Woody filter procedure use the

average waveform as the template. If the latency of the component varies

from trial to trial, then the average will not provide an accurate

representation of the ERP. The rationale for iteration is that a more

accurate template will be obtained by aligning single trials on the basis of

single trial latency estimates, and then deriving a new average. Of course,

iterations will only be useful when the waveshape of the target component is

not known. In Simulation 4, we investigated the effects of latency jitter

and of lack of knowledge about the waveshape of the target component.

)Method
The latency of P300 was varied by sampling from a distribution with a

mean of 550 msec and a standard deviation of 83 msec, and the duration of

P300 was varied, with three levels, 300, 500, and 700 msec. The duration of

the template for cross-correlation (and first iteration of Woody filter) was

fixed at 500 msec. The other parameters of this simulation are reported in

Table 3.

Results

The results of this analysis are presented in Table 3.
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Insert Table 3 About Here

Discussion

These results indicate that, in conditions of latency jitter, the

advantage of Vector filter over single electrode selection remains, while

the advantage of cross-correlation over peak-picking depends on the

correspondence between the template and the target component. The most

interesting comparison is between cross-correlation and Woody filter -- that

is, the effect of iteration. Woody filter with two iterations yields

latency estimates that are more accurate than cross-correlation when the

component is sharper than the template, while no advantage for the iteration

procedure is evident when the template is equal to or sharper than the

component.

Simulation 5: Effect of variation in frequency filter parameters.

The data presented in Simulation 1 indicates that the use of a low-pass

frequency filter leads to an improvement in the estimation of P300 latency.

The lower the cut-off point, the greater was the improvement. Of course, at

some point, extremely low cut-offs will completely attenuate the P300 and

therefore lead to poor detection. To determine which cut-off level leads to

the greatest accuracy in the estimation of P300 latency, we ran another

simulation with a wider range of cut-off settings.

Method

Five cut-offs points (-3 dB) were used: 6.29 Hz, 3.38 Hz, 2.32 Hz, 1.76

Hz, and 1.42 Hz. Another condition was included in which no off-line filter

was used. Each of these frequency filter conditions was applied to 150
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trials generated by adding different samples of EEG noise to target and

overlapping components. The parameters of these components were the same as

in Simulation 4 and are shown in Table 4.

Results

MSE data for the different frequency filters, for Vector filter and

single electrode selection, and for peak-picking and cross-correlation, are

reported in Table 4.

Insert Table 4 about here

Discussion

The results confirm that frequency filters improve the accuracy of the

P300 latency estimates. This is particularly true for latencies estimated

with peak-picking, while the gain for estimates obtained with

cross-correlation was quite small. The most accurate estimates were

obtained at a cut-off point of 1.76 Hz. Lower and higher cut-offs were

associated with inferior estimates, although those obtained for adjacent

cut-offs were almost as good as those for 1.76 Hz. This suggests that the

setting of the low-pass filter does not need to be very precise.

Simulation 6: Effect of variation of Vector filter weights.

The weights for Vector filter used in the basic design were chosen to

discriminate between the target component (P300) and various sources of

noise. The scalp distribution we filtered was not that of the target

component (in our case, P300). Recall that the weights of this filter were

chosen on the basis of their ability to discriminate between sets of

waveforms associated with rare and frequent stimuli. However, other weights
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could have been chosen, and some of them might have produced superior

results than the set selected. To evaluate the consequences of the choice

of Vector filter weights, we varied them systematically and studied their

impact on the accuracy of latency estimation.

Method

For this study, we used a P300 amplitude of 250 units (signal-to-noise

ratio = 2.5). Background EEG noise was simulated with standardized

waveforms, and no frequency filtering was used. The overlapping components

included N200 (amplitude = 50 units; latency = 300 ms) and Slow Wave

(amplitude = 100 units; latency = 800 ms). Following the nomenclature used

previously, this condition may be described as "moderate Slow Wave overlap."

P300 latency was estimated using cross-correlation (the length of the

template was equal to that of P300). This procedure was selected because It

yielded the best results in the basic simulation.

The 47 sets of weights of Vector filter used in this simulation are

presented in Table 5.

Insert Table 5 about here

Note that 45 of these sets can be organized in 9 groups of five, such that

each group represents an "individual" profile, whose mean is equal to 0.00,

0.15, 0.29, 0.41, and 0.50. This variation in mean was chosen to encompass

possible variations in the sensitivity of the filter to variation in

polarity. The nine profiles (labelled with the letters from A to I) were

selected so as to cover a variety of filters, all satisfying the criterion

of having the parietal electrode weighted equally or more positively than

the other electrodes. Note that the filter having the profile labelled C
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and the mean of the weights equal to 0.15 is that used for all the previous

simulations. The last two sets of weights characterize, respectively, a

filter that is equivalent to the selection of the Pz electrode, and a filter

equivalent to computing the average across electrodes. The selection of the

Pz electrode can also be considered equivalent to a filter having a profile

E, and a mean of the weights equal to 0.33. The average of the electrodes

correspond to a filter with all the weights equal to 0.58. Note that, for

each set, the sum of squares of the weights is equal to 1.00. Thus, as the

profiles change and as their mean value changes, the units of the output of

the Vector filters do not change. Note, finally, that the "input" scalp

distribution of P300 (in this study) was equivalent to a set of weights with

profile G, and mean equal to 0.54. This set of weights is also shown in

Table 5. Some of the profiles are shown graphically in Figure B.

Insert Figure 8 About Here

Results

The effect of varying the weights of Vector filter was evaluated by

comparing the accuracy obtained with each of the 47 sets of weights with the

accuracy obtained with single electrode selection (Pz). Thus, the MSE

associated with the single electrode selection (Pz) was divided by that

observed for each set of weights to yield a relative performance measure for

each filter. Note that a value above 1 indicates that the MSE obtained with

a given set of weights is smaller than that obtained with single electrode

selection (and, therefore, that the latency estimate is more accurate),

while a value below I indicates a higher MSE. In general, the higher the

relative performance measure, the better the filter. These relative
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performance values are shown in Table 6.

Insert Table 6 about here

Discussion

Table 6 shows that the optimal set of Vector filter weights corresponds

to the profile C with a mean value of 0.15. This is in fact the set of

weights for Vector filter we used in the basic design. With this setting

the gain in the accuracy of latency estimates relative to single channel

selection is more than 20%. Thus, the parameters we chose were optimal.

Note that this set of weights was originally selected on the basis of

observed data. The fact that these weights yield the best performance in

our simulation supports the procedure (discriminant analysis between a set

of rare and frequent trials) we used to derive this set of weights.

Although the set of weights used in the basic design yields the most

accurate latency estimates, other sets of weights also produce improvement

in comparison to single electrode (Pz) selection. In general, these sets

share the following characteristics: (a) the weights are ordered with

maximum values at Pz, followed by Fz, and by Cz; (b) the mean of the weights

is positive; and (c) the weight for Cz is negative.

Note that several sets of weights yield accuracy that is worse than

single channel selection. This is not surprising. In fact, these sets of

weights correspond to scalp distributions which do not enhance the

discrimination between signal and noise. Rather, they enhance the noise or

reduce the signal.

The results of this simulation indicate that filtering for a scalp

distribution that is different from that of the target component can produce
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even better results than filtering for the target component itself

(equivalent to profile G with mean of 0.54). This is likely to occur when

the scalp distribution of the target component and that of the noise

overlap. It is important to note that although the average background noise

value is equal to 0, it can be characterized on single trials by large

positive and negative peaks. To the extent that the scalp distribution of

the positive peaks is similar to that of the target component, these peaks

may be misidentified as the target component. For instance, a positive

noise peak may be characterized by large voltage values at Pz and Cz, and

thus resemble the scalp distribution of P300. In our case, high positive

values at Pz tend to co-occur with high positive values at Cz (the

correlation between noise at these two electrodes is above 0.80). For this

reason, a larger reduction of noise and consequently an improvement of the

signal-to-noise ratio, is obtained by filtering for a scalp distribution

that maximizes the discrimination between the P300 and the positive noise

peaks. This is achieved when different polarity values are assigned to the

weights for Pz and Cz. In general, it is advisable to use a set of weights

which dissociates the activity of different electrodes with strong noise

coherence. A detailed discussion of the selection of weights is given in

Gratton et al. (submitted).

General Discussion

The results presented in this paper indicatEo that the accuracy of

latency estimation is affected by several variables, including the

signal-to-noise ratio, characteristics of signal and noise, the use of

preparatory (filtering) procedures, and the choice of the signal detection

algorithm.

L
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The signal-to-noise ratio appears to be the most important factor. In

general, the error of estimation decreases exponentially with increases in

the signal-to-noise ratio. Thus, any methodology which enhances the signal-

to-noise ratio is very valuable. However, the effect of the signal-to-noise

ratio does not appear to interact with other effects. Procedures which

yield the most accurate estimates at high levels of signal-to-noise ratio

tend to produce the most accurate estimates at low levels. Thus, while

knowledge of the signal-to-noise ratio may be critical for estimating the

power of the procedure, it is irrelevant for the choice of the algorithm for

latency estimation.

The use of spatial information for enhancing the detection of ERP

components can be very useful, particularly when information about the scalp

distribution of the target component is available. In general, Vector

filter produced more accurate latency estimates than single electrode

selection at Pz, or than the average across electrodes. This effect Was

most evident when overlapping components were present and when these

components had a scalp distribution which was different from the P300

(N200). However, the choice of the weights of Vector filter is also

important. These weights should be such that the discrimination between

signal and noise is enhanced, rather than merely mirroring the spatial

distribution of the signal. In our case, we used a discriminant function

analysis between two sets of observed waveforms from rare and frequent

trials to select the set of weights for P300. This procedure yields weights

which dissociate the parietal and the central electrode, while still

emphasizing the positive trend across electrodes. These weights fared quite

well when compared to the selection of the Pz electrode, or to other sets of

weights that emphasize the positive, parietal distribution of P300.
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Frequency filtering produces improvement in the accuracy of latency

estimation. The advantage is particularly evident when peak-picking is used

as the signal detection procedure. The accuracy obtained with

cross-correlation does not seem to be much improved by the use of low-pass

frequency filters, possibly because this procedure, in contrast with

peak-picking, is already based on several time-points. Our investigation

showed that the optimal frequency filter for P300 has a cut-off at 1.76 Hz.

Further filtering produces impairment of signal detection because the signal

itself is degraded. Of course, the signal is also degraded with a cut-off

of 1.76 Hz, but the noise is presumably degraded to a greater extent. It

should be noted that our findings relate only to filters based on moving

averages, and that we did not compare the effect of filters with other band-

pass characteristics, or the effect of high-pass filters.

The choice of the signal detection algorithm may also affect the

accuracy of latency estimates. Cross-correlation produces better results

than peak-picking, at least when the wavelength of the template is

comparable to, or shorter than, the wavelength (duration) of the signal.

The difference between the two procedures may also be reduced by the use of

appropriate frequency filters. Two or three iterations of Woody filter do

not yield significant improvement over cross-correlation alone in cases in

which the template for cross-correlation has a wavelength comparable to, or

shorter than, that of the signal. However, the Woody filter iterations

produced a marked improvement in accuracy in those cases in which the

wavelength of the template was much longer (2 times or more) than that of

the signal. Thus, cross-correlation alone appears the best choice when the

duration of the target component is known (at least approximately). When no

information Is available, cross-correlation with iterative Woody filter
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should be used. The use of peak-picking should be restricted to the

detection of sharp (duration equal or less than 300 msec) components, and,

even in these cases, its use may be justified mainly on the basis of its

simplicity and low computational load.

As a general commentary, the results of these studies emphasize that

the characteristics of both signal and noise must be considered for the

choice of procedures for the estimation of the latency of ERP components.

The interaction between signal and noise characteristics was particularly

evident for the choice of spatial filtering procedures. However, we believe

that this is merely an instance of a general principle, and that ERP signal

detection algorithms should be based on those characteristics of the signal

which allow its discrimination from the noise in which it is embedded.
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Footnotes

1. Other sources of noise, such as those related to eye-movements,

electromyographic activity, and electrocardiographic activity, will not be

considered here.

2. Gratton et al. (submitted) described a procedure that allows the

investigator to decompose the ERP observed at several electrode locations

into the contribution of components charaterized by different scalp

distributions. The procedure is comprised of three critical elements, (a)

an obtained ERP waveform for each of several electrodes, for which we want

to know the time course of the constituent components; (b) a set of

characteristic weights (one for each electrode) for each component -- these

weights describe the characteristic scalp distribution of the component; and

(c) an output waveform (amplitude x time function) for each component that

describes its timecourse in the obtained waveforms. This output waveform

can be interpreted as a result of the application of a specific spatial

filter that emphasizes the contribution of a component with a particular

scalp distribution. The amplitudes of each component at each time point are

derived by using a least squares criterion. In most of the simulation

studies presented in this paper, only one set of weights is used. However,

in the last simulation, the use of other sets of weights will be examined.

3. The "Woody filter" has been applied to ERPs (e.g., Kutas et al.,

1977) to overcome the problem of latency jitter. The procedure was used to

obtain estimates of the waveshape of the target component that were

progressively more accurate at each iteration.

Wastell (1977) investigated the utility of the iterating procedure

proposed by Woody (1967). He reported that, if an appropriate template has

been selected, iterations do not improve the detection of the signal.
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Furthermore, Pfefferbaum (1983) found that iterations of the Woody procedure

may extract spurious, artifactual components that are indistinguishable from

real components when the signal-to-noise ratio is very low. He concluded

that cross-correlational techniques (and Woody filter in particular) produce

the best results at relatively high signal-to-noise ratios.

4. In this experiment, the subject was presented with one of two tones

on any given trial. The tone probabilities were 0.2 and 0.8. ERPs were

recorded at Fz, Cz, and Pz. The on-line filtering procedure included a low-

pass filter with a half amplitude cut-off point at 35 Hz, and a high-pass

filter with a time constant of 8 sec. Vertical EOG was recorded from above

and below the right eye, and ocular artifacts were corrected with a

procedure described in Gratton, Coles, and Donchin (1983). Separate

averages were obtained for frequent and rare trials and for each electrode.

5. This measure was used to assess the relative power of the different

procedures and was obtained as follows. The MSE can be considered an

estimate of the standard deviation of the population of single-trial P300

latency estimates for each condition. (Note that, in this case, the

population mean is known.) However, the mean of the single-trial estimates

of the sample may not correspond to the mean of the population (550 msec).

If the normality assumption is met, we can compute the theoretical

distribution of the population of sample means from which the mean of our

sample is extracted. Following the theorem of central tendency, this

distribution will have a width (measured by the standard error of estimate)

that is proportional to the MSE (standard deviation) and inversely related

to square root of the number of trials used to compute the mean. By

increasing the number of trials we may theoretically reduce the standard

error of the estimate to any desired value. Thus, by appropriately setting
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the sample size, we may in theory obtain a standard error of estimate of 3

msec, given a specific value of the MSE. In fact, we can compute the sample

size required with the following equation:

2
N = (MSE / 3) + 1

where N is the number of trials required to obtain a standard error of 3

msec. Note that this value is only an approximation. In fact, it requires

(a) that the distribution of the single-trial estimates is normal, and (b)

that the sample mean is not systematically different from 550 msec. The

first assumption is violated, since only values inside the time window (300

to 800 msec) are possible. However, the distribution of the single-trial

estimates is approximately normal when the signal-to-noise ratio is larger

than 1. Examples of distributions of single-trial estimates for different

signal-to-noise ratios will be shown later. The second assumption may also

be violated, but it holds in most cases. Since the number of trials

required to obtain a standard error of estimate of 3 msec are related to the

MSE, we simply added a scale reporting the corresponding values for this

dependent variable in most of the figures in which MSE (or log MSE) is

presented.
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Table 1. Basic Design

(A) Trials per condition (100)

(B) Signal detection algorithms (4)

peak-picking
cross-correlation
Woody filter with two iterations
Woody filter with three iterations

(C) Scalp distribution filtering techniques (2)

single electrode selection (Pz)
Vector filter

(D) Target component amplitude levels (11)

signal-to-noise ratio varying from 0 to 5 by .5 increments

(E) Amplitude levels of overlapping components (5)

no overlap
N200: 50, 100
Slow Wave: 100, 200

(F) Latency levels of overlapping components (4)

N200: 300, 400
Slow Wave: 800,1080

(G) Frequency filter conditions (5)

no filter

6.29 Hz (7 points, 1 iteration)

4.43 Hz (7 points, 2 iterations)
3.38 Hz (13 points, 1 iteration)
2.38 Hz (13 points, 2 iterations)

(H) Dependent Variables (2)

root mean square error (MSE)
number of trials required to obtain 3 msec error
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Table 2

Parameters of ERP Components

Amplitude Latency Duration Scalp Distribution

(units) (msec) (msec) Weights

Components Fz Cz Pz

N100 100 100 100 -0.6 -1.8 -0.6

P200 150 250 150 1.0 1.0 0.5

N200 50/100 300/400 250 -1.2 -0.8 -0.4

Slow Wave 100/200 800/1080 800 -0.4 0.0 0.4

P300 0 to 500 550 500 0.4 0.8 1.2
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Table 3

MSE in the case of Latency Jitter

P300 duration

Measures 300 msec 500 msec 700 msec

Peak-picking

Pz selection 40 55 75

Vector filter 24 49 68

Cross-correlation

Pz selection 61 47 75

Vector filter 26 35 67

Woody filter (2 iterations)

Pz selection 56 41 74

Vector filter 20 37 66

Woody filter (3 iterations)

Pz selection 49 42 74

Vector filter 20 43 67

Component parameters:

P300 amplitude = 250 units (signal-to-noise ratio = 2.5)

NIO amplitude = 100 units N1(O latency = 100 msec

P200 amplitude = 150 units P200 latency = 250 msec

N200 amplitude = 50 units N200 latency = 300 msec

Slow Wave amplitude = 100 units Slow Wave latency = 800 msec
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Table 4

MSE for different low-pass cut-offs

-3 dB Peak-Picking Cross-Correlation

Cut-offs Pz Vector filter Pz Vector filter

No filter 50 47 31 34

6.29 Hz 47 44 31 30

3.38 Hz 40 38 42 32

2.32 Hz 46 39 49 37

1.76 Hz 38 38 32 26

1.42 Hz 44 42 43 36

Component parameters:

P300 amplitude = 250 units (signal-to-noise ratio = 2.5)

NiO0 amplitude = 100 units Ni0 latency = 100 msec

P200 amplitude = 150 units P200 latency = 250 msec

N200 amplitude = 50 units N200 latency = 300 msec

Slow Wave amplitude = 100 units Slow Wave latency = 800 msec
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Table 5. Sets of Vector filter weights used for Simulation 6.

Mean of the Profiles

weights A B C 0 E F G H I

Mean = 0.00 Fz 0.41 0.21 0.00 -0.21 -0.41 -0.58 -0.71 -0.79 -0.82
Cz -0.82 -0.79 -0.71 -0.58 -0.41 -0.21 0.00 0.21 0.41
Pz 0.41 0.58 0.71 0.79 0.82 0.79 0.71 0.58 0.41

Mean = 0.15 Fz 0.54 0.35 0.15 -0.05 -0.24 -0.41 -0.53 -0.61 -0.64
Cz -0.64 -0.61 -0.53 -0.41 -0.24 -0.05 0.15 0.35 0.54
Pz 0.54 0.71 0.83 0.91 0.94 0.91 0.83 0.71 0.54

Mean = 0.29 Fz 0.64 0.47 0.29 0.11 -0.06 -0.21 -0.32 -0.39 -0.42
Cz -0.42 -0.39 -0.32 -0.21 -0.06 0.11 0.29 0.47 0.64
Pz 0.64 0.79 0.90 0.97 1.00 0.97 0.90 0.79 0.64

Mean = 0.41 Fz 0.70 0.56 0.41 0.26 0.12 0.00 -0.09 -0.15 -0.17
Cz -0.17 -0.15 -0.09 0.00 0.12 0.26 0.41 0.56 0.70
Pz 0.70 0.82 0.91 0.97 0.99 0.97 0.91 0.82 0.70

Mean = 0.50 Fz 0.70 0.61 0.50 0.39 0.30 0.21 0.15 0.11 0.09
Cz 0.09 0.11 0.15 0.21 0.30 0.39 0.50 0.61 0.70
Pz 0.70 0.79 0.85 0.89 0.91 0.89 0.85 0.79 0.70

Selection of Pz electrode*: Fz 0.00
Cz 0.00
Pz 1.00

Average across electrodes**: Fz 0.58
Cz 0.58
Pz 0.58

Scalp distribution of input P300***: Fz 0.27
Cz 0.54
Pz 0.80

* This is equivalent to profile E with a mean of 0.33.

** The weights within each set were chosen with the constraint that the

sum of their squared values had to be equal to 1.

* This is equivalent to profile G with a mean of 0.54.
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Table 6. Ratio between MSE for single channel selection (Pz) and the

MSE for each of the Vector filters.

Mean Profiles

A B C D E F G H I

0.00 0.18 0.34 0.38 0.61 0.43 0.51 0.38 0.45 0.48

0.15 0.82 1.13 1.22 1.13 1.08 0.90 0.82 0.79 0.76

0.29 0.93 1.03 1.11 1.07 1.00 1.00 0.89 0.91 0.84

0.41 0.58 1.04 1.00 1.04 1.00 0.92 0.96 0.93 0.96

0.50 0.70 0.93 1.00 1.05 0.97 1.00 0.90 0.93 0.90

Selection of Pz electrode*: 1.00

Average across electrodes: 0.67

* This is equivalent to profile E with a mean value of 0.33
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Figure Legends

Figure 1. Examples of simulated single-trial waveforms. Waveforms

without EEG noise are shown in the upper panel, waveforms with EEG noise are

displayed in the lower panel. The amplitude is expressed in arbitrary units

(simulated P300 amplitude = 250 units).

Figure 2. Log MSE and number of trials required to obtain a standard

error of 3 msec, as a function of signal-to-noise ratio, for different

frequency filters, signal detection algorithms, and spatial filtering

conditions.

Figure 3. Histograms of latency estimates for four different

signal-to-noise ratios for two detection algorithms and two spatial

filtering techniques. The vertical lines indicate the latency of the

simulated P300.

Figure 4. Latency-adjusted average waveforms over 100 trials. P300

peak latency was computed with cross-correlation (upper panels), Woody

2-iterations (middle panels), Woody 3-iterations (lower panels). The left

column shows waveforms obtained with a signal-to-noise ratio of 0 (no P300

was present), the right column shows waveforms obtained with a

signal-to-noise ratio of 5. The solid lines indicate Pz waveforms, the

dashed lines indicate Vector filtered waveforms. The vertical lines

indicate the latency of the simulated P300. The amplitude is expressed in

arbitrary units.

L
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Figure 5. Log MSE and number of trials required to obtain a standard

error of 3 msec, as a function of signal-to-noise ratio for four different

component overlap conditions. The results for two detection algorithms and

two spatial filtering techniques are shown for each condition.

Figure 6. Log MSE and number of trials required to obtain a standard

error of 3 msec, as a function of the amplitude of P300 for the

non-standardized noise condition. The results for two detection algorithms

and two spatial filtering techniques are shown.

Figure 7. Effect of P300 duration on the accuracy of latency

estimation with peak-picking, cross-correlation and Woody filter with two

and three iterations.

Figure 8. Schematic representation of some of the sets of the Vector

filter weights (profiles) used for Simulation 6.
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Article 20.
Resource Reciprocity: An Event-Related Brain Potentials Analysis

Erik J. Sirevaag, Arthur F. Kramer, Michael G.H. Coles, Emanuel Donchin

University of Illinois, Department of Psychology, Champaign, Illinois

Abstract

The amplitude of the P300 component of the Event-Related Potential (ERP) has

proven useful in identifying the resource requirements of complex perceptual-motor

tasks. In dual-task conditions, increases in primary task difficulty result in

decreases in the amplitude of P300s elicited by secondary tasks. Furthermore, P300s

elicited by discrete primary task events increase in amplitude with increases in the

difficulty of the primary task. The reciprocity in P300 amplitudes has been used to

infer the processing tradeoffs that occur during dual-task performance. The present

study was designed to investigate further the P300 amplitude reciprocity effect under

conditions in which primary and secondary task ERPs could be concurrently recorded

within the same experimental situation. Forty subjects participated in the study.

Measures of P300 amplitude and performance were obtained within the context of a

pursuit step tracking task (the primary task) performed alone and with a concurrent

auditory discrimination task (the secondary task). Primary task difficulty was

manipulated by varying both the number of dimensions to be tracked (from one to two),

and the control dynamics of the system (velocity or acceleration). ERPs were

obtained from both secondary task tones and primary task step changes. Average root-

mean-square (RMS) error estimates were also obtained for each tracking condition.

Increased primary task difficulty, reflected in increased RMS error scores, was

associated with decreased secondary task P300 amplitudes and increased primary task

P300 amplitudes. The increases in primary task P300 amplitudes were complementary to

the decrements obtained for the secondary task, supporting the hypothesis of

reciprocity between primary and secondary task P300 amplitudes across several

different manipulations of primary task difficulty.

KEYWORDS: EVENT-RELATED BRAIN POTENTIALS, P300, RESOURCES, MENTAL WORKLOAD,
DUAL-TASK PERFORMANCE
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Introduction

This study is concerned with examining the assumptions which underlie

the use of the P300 component of the Event-Related Brain Potential (ERP) as

a measure of mental workload. The ERP represents electroencephalographic

(EEG) activity which is time-locked to an event (Donchin et al. 1978). By

averaging over records which follow repetitions of the event, the

contribution to the average ERP of background activity unrelated to the

processing of the event (noise) diminishes while the contribution of the

time-locked activity (signal) is enhanced. The P300 component of the ERP is

represented by a positive voltage deflection maximal over the parietal scalp

with a minimal latency of 300 msec (Sutton et al. 1965).

The proposal that P300 amplitude can serve a role in the measurement of

mental workload derived from observations that the amplitude of the P300 is

severely reduced when a subject's attention is directed away from the task

in which the eliciting stimuli are embedded (Johnson and Donchin 1978, 1982;

Duncan-Johnson and Donchin 1977, 1978). An important question, however, was

whether P300 amplitude would reflect graded changes in attention that are

characteristics of different levels of workload.

A systematic relationship between P300 amplitude and mental workload

was demonstrated in a series of studies that employed dual-task techniques

(Brown 1978; Ogden et al. 1979). In these studies, subjects performed two

tasks concurrently (see Donchin et al. 1986 for an in depth review). One

task was designated as primary, the other as secondiry. Primary tasks

included both system monitoring and manual control. The ERP eliciting

secondary tasks involved either visual or auditory discriminations (Isreal

et al. 1980a; Isreal et al. 1980b; Natani and Gomer, 1981; Kramer et al.
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1983). Results of these studies indicated that the amplitudes of P300s

elicited by secondary task stimuli decreased as the demands placed on

subjects by the primary tasks increased. Furthermore, this relationship

between P300 amplitude and task demands occured only when these demands were

perceptual/cognitive in nature. Motor demands did not systematically affect

the amplitude of the P300 component.

The results of these studies were interpreted within the framework of

Multiple Resource theory (Kinsbourne and Hicks 1978; Navon and Gopher 1979;

Sanders 1979; Wickens 1980; Friedman and Polson 1981). These models propose

that dual task performance can be conceptualized in terms of a number of

different resources that are limited in quantity. Tasks that require the

same types of resources will be timeshared more poorly than tasks that

require different resources. The allocation of this limited processing

commodity to the performance of a given task is determined by the motivation

and skill of the operator and the demands of the task. Workload, therefore,

is viewed as a hypothetical construct reflecting the interaction between

task demands and operator attributes (Gopher and Donchin 1986).

When an operator is in a demanding multi-task situation, and the tasks

require the same resources, tradeoffs in performance will be observed. If

the operator is instructed to optimize performance on one task, fewer

resources will be available for the other tasks. Furthermore, increases in

primary task difficulty entail the allocation of a larger share of the

resources to the primary task. Inevitably, these resources are no longer

available to the secondary tasks and performance on the secondary tasks

deteriorates (Navon and Gopher 1979; Norman and Bobrow 1975).

While the results of the P300 studies are consistent with the Multiple

Resource model, there was an important implication that had not been
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adequately examined. We refer to the fate of the P300 associated with the

primary task. If P300 amplitude does, in fact, reflect the resource

tradeoffs that occur during dual-task performance, then P300s elicited by

primary task events should increase in amplitude with increases in the

workload of the primary task. An even stronger prediction is that in dual-

task studies in which ERPs can be recorded in response to discrete primary

and secondary task events, there should be a reciprocal relationship between

primary and secondary task P300 amplitudes.

The amplitude reciprocity hypothesis was explicitly tested by Wickens

et al. (1983) who required subjects to track a discretely changing target

with a cursor. The ERPs elicited by the step changes of the primary task

were recorded in one experimental run; while those elicited by the tones

counted during the secondary task were recorded in a separate session. Task

demands were varied by manipulating the number of time integrations between

the joystick output and the movements of the cursor on the screen (so that

the dynamics of the system changed from velocity to acceleration control).

The data indicated that P300s associated with the step changes increased in

amplitude with increased primary task difficulty; while secondary task P300

amplitudes decreased in a complementary manner.

While these data did confirm the basic prediction of the resource

reciprocity hypothesis, we considered it necessary to test this hypothesis

with ERPs that were elicited by primary and secondary task events recorded

within the same block of trials. In other words, the case for amplitude

reciprocity would be stronger if a reciprocal relationship between

concurrently recorded primary and secondary task ERPs is found.

Furthermore, no study to date has examined the relationship between task

demands and P300 amplitude at the level of the single subject. We report
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here a study that tests the P300 amplitude resource-reciprocity hypothesis

using concurrently recorded primary and secondary task ERPs both across

tasks and within single subjects.

Previous research has indicated that while P300 amplitude is sensitive

to increases in the system order of a tracking task (Kramer et al. 1983),

manipulations of the number of dimensions in which a subject is required to

track produce no changes in secondary task P300 amplitude (Wickens et al.

1977). Given that the P300 is sensitive to perceptual/cognitive demands and

is relatively unaffected by motor demands (Isreal et al. 1980a), these

results imply that the system order manipulation places a heavy load on

perceptual/cognitive processing while the dimensionality manipulation loaded

primarily on response processing. Therefore, an orthogonal manipulation of

dimensionality and system order should provide conditions with varying

degrees of primary and secondary task resource competition.

In the present study, a step tracking task was developed in which

subjects performed four conditions (2 system orders x 2 dimensions) within

the context of both single and dual-task instructions (i.e. the presence or

absence of a concurrent auditory discrimination task). This combination of

independent variables allows for the replication of past findings and at the

same time introduces a previously unexplored condition (two dimensional

tracking in a second order system). Because the present study contains four

levels of the primary task, each of which should place different demands

upon the operator, it provides a unique opportunity to examine the

sensitivity of both primary and secondary task P300 amplitudes to graded

changes in workload. Thus, the present study examines whether the

reciprocity of P300 amplitude can be demonstrated both across tasks and
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within subjects in a study involving orthogonal combinations of dependent

variables and concurrently recorded primary and secondary task ERPs.

Method

Subjects Forty dextral males between the ages of 18 and 25 were paid for

their participation in this study. None of the subjects had any previous

experience with the step tracking task. All subjects had normal hearing and

normal or corrected to normal vision.

Tasks As a primary task, subjects tracked a target by moving a cursor on

the display screen. The target and cursor were both square (.5 x .5 cm) and

were displayed with equal intensity on a Cathode Ray Tube (CRT) 1.2 m from

the subject. Movements of the target square were under computer control.

The targets moved in discrete jumps to random positions on the CRT with an

average inter-mcie interval of 3.8 sec. The j-imps could occur either solely

in the horizontal or in both the horizontal and the vertical dimensions

depending on the experimental condition. The sequence of jumps was

constrained so that an equal number of jumps to the left and right, as well

as up and down, were executed in a given block. While changes in the

spatial position of the target occurrej in discrete steps, the subject was

required to exercise continuous control over the joystick to cancel the

error between the tracking elements. In each dual-task block the target

changed position approximately 60 times.

Subjects controlled the position of the cursor on the screen by

manipulating a joystick with their right hand. The dynamics of the system

response to movements of the joystick were determined by the following

equation:
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i X(T)=[(I-A) U(T) dtl+[(A)S5U(T) dtl

where U=stick position
T=time
A=contribution of the second order system

The value of "A" was varied to create velocity and acceleration conditions.

When A=O, the system was a pure first-order system in which movements of the

stick increased or decreased the velocity with which the cursor moved. This

will be referred to as the velocity condition. When A=95, the system

included a second-order component. That is, the joystick controlled the

acceleration of the cursor. In this "acceleration" condition, it was

considerably more difficult to achieve control over the cursor's movements.

For the secondary task, the subjects monitored a Bernoulli sequence of

auditory stimuli presented binaurally through TDH-39 headphones. On any

particular trial a high (1400 Hz) or low (1200 Hz) pitch tone could occur

with an equal probability. The subjects task was to count covertly the

total number of one category of the tones. Within a given block, from 26 to

35 target tones were presented and the interval between individual tones

averaged 3.8 sec. The duration of both tones was 60 msec (including a 10

msec rise/fall time). Since we were interested in ERPs to both step and

tone stimuli, the presentation schedule for the tones was constrained so

that the recording epochs for the tones (1280 msec) and the step changes

(1280 msec) did not overlap.

Recording system Electroencephalograpnic (EEG) activity was recorded from

three midline sites (Fz, Cz, and Pz according to the International 10-20

system: Jasper 1958) referenced to linked mastoids., Two Beckman

Biopotential electrodes were attached to the forehead and used as grounds.

The scalp and mastoid electrodes were Burden Ag-AgC1 electrodes affixed witn

collodion. The vertical electrooculogram (EOG) was recorded from Beckman
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electrodes affixed with adhesive collars above and below the subject's right

eye. All electrode impedances were below 10 kohms.

The EEG and EOG were amplified by Van Gogh model 50000 amplifiers with

a 10 sec time constant and a low-pass filter of 35 Hz, 3 db/octave rolloff.

The recording epoch for both the EEG and EOG was 1280 msec beginning 100

msec prior to either the primary task step changes or the secondary task

tones. The data channels were digitized every 10 msec and were also

filtered off-line (-3 db at 6.29 Hz, 0 db at 14.27 Hz) prior to further

analysis.

Stimulus generation and data collection Presentation of the stimuli and

collection of the data were under the control of a POP 11/40 computer (see

Donchin and Heffley 1975). On line monitoring of both average and single

trial EEG and EOG was accomplished by a GT-44 display. Contributions of the

EOG to the EEG waveforms were evaluated and eliminated off-line by

submitting the data to the eye-movement correction algorithm developed by

Gratton et al. (1983).

Procedure Two aspects of the tracking task could vary. The target could

move in one or two dimensions. The control system could be either a

"velocity" or an "acceleration" system. Thus, four different formats of the

tracking task were obtained by crossing dimensionality with control

dynamics. These tasks could be performed either alone (single task

conditions), or concurrently with the auditory discrimination task (dual-

task conditions). Each of the forty subjects participated in all eight

experimental conditions. Each condition lasted approximately 5 minutes and

was followed by a short (2 min) break.

6 Following electrode placement, subjects were told that they were about

to participate in a study to assess the effects of task difficulty on single
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and dual-task performance. Before receiving practice in the step tracking

task, all subjects performed three blocks of the auditory discrimination

task to familiarize them with the stimuli and procedure. Subjects then

performed three single task tracking blocks as practice. The practice

trials consisted of one block of velocity tracking in two dimensions, and

two blocks of acceleration tracking (one in one dimension and one in two

dimensions). After completing the practice blocks, subjects were instructed

to assign the tracking task top priority. Thus, tracking was defined as the

primary task. The subjects were told that while they should try to count

tones accurately, their goal was to perform the tracking task as well as

possible.

This study was part of a much larger research effort that examined

individual differences related to the performance of perceptual/motor tasks.

For this reason, it was necessary to insure that subjects were treated

identically. This required us to run the subjects through the experimental

conditions in a fixed order rather than in a counterbalanced fashion. The

order of the experimental blocks is presented in table i.

<Insert table 1 about here>

Note that single task blocks always preceded dual-task blocks, and easier

tracking conditions preceded difficult tracking conditions. While this

order may have diminished differences between single and dual-task

performance as a result of practice, this is not the comparison of primary

concern in this study. With respect to the comparison that is of interest

(ie between dual-task blocks differing in dimensionality and system order)

any learning due to practice effects should improve performance during the

more difficult conditions, rather than enhance performance decrements due to

increased primary task difficulty. Thus, this conservative design will tend
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to diminish differences between between easy and difficult tracking

conditions due to practice effects rather than amplify them.

Another potential confound introduced by the fixed presentation order

is a possible fatigue effect. Because the difficult conditions were

presented later in the session, any performance decrements could be the

result of increased fatigue. We consider this explanation unlikely given

that the experimental session rarely lasted for more than one hour and

subjects were given the opportunity to take breaks if so desired.

Furthermore, it is difficult to see how fatigue could artifactually produce

reciprocity. Although one could argue that secondary task P300 amplitude

decrements were due to fatigue, this does not account for concomitant

increases in the amplitude of primary task P300s.

Tracking accuracy data were collected by recording, every 50 msec, the

distance between the subject controlled cursor and the target square and

then computing the root-mean-square (RMS) error defined by these values.

Accuracy in the auditory discrimination task was assessed by comparing the

subject's count of target tones with the actual number of tones presented.

Results and Discussion

The primary and secondary task performance data will first be examined

to assess the extent to which the variations in dimensionality and system

order modulated the performance of the primary task. The RMS error measures

will be used to define the difficulty level of the experimental conditions.

According to this operational definition, the claim that a manipulation has

increased the difficulty of the primary task will be made if, and only if,

an increase in RMS error was produced. The RMS data will also be examined
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to determine whether subjects did, in fact, protect the level of performance

on the primary task even as the task demands increased. This is an

important observation for secondary task performance decrements are

difficult to intrepret if subjects do not perform the primary task

comparably during both single and dual-task conditions.

With these observations established, the ERPs elicited during the dual-

tasks can be analyzed to assess the effects of increased primary task

difficulty on the amplitude of P300s associated with the secondary task

events. Recall that with increases in the difficulty of the primary

tracking task we predicted that (a) increases in primary task P300s would be

observed, and (b) decreases in secondary task P300 amplitudes would be

obtained. Thus, the P300s associated with the primary task step changes

and the secondary task tones will be evaluated to test this prediction.

The reciprocity of primary and secondary task P300 amplitudes will be

analyzed both across and within individual subjects.

Performance data The average root mean square (RMS) error for an

experimental condition reflects the average distance between the cursor and

the target square. Low values of the RMS error scores, therefore, reflect

increased tracking accuracy. To facilitate the comparison of performance

and ERP data, the RMS data were range-corrected according to the following

transformation:

X(I) - X(MIN)
X(T) = 100 *

X(RNG)

where, X(T)= transformed score;
X(I)= score obtained in a given condition;
X(MIN)= minimum score for a given subject;
X(RNG)= range of scores for a given subject.
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In table 2 we present the values of the mean range-corrected RMS error

scores for all single and dual-task tracking conditions.

<Insert table 2 about here>

It is evident that the introduction of the secondary task did not impair

performance of the primary task. The RMS error scores during dual-tasks

were not statistically different lf(1,39)=3.89, p>.051 than the RMS errors

during single task tracking. The same pattern of results was also obtained

with the uncorrected scores indicating that our results were not

artifactually produced by the range-correction procedure. Indeed,

differences between single and dual-task RMS error scores involved less than

two percent of the total variance for both the corrected and uncorrected

measures.

Because the RMS error data were compared with ERP data collected only

during dual-task conditions, the RMS data from the dual-task conditions

alone were submitted to range correction and the effects of the

dimensionality and order manipulations were examined with respect to this

data base. Tracking accuracy declined, that is error rate increased, as

dimensionality increased [F(1,39)=321.81; p<.Ol, and as the control order

was increased from a velocity to an acceleration system [F(1,39)=2246.03;

p<.Oll.

The effect of system order was consistently larger than the effect of

dimensionality. This is illustrated by the significant interaction between

system order and dimensionality [E(1,39)=132.17; p<.011. Tukey tests

(Tukey 1977) performed on pairwise comparisons indicate that order

significantly affected performance in both one [F(1,39)=45.30; p<.O1 and

two dimensions (F(1,39)=61.40; p<.011. Similarly, the effect of
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dimensionality was significant for both velocity IF(1,39)=202.21; p<.O1,

and acceleration [F(1,39)=4196.28; p<.011 control systems.

Also presented in table 2 are the mean number of counting errors during

the auditory discrimination task. While analyses of these data indicated

that counting performance was significantly impaired by the manipulation of

system order [F(1,39)=9.32; p<.0041, the magnitude of this effect was quite

small. Because the average number of errors in even the most difficult

condition was less than two, we assume that changes in the ERPs associated

with the secondary task as a function of increased primary task difficulty

reflect a reallocation of resources to the primary task rather than an

unacceptable level of secondary task performance.

In summary, the RMS error data indicate that the manipulations of

control order and dimensionality successfully produced a range in tracking

performance suitable for the analysis of P300 amplitude reciprocity under

varying levels of primary and secondary task competition for processing

resources. Furthermore, the RMS data confirm that subjects protected their

performance on the primary task, for there was no significant increase in

RMS scores due to the imposition of the secondary task. Finally, the small

number of counting errors in all dual-task blocks provides support for the

claim that changes in the secondary task waveforms cannot be explained

simply as the result of inadequate performance of the auditory

discrimination task.

Secondary task ERP data The secondary task ERP data will now be examined to

determine the extent to which variations in primary task workload (as

reflected in the RMS error scores) are manifested in P300 amplitude

variability associated with the different secondary task conditions.
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The grand average target ERPs for each of the dual-task conditions are

displayed in fig. 1. As predicted, the one-dimensional velocity condition

was associated with the largest secondary task P300, and the smallest

secondary task P300 was elicited during the most difficult two-dimensional

acceleration condition.

<Insert fig. 1 about here>

A Principle Components Analysis (PCA) was conducted on the secondary task

ERP data to quantify the effects of manipulations of system order and

dimensionality upon the P300 (see Donchin and Heffley 1978; Coles et al.

1986, for a discussion of this procedure). The main advantage of this

technique is its ability to separate temporally overlapping components. A

data matrix consisting of 960 trials [40 Subjects x 2 Dimensions x 2 Control

Orders x 2 Stimulus Categories x 3 Electrodes] was submitted to the PCA.

The grand mean waveform and the component loadings derived from the PCA are

displayed in fig. 2.

<Insert fig. 2 about here>

It has been suggested (Donchin et al. 1978; Donchin et al. 1986) that

ERP components be identified according to three criteria: their latency

relative to a stimulus or a response; their amplitude distribution across

different electrode sites; and their sensitivity to task manipulations.

Utilizing these criteria, component 5 can be identified as the P300

component (it has the correct latency and scalp distribution and displays a

significant target effect [F(1,39)=8.84; p<.O051.

Having established component 5 as representative of the P300 we will

now examine the effects of the experimental manipulations of dimensionality

and system order upon the amplitude of this component. The requirement to

track in two dimensions significantly reduced the amplitude of the P300s
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associated with the concurrent auditory discrimination task [F(1,39):30.84;

p<.00011 when compared with one dimensional tracking conditions. Similar

results were obtained for the system order manipulation. Thus, smaller

secondary task P300s were produced during acceleration tracking conditions

than when the tracking task required velocity control IF(1,39)=21.49;

p<.0001).

The component scores for this factor at Cz were used to provide

numerical estimates of P300 amplitude for each individual subject in all of

the dual-task tracking conditions. These amplitude estimates were obtained

so that variations in secondary task P300 amplitude could be directly

compared with primary task P300 amplitude variability both within and across

subjects. Since the results obtained from separate PCAs cannot be directly

compared, the component scores were submitted to the range correction

algorithm outlined above for the RMS error scores.

The mean range-corrected P300 component scores for the secondary task

are presented in table 3. Note that higher component scores reflect

increased P300 amplitude.

<Insert table 3 about here>

The analysis of variance conducted upon the range-corrected scores confirms

that the manipulations of dimensionality IF(1,39)=13.15; p<.O0081 and system

order Ir(1,39)=18.27; p<.00011 significantly reduced secondary task P300

amplitude with no sign-ricant interaction IF(I,39)=0.42; p=0.521. Given the

RMS error results, these data confirm that increased primary task workload,

in every case, was associated with a reduction in the amplitude of P300s

generated by the concurrently performed auditory discrimination task,

confirming the previous studies (Isreal et al. 1980a; Kramer et al. 1983;

Natani and Gomer, 1981; Kramer et al. 1987).
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Primary Task ERPs The ERPs elicited by the step changes in the various

dual-task tracking conditions are displayed in fig. 3.

<Insert fig. 3 about here>

The ERP pattern in this condition is quite different than that recorded in

response to the secondary task. These waveforms are dominated by a large

deflection that is maximal at the central electrode (Cz). It is evident

that the scalp distribution and the early latency of the peak suggest that

this positive deflection is not a P300. We conclude, rather, that P300 in

these waveforms overlaps with this component producing differential returns

to baseline for the different conditions. It is also evident that the

amplitude of the P300 component in all of the conditions was quite small.

This is not surprising given that the primary task step changes were all

equiprobable.

Fig. 4 displays the effect of system order upon the primary task

waveforms in both one and two dimensions.

<Insert fig. 4 about here>

The cross-hatched areas indicate regions of increased positivity associated

with increased system order. However, the differences evident in the

superaverages are small, presumably due to overlap with the earlier Cz

maximal component. A procedure similar to the one outlined for the analysis

of secondary task P300 amplitude was followed for the analysis of the

primary task ERP data.

A PCA was performed on the waveforms associated with both single and

dual-task step changes. The data matrix submitted to the PCA consisted of

960 trials (40 Subjects x 2 Task levels x 2 Dimensions x 2 Control Orders x

3 electrodes), and four of the components extracted were Varimax rotated.
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The component structure extracted by this PCA is displayed in fig. 5.

<Insert fig. 5 about here>

Component 1 is active in the appropriate latency range, and with the correct

scalp distribution [F(2,78)=219.07; p<.00011 to enable its identification as

the component corresponding to P300.

Overall, primary task P300 amplitude increased both as a function of

increasing the number of dimensions [F(1,39)=6.20; p<.051 as well increasing

the control order [f(1,39)=33.32; p<.O011 of the tracking task with no

significant interaction. Furthermore, both the dimension and order effects

interacted with electrode site such that modulation of the component was

greater at Cz than Fz or Pz [F(2,78)= 7.13; p<.Ol; and F(2,78)=28.13; p<.Ol,

respectively].

Numerical estimates of primary task P300 amplitude were obtained by

extracting, for every subject, the component scores at Cz output by the PCA

outlined above for the various dual-task tracking conditions. The mean

component scores are presented in table 3. Once again, to facilitate

amplitude comparisons between the primary and secondary task P300s, the

measures were corrected for range. An examination of table 3 reveals that

as the difficulty of the primary task increased (as reflected in increased

RMS error scores and decreased secondary task P300 amplitudes), the

amplitude of the P300s associated with primary task events also increased.

An analysis of variance conducted on the range-corrected estimates of

primary task P300 amplitude confirms that larger P300s were associated with

two dimensional tracking conditions IF(1/39)=5.45; p<.021, as well as with

conditions requiring acceleration control [F(1/39)=28.57; p<.00011. The

dimension by order interaction was not significant IF(1/39)=1.62; p=0.201.
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Thus, decreases in the amplitude of secondary task P300s were accompanied in

every case by increased primary task P300 amplitudes.

Combined Analysis The preceding analysis can be criticized on the grounds

that the P300 amplitude estimates for the primary and secondary tasks were

assessed using different PCAs. Therefore, an additional analysis was

conducted in which a single PCA was performed on the waveforms from the

concurrently performed primary visual and secondary auditory tasks. Thus, a

data matrix consisting of 960 trials (40 Subjects x 2 Task levels x 2

Dimensions x 2 Control orders x 3 Electrodes), was submitted to a PCA in

which 5 factors were extracted and Varimax rotated. The component structure

associated with this PCA is presented in fig. 6.

<Insert fig. 6 about here>

Interpretation of the Anova conducted on the output of this PCA was

complicated by the fact that the primary and secondary tasks required

subjects to process information presented in different modalities. As a

result, the waveforms associated with the visual primary task differed

considerably from the waveforms of the auditory secondary task. For

example, the P300 component of the primary task was evident at a much longer

latency than the P300 component of the secondary task. Additionally, the

structure of the components surrounding the P300 was different for the two

tasks.

Because of the differences in latency and component structure, the

P300s for the primary and secondary task emerged as two separate components

in this analysis. Since component 2 has a parietal maximum scalp

distribution and is active in the appropriate latency range we identify it

as the P300 component for the primary task. Component 5 meets these

criteria for the secondary task, and is therefore identified as the the P300
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for the auditory task. The procedure described above was applied to obtain

numerical estimates of P300 amplitude. Thus, the relevant component scores

at Cz for each condition were extracted and range corrected for every

subject. The mean estimates of P300 amplitude averaged across subjects are

presented in table 4.

<Insert table 4 about here>

It is apparent that the general trends evident in table 3 are also present

in table 4, for the primary and secondary task P300s are ordered in

precisely the same way.

The estimates of P300 amplitude were then submitted to a repeated

measures analysis of variance. For the primary task, P300 amplitude was

greater during conditions requiring acceleration control than velocity

control [F(1,39)=35.58; p<.0001]. This effect did not interact with the

dimensionality manipulation [F(1,39)=1.56; p>.201. The overall effect of

increasing the number of dimensions to be tracked did not reach statistical

significance [F(1,39)=3.88; p=.0561. Analysis of the simple main effects

indicated that, although P300 amplitude did not increase as a function of

increased dimensionality for velocity systems IF(1,39)=0.38; p>.50, it did

increase as dimensionality increased for acceleration systems [F(1,39)=5.52;

p<.0251. These results closely parallel those obtained when the waveforms

associated with the step changes were analyzed separately.

Secondary task P300s revealed a reciprocal pattern of results with

respect to the primary task changes. Secondary task P300s were larger

during velocity tracking conditions [F(1,39)=13.48; p<.0011; as well as

those involving one dimensional tracking [E(1,39)=26.39; p<.O0011. The

dimension by order interaction was not significant [f(1,39)=0.33; p=.571.

These results are identical to those obtained when secondary task P300
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amplitudes were analyzed in isolation from the ERPs associated with the step

changes.

Reciprocity An important goal of this study was to assess the degree to

which P300 amplitudes associated with the two tasks would be reciprocal. In

fig. 7 the amplitude of the P300 components in the primary and secondary

tasks extracted from table 3 are plotted as a function of the RMS error

scores for each of the dual-task conditions.

<Insert fig. 7 about here>

Inspection of the amplitude estimates in table 4 reveals that the

conclusions would remain the same had the results of the combined analysis

been used instead. The line at the top of fig. 7 represents the sum of the

primary and secondary task P300 amplitudes. Perfect amplitude reciprocity

would generate a function with a slope of zero and an intercept value of

100. As can readily be seen by examining the obtained function, the

evidence for amplitude reciprocity is quite good. Difficult tracking

conditions produced a demand for perceptual resources resulting in increased

primary task P300s and decreased secondary task P300s. Furthermore, the

greater the increase in primary task P300 the greater the decrease in

secondary task P300. This experiment, therefore, provides the first

evidence for amplitude reciprocity obtained from concurrently recorded

primary and secondary tasks of different modalities.

To determine the extent to which this pattern of reciprocity held true

within subjects, separate reciprocity functions were obtained for each

subject and the regression lines for these functions were computed. If the

single subjects also demonstrated significant reciprocity the mean slope of

these derived functions should equdl zero and the mean intercept should

equal 100. These data are presented in table 5. Although there was
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significant variability within the subjects (indicating the presence of

instances of both under and over reciprocity) the obtained value of 0.04 for

the mean slope did not differ significantly from the predicted value of 0

(1=0.11,p>0.10); and the mean intercept value of 92.99 did not differ

significantly from the predicted value of 100 (L=1.57, p>0.05). An

additional within subjects analysis was also performed to test the

reciprocity hypothesis. When secondary task P300 amplitude was plotted as a

function of primary task P300 amplitude, a negative slope for this function

was obtained for 29 out of the 40 subjects. For the 11 subjects with

positive slopes, the value of the slope was generally close to 0 indicating

that their P300s did not vary systematically as a function of the

experimental manipulations. Thus, evidence in support of the reciprocity

theory was obtained both across and within subjects.

<Insert table 5 about here>

Conclusions

This experiment confirms the existence of a reciprocal relationship

between the amplitudes of the P300s associated with two concurrently

performed tasks. The prediction of reciprocity derives from a large body of

evidence which has indicated that variations in P300 amplitude are sensitive

to the manner in which subjects allocate processing resources between two

tasks under dual-task conditions. In other words, P300 amplitude has

emerged as a psychophysiological metric of the resource tradeoffs that are

presumed to underlie the concept of mental workload (Kahneman 1973; Navon

and Gopher 1979; Wickens 1980, 1984; Gopher and Donchin 1986).
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The RMS error data confirm that the orthogonal manipulation of system

order and dimensionality employed in this study successfully produced a wide

variability in performance within which to assess the reciprocity of primary

and secondary task P300 amplitudes. Because the difficulty of the secondary

task was held constant during all the step-tracking conditions, the model of

resource reciprocity upon which this experiment is based predicts that as

the tracking task is made more difficult, primary task P300 amplitudes

should become larger, due to the allocation of additional processing

resources; and secondary task P300 amplitudes should decline as a result of

the drain upon this limited commodity.

The data collected during this experiment confirm this assertion. As

the complexity of the primary task increased, the RMS error measures also

increased. Furthermore, the amplitude of the P300s associated with primary

task step changes increased, while the amplitude of the secondary task P300s

elicited by the auditory stimuli decreased in the predicted fashion. This

result was obtained when amplitude measures were derived from both

individual and combined PCAs. In all conditions, the increase in primary

task P300 amplitude was proportional to the decrease in secondary task P300

amplitude. An examination of fig. 7 confirms that the summation of primary

and secondary task P300 amplitudes yields an approximately constant value.

The validation of P300 amplitude as a metric of a particular aspect of

the workload demands of a task has a number of theoretical and applied

implications. As mentioned earlier, the auditory discrimination task is an

attractive secondary task for a number of reasons. The most important of

these reasons is that such a task can be applied in a relatively un-

obtrusive fashion in many different situations because there is no need for

an overt response. Thus, because subjects can count the stimuli rather than
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respond overtly to them, competition for response related processing

resources is reduced and there are no structural effects to impede the

performance of the primary task. The RMS error data from this experiment

confirm that, indeed, .a secondary auditory discrimination task can be

imposed in a dual-task setting with minimal cost to the performance of the

primary task.

Another advantage of the discrimination task is that stimuli of

different modalities can be used to elicit P300s. The modality of the

secondary task can, therefore, be chosen to eliminate competition for

modality specific processing resources. In this experiment, an auditory

secondary task was chosen because the step-tracking task required visual

stimulus processing. Had the primary task relied more upon auditory

processing, a visual secondary task could have been employed.

For these reasons, P300 amplitude measured under dual-task conditions

can be used in the analysis of demands placed upon operators in complex man-

machine systems. The P300 is. a relatively unobtrusive measure sensitive to

graded changes in task difficulty. Furthermore, the P300 is diagnostic of

perceptual/cognitive as opposed to response-related processing (Isreal et

al. 1980a; Isreal et al. 1980b). Finally, it is conceivable that with

further refinements, such as the application of step-wise discriminant

analysis techniques (Donchin and Herning 1975), the bandwidth and

reliability of the P300 may be of sufficient quality to permit the analysis

of workload on a moment to moment basis.

In addition to validating the prediction of P300 amplitude reciprocity,

this experiment produced a number of other important results. In

particular, previous findings concerning the nature of the manipulation of

system order obtained in this laboratory have been both replicated and
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extended. Thus, the conclusion by Wickens et al. (1983) that the

manipulation of system order during a one-dimensional tracking task produces

a salient drain on perceptual/cognitive processing resources has been

confirmed and extended to the two dimensional case. Secondary task P300s

declined and primary task P300s increased in amplitude as a function of

increased system order in both one and two dimension.

However, Wickens et al. (1977) reported that changing the

dimensionality of tracking has no effect on P300 amplitude in velocity

systems. This finding was not replicated by our study. Primary and

secondary task P300 amplitude did significantly vary as a function of this

manipulation when subjects were tracking with a velocity control system.

However, Wickens et al. used a different paradigm where the primary task

consisted of a compensatory tracking task, while the present study utilized

a pursuit step tracking task. Thus, the nature of the dimensionality

manipulation was different in the two paradigms. This difference may

account for the discrepant results. Secondly, it should be recalled that

the magnitude of the dimensionality manipulation in velocity systems

produced the smallest changes in RMS error and P300 amplitude of any of the

manipulations employed. Thus, although this manipulation produced a

significant change in workload, the magnitude of this change was quite

small. It is conceivable that the increased power resulting from an

experiment involving 40 subjects allowed us to detect this small effect

where the earlier study by Wickens et al. failed. Furthermore, this study

provides the first evidence that an increase in dimenionality entails a

significant drain on perceptual/cognitive resources during acceleration

tracking (a previously unexplored condition).
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In conclusion, using concurrently recorded ERPs associated with primary

and secondary tasks, this experiment demonstrates that there is a reciprocal

relationship between the amplitudes of the P300s associated with the two

tasks. Furthermore, this relationship was investigated and confirmed under

a variety of levels of primary and secondary task competition for processing

resources. The results can be interpreted within a model of dual-task

performance in which the allocation of processing resources to the two tasks

was presumed to determine primary and secondary task P300 amplitude. Thus,

because a reciprocal relationship between the allocation of processing

resources to the two tasks was presumed to exist, a reciprocal relationship

between primary and secondary task P300 amplitudes was predicted. This

prediction of primary and secondary task P300 amplitude reciprocity was

confirmed in all of the conditions in which it was tested. Additionally,

the zero slope of the derived reciprocity function is evidence that the

total supply of resources available for allocation to the primary or the

secondary task remained relatively constant for all the tracking conditions

employed in this experiment. Thus, this experiment further illustrates the

utility of the P300 as a tool to aid in the analysis of mental workload.
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Table I
Order of task presentation

VELOCITY IN ACCELERATION IN VELOCITY IN ACCELERATION IN
ONE DIMENSION ONE DIMENSION TWO DIMENSIONS TWO DIMENSIONS

SINGLE I
DUAL 2
SINGLE 3
DUAL 4
SINGLE 5
DUAL 6
SINGLE 7
DUAL 8
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Table 2
RMS error and counting performance data
Standard Deviations are enclosed in parentheses

VELOCITY IN ACCELERATION IN VELOCITY IN ACCELERATION IN
ONE DIMENSION ONE DIMENSION TWO DIMENSIONS TWO DIMENSIONS

SINGLE TASK 4.30 (4.09) 41.90 (15.23) 5.70 (7.01) 91.05 (11.32)
R S ERROR

DUAL-TASK 2.25 (4.32) 46.33 (18.81) 6.75 (7.64) 95.92 (6.22)
RMS ERROR

COUNTING 0.85 (0.85) 1.73 (1.84) 1.10 (1.61) 1.58 (1.67)
ERRORS
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Table 3
Mean range-corrected P300 amplitude
Standard Deviations are enclosed in parentheses

VELOCITY IN ACCELERATION IN VELOCITY IN ACCELERATION IN
ONE DIMENSION ONE DIMENSION TWO DIMENSIONS TWO DIMENSIONS

SECONDARY 69.59 44.08 53.02 19.19
TASK (39.13) (34.43) (38.53) (31.54)

PRIMARY 27.39 53.17 35.06 76.65
TASK (34.87) (35.58) (39.19) (32.18)
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Table 4
Mean range-corrected P300 amplitude
Combined analysis
Standard Deviations are enclosed in parentheses

VELOCITY IN ACCELERATION IN VELOCITY IN ACCELERATION IN
ONE DIMENSION ONE DIMENSION TWO DIMENSIONS TWO DIMENSIONS

SECONDARY 72.44 44.01 55.47 19.29
TASK (34.50) (33.79) (39.18) (33.77)

PRIMARY 28.07 57.37 33.67 77.80
TASK (32.32) (35.56) (39.14) (30.98)
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Table 5
Mean slope and intercept values for individual reciprocity functions

SUBJECT SLOPE INTERCEPT SUBJECT SLOPE INTERCEPT

1 0.03 97.35 21 0.11 90.02
2 0.16 102.49 22 0.61 78.47
3 0.43 87.76 23 0.32 95.09
4 0.11 81.95 24 -1.32 164.21
5 0.56 62.72 25 -0.79 94.91
6 -0.22 126.22 26 0.22 86.06
7 0.20 75.72 27 -0.57 109.80
8 0.39 73.00 28 0.00 108.03
9 0.41 70.31 29 -0.45 137.51

10 -1.10 136.28 30 -0.28 115.70
11 0.08 86.48 31 0.11 84.17
12 0.88 61.95 32 -0.23 92.97
13 -0.45 116.39 33 0.06 71.55
14 -0.21 105.22 34 1.17 39.32
15 -1.21 124.00 35 0.24 91.04
16 -0.41 114.11 36 0.44 84.86
17 -0.13 73.38 37 -0.42 109.49
18 0.08 93.47 38 0.47 99.51
19 0.94 35.61 39 1.32 23.11
20 0.24 92.36 40 -0.23 126.94

Mean slope = 0.04 Std. error = 0.09
Mean intercept = 92.99 Std. error = 4.47
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Figure Legends

Figure I The scalp distribution of the grand average ERPs elicited by
secondary task target tones during the dual-task tracking conditions.

Figure 2 Panel A) Grand average waveform +/- one standard deviation unit
for secondary task ERPs. Panel B) Component loadings for the first five
components extracted from a PCA of the secondary task ERPS.

Figure 3 The scalp distribution of the grand average ERPs elicited by the
primary task step changes for the different step tracking conditions.

Figure 4 The effect of increased system order upon the primary task
parietal waveforms is shown. The cross-hatched areas indicate increased
positivity as a function of increased system order.

Figure 5 Panel A) Grand average waveform with +/- one standard deviation
unit for the primary task waveforms. Panel B) Component loadings for the
first 4 components extracted from a PCA of the primary task ERPs.

Figure 6 Panel A) Grand average waveform with +/- one standard deviation
unit for the combined primary and secondary task ERPs. Panel B) Component
loadings for the first 5 components extracted from a PCA of combined primary
and secondary task ERPs.

Figure 7 Mean range corrected primary and secondary task P300 amplitudes
for all of the dual-task tracking conditions plotted as a function of the
associated RMS error score. The reciprocity function represents the sum of
the primary and secondary task amplitude measures.
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Abstract

This study assesses the use of a conditioning paradigm with rabbits as
a model system for identifying neural substrates of the late positive (P300)
component of the human event-related potential. Multi-unit and
macropotential responses in five limbic system structures (the anterior and
posterior cingulate cortices [ACC and PCCJ, the dentate gyrus IDGI, and the
anterior ventral and medial dorsal thalamic nuclei [AVN and MONI) were
recorded during the acquisition and performance of locomotory conditioned
responses. The behavior, performed in an activity wheel in response to a
0.5 sec. tone conditional stimulus (CS+), prevented the occurrence of a
shock unconditional stimulus (US) scheduled 5 sec. after CS+ onset. The
rabbits also learned to ignore a different tone (CS-), not predictive of the
US. Training was given daily (120 trials, 60 with each stimulus, in a
random order), until discrimination between the CSs reached criterion. The
intertrial interval (ITI) varied from 5 to 25 sec. in a random sequence.
After criterion (Experiment 1), standard asymetric probability (AP)
sessions were given in which the CS+/CS- proportions were .2/.8 or .8/.2.
The standard AP sessions were the sae as conditioning sessions except for
the probability manipulation. In addition, nonstandard AP sessions
involving a brief (1 sec) ITIo no US, and behavioral response prevention,
were presented before training and at several behaviorally-defined stages of
acquisition. A significant discriminative response, i.e., a greater unit
discharge to the CS+ than to the CS-, developed in all regions during the
course of behavioral acquisition. Generally, the magnitude of the unit
responses elicited by rare CSs exceeded that elicited by frequent CSs and by
equiprobable CSs. During the standard AP sessions, the ACC and the OG
exhibited these effects in trained rabbits independently of CS relevance.
The minimal PCC, AVN and MON responses to the CS- in trained rabbits was
increased in the standard AP sessions when the CS- was presented rarely, but
the ample response to the CS+ in these structures was not altered, or it was
reduced by rare presentation. Response amplitudes in all areas were reduced
during the nonstandard AP sessions, compared to standard sessions, but in
all areas the responses elicited by the rare CSs exceeded those elicited by
the equiprobable and frequent CSs in these sessions. In Exp 2, standard AP
sessions were presented to trained rabbits with lesions of the subicular
complex of the hippocampal formation, in order to study the effects of
interrupting the hippocampal projection to the PCC and AVN. The unit and
macropotential discriminative responses in the AVN were enhanced, and the
macropotential responses to the rare CS+ in the PCC and AVN were enhanced in
rabbits with lesions, relative to controls. These data are discussed in
relation to current models of P300 and limbic system functions, and
implications for the localization of the P300 in humans are considered.
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Event-related potentials (ERPs) can be extracted from the ongoing EEG

activity-that is recorded from the scalp in human subjects. These

potentials constitute that portion of the EEG that is time-locked to the

eliciting event (6). Considerable evidence has accumulated in the past two

decades indicating that specific components of ERPs can be recorded reliably

under fairly well-defined experimental circumstances. Some of these

components have been studied in sufficient detail to permit development of

theories about the functional relevance of the intracranial generators

(12,14,16,30,41). However, there is as yet little empirical information

about the nature of this intracranial activity, its sites of origin or its

functional relevance. We report here an investigation of multi-unit

activity and Intracranial macropotentials recorded in limbic system

structures in awake, behaving rabbits in response to stimuli that varied in

terms of their relative frequency of presentation (i.e., probability) and

behavioral relevance. The results suggest that the activity elicited by

these stimuli is analogous to the P300, one of the well-defined ERP

components.

The P300 was first described by Sutton (63). It appears as a wave of

positive polarity with a latency of at least 300 msec in response to events

that, in Sutton's phrase, "resolved the subject's uncertainty". Subsequent

work has shown that the P300 amplitude is sensitive to both the behavioral

relevance of the eliciting stimuli (i.e., whether or not the stimuli call

for action by the subject) and the probability of the stimuli. The

relationship between these two variables ;emains somewhat controversial.

However, it is clear that events must have behavioral relevance if they are

to elicit the P300, and that under normal circumstances the lower the

probability of the event, the larger will be the P300 that it elicits.

The data supporting these conclusions have been reviewed by Pritchard

(54). The same data also form the bas;is for several theoretical
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interpretations of the P300. Particularly useful in subsuming many of the

empirica+f-indings is the theoretical account-proposed by-Donchln et

al.(12,14), stating that the P300 is a manifestation of activity invoked

when there is a need to update templates in the subject's working memory.

Yet, alternative theories of P300 are also consistent with the data

(9,10,56,57), and there is no present means to discriminate decisively among

these alternatives.

The reasons for this are both technical and theoretical. There is some

controversy regarding the number of "components" that are in fact active at

any given latency (57). Furthermore, it is possible that different

constellations of intracranial activities yield similar configurations of

activity at the surface of the skull (69). If this is true, the theory of

the P300 will remain indeterminate unless information about intracranial

activity is available. Thus, one reason to investigate the intracranial

origins of the P300 has to do with the measurement of this potential: such

information can indicate whether the P300 reflects a collection of

functionally disparate informational processes in the brain, or a process

that is unitary. A second reason to carry out such investigations is that

knowedge from neuroscience about the behavioral functions of the involved

neural systems can facilitate, and may decisively establish, the functional

interpretation of the P300.

The need to elucidate the neural origins of such comonents as the P300

is being addressed by three main avenues of research. When clinical

circumstances have permitted it, investigators have replicated ERP results

derived from scalp recordings, using intracranial electrodes in humans

(33,40,42,43,60,61,71,72,73,74). In addition, several groups are attempting

to record the magnetic equivalent of the human P300 (34,48,55). This

research will become increasingly important as the technology for the

recording of magnetic fields develops, thus permitting more powerful
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inferences about intracranial sources. The use of animal models to study the

intracrviarl origins of the P300 is an obvious approach to the problem,

assuming that animals exhibit phenomena analogous to the P300 in humans.

Indeed, studies of ERPs in a variety of non-human species have indicated

that a wave very similar to the P300 can be recorded with eliciting

conditions similar to those used for study of the P300 in humans

(1,4,19,27,31,35,36,37,39,40,44,45,46,47,51,52,59,67) A particular

advantage of this approach is the opportunity for localizing the recorded

potentials. Just as for surface ERPs, the interpretation of intracranial

ERPs can be confounded by voltage signals originating at loci distant from

the recording site. However, this problem can be addressed in the cerebral

cortex by obtaining laminar ERP profiles that permit the derivation of the'

signal sources (69). Moreover, the sites of origin of single- and

multi-unit activity are easily determined as this activity originates in the

immediate vicinity of the recording probe (3).

In the present paper we report the first application of multi-unit

recording in behaving animals to the problem of localizing brain activities

analogous to the P300. The data were obtained from rabbits, while they were

engaged in a discriminative avoidance task. In this task the rabbits learn

to respond when they hear a shock-predictive tone (CS+) and to ignore a

different tone (CS-), not predictive of shock. Several considerations led

us to choose this particular model. First, past work has demonstrated that

event-related single- and multi-unit activity can be recorded from cortical

and thalamic structures f the limbic system during acquisition and

performance in this paradigm. This activity is similar in certain respects

to the P300 (27). The structures of interest were the anterior and

posterior cingulate cortices (ACC and PCC), the medial dorsal and anterior

ventral nuclei of the thalamus (the MON and AVN), and certain areas of the

hippocampal formation. Of particular interest was the sensitivity of the
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neurons in these structures to variations of the behavioral relevance of the

elicitint saimuli (20,22,25,50). That is, distinctive neuronal discharges

developed in response to CS+ presentations, relative to the responses to the

CS-, as the rabbits apprehended the different associative significances of

these stimuli. Sensitivity to the behavioral relevance of eliciting stimuli

is, as noted above, a hallmark of the P300. Furthermore, the theory of the

limbic system's role in discriminative conditioning that is based on the

data from rabbits (23,29) is intriguingly compatible with the mnemonic

interpretation of the functional significance of the human P300 (12,14).

Our past work has demonstrated robust unit sensitivity in the limbic

structures to the behavioral relevance of the CSs. In the first experiment

(Exp 1), we attempt to extend the analogy between the unit activity and tht

the P300 by examining the degree to which the same structures exhibit

sensitivity to the manipulation of the probability of the stimuli.

A rather substantial body of evidence supports the idea that the

hippocampal formation is involved importantly in the processing of rare

and/or behaviorally relevant stimuli (8,29,32,53,64). This viewpoint, as

well as the rather striking potentials recorded in the hippocampus in human

patients responding to rare and relevant stimuli (33,43) suggest that the

hippocampal formation may be involved in the generation of the P300.

Indeed, it is possible that the hippocampus may be a primary site of neural

sensitivity to stimulus relevance and probability, and that the exhibition

of this sensitivity In nonhippocampal areas may be owed to influences

projected from the hippocamus. Experiment 2 provides data relevant to this

hypothesis, in the form of macropotentials and unit activity recorded from

the PCC and AVN, both major projection targets of the hippocampal formation

(65). These records were obtained in intact rabbits and in rabbits

previously given bilateral electrolytic lesions in the subicular complex,

the region of the hippocampal formation in which efferent projections to the
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PCC and AV4 originate (65). The results indicate that the responses to

Lstimulus-re4evance and probability in the PCC and AVN are not hindered,

indeed certain aspects of the response are enhanced, in rabbits with

disrupted hippocampal afferents.

METHODS

SubJects, Surgical Procedures, Electrodes and Target Areas

The subjects were male, New Zealand White rabbits, weighing 1.5-2.0 kg

at the time of their delivery to the laboratory. Seventeen and 29 rabbits

served as subjects in Experiments I and 2, respectively. They were

maintained on ad libitum water and food throughout the experiments.

Following a minimum period of 48 hr, surgical anaesthesia was induced by

injection of 12.5 mg/kg of chlorpromazine in solution (25 mg/ml), followed

after ten minutes by 25.0 mg/kg of sodium pentobarbital in solution (50

mg/ml), into the marginal vein of the pinna. The rabbits were placed in a

headclamp and the skull was exposed and prepared for stereotaxic

implantation of the electrodes. Supplemental injections of sodium

pentobarbital in solution (0.07 mg/kg) were given at 0.5-hr intervals to

maintain anesthesia.

The electrodes were made from stainless-steel insect pins insulated

with epoxylite (outside dimeter: 0.5 - 0.8 w). Recording surfaces were

formed by removing insulation from the tip (tip lengths: 20-60 microns;

impedance: 0.25 - 2 megolms). Neuronal activity was monitored acoustically

and with an oscilloscope during electrode lowering. Two stainless-steel

machine-screw (256 x 1/8) electrodes for recording epidural EEG were

threaded into the skull flush with the skull undersurface. A

stainless-steel screw threaded into the frontal sinus served as the

reference electrode. Once lowered, tne electrodes and a miniature multipin

connector to .hich they were pre-soldered, were affixed to the skull with
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dental acry.l1c.

The targets of the intracranial electrodes were: the anterior

cingulate cortex (ACC: Brodmann's Area 24). the posterior cingulate cortex

(PCC: Areas 29b and 29c), the dentate gyrus (OG), the mediodorsal thalamic

nucleus (MON) and the anteroventral thalamic nucleus (AVN). Four of these

sites were chosen for each rabbit.

The stereotaxic coordinates, based on the atlas of Fifkova and Marsala

(5), were AP -4.0, L 0.9-1.5, 0V 2.0-3.0 for the ACC; AP 4.0, L 0.8, BV 1.0-

2.0 and AP 9.0, L 2.0, BV 4.0, respectively, for the dorsomedlal and

ventrolateral PCC; AP 6.0, L 6.5, DV 3.5-4.0 for the DG; AP 4.5, L 1.2, DV

8.5 for the MON; and AP 1.8, L 2.3, DV 7.5-8.0 for the AVW. The data for

the two PCC subfields were combined, The surface electrodes were placed I"'

mm from the midline, 5.0-6.0 mm anterior to bregma, overlying Area 8, or

5.0-9.0 m posterior to bregma, overlying Area 29d. These sites are

referred to respectively as the anterior surface (AS) and the posterior

surface (PS).

Procedures of Behavioral Training.

After a minimu, of seven days following surgery, each rabbit received

avoidance conditioning in an activity wheel, a replica of the apparatus of

Brogden and Culler (2). The wheel was located in a shielding chamber housed

in a room adjacent to the one containing the computer that controlled data

collection. An exhaust fan and a speaker produced a masking noise of 70 dB

re 20 N/1. The conditional stimuli were pure tones (1 or 8 kHz. 85 dB re 20

N/r, 500 ms in duration, rise time-3 ms) played through a speaker directly

above the wheel. The unconditional stimulus (US) was a constant AC current

(1.5-2.5 ma) delivered through the grid floor of the wheel. A response was

defined as any wheel rotation exceeding 2 degrees. The US current was

established for each rabbit at the outset of Londitioning, as the minimum

value needed to reliably elicit responses.

-A&mm m m mm m m m mm mlm m mm m
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During training, onset of the positive conditional stimulus (CS+) was

followed-5 seconds later by US onset. The CS+ and US were terminated by

responses. A response after CS+ onset and prior to US onset prevented the

US. The maximum duration of the US, given failure of response, was one

second. Presentations of the negative conditional stimulus (CS-; at the

frequency (1 or 8 kHzJ not used for the CS+) were randomly interspersed with

the CS+ presentations. The CS- was also response-terminated, but it was not

followed by the US. The interval between the end of a trial (defined as

offset of the CS or of wheel rotation when locomotion occurred) and the

onset of a new trial (CS onset) was 10, 15, 20 or 25 sec. These values

occurred in a random sequence. Responses during the interval reset it.

The sequence of CS+ and CS- for a given training session was one of -

three pseudorandom sequences designed to minimize the subject's ability to

predict the next CS, and to minimize the likelihood that the subject would

be influenced by higher-ordered sequential conditional probabilities. The

sequences were selected on a rotating basis throughout training for a given

subject.

Each subject received training (120 trials daily, 60 with the CS+ and

60 with the CS-) until the proportion of avoidance responses (i.e.,

responses to the CS+ before US onset) exceeded the proportion of responses

to the CS- by .60 or more in any 60-trial block. This performance had to

occur in two consecutive sessions. This criterion yields an asymptote of

discriminative behavior not exceeded with further training.

Pretraining. Before conditioning, two pretraining (PT) sessions were

given. In the first, the tones later used as CSs were presented alone, and

in the second, the tones and the US were presented in a noncontigent

(explicitly unpaired) fashion. The frequency and temporal distribution of

the US during PT were identical to the average values obtained during the

first session of conditioning in a sample of 100 rabbits. The only
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deviation from this procedure was that in PT, the US was never presented in

the intervai from three seconds before to three seconds after a CS. The PT

sessions served to provide a baseline of neuronal and behavioral responses

to the CSs, for comparison with the responses that developed during

training.

Standard Asymmetric Probability Sessions. Following criterion

attainment, the rabbits received two standard asymmetric probability (AP)

sessions. In the first of these, ten of the rabbits received the CS+ and

CS- in .2 and .8 of the trials, respectively. These proportions were

interchanged in the second session. Seven additional rabbits received these

treatments in the opposite order. Following the two standard AP sessions,

all of these rabbits received a standard training session in which the CSs

were presented equally often.

Nonstandard AP Sessions. These sessions involved 200 CS presentations

with a brief (1-sec.) interstimlus interval, the prevention of wheel

movement, and no US. None of the rabbits attempted to locomote in the wheel

after the first few trials. This procedure was designed to approximate the

"oddball" paradigm used in studies of ERPs with human subjects (13).

The nonstandard AP sessions were given 2-5 min. after the end of the PT

sessions and after training sessions representing certain landmarks of

behavioral acquisition. These were the first session of conditioning, the

session in which a significant behavioral discrimination first occurred, and

the second of the two sessions in which the acquisition criterion was met.

The session in which the first significant behavioral discrimination

occurred was defined as the session in which the proportion of avoidance

responses to the CS+ exceeded that to the CS- by .25 or more. This value

approximates the minimum required to produce a significant chi-square

(po.05) for a difference between correlated proportions (66).
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A subset of the rabbits (N-9) received only one nonstandard AP session

at each'tralning stage. In these sessions the only asymmetric probability

treatment was the rare presentation (i.e., in .2 of the trials) of the CS+.

The remaining rabbits (N=8) received two nonstandard AP sessions, one with

rare and the other with frequent CS+ presentations in a counterbalanced

order. The duration of the nonstandard AP sessions was about 10 min.

Subicular lesions. The rabbits with subicular lesions (N-lO) and

controls (N-1S) received standard conditioning and overtraining as described

above, but nonstandard AP sessions were not given to these rabbits. The

data reported here were recorded during the third postcriterial overtraining

session and during a single standard AP session with rare CS+ presentation

(CS+/CS- proportions - .21.8). The lesions were made at two subicular loci,

one anteromedial and another posterolateral, along the septotemporal axis of

the hippocampal formation. The coordinates (anteromedial site: P 6.00, L

2.50, V 5.00; posterolateral site: P 7.50, L 4.25, V 4.00) were derived from

the atlas of Fifkova and Marsala (5). The lesioning electrodes were made

with stainless-steel insect pins coated with epoxylite. The insulation was

removed 0.50-0.75 m. from the pointed ends of the pins. A current of 1.5

ma was delivered at each site for 30 or 45 sec.

Recordinq and Analysis of Neural Activity.
Throughout training, the neural records were fed into a field effect

transistor (FET) which served as a high :5pedence source-follower located

about 2.5 cm from the recording site. The FET outputs were split, one limb

entering single-ended preamplifiers with gain (4000) and bandwidth (1/2

amplitude cutoffs at 0.1 and 20 Hz) suitable for ERP signals. The other

limb entered preamplifiers with gain (10,000) and bandwidth (1/2 amplitude

cutoffs at 600-10,000 Hz) suitable fo,. recording unit action potentials.

The outputs of the unit preamplifiers were fed through active bandpass
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filters (i/2 amplitude cutoffs at 600 and 10,000 hz, rolloff=18 db/octave)

to remove any residual slow potential activity. Outputs of the band-pass

filters were fed in parallel into Schmitt triggers and Into a circuit for

full-wave rectification and RC integration (3). The Schmitt trigger outputs

measured the firing frequency of the largest three or four spikes on each

record, whereas the integrated activity measured energy fluctuations of the

entire record, including activity below the triggering thresholds. The rise

and fall time constants of the integrators were 15 and 75 ms, respectively.

Each Schmitt trigger produced a digital pulse each time a unit spike

exceeded the preset voltage. The output pulses were fed into an LSI 11/23

computer programmed to process the neural data and to control the behavioral

experiment, on-line. The triggering levels were set independently, under"

computer control, such that the mean rate of pulses fell within limits of -

110-190 per second. Preceding each trial, the trigger setting was adjusted

upward or downward automatically to compensate for occasional shifts In

baseline activity.

The macropotential and unit records were digitized and the Schmitt

trigger pulses were counted for each 10 ms interval, for a total duration of

1.0 second, 300 ms before and 700 as after CS onset.

Several procedures were used to ensure that neural and non-neural

(e.g., electrosyographic) electrical activity resulting from movement did

not influence the data. First, the mean latency of the avoidance response

over all training sessions was greater than three seconds, but the analysis

involved only neuronal results in the initial 400 as after CS onset.

Infrequently, responses occurred during the first S00 ms after CS onset.

Such trials were discarded and repeated. When non-locomotor movements

(e.g., licking, sneezing, grooming) occurred during the 300 ms pre-CS period

or in the initial 400 ms period following CS onset, the artifact generated

was detected by a Schmitt trigger, resulting in automatic rejection and
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repetition of. the trial. In addition, the Criterion for setting trigger

levels relative to the neuronal records resulted in a constant baseline rate

of Schmitt trigger spikes in the range of 110-190 per second. With this

criterion, the expected number of counts per interval in the quiet rabbit

was about 1.5. Neuronal bursts produced routinely counts of 5 or 6, but

counts of 8 or more were rare unless artifacts occurred. Trials in which six

or more of the 120 pre-CS 10-us intervals (30 intervals from each of the

four channels) had counts of 8 or more were automatically discarded and

repeated. Finally, the experimenter rejected trials with a single keyboard

command if any sound of movement was detected on the audio monitor

immediately before or after CS onset. Previously, electrical effects from

-several electrodes located inadvertently in nonneuronal regions of the "

intracranial cavity (e.g., the midline, the cerebral aqueduct) were

analyzed. Significant and systematic "response" activity to the tone

stimuli for records of this kind was not found in any stage of conditioning.

The activity sampled on each trial was stored on digital magnetic tape

for subsequent processing. Histograms indicating the average CS+ and CS-

elicited firing frequencies, integrated activity, and macropotentials were

displayed continuously on a VT100 graphics terminal as they were being

formed during the sessions. The offline analysis of the taped data involved

the computation of standard scores (z-scores) for each of the 70 10-ms

intervals after CS onset. Each score was obtained by subtracting the mean

of the 30 pre-CS intervals from the value in each of the 70 post-CS

intervals and dividing the difference by the standard deviation of the

pre-CS intervals.

Because the number of sessions required to attain the behavioral

criterion varied among the subjects, the statistical analysis focused on

three behaviorally-defined stages of training comon to all subjects: a) A

pretraining stage including the combined data of the two pretraining
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sessions; b) An intermediate stage, including the first session of training

and the-seison of the first significant behavioral discrimination; and c)

An asymptotic training stage, Including the data obtained during the two

criterial sessions and the single postcriterial session with symmetric CS

probability. The neural data of the separate sessions within each of these

stages were pooled by averaging the z-scores. Data from the nonstandard AP

sessions that were given immediately after the standard training sessions

were also pooled in this way.

Data from the standard training sessions were submitted to analysis of

variance, with orthogonal factors of stage (3 levels: pretraining,

intermediate training, and asymptotic training), CS type (two levels: CS+

and CS-) and interval after CS onset (40 levels: each 10-ms interval). DMT

from the nonstandard AP sessions were submitted to analysis of variance,

with orthogonal factors of CS type (two levels: CS+ and CS-) and interval

after CS onset (40 levels: each 10-ms interval). Separate analyses were

performed for the data at each training stage. The data from the single

overtraining session and the two standard AP sessions were submitted to an

analysis of variance with orthogonal factors of CS type, interval after CS

onset and session (3 levels: rare, frequent and equiprobable CS+).

Given a significant overall F, individual comparisons of mean response

magnitudes were caried out (p<.05) using Fisher's protected least

significant difference test (68).

Histological Identification of Recording Sites and Lesions.

After testing, each rabbit received an overdose of sodium

pentobarbital followed by transcardial perfusion with normal saline and 10%

formalin. Each brain was frozen and sectioned at 40 microns. The sections

containing the electrode tracks and lesions were photographed while still

wet (21). After photography, the sections were stained for Nissl and myelin

using formol-thionin (17).
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The numbers of unit and macropotential records used in the analyses are

shown trr Table 1. These numbers represent the final results of the

histological analysis and additional screening which resulted in the

exclusion of macropotential and/or unit records in certain sessions due to

poor quality, technical problems, and, in one case, failure to meet the

behavioral criterion of learning. The fact that subsets of the rabbits were

assigned to limited sets of the behavioral treatments, as detailed in the

description of the training procedures, also influenced the numbers of

records in the analyses.

The dorsal subicular complex lesions are illustrated in Figure 1.

Additional description of the lesions, and data yielded by the rabbits with

lesions during standard training sessions, are reported elsewhere (26,28)

RESULTS

A. OVERVIEW

In all recording sites, rare presentation of the CS- increased the

magnitude of the unit response in trained rabbits, relative to the responses

that occurred when the CS- was presented more frequently than, or as

frequently as, the CS+ (Figure 2). In addition, in the ACC, rare

presentttion of the CS+ increased the magnitude of the unit response

relative to the other conditions of CS presentation (Figure 3). The

response increments to the rare stimuli were present at latencies as brief

as 70 us after CS onset, attaining peak amplitudes from 90-300 as after CS

onset, depending on the recording site (Figure 7).

The foregoing results were obtained from trained rabbits during the

standard AP sessions that were identical in all respects to standard

avoidance conditioning sessions except for the CS probability manipulation.

A somewhat different pattern of results was obtained during the nonstandard
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AP sessions that were intended to approximate the "oddball" paradigm found

effective k- eliciting P300 in humans. These sesstons involved high rate

(1/sec) CS presentations with no US, and prevention of behavioral responses.

The results obtained in these sessions indicated that in trained rabbits, a

greater average unit discharge occurred in response to the the rare CS+ than

to the frequent CS-. In all but one site (the AVN), the rare CS- and the

frequent CS+ elicited statistically equivalent, minimal average unit

responses (Figure 4). The AVN showed a greater response to the CS+, even

when it was presented frequently during these sessions. Finally, the unit

responses of both of the thalamic nuclei exhibited a greater discharge to

the rare than to the frequent tones, during nonstandard AP sessions given

before conditioning.

With some exceptions, results similar to those just described for the

neuronal activity measure were also obtained for the Intracranial and

epidural macropotentials. These data support the conclusion that the

neuronal activity in all of the monitored limic localities exhibits both of

the response features, sensitivity to stimulus relevance and probability,

that characterize the P300.

Lesions of the subicular complex of the hippocamal formation enhanced

the discriminative unit response (i.e., the "target effect*) recorded from

the AVN, and they attenuated the response in the PCC. However, these

lesions did not obviously alter the responses exhibited in the PCC and AVN

during the manipulation of CS probability. This outcome is in conformity

with other data indicating that extracranial macropotentials exhibit normal

or enhanced sensitivity to rare stimuli in monkeys or humans with damaged

hippocampi (38,39,51,72). Thus, the integrity of the hippocampal formation

does not appear to be required for the exhibition of this sensitivity.

Indeed, the hippocampal projections appear from the present data, and from

other results (26,28), to be involved in limitinl the relevance- and
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probability-driven activities in these regions.

B. DETAILED RESULTS OF EXP 1: MANIPULATION OF STIMULUS RELEVANCE AND

PROBABILITY

1. Behavior

Behavioral acquisition replicated that observed in past studies

(20,29). The mean number of training sessions prior to criterion was 4.6.

During the final training stage (consisting of the combined data from the

criterial and final overtraining sessions, in which asymptotic performance

occurred), the rabbits avoided the US on an average of 77% of the trials,

and they responded to the CS- on fewer than 9% of the trials. There were no

significant effects of the probability manipulations on performance during_

overtrai ning.

2. Neural Changes During Acquisition

Overview. As in past studies, the unit responses to the CSs increased

in magnitude and became discriminative during conditioning. These effects

in the ACC, PCC, MON and AVN represent replication of past findings with

this paradigm. The changes in the OG are reported here for the first time.

The amplitudes of certain components of the surface and intracranial

macropotentials increased during training, but target effects developed only

minimally in the iacropotentials, and primarily in the epidural recording

sites.

Unit activity. The firing frequency and integrated unit activity

yielded qualitatively similar outcomes in this study but the integrated

activity measure was less variable and more sensitive to the experimental

manipulations than the spike frequency neasure. Thus, only the results

obtained with the integrated unit activity measure are presented. The full

set of data are available upon request (62).

As in past studies, the histogram profiles of the PCC and AVN were



TT__

ANIMAL MOOEL FOR P300 18

triphasic in-form, consisting of peak excitatory discharges at 20-40 and 80-

250 ms, end-an inhibitory pause at 40-100 ms after CS onset (Figure 5, rows

2 and 5). Also, as before, the profiles of the ACC and the MON were

essentially biphasic, exhibiting a rising excitatory discharge that reached

a peak value at approximately 100-150 ms. This level was maintained in the

MON throughout the remainder of the sampling interval (Figure 5, row 4),

whereas the activity in the ACC declined gradually after 150 ms (Figure 5,

row 1). An excitatory discharge with a 200-300 ms peak and subsequent,

gradual decline was recorded in the OG, an area not previously studied in

this paradigm (Figure 5, row 3).

The analyses indicated that a discriminative unit response developed

during training in all recording sites. That Is, the average response to "

the CS+ exceeded the response to the CS- for the data of the asymptotic

training stage, but no such difference occurred during pretraining (Figure

5). This conclusion is based on the results of individual comparisons of

the means comprising the interaction of the training stage, stimulus and

interval factors. The individual comparisons indicated that in each of four

sites (PCC, DG, MON, AVN), the CS+ elicited significantly greater average

unit responses than the CS- in a majority of the 10-us poststimulus

intervals from 100-400 ms after CS onset during the asymptotic training

stage, but not during the pretraining stage (Table 2). In addition, the

magnitude of the average CS+ elicited response in the asymptotic stage

exceeded the response recorded during pretrainina at several Intervals in

all of these areas (Table 2).

The training-related development of increased unit response magnitudes

during conditioning was indicated for the ACC by significant two-waky

interactions of stimulus with interval, and stage with interval

(F(39/4291- 3.36 ; R<.O0O; F[78/858I-1.60, R!.0011, respectively). The

individual comparisons based on the first of these interactions showed a
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significantly greater discharge to the CS+ than to the CS- at 240-270 ms for

the prof-ilet pooled across all training stages. Since there was no

interaction of stimulus and training stage, these results do not provide a

direct demonstration of development of a discriminative response during

training. However, the occurrence of a significant overall discriminative

response, and the absence of any discriminative effect during pretraining

(Figure 5, upper left panel) support the conclusion that differentiation of

CS+ and CS- developed with training, in replication of several past reports.

The comparisons based on the interaction of training stage and interval

demonstrated significant overall (nondiscriminative) increases in unit

activity in virtually all poststimulus Intervals after 100 ms during the

asymptotic training stage, relative to pretraining. -

Macropotential profiles. The waveshapes of the average intracranial

macropotentials varied with the recording site, but certain shared features

were also exhibited. Thus, in all but the PCC, the intracranial profiles

showed a wave of negative polarity with a peak value at 100-200 ms after CS

onset. Within this same latency range the surface recordings exhibited a

large positive deflection (Figure 6). In addition, all but the PCC profile

exhibited one or two positive deflections from 150-400 ms, latencies

dominated by negativity in the surface macropotential records. Finally, a

majority of the intracranial records exhibited rather sharp positive

potentials at brief latency ( 30-70 ms), but small negative deflections were

observed in the posterior surface recordings within this interval. Thus,

the profiles of the surface and intracranial potentials were approximate

mirror images. The only exception, the PCC profiles, exhibited a negative

potential after 150 as, and a sharp positive potential at 75 ms, in advance

of the initial positive potentials in the other sites.

The overall polarity opposition between the surface and intracranial

profiles is in accord with the traditional assumption that surface records
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are driven primarily by voltages that are the distal sources of intracranial

voltage-sinks, the primary sites of neural activation.

Macropotential amplitude changes during acquisition. The amplitudes of

the intracranial and surface macropotentlals increased during the course of

behavioral acquisition, as indicated by comparison of the profiles obtained

during pretraining (Figure 6, left column), with those exhibited during the

asymptotic training stage (Figure 6, right column). This conclusion is

based on marginally significant main effects of training stage for the ACC

(o-.0661), OG (p=.0413) and MDN (p-.0582). The increased amplitudes were

indicated, in the case of the AS, PS, DG and PCC, by the occurrence of

significant interactions of the stage and interval, and of the stage,

interval and stimulus factors (Table 3). Individual comparisons indicated-

that the AS and PS positive deflections from 75-200 ms, and the negative

deflections from 300 to 400 ms, increased in the asymptotic training stage

relative to the pretraining stage. Similar findings were obtained for the

PCC. However, in this instance, the peak of the sharp positive deflection

occurred at a briefer latency than in the surface records.

The principal amplitude increase in the DG occurred in relation to the

profile elicited by the CS+, which was significantly reduced relative to the

CS- profile during pretraining, but which underwent an enlargement during

the asymptotic training stage. These changes occurred from 80-170 ms after

CS onset (Figure 6, row 5, and Table 3).

Macropotential discriminative responses during acquisition. The

interactions of the training stage and stimulus factors by interval

indicated that discriminative macropotentials developed during training, in

the AS, PS, PCC and DG (Table 3). During pretraining, the anterior surface

(AS) macropotential profile elicited by the CS+ exhibited no differences

relative to the CS- elicited profile. In the case of the PS profile, and

for the PCC, the CS- elicited more amle potentials than did the CS+.
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During the asymptotic training stage, however, the amplitudes of the AS and

PS posit-ve-potentials elicited by the CS+ exceeded significantly those

elicited by the CS-. The discriminative responses in these Instances

occurred from 60-200 Ms for the AS, and from 110-180 ms after CS onset for

PS (Figure 6, rows 1 and 2). In the PCC, the potential elicited by the CS+

exceeded that elicited by the CS- in the brief-latency positive wave (from

60-110 ms), and at greater latencies ( 160-360 ms, Figure 6, row 3).

Discriminative macropotential development in the DG occurred in the form of

an increase during asymptotic training in the potential elicited by the CS+.

This potential had been significantly reduced relative to that elicited by

the CS- during pretraining (80-170 ms, Figure 6, row 5). However, the

potential elicited by the CS+ exceeded that elicited by the CS- in the -

trained rabbits (200-210 ms, Figure 6, right column, row 5).

Discriminative macropotential development in the AVN (Figure 6, row 6)

was suggested by a significant interaction of the stimulus and interval

factors (F[39/1561-1.87, p-.0040). However, the individual comparisons were

not significant.

In sumary, robust increases in macropotential amplitude occurred

during the asymptotic training stage in all of the sites from which

recordings were made, excepting the AVN. Even in the case of the AVN,

however, the nonsignificant differences suggested a training-induced

increase in macropotential amplitude, a result that has occurred in past

studies (28) and that would have been significant in this experiment given a

larger sample of AVN records.

In contrast to the robust awplitude increases in all of the

macropotential records, and in contrast to the development of discriminative

unit responses in all of the areas, discriminative macropotential responses

developed only in the epidural macropotential records, and in the PCC and

DG. Large macropotential amplitude increases and minimal or nonexistent
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discriminattve macropotential effects have been replicated for ACC, PCC and

AVN since the present observations were made (28).

3. Manipulation of CS probability during overtraining: The standard AP

sessions.

Prologue. Each rabbit received two AP treatments, during the first and

second postcriterial (overtraining) sessions, in which the proportions of

CS+ to CS- presentation were either .2/.8, or .8/.2. The third overtraining

session, in which the stimuli were presented with equal frequency, provided

data for comparison with the two standard AP sessions. The order of the two

AP sessions was counterbalanced. With this arrangement, the effects of the

probability manipulation were assessed by the interaction of sessions and

stimuli.

Unit responses to the CS-. An enhanced unit response to the rare CS-

was Indicated by the significant interactions of the session and stimulus

factors. The three-way interaction of these factors with the interval

factor was significant in the analyses of ACC, DG and AVN unit activity.

Individual comparisons revealed a greater neuronal response to the CS- when

it was presented rarely than when it was presented frequently and equally as

often as the CS+. This occurred in a majority of 10 ms intervals from 90 to

400 ms after CS onset (Figure 7, Table 4).

The increased unit response of the PCC to the rarely presented CS-,

relative to the symetrically and frequently presented CS- (Figure 7, right

panel, second row) was indicated by a significant interaction of the session

and stimulus factors, without significant participation of the interval

factor (Table 4). Rare presentation of the CS- increased the average

standard score to a value of 7.13 from values of 2.90 and 2.55, in the

symetrically and frequently presented CS- conditions respectively; however,

the individual comparisons for these effects were not significant.

Similarly, the average standard score associated with rarely presented CS-
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in the MON was 11.92, compared to 6.84 and 5.52 for the symetrically and

frequentiy -presented CS-, respectively (Figure 7, right panel, fourth row).

However, the probability manipulation did not yield significant effects In

this site, again perhaps due to the relatively small sample of MON records.

Unit responses to the CS+. Rare CS+ presentation did not augment the

already ample responses to the symmetrically and frequently presented CS+ in

the PCC, AVN and MON. However, the rare CS+ did increase significantly the

activity elicited in the ACC and DG. Individual comparisons following a

significant three-way interaction in the analysis of the ACC data indicated

that the response to the rarely presented CS+ exceeded the responses to the

frequently and symmetrically presented CS+s from 50 to 400 ms after CS onset

(Table 4 and Figure 7, upper left panel). Similarly, the unit responses 1W-

the DG to both the rarely and symmetrically presented CS+s exceeded the

responses to the frequently presented CS+ in several 10 as intervals from

170 to 390 us (Table 4 and Figure 7, left panel, third row). Finally and

somewhat paradoxically, the responses of the AVN to both the rare and the

frequent CSs were reduced significantly relative to the response to the

symmetrically presented CS+ at Intervals from 170-300 ms (Figure 7, bottom

left panel). A similar but nonsignificant reduction was also exhibited by

the MON (Figure 7, left panel, fourth row).

Macropotentials. In parallel with the unit results, both of the rare

CSs elicited OG macropotential responses of greater magnitude than those

elicited by the frequently and symmetrically presented CSs (Figure 8, row

3). These results were indicated by a significant interaction of stimulus

and session (F12/81 a 5.29, p=.0344). However, no individual comparisons

attained acceptable significance levels for this effect, and none of the

remaining intracranial records yielded significant macropotential changes in

response to the standard AP conditions.

In contrast, robust effects of the probability manipulation occurred in

/11 II I I ilJ J• • JJ ~ m N m
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the anterior and posterior surface (AS and PS) macropotentials, as indicated

by significtnt 3-way interactions of stage, stimulus and Interval (Table 5).

The AS activity elicited by the rare and equal CS+ exeeded that elicited by

the frequent CS+ at several intervals, from 60 to 140 ms after CS onset.

These intervals correspond to the large positive peak in the AS record

(Figure 8, upper left panels; Table 5). The rare and equal potentials in

this instance were of nearly identical amplitude in these intervals. The PS

potential elicited by the rare CS+ exceeded significantly the potentials

elicited by both the equal and frequent CS+, again during the large positive

wave from 60 to 200 ms (Figure 8, upper right panels).

The rare CS- also elicited significantly greater positive potentials

than the frequent and equal CS- in the AS and PS, but this effect was of I-

small amplitude and it occurred in a rather limited range of intervals

(Table 5).

4. Nonstandard AP sessions

Unit activity in the asymptotic training stage. The average unit

responses were attenuated under all conditions of stimulation during the

nonstandard AP sessions, relative to the responses In the standard AP

sessions, perhaps due to the contextual alteration represented by the novel

procedures, or to the refractoriness of the unit responses produced by the

brief interstimulus interval. This attenuation notwithstanding, clear

effects of the manipulation of stimulus probability and relevance were

observed during these session.

The rare CS+ elicited significantly greater excitatory unit responses

than the frequent CS- during the asymptotic training stage in all of the

intracranial regions (Figure 9, third column). In all sites but the AVN,

the rare CS- and the frequent CS+ elicited statistically equivalent, minimal

responses (Figure 9, lower right panel). In the exceptional case, the AVN,

the CS+ elicited a significantly greater response than the CS- regardless of
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the presentation frequency (Figure 9, upper right panel). A similar pattern

occurred-numerically, but not significantly, in the other thalamic nucleus,

the MON. Thus, the combination of rareness and task relevance increased the

neuronal responses in all areas.

These results were indicated by significant interactions of the

stimulus and interval factors from separate analyses performed on the rare

CS+ and the rare CS- sessions during the asymptotic training stage (Table

6). Separate analyses were performed because about half of the animals had

only the rare CS+ session and the other half had both rare CS+ and rare CS-

sessions. The effects of rare CS+ presentations in asymptotically trained

rabbits occurred in the 170 to 400 ms range in all sites except the 0G. In

this site, the effect consisted of a greater inhibition of unit firing in-

response to the rare CS+ than to the frequent CS- from 100-140 ms, and a

greater excitation to the rare CS+ than to the frequent CS- from 240-400 ms.

Macropotentials. The general pattern of the unit response during the

nonstandard AP sessions (i.e., an enhancement of the response to the rare

CS+) was also observed in certain macropotential records, including the two

surface records, the OG and the MON records (Figure 10). Although not

significant, this pattern was also suggested by the average macropotentials

in the AVN. In these records, the significant interactions and individual

comparisons (Table 7) indicated that the macropotentials elicited by the CS+

in the rare CS+ sessions were of significantly greater amplitude than those

elicited by the frequent CS-, but there were no significant amplitude

differences in the sessions with the rare CS- and frequent CS+.

Activity during the pretraining stage. The basic effect of the

probability manipulation during pretraining was the enhancement of thalamic

neuronal activity to rarely presented stimuli (Figure 9, upper left panels).

This effect occurred in the AVN, as indicated by significant interactions of

the stimulus and interval factors, when the rare stimulus was the
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prospective.CS+ (F[39/1951-2.67, p-.O001), and when it was the prospective

CS- (F.[39/117-5.67, p<.000 1 ). In addition, the effect occurred in the MON

when the rare stimulus was the prospective CS- (F[39/1171-3.03, £<.0O01).

Also, the unit response in the MON to the rare prospective CS+ exceeded that

to the frequent prospective CS- at every interval, but due to the small

sample in this case, this difference was not significant In the analysis of

variance. Finally, in contrast to the significant effects of the

probability manipulation during pretraining in the thalamic structures, no

significant effects occurred in the cortical structures (Figure 9, lower

left panels). The manipulation of stimulus probability during the

nonstandard AP treatments did not significantly affect the intracranial

macropotentlals in any of the recording sites during pretraining.

C. DETAILED RESULTS OF EXP 2: SUBICULAR LESIONS AND ACTIVITY IN THE PCC AND

AVN.

1. Unit Activity.

In a recent study, we reported that subicular lesions reduced the

magnitude of the average CS elicited unit response in the PCC, and they

increased the magnitude of the overall and the discriminative unit response

in the AVN (26,28). The reduced PCC response occurred in the early training

stages, from pretraining to the session of criterion attainment; the unit

response in the PCC increased gradually during training, such that the

difference between the records in rabbits with lesions and in controls was

nonsignificant during and after criterion attairment. The lesion-induced

enhancement of the overall and discriminative unit response in the AVN

reached its peak magnitude during criterion attainment and postcriterial

overtraining. These results, in combination with the lesion-induced loss of

the PCC unit response, form part of the empirical basis for a theoretical

model of limbic system functional interactions during learning (29).

Here we present the data from the standard AP session (given
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immediately after overtraining) in which the CS+ was presented rarely, and

the CS--frequently. These data are relevant to the possible role of

hippocampal projections in governing the PCC and AVN neuronal response to

the CS probability manipulation. Figure 11 shows the PCC unit responses in

intact controls (upper left column) and in rabbits with lesions (upper right

column) during the the standard AP session. The figure shows a reduced PCC

unit response in the rabbits with lesions relative to controls. This effect

was not significant, although as noted, the PCC responses in rabbits with

lesions were significantly reduced in the earlier training stages.

The enhancement of the overall and discriminative AVN unit response in

rabbits with lesions, present during overtraining, also occurred during the

standard AP session as shown in the lower half of Figure 11. This

conclusion was indicated by a significant interaction of the lesion,

stimulus and interval factors (F[39/5461-2.77, p<.O001) In the analysis of

the standard AP session data. Individual comparisons indicated no

significant differences between the lesion and control unit responses to the

CS-. However, the CS+ in rabbits with lesions elicited a significantly

greater average unit response than the CS+ in controls from 160-400 ms after

CS onset. Thus, the magnitude of the neuronal response to the rare CS+ in

the AVN in rabbits with lesions was significantly greater than its magnitude

In control rabbits. The fact that the resgonse to the rare CS+ and frequent

CS- presentation In the rabbits with lesions was not greater than the

response to the equiprobably presented CS+ in the preceding overtraining

session indicates that the response to the CS+ was already enhanced during

this session, relative to the control response, and it was not further

incremented by the rare presentation of the CS+ in the standard AP session.

This result Is perhaps to be expected from the data of Exp 1, indicating

that AVN neurons in intact rabbits did not show a specific response to the

rarely presented CS+ during overtraining.
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2. Macropotentials

The overall macropotential amplitude and :he magnitude of the

discriminative macropotential response in the PCC were enhanced in the

rabbits with lesions, relative to controls, during overtraining (Figure 12).

However, no further alteration occurred during the following session in

which the CS+ was presented rarely. The effects of the lesions during

overtraining were indicated by a significant interaction of the lesion,

stimulus and interval factors (F[39/13261-1.81, j<.o019). Individual

comparisons demonstrated enhanced responses in the brief-latency positive

component from 60-80 ms after CS onset, and in the longer latency negative

component from 170 to 400 ms. That is, the positive wave elicited in

response to the CS+ was significantly greater than the positive wave

elicited by the CS-, and the negative wave elicited by the CS+ was

significantly greater than the negative wave elicited by the CS- (compare

the profiles in the left and right upper panels in Figure 12). Both lesion

and control rabbits exhibited enhanced average macropotentials in the PCC in

response to the rare CS+, relative to the potentials elicited by the

frequently presented CS- during the standard AP session that followed

overtraining. This outcome was indicated by a significant interaction of

stimulus and interval (F139/8581-8.79; V<.O00). Again the enhancement

occurred in the brief-latency positive deflection and in the longer latency

negative deflection. However, the absence of any significant influence of

the lesion factor In this analysis suggested that the presentation of the

rare and relevant CS+ yielded a differential response in controls that was

of the same magnitude, statistically, as the differential response in the

rabbits with lesions (compare the profiles in the left and right lower

panels in Figure 12).

Thus far, the data suggest that subicular lesions alter the overall

and discriminative response magnitude, but not the response to rare stimulus
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presentation. The only disclaimer to this conclusion was yielded by the AVN

macropotentlal data (Figure 12). Here, the subicular lesions increased the

overall macropotential response of the AVN during overtraining as indicated

by a significant interaction of the lesion and interval factors

(F139/7801-5.03, p<.0001, upper panels of Figure 13). Individual

comparisons showed the average macropotential response to be significantly

more positive 70 ms after CS onset, and significantly more negative from 150

ms to the end of the analysis period, in the rabbits with lesions, relative

to controls. The absence of an effect of the stimulus factor in this

analysis suggested that the lesions did not alter the magnitude of the

discriminative response. Yet, both the overall and discriminative response

were increased by the lesions during the standard AP session, as indicated-

by an interaction of lesion stimulus and interval (LF39/5461-7.16, p<.O001i

lower panels, Figure 13). Individual comparisons indicated that there

occurred a dynamic negative macropotential response to the rare CS+, and no

response to the frequent CS- in the rabbits with lesions (lower right panel,

Figure 13). In contrast, the AVNs in controls exhibited no trace of a

discriminative macropotential response during the standard AP session (lower

left panel, Figure 13). These data represent the only instance in this

study of an altered neural sensitivity to the manipulation of CS probability

in rabbits with lesions. The observed alteration is an unexpected

enhancement of the probability response.

To summarize, the present results ire in conformity with recent

findings indicating that hippocampal projections to the AVN are involved in

limiting the discriminative unit and macropotential responses in this

structure, as well as the discriminative macropotential response in the PCC.

The hippocampal projections may also limit the AVN macropotential response

to rare CS+ presentation in intact animals. These data contradict the

hypothesis that the neural response in the PCC and AVN to rare and relevant
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CS presentations require intact projections from the hippocampus.

DISCUSSION

This investigation is directed toward establishing whether the study

of neural activity during avoidance conditioning in rabbits will aid the

search for the neural origins of ERPs in humans. The criterion that we

apply to this question is the degree to which neural activity in rabbits

exhibits functional properties that are analogous to ERPs in humans. It

should be stressed that at this time we are looking for analogy in terms of

the way in which the activity in people and in rabbits is altered by

manipulation of the eliciting conditions. Whether the activities are also

homologous (i.e., identical in terms of their evolutionary origins) remains

to be seen.

Past studies of limbic neural activity, and the present data,

demonstrate target effects, i.e., the development during training, of

different neural responses to the positive CS, relative to responses

elicited by the negative CS. Here we demonstrate in addition that the unit

and macropotential responses in these structures are significantly altered

by the manipulation of CS probability. Since target and probability effects

are hallmarks of the P300, these data satisfy the primary criteria for the

analogy that we are seeking. Furthermore, the fact that the target and

probability effects occurred in terms of the firing of neurons localizes

these effects to the monitored structures. The Involved structures thus

become candidates for neural generation of the human potentials.

The principal reason for seeking an animal model for the P300 is not

only to demonstrate and localize activity analogous to the P300. Indeed,

that objective is important primarily as a stepping stone to the

programatic invasive investigation of the neural causal antecedents and

consequences of the analogous activity. This consideration brings to light

Lmm mmm m m mmmm m~m•i•m
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an additional use of animal models: to provide a mapping of the central

neural structures that exhibit ERP functional properties, and to document

regional differences in that expression. If sensitivity to stimulus

relevance and probability were to be exhibited identically in every

structure, under all conditions of training and testing, the conduct of

programmatic invasive research would not be greatly facilitated. More

useful would be preliminary findings indicating the differential expression

of phenomena analogous to the P300 in various areas of the brain. This

differential expression was found in the present study: the effects of the

probability manipulation depended on the recording site and the testing

procedure. When the probability of the CSs was manipulated during standard

AP sessions in fully trained rabbits, rare presentation of the CS- enhanceT

the unit discharge to that stimulus in all of the recording sites. However,

rare presentation enhanced the response to the CS+ in only two of the sites,

the ACC and the 0G. One of the remaining sites (the PCC) showed no change

in response to rare CS+ presentation, and the other two (the AVN and the

MON) showed suppression of unit activity in response to the rare CS+.

Past results provide some clues to the possible reasons for these

regional differences. For examle, consider the suppression of firing in

the AVN and MON in response to rare CS+ presentation (Figure 7). In the

AVN, the rare and the frequent CS+s, both unusual stimuli, reduced the

response relative to the response evoked by the CS+ when it and the CS- were

equally probable. The response reduction in the MON occurred relative to

the response to the frequently presented CS+ and relative to the CS+

presented equally as often as the CS-. These reductions of the thalamic

response can be viewed as being compatible with a recent theoretical model,

which holds that the cingulate cortices exert a limiting influence on the

thalamic nuclei with which they are interconnected (29). One of the factors

that invokes this limiting influence is the occurrence of unexpected events

. ...... .. m
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(such as altered stimulus incidence), and the result of limiting is a

prevention-of pre-progranued behaviors. This prevention is one of several

processes that are invoked, hypothetically, to promote behavioral quiescence

and the direction of attention to the novel events. Numerous findings

provide the inferential basis of this model, including the recent data

indicating that the target effect in the AVN, and behavioral responding, are

enhanced in rabbits with lesions in the PCC and also the hippocampus, the

sole sources of cortical input to the AVN (26,28). The enhancement of

behavioral responding appeared as a hyper-response during extinction

training, when rabbits with intact corticothalamic connections exhibited

suppressed behavioral and AVN responses. Experiments to determine whether

the MDN response is enhanced in rabbits with damage in the reciprocally -

interconnected ACC are currently in progress. In any event, the basic

premise that arises from these data is that the limiting process may be

responsible for the absence of unit response increments in the AVN and the

MON under conditions of rare CS+ presentation.

The situation is somewhat more complex with regard to the PCC. The

layer VI (corticothalamic) neurons in this region should, hypothetically, be

the origins of the limiting influence. Thus, they should be activated by

the presentation of unexpected events. However, the PCC is also directly

activated by afferents from the AVN, the region that is limited when

unexpected events occur. Since the AVN is somewhat suppressed by virtue of

the limiting effect, the net effect in the PCC could be no significant

change in the response due to the alteration of CS probability. This is

indeed the outcome that we observed. Nevertheless, the nonsignificant

increase of the PCC unit response to the rare and frequent CSs, relative to

the equal CS, are in accord with the idea that this region is the site of

the neuronal activity that limits the firing of the AVN.

The unit responses to the CS- underwent a gradual reduction, as the
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target effect developed during training. However, the reduction was

reversed-and the response to the CS- dramatically enhanced in all of the

monitored areas, during the sessions in which the CS- was presented rarely.

Yet, in no case did the frequent presentation of the CS- also lead to an

enhancement of the evoked response. We can say with some confidence that

the enhancement of the response to the CS- in the thalamic sites was not due

to a lessening of the limiting process. The PCC and subicular lesions that

yielded the phenomenon (enhancement of the AVN response) giving rise to the

concept of a limiting process, did not increase the AVN response to the CS-,

they only increased the response to the CS+ (op. cit.). These results, and

the absence of any response enhancement due to frequent CS- presentation,

suggest that the increased response to the rare CS- was not due to a

lessening of the limiting influence from the limbic cortex. At present we

do not know the origin of this effect.

In contrast to the AVN and the MON, the ACC and the 0G have been

observed in past studies to exhibit target effects predominantly in the

early stages of acquisition and, in the case of the OG and other hippocampal

areas, in response to the alteration of familiar training contingencies

(29). These sites exhibit a lessening of the target responses during the

asymptotic stages of training (25,29,50). The early and temporary nature of

the responses in these structures suggests that these structures are

involved in processes that are important during the initial stages of

acquisition, and during adaptation to the occurrence of novel task

contingencies, but that they are not particulary important in relation to

performance of the well-practiced habit. Thus, although we cannot at

present provide a mechanistic account of their functions, it is perhaps not

surprising that rare presentation enhanced the response to both CS+ and CS-

in these structures. Indeed, the available data suggest that these

structures should be quite sensitive to novel events, as they appear to be
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involved in the neural reprogramming that is invoked whenever the subject is

faced wfth-the need to adapt to novel task contingencies.

Different effects of the probability manipulation occurred during the

nonstandard AP sessions, in which the tones were presented at a 1/sec. rate,

with response prevention and no US. In these sessions, the neuronal

responses in all of the recording sites were attenuated relative to the

response magnitudes during the standard training and AP test sessions.

Nevertheless, the combination of rareness and behavioral relevance was

associated with significantly greater unit and/or macropotential responses

than any of the remaining three combinations of stimulus properties.

Perhaps only the rare, relevant stimuli had sufficient eliciting capacity to

override the attenuating effects of the unusual and unexpected properties of

the nonstandard sessions. Thus, the different effects of the nonstandard AP

treatment, relative to the standard AP treatment, may be attributable solely

to the disruptive effects of the nonstandard treatments, rather than some

special variety of information processing that is invoked by one or more of

the parameters of the nonstandard sessions.

The present results indicate that the effects of relevance and

probability manipulation are found ubiquitously throughout the limbic

telencephalon and diencephalon. Whereas there is no reason to assume that

all of these limbic sites contribute to the P300 in humans, these results

add plausibility to the hypothesis that the ERPs recorded from the human

scalp are manifestations of information processing activities that are

rather widely distributed in the brain, rather than processes originating in

a single structure, such as the hippocampus. The widespread nature of these

effects in the rabbit is in agreement with suggestions from other recent

studies in animal and human subjects (43,51,71). Nevertheless, it is quite

possible that only a very limited portion of the widespread intracranial

activity has the necessary biophysical properties that would allow its
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activity has the necessary biophysical properties that would allow its

fields te be recorded on the scalp. The resolution of this issue depends on

the concurrent study of multiple intracranial locations and the scalp sites.

Yet, the present and past work with the rabbit preparation do seem to

provide some important information in regard to this issue.

It is now well-known that the cingulate cortical excitatory discharges

that occur from 100-400 ms after CS onset are critically dependent on

afferents from the limbic thalamic nuclei: lesions in these nuclei

eliminate all CS elicited excitatory and discriminative cingulate cortical

activity after 50 ms following CS onset (7,24). In the present study, clear

neuronal sensitivity to stimulus probability and relevance occurred in the

thalamic nuclei, and these effects also occurred in the cingulate corticat-

areas driven by the limbic thalamic afferents. Also, as we have seen from

past work and from the data of the present Experiment 2, the thalamic

manifestations of sensitivity to stimulus relevance and probability are not

dependent on intact connections from the cortical areas (26,28). These

considerations, in concert, raise the possibility that the sensitivities to

stimulus probability and stimulus relevance manifested by surface recordings

made on the human scalp may be a product of processes of the limbic and

other nonspecific nuclei of the thalamus. It is after all the case that the

robust volleys of neuronal action potentials and ERPs recorded at relatively

brief latency from the cortex and from the scalp reflect in large part the

massive driving of cortical cells by thalamocortical axons. Thus, it seems

quite plausible to consider the possibility of a thalmic origin for the

P300. Of course, this view does not deny the possibility that the P300

recorded from the scalp, although driven largely by thalamic cells, can

nevertheless by modulated importantly by cortico-cortical influences, such

as those that originate in the subiculum of tht ,ippocampal formation. In

fact, the model of limbic participation in the avoidance task that we have
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mentioned previously associates the occurrence of rare stimuli with the

elicitat4on-of a limiting process, represented by cingulate cortical unit

activity that is thalamically driven, but that also requires an input to

cingulate cortex from the hippocampus. Indeed, the macropotential responses

in the hippocampal dentate gyrus elicited by rare CS presentations exhibited

greater amplitude and duration than the potentials in any uf the other

studied areas, and the latency of the response to the rare CS+ was briefer

than in the other areas.

The assertion that responses analogous to the P300 may depend on the

output of the hippocampal formation may seem to be at odds with other data

(51), and with the results of the present Exp 2, suggesting that neural

responses to stimulus relevance and probability manipulations are retained-l

and possibly enhanced in animals with hippocampal damage. However, in our

view, these propositions are not necessarily incompatible. The P300 in

intact humans may represent primarily the evocation of the limiting process

brought about by the interaction of thalamic and hippocampal influences

within the cortical areas that receive hippocampal projections. In animals

with hippocampal damage, the activity analogous to the P300 may reflect

primarily thalamocortical neural volleys in these same cortical areas in

response to rare and/or relevant stimuli. The fact that these responses are

enhanced In the brain-damaged animals may indeed be due to the absence of

the limiting process, the very process that is responsible for the effect In

the intact human.

These suggestions must of course be tempered by the observation that

the morphology of the ERPs recorded from the brain surface in the rabbit,

which is sensitive to event probability, is quite distinct from the

morphology of the human P300. The potentials in the rabbit are

negative-going in the very same latency range in which the potentials in

humans are positive. A morphology similar to the P300 appears in the rabbit
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much earlier,- from 100 to 200 ms after stimulus onset. At present, it is

impossible to state which of the potentials recorded in rabbits, if any, is

the better analog of the human P300.

In this connection it should be noted that there is no reason to

believe that the morphology of the waves should be similar in two such

different species. It is possible that the negative potential at 300 ms is

analogous to the positive potential at that latency in humans and that the

difference in polarity is the result of relatively trivial difference in the

orientation of the electrical sources, or some other trivial difference

between humans and animals. On the other hand, it is possible that the

neural activity that gives rise to the P300 in humans may originate in a

system, such as the limbic system, that begins to exhibit sensitivity to 9

stimulus probability and relevance long before 300 ms. These manifestatiois

may not appear on the human scalp until 300 ms has elapsed because of

various fortuitous voltage cancellation effects that occur in the earlier

latencies. Such effects are in fact likely given the prevalence of several

cascaded excitatory and inhibitory discharges that characterize stimulus

processing in a variety of neural structures in the brief latency domain.

In this connection it is relevant to note that the occurrence of probability

and stimulus relevance effects at latencies considerably under 300 ms has

been found in studies of human and animal intracranial potentials

(4,46,46,71). These data favor the second interpretation outlined above.

However this issue is ultimately resolved, our data clearly establish that

the rabbit can be used as a subject in the pursuit of a model of the P300.

This is welcome news because the rabbit affords a most convenient

preparation for investigating the neuroanatowy and functional

neurophysiology of the phenomena analogous to the P300.
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FIGURE CAPTIONS

Figure 1. A set of six coronal sections of the rabbit brain illustrating

the minimal (dark areas) and maximal (hatched areas) extents of the

subicular lesions. (AP - anterior/posterior location of the depicted

sections in millimeters.) The depictions are derived from the atlas of

Fifkova & Marsala. presented in Bures et al., 1967.

Figure 2. Average of the unit responses to the CS- during the standard AP

(asymmetric probability) sessions. The responses in each recording site

were elicited in trained rabbits during separate sessions in which the CS-

was presented in .2, .5 or .8 of the trials. The plotted values were

obtained by averaging the response magnitudes, in the form of z-scores, of a

set of 10 consecutive 10-msec Intervals containing the peak response of each

of the sites. The tQ-msec interval between 80 and 400 msec in which the

z-score was the first, after CS onset, to fall within the 95% confidence

interval of the largest z-score for a given profile was selected as the

initial interval of the window. The recording sites are indicated by the

arrows referencing an artistic depiction of a sagittal section of the rabbit

brain at approximately 1.5 mm from the midline. The depiction is based on

the atlas of Shek, Wen and Wisniewski, 1986.

Fgure 3. Average of the unit responses to the CS+ during the standard AP

(asyimetric probability) sessions. The responses in each recording site

were elicited in trained rabbits during separate sessions in which the CS+

was presented in .2, .5 or .8 of the trials. The artistic depiction of the

sagittal brain section and the method for obtaining plotted values are

described in the legend of Figure 2.

Figure 4. The average unit responses during the non-standard AP sessions

that followed the standard overtraining sessions. The reponses were



ANIMAL MODEL FOR P300 49

elicited following the presentation of the CS+ and the CS- In asymmetric

proporti'ons-(.2/.8: (Rare CS+/Frequent CS-I, or, .8/.2: [Frequent CS+/Rare

CS-I.) The artistic depiction of the sagittal brain section and the method

for obtaining the plotted values are described in the legend of Figure 2.

Figure 5. Average unit responses in the form of z-scores derived from the

intracranial sites during pretralning (left column) and during the

asymptotic training stage ("trained"; right column.) The responses were

elicited following presentations of the CS+ (solid line) and the CS- (dashed

line) in equal (.5/.5) proportions. (Data are shown for each of the

recording sites in 40 consecutive 1O-msec intervals.)

Figure 6. Average macropotential responses in the form of z-scores derived'"

from the records of the two brain (epidural) surface sites (two upper rows)

and four intracranial sites during pretraining (left column) and during the

asymptotic training stage ("Trained"; right col.mn). The responses were

elicited following presentations of the CS+ (solid line) and CS- (dashed

line) presented in symmetric (.5/.5) proportions. Data are shown for six

recording site in 40 consecutive 10-msec intervals. Positive voltage

responses are indicated by downward deflections. The average

macropotentials obtained from the medial dorsal nucleus, very similar to

those shown in the figure for the anterior ventral nucleus, were thus

omitted for brevity.

Figure 7. Average unit responses in the form of z-scores derived from the

five intracranial records during the standard AP (asyetric probability)

sessions. Data are shown for each recording site in 40 consecutive 10-msec

intervals. The responses were elicited by the CS+ (left column) and CS-

(right column) in symmetric (.5/.5) and asymmetric (.2/.8 and .8/.2)

proportions. The responses elicited by the rare, equal and frequent CSs are

indicated by the solid, dashed and dotted lines respectively.
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Figure 8-. Average macropotential responses in the form of z-scores derived

from the two surface records (top row) and from the five intracranial

recording sites during the standard AP (asymmetric probability) sessions.

Data are shown for each recording site in 40 consecutive 1O-msec intervals.

The responses were elicited by the CS+ (first and third columns) and CS-

(second and fourth columns) in symmetric (.5/.5) and asymmetric (.2/.8 and

.8/. 2) proportions. The responses elicited by the rare, equal and frequent

CSs are indicated by the solid, dashed and dotted lines respectively.

Figure 9. Average unit responses in the form of z-scores derived from

records of the anterior ventral thalamic nucleus and the anterior cingulate

cortex during the non-standard AP training procedure which followed

pretraining and asymptotic training ('trained"). The responses were

elicited by the CS+ (solid lines) and CS- (dashed lines) presented in

asymmetric proportions (.2/.8: [Rare CS+] or .8/.2: [Rare CS-I). The data

of the posterior cingulate cortex and medial dorsal nucleus, very similar

respectively to the data of the anterior cingulate cortex and anterior

ventral thalamic nucleus in the figure, were thus omitted for brevity.

Figure 10. Average macropotential responses in the form of z-scores derived

from the two surface records (top row) and from the five intracranial

recording sites during the nonstandard AP (asymmetric probability) sessions.

Data are shown for each recording site in 40 consecutive 1O-msec intervals.

The responses were elicited by the CS+ (solid lines) and CS- (dashed lines)

in asymmetric proportions. These proportions were .2/.8 (rare CS+; left

columns) and .8/.2 (rare CS-; right columns).

Figure 11. Average unit responses in the form of z-scores derived from the

records of the posterior cingulate cortex (upper row) and the anterior

ventral thalamic nucleus (lower row) in controls (left column), and in
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rabbits with subicular lesions (right co'.umn). The responses were elicited

by the rmre4y presented CS+ (solid bars) and by the frequently presented

CS- (open bars) during the standard AP session presented on the day after

the final (third) overtraining session in EXP 2.

Figure 12. Average macropotential responses in the form of z-scores derived

from the records of the posterior cingulate cortex in controls (left column)

and in rabbits with subicular lesions (right column) during overtraining

(upper row) and during the standard AP session (lower row) given on the next

day. The responses were elicited by the CS+ (solid lines) and CS- (dashed

lines) in symmetric (.5/.5) and asymmetric (.2/.8) proportions.

Figure 13. Average macropotential responses in the form of z-scores derive

from records of the anterior ventral thalamic nucleus in controls (left

column) and in rabbits with lesions of the dorsal subciular complex (right

column). The data were obtained during overtraining (upper row) and a

subsequent standard AP session (lower row). The responses were elicited

following presentation of the CS+ (solid lines) and CS- (dashed line) in

symmetric (.5/.5) and asy metric (.2/.8) proportions.



ANIMAL MODEL FOR P300 52

TABLE CAPT-IONS

Table 1. The number of unit and macropotential records are given for each

brain area and training stage. In the case of the nonstandard AP

(asymmetric probability) sessions (right portion of table), the number of

unit records equaled the number of macropotential records within each cell,

except in the two cells in which two entries are given. In thtse cells, the

first number represents the unit records and the second, the

macropotenti al s.

Table 2. UNIT ACTIVITY DURING STANDARD TRAINING: Probability levels, F

ratios, and statistically significant (p< .05) individual comparisons

derived from analyses of the interactions of training stage X interval and

training stage X stimulus X interval in the unit records of five recording

sites during standard training. The intervals (in milliseconds) in which

responses were significantly greater during the asymptotic training stage

than during pretraining are listed in the third column. Intervals

containing greater responses to the CS+ than to the CS- are listed in the

fifth and sixth columns. (N - number of records, NS - not significant, * -

the response to the CS- exceeded the response to the CS+; see Table 1 for

the recording site labels.)

Table 3. INTRACRANIAL KACROPOTENTIALS DURING STANDARD TRAINING: Probability

levels, F ratios, and statistically significant (p< .05) individual

comparisons derived from analyses of the interactions of training stage X

interval, and training stage X stimulus X interval in the macropotential

records of the PCC, DG, AS and PS during standard training. The intervals

(in milliseconds) in which the potentials were significantly increased

during the asymptotic training stage relative to the pretraining stage, are

given in the third column. Intervals in which the potentials elicited by
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the CS+ were significantly greater than the potentials elicited by the CS-

are given in the fifth and sixth columns. (*-the potentials elicited by the

CS- exceeded those elicited by the CS+; N-number of records; MS-not

significant.)

Table 4. UNIT ACTIVITY DURING THE STANDARD AP SESSIONS: Probability

levels, F ratios, and statistically significant (R< .05) individual

comparisons derived from analyses of the interactions of training stage X

stimulus, and training stage X stimulus X interval, in the unit records of

the five recording sites during the standard AP session. The intervals (in

milliseconds) in which responses were significantly altered by the

probability manipulation are listed for each comparison. Significantly

greater responses occurred in the listed intervals in response to CSs

presented at the frequency indicated by the first of the two proportions (to

the left of the slashes), than to the CSs presented at the frequency

indicated by the second of the two proportions (to the right of the slashes)

given as the column headings. For example, the first entry in the fourth

column of the table indicates that the CS* presented on .2 of the trials

elicited significantly greater responses than the CS+ presented on .8 of the

trials from 50 to 400 ms after CS onset. Asterisks indicate a reversal of

this relation. That is the CSs presented at the frequency indicated by the

second of the two proportions pair elicited greater responses than CSs

presented at the frequency indicated by the first proportion of the pair.

(N-number of records; NS-not significant.),

Table 5. SURFACE MACROPOTENTIALS DURING THE STANOARO AP SESSIONS:

Probability levels, F ratios, and statistically significant W< .05)

individual comparisons derived from analyses of the training stage X

stimulus X interval interaction in the macropotential records of the surface

recordings during the standard AP sessions. The intervals (in milliseconds)
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in which the potentials were significantly altered by the probability

manipulation are listed for each comparison. See caption of Table 5 for a

description of the abbreviations and symbols.

Table 6. UNIT ACTIVITY DURING THE NON-STANDARD AP SESSIONS: Probability

levels, F ratios, and statistically significant (P< .05) Individual

comparisons derived from analyses of the stimulus X interval interaction in

the unit records during the non-standard AP sessions. Data are presented

separately for sessions in which the rare stimulus was the CS+, and for

sessions in which the rare stimulus was the CS-. The intervals (in

milliseconds) in which responses were significantly greater to the CS+ than

to the CS- are listed in the third and sixth columns. (*-the response to

the CS- exceeded the response to the CS+; Nunumber of records; NS-not

significant.)

Table 7. MACROPOTENTIALS DURING THE NONSTANDARD AP SESSIONS: Probability

levels, F ratios, and statistically significant (p< .05) individual

comparisons derived from analyses of the stimulus type by interval

interaction in the macropotential records of the MIDN and the surface

recordings during the asymptotic training stage of the non-standard AP

training procedure. Data are presented separately as sessions in which the

rare CS was the CS+ or the CS-. The intervals (in milliseconds) in which

responses were significantly greater to the CS+ than to the CS- are listed

(third column). (N-number of records; NS-not significant.)
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Non-Standard AP Sessions,

Stages of StAndard Training Overtraining AP

Training Sessions Sessions Pretraining Trained

Neural Unit Macropotential Unit Macropotential Rare Rare Rare Rar
Structures Activity Activity ActivLty Activity CS+ Cs- CS+ CS-

Anterior 1i;
Cingulate 12 i 11 11 11 13 8 10 7
Cortex (ACC)

Posterior
Cingulate 7 7 12 11 8 7 7 6
Cortex (PCC)

Dentate
Gyrus (DG) 7 6 7 5 8 5 7 5;4

Medial
Dorsal 4 5 4 3 5 4 4 3
Thalamic
Nucleus (MDN)

Anterior
Ventral 6 3 6 4 6 4 6 4
Thalamic
Nucleus (AVN)

Anterior
Surface (AS) 10 13 12 8 i10 I

Posterior 1
Surface (PS) 12 14 13 11 11



Intervals with Stage by Intervals with
Stage by Significant Stimulus by Significant

N Interval Differences Interval Differences

Pretraining Trained

ACC 12 P-.0011 140-290 NS
F-1.60

PCC 7 P<.0001 90-400 P-.0002 100-150* 110-400
F-4.05 F-1.78 250,370,380

DG 7 NS - P<.0001 370* 80-400
F-1.92

MDN 4 NS - P<.0001 310* 100-400
F-1.93

AVN 6 P<.0001 160-400 P<.0001 30-50*,70* 120-400
F-3.45 F-5.98



Intervals with Stage by Intervals withStage by Significant Stimulus by Significant
- nterval Differences Interval Differences

Pretraining Trained

PCC 7 NS P-.0014 40-60*, 60-110,
F-1.62 260-330* 160-360

370-390*

DG 6 NS P<.0001 80-170*, 50*,200
F-2.43 320,330 210

AS 10 P<.0001 60,80-160, P<.0001 NS 60-200
F-8.08 300-400 F-2.89

PS 12 P<.0001 70,90,110-140, P-.0018 80*,90* 40*,50*F-2.86 320-360 F-1.42 310-340* 110-180



9

Stage by
Stage by Stimulus by Intervals with

N Stimulus Interval Significant Differences

.2/.8 .2/.5 .5/.8

ACC 11 P-.0001 P<.0001 CS+ 50-400 40-400 360*,390-400*
F-14.45 F-3.18 CS- 60-350, 80-400 310*,320*,340*

380-400

PCC 12 P,,.0183 NS
F=4.82

DG 7 P-.0004 P<.0001 CS+ 170,190-210, 40,60 230,270-300,
F-16.10 F-2.56 350-390 350-370

CS- 70-400 70-400 iOO*,ii0*

MDN 4 NS NS - - -

AVN 6 NS P<.0001 CS+ NS 60-90 170-300
F-2.24 180*,

200-260*
CS- 140-400 120-400 -



Stage by Intervals with
Stimulus by Sinificant Differences

N Interval
.2/.8 .2/.5 .5/.8

AS 13 P<.0001 CS+ 70-140,210 40*,50*, 60-140
F-2.43 220 200-220,

310-350*
CS- 80-120, 90-100 NS

180-200*

PS 14 P<.0001 CS+ 50-160,190, 70-210 80-100,
F=2.26 200 170-180*

Cs- 90-100, NS 170-200*
170-190*



Eretraining Trained

Intervals with Intervals with

- Stimulus by Significant Stimulus by Signifiant

N interval Differences N Interval Differences

ACC:

Rare CS+ 13 NS 11 P<.0001 20*,30*,60*-80*,
Fm3.95 170-330,350,380-

Rare CS- 8 NS 7 NS

PCC:

Rare CS+ 8 P.0019 NS 7 P-.0010 170-390
F-I. 89 F-1.99

Rare CS- 7 NS - 6 P<.0001 NS
F-2.42

DG:

Rare CS+ 8 NS - 7 P<.0001 i00-120*, f0*,2(
F-2.83 250,320,350,380-,

Rare CS- 5 NIS - 5 NS

M.DN:

Rare CS+ 5 NS - 4 P-.0037 140-400
F- 1.93

Rare CS- 4 P<.0001 90-400* 3 N

F-3.03

Rare CS+ 6 P<.0001 200-400 6 P<.0001 90*,190-400

F-2.67 F-19.13

Rare CS- 4 P<.0001 I0,50*,80-110*, 4 P<.0001 210-400

F'5.67 130-400* F-3.36



Stimulus by Intervals with

Intarval Significant Differences

DG:

Rare CS+ 7 p=.0 0 0 2  90-230,260,390,400

Rare CS- 4 F=2.16

Rare CS+ 4 P<.0001 60-160,200-220,

F-6.63 300-350

Rare CS- 3 NS

AS:

Rare CS+ 10 p..0001 60,70,100-200
F=4.52

Rare CS- 9 NS

PS:

Rare CS+ 11 p<.O00 1  100-170
F-3.63

Rare CS- 11 NS
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P300 Latency and Task Requirements

Stephen Jenkins, Gabriele Gratton,
Michael G. H. Coles, & Emanuel Donchin

Cognitive Psychophysiology Laboratory
University of Illinois

We have argued elsewhere (Kutas et al, 1977; McCarthy
& Donchin, 1981; Magliero et al, 1984) that P300 latency is
relatively independent of response-related processes and
that it can be used as a measure of stimulus evaluation
time.

In the present experiment, we sought to determine the
degree to which P300 latency was influenced by task-
oriented decision processes. Eight subjects performed
letter-discrimination and same-different judgement tasks in
separate sessions. In both tasks, one of four visual
arrays (HHHHH, SSHSS, SSSSS, and HHSHH) was presented on
each of 1200 trials. In the letter-discrimination task,
subjects were required to execute left- or right-hand
responses as a function of the center letter in the array.
In the same-different judgment task, they were required to
indicate whether all the letters in the array were the
same, or whether one was different, by responding with
their left- or right-hands.

In the letter-discrimination task, reaction times were
longer when the central letter in the array was different
from the surrounding letters. In the same-differen'.t
judgment task, reaction times were the same for all arrays.
However, P300 latency was longer when the central letter
was different from the surrounding letters in both letter-
discrimination and same-different judgment tasks.

These results reveal that measures of reaction time
and P300 latency can be dissociated and support the claim
that P300 latency is independent of task-oriented decision
processes.
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N100 AND P300 TUNING EFFECTS DURING AN ATTENTION SWITCHING TASK.

Erik Sirevaaq and Arthur Kramer (SPON: L. Malmgren).

Dept. Psych., University of Illinois, Urbana-Champaign, IN 61820.

The question of central importance to the study of selective attention

concerns how, given the continuous bombardment of information to which our

central nervous system is subject, are particularly important sensations,

memories and representations selected for further processing? Dichotic

listening tasks designed to simulate the "cocktail party effect" -- provide

convincing evidence of the ability of individuals to selectively attend to one

speaker and ignore a chorus of other voices. However, Lewis (1970, JEP, 85,

225-228) found that if subjects repeat a random string of words presented to

one ear, it takes them longer if a semantically related word is presented

simultaneously to the opposite ear. This contextual interference represents a

failure of selective attention. Treisman, Squire, and Green (1974, Mem. and

Cog., 2(4), 641-646) found that the effect of context is restricted to items

in early list positions which suggests that attentional selectivity builds up

(becomes better tuned) with successive stimulus presentations.

Investigations of the electro-physiological concomitants of selective

attention have indicated that specific components of the Event-Related-

Potential (ERP) are related to selection processes. A negative potential

peaking approximately 100 msec post-stimulus is sensitive to stimulus set

selections based on simple stimulus features (location, pitch, color, etc).

This potential is presumed to reflect the overlap between the sensory NIO

component and an attention related sustained negativity labelled the

processing negativity (PN). A subsequent component, the P300, is influenced

by a number of response set factors such as instructions, strategies, and

complex as well as simple stimulus attributes. The P300 has been related to

the further hierarchical evaluation of attended stimuli.

Two separate sets of studies have explored the nature of perceptual tuning

effects upon components of the ERP. In the auditory modality, Donald and

Young (1982, Exp. Brain Res., 46, 357-367) found that the selectivity of the

P300 emerged immediately with the first few stimuli in a block and did not

change over succeeding trials in a sustained attention paradigm. PN tuning,

on the other hand, did not emerge until after the presentation of several

trials and resulted from a decrement in the PN associated with the rejected

channel over time. In the visual modality, Hillyard, Munte, and Neville

(1985, Atten. and Perf. XI, Hillsdale: Erlbaum, 63-84) have found that the PN

selectivity was present for the first stimuli in a sequence and remained



unchanged with successive stimuli despite a general decline in PN amplitude

over time.

The purpose of the present study was to examine the buildup of auditory

perceptual tuning in a paradigm requiring subjects to switch attention to

different input sources more rapidly than was required in previous studies.

Methods

Fig 1. Task Description. Nine subjects (7 male and 2 female) participated in

the experiment. An arrow presented visually before each sequence of twelve
auditory stimuli indicated which ear was to be attended to. Prior to the

experiment a target frequency was designated for each subject. If a tone was
presented to the attended ear and was of the target frequency a button press

response was required. Subjects performed 50 blocks of these 13 trial

sequences followed by a 5 min rest period. In a single session, 7 groups of

50 blocks were performed. Behavioral data (RT and accuracy) and

electroencephalographic (EEG) data from three electrode positions (Fz, Cz, and
Pz) were recorded in each block. The amplitudes and latencies of a variety

of ERP components were analyzed as a function of the ear, frequency, and

target/non-target classification of the eliciting tones. The ERP components

and behavioral data were also examined as a function of the time point of the

stimulus following a switch in attentional locus (Time 1, Time 2, and Time 3).
In the subsequent figures the following convention is used to designate the

four possible combinations of attended vs. ignored frequency and location

attributes of the tone stimuli:

F+ L+ : Attended Frequency in the Attended Location

F+ L- : Attended Frequency in the Ignored Location

F- L+ : Ignored Frequency in the Attended Location

F- L- : Ignored Frequency in the Ignored Location



Results

Fig. 2 Mean Reaction Time as a Function of Time Point. Mean RT did not vary

as a function of time point [F(2,16)=0.14; p=0.8 7 1.

Fig. 3 False Alarm Rate as a Function of Time Point. The number of false

alarms did not vary as a function of time point IF(2,16) = 0.90; p=0.43.J

Fig. 4 Miss Rate as a Function of Time Point. Significantly more misses

occurred for stimuli at Time I than for stimuli at either Time 2 or Time 3

(F(2,16)=10.07; p=O.O021.

Fig. 5 Sensitivity as a Function of Time Point. Significantly lower

sensitivity scores were associated with stimuli at Time 1 than at Time 3

[F(2,16)=4.91; p=O.021.

Fig. 6 Grand Average ERPs at Fz as a Function of Stimulus Type. Prominent

negativities occurred with a mean latency of 110 msecs. At each of the three

time points, more negativity was associated with stimuli of the attended

frequency F(1,8)=54.65; p=.O08. The ear of presentation had no effect

F(1,8)=0.15; p=0.71.

Fig. 7 Grand Average ERPs at Fz as a Function of Time Point. While less

negativity was associated with tones of the non-target frequencies at later

points in time, target frequency evoked negativities remained unchanged at all

three time points F(2,16)=6.25; p=0.01.

Fig. 8 PN Amplitude as a Function of Time Point. Average of the single

subject estimates of PN amplitude 100 msec post-stimulus at Fz illustrating

the increased separation between the target and non-target frequency channels.



Fig. 9 Grand Average ERPs at Pz as a Function of Time Point. Large P300s were

associated only with stimuli matching on both the target frequency and

location dimensions F(1,8)=36.48; p=0.0003. The amplitude of the P300 to these

tones increased as a function of time point F(2,16)=12.18; p=0.0006.

Fig. 10 P300 Amplitude as a Function of Time Point. Average of the single

subject estimates of P300 amplitude at Pz illustrating the increased

separation between the tones matching both target attributes and the other

tone categories.

Conclusions

1. The behavioral data suggest that subject sensitivity increased with

successive stimulus presentations within a given attentional set. The fact

that RT and false alarm rate were not affected by time indicates that the

sensitivity changes cannot be attributed to either speed-accuracy tradeoffs or

differential response biases.

2. The PN data are consistent with the hypothesis that increased perceptual

tuning occurred within the 12 tone sequence and that this was accomplished by

a reduction in the amplitude of the PN associated with non-target tone

frequencies regardless of location. However, a number of alternative

explanations exist. Although extensive bootstrapping has indicated that the

PN differences are probably not artifactually produced by differences in

refractory periods or number of trials per average, it is possible that the

sensitivity of the PN to frequency rather than ear is due to such factors as

probability, the nature of the dimension that switches, etc. Further work is

needed to clarify the precise nature of the observed PN effect.

3. The P300 data provide convincing evidence of a P300 tuning effect. In

contrast with the PN effect, P300 tuning is accomplished by an increase in the

amplitude of P300s associated with target stimuli.

4. The data support the hypothesis that there is a phasic build-up of

attentional processes during tasks requiring sustained attention when subjects

are required to modify their attentional set after every few trials. The data

are also consistent with hierarchical models of stimulus selection.
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An Evaluation of Age Differences in the Development of Automaticity

William J. Gehring, David L. Strayer, Arthur F. Kramer,

Emanuel Donchin, and Gregory A. Miller

Cognitive Psychophysiology Laboratory

University of Illinois

Champaign, Illinois

The present study examines the development of automaticity, as

reflected in overt performance and in the P300 component of the event-related

brain potential, in healthy elderly and young adults. The subjects practiced

consistently (CM) and variably (VM) mapped versions of the Sternberg memory

search task. Four elderly (mean age = 74) and two young (mean age = 22) adults

performed the task for four consecutive days; performance from the first and last

days was compared.

Reaction time (RT) increased with memory load for both groups, although

the effect was greater for the elderly subjects. The effect of memory load was

greater under VM conditions than under CM conditions for young subjects, but for

elderly subjects the effect did not differ between conditions. Overall, RT

performance improved over the four sessions, but RTs decreased more for young

subjects than for the older subjects. Furthermore, the effect of memory load

decreased with practice only for the young subjects. Taken together, these

results suggest that the young subjects developed automatic processing more

rapidly than the elderly subjects.

An examination of detection sensitivity revealed that, under CM

conditions, A' was very high, and was unaffected by both memory load and training

for young subjects. For elderly subjects, however, A' decreased with memory load

early in training; after consistent practice, A' was relatively unaffected by

memory load. Further, by session 4, detection sensitivity was higher for elderly
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subjects than for young subjects.

In VM training, A' decreased as a function of memory load for all

subjects and all conditions, but was lower for the elderly than for the young

subjects. By session 4, A' was less affected by memory load for the young than

for the elderly subjects.

Examination of B'', a measure of response criterion, revealed that

younger subjects' performance became less conservative with CM practice. Elderly

subjects, however, did not decrease their response criterion with such practice,

although A' increased significantly. With VM training, young subjects did not

change their response criterion, whereas elderly subjects became more

conservative. These results suggest that elderly subjects did not vary their

response criterion on the basis of improved sensitivity. It has been previously

suggested that such a conservative strategy decreases the rate at which

automaticity develops (Schneider & Fisk, 1982).

In CM conditions, the effects of memory load on P300 latency were

equivalent for young and elderly subjects early in training. Following

consistent practice, however, P300 latency was insensitive to memory load for

young subjects, but remained affected by memory load for elderly subjects. In

addition, practice in CM conditions resulted in a greater overall reduction in

P300 latency for the young. These results are consistent with the pattern of RT

results and suggest that the stimulus evaluation process became automated more

rapidly for the young.

In contrast, P300 latency increased as a function of memory load in VM

conditions for young subjects across the four sessions. For the elderly subjects,

however, P300 latency was insensitive to memory load throughout the experiment.

Moreover, P300 latency for older subjects increased with training. These results

are paradoxical, given the pattern of RT results. Similar findings of P300 slope
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diminishing with age have been reported by Pfefferbaum (1980) and Strayer,

Wickens, and Braune (1985). One possible explanation for these results is that

P300 was smaller and more variable for the elderly subjects. Indeed, P300

latency distributions for memory load 2 and memory load 4 were rectangular and

overlapping for the elderly. Given the reliability of our measure of P300

latency (Gratton, 1984) these results suggest that the latency of the process

manifested by P300 was more variable in the elderly.

The flat slopes observed following CM practice in the young should be

contrasted with the flat slopes observed in the elderly in the VM conditions.

The distributions of the young subjects were always Gaussian, but overlapped

following consistent practice, yielding a flat slope. The distributions of the

elderly, in contrast, were rectangular, and thus the overlap of these

distributions--and the resulting flat slope--was due to the high variability in

the P300s of the elderly.

RT distributions were analogous to the P300 latency distributions:

following practice in any condition, the variance of the distribution decreased

for all subjects. This effect was more pronounced in CM conditions.

Distributions for the elderly, however, were more variable than for the young

subjects, and the effect of practice on the variance was less for the elderly.

These results further support the notion tt, t the P300 distributions were

rectangular due to variability in stimulus evaluation time.

In sum, it appears that the performance of the elderly was

characterized by conservative response strategies and by highly variable stimulus

evaluation and response processes. For the elderly subjects, performance

improved following CM practice; nevertheless, they failed to attain automatic

processing over 5000 trials, In contrast to the young subjects. It remains to be

determined if automaticity would develop in the elderly with additional training.
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P300 Operating Characteristics: Performance/ERP
Analysis of Dual-Task Demands and Automaticity

Arthur F. Kramer and David L. Strayer

Department of Psychology

University of Illinois
Champaign, Illinois

Fourth International Conference on Cognitive Neuroscience
June 14-19, 1987

Paris-Dourdan, France



The present study examines the attentional requirements of automatic and

controlled processing. The amplitude of the P300 component of the ERP was used

as a metric of the attentional resources invested in a pair of tasks. Subjects

performed two tasks (a Sternberg Memory Search task and a Recognition Running

Memory task) both separately and together. Two stimulus-response mapping

conditions were employed: consistent mapping (CM) and varied mapping (VM).

Processing priority was manipulated between the two tasks by instructions.

Subjects received extensive training (>24,000 trials) prior to the experiment.

It was predicted that if automatic processing demands attentional

resources, then CM events should elicit large P300s. However, since the

resources utilized during the automatic attention response are assumed to be

allocated in an all-or-none fashion it was hypothesized that the amplitude of

the P300"s elicited in the CM conditions would not tradeoff with priority and

should not show a dual task decrement. In contrast, if automatic processing

does not utilize or demand attentional resources, there should be little or no

P300 activity elicited by CM events. However, subjects may allocate spare

capacity to the automatic processing even though unnecessary. In this case,

P300 amplitude should vary as a function of processing priority. As the

concurrent task priority increases, the spare capacity remaining to be

a!-icated to automatic processing should diminish, resulting in a graded effect

on P300 amplitude.



Met hods

Five subjects practiced two tasks, both separately and together for twelve

two and one-half hour sessions prior to performing in the experimental

conditions. This amount of practice was necessary to ensure that the subjects

had developed automaticity in the CM conditions. The tasks included a

Ster erg Memory Search paradigm and a Recognition Running Memory task. The

Sternberg paradigm was run with two memory load conditions (set size I and 4)

and two response mapping (CM and VM) conditions. The Recognition Running

Memory task was performed by comparing the item on trial n to the item on trial

n-2. Subjects made a CRT response on each trial for each of the tasks. Task

priority was also manipulated in the dual task conditions such that subjects

either concentrated on one task, gave equal priority to both tasks, or

maximized their performance on the other task (priority conditions: 100/0,

90/10, 50/50, 10/90, 0/100, where the first number refers to the priority of

the recognition running memory task and the second refers to the Sternberg

task).



ERP Recording

EEG was recorded from three midline sites (Fz, Cz, and Pz, according to

the International 10-20 system) and referred to linked mastoids. Two ground

electrodes were positioned on the left side of the forehead. EOG electrodes

were placed above and below the right eye. Electrode impedances did not exceed

10 Kohms.

The EEC and EOG were amplified 4ith Van Gogh model 50000 amplifiers (time

constant 10 sec and upper half amplitude of 35 Hz). Both EEG and EOG were

sampled for 1300 msec, beginning 100 msec prior to stimulus onset. The data

were digitized every 10 msec. The ERP's were digitally filtered off-line (-3Db

at 8.8 Hz, 0 Db at 29 Hz) prior to statistical analysis. EOG artifacts were

also corrected off-line (see Gratton, Coles and Donchin, 1983).



Figure I. A schematic representation of the temporal structure of the

Sternberg paradigm (top), the recognition running memory task (middle), and the

combination of the two tasks in the dual task conditions (bottom).

Figure 2. Single and dual task Sternberg and Recognition Running Memory RT's

for correct responses. On the left side of the figure the RT's are plotted for

both tasks in each of the priority conditions. The right side of the figure

displays the Performance Operating Characteristics (POC) for both CM and VM

conditions. Least squares polynomial regression lines are fitted to the data

for the CM and VM set size I and 4 conditions. Several effects are noteworthy.

First, the RT's obtained in the CM conditions indicated that we were successful

in training the subjects to automaticity; the RT's were unaffected by memory

load or dual task demands (e.g., all points in the upper right hand portion of

the POC). Second, even though subjects received the same amount of practice in

the VM condition as they did in the CM condition they did not develop

automaticity. RT's increased as a function of memory load and showed large

dual task tradeoffs as a function of processing priority for the larger memory

load conditions.



Figure 3. Single and dual task Sternberg and Recognition Running Memory A's

for correct responses (A' is a nonparametric measure of senstiviity, d'). On

the left side of the figure the A's are plotted for both tasks in each of the

priority conditions. The right side of the figure displays the POC's for both

CM and VM conditions. The pattern of results obtained for the A' measure are

consistent with that obtained for RT. CM performance is unaffected by memory

load or dual task demands while A' decreases as a function of memory load in

the VM condition. A' also varied as a function of dual task priority in the

set size 4 VM conditions.

Figure 4. Single and dual task Sternberg and Recognition Running memory Pz

overplots for both CM and VM conditions. Perusal of the grand averages reveals

the classic N200/P300 complex. It is evident from the waveforms that the P300

is less variable in the CM Sternberg conditions than it is in the VM

conditions. This observation is consistent with the reduced variance in both

P300 latency and RT in the CM conditions. It is also clear from the waveforms

that the priority effect shown in the RT and A' POC's is obtained for P300

amplitude. The amplitude of the P300 varies with processing priority in the VM

but not in the CM conditions.



Figure 5. Grand average P300 amplitudes at Pz for single and dual task

Sternberg and Recognition Running Memory tasks. The amplitude and latency of

the P300's were obtained from a single trial cross-correlation procedure. On

the left side of the figure the P300's are plotted for both tasks in each of

the priority conditions. The right side of the figure displays the POC's for

both CM and VM conditions. The pattern of results obtained 'or the P300

measures are consistent with the grand average waveforms. In CM conditions,

large P300s were elicited by all events and P300 amplitude was uninfluenced by

processing priority. Furthermore, dual task P300 amplitude was equivalent to

single task P300 amplitude. In VM conditions, P300 amplitude varied as a

function of processing priority. The greater the attention allocated to the

task, the larger the P300s elicited by these events. Reciprocity was found

between the two tasks under VM load 4 conditions.



Figure 6. Grand average P300 latencies at Pz for single and dual task

Sternberg and Recognition Running Memory tasks. On the left side of the figure

the P300's are plotted for both tasks in each of the priority conditions. The

right side of the figure displays the POCs for both CM and VM conditions. The

pattern of results obtained for the P300 latency measure mimicked the RT

findings. P300 latency increased as a function of set size and processing

priority in the VM conditions. In the CM conditions, P300 latency was

insensitive to memory load and dual task priority instructions. Given that

P300 latency is sensitive to stimulus evaluation processes, but not response

selection processes, these results suggest that stimulus encoding and memory

comparison operations can be performed in parallel with the information

processing activities of concurrent tasks after substantial practice in a

consistently mapped environment.



Figure 7. RT/P300 latency ratios for single and dual task Sternberg and

Recognition Running Memory tasks. On the left side of the figure the ratios

are plotted for both tasks in each of the priority conditions. The right side

of the figure displays the POC's for both CM and VM conditions. A ratio greater

than 1 indicates that the peak P300 latency occurred prior to the overt

response while a ratio of less than 1 indicates that the P300 followed the

overt response. In CM conditions, P300 latency was relatively constant and did

not vary as a function of priority. In addition, reaction time preceded P300

latency in all CM conditions and the RT/P300 ratio did not vary as a function

of priority. In VM conditions, P300 latency increased with memory load and

varied as a function of priority. Furthermore, P300 latency preceded RT, and

the RT/P300 ratio varied as a function of priority. Thus, as attention was

withdrawn from the task, the RT/P300 ratio increased in the VM conditions.



Conclusions

Taken together, these results support the hypothesis that attentional

resources are allocated to automatic processing. When a CM target is presented,

attelntion is automatically allocated to the task. However, consistent with the

hypothesis that the automatic attention response occurs in an all-or-none

fashion, P300 amplitude did not vary as a function of priority in the CM

conditions. On the other hand, the tradeoff in resources between the two tasks

in the VM conditions was reflected in the P300's. The amplitude of the P300

varied in a reciprocal fashion with large P300's being elicited in the task

that was emphasized.

A second purpose of the experiment was to examine differences in automatic

and controlled processing from a chronometric perspective. Earlier research

(e.g., van Dellen et al., 1984; Strayer and Kramer, 1986) suggested that

perceptual processing becomes more efficient during the development of

automaticity. If this proposition is correct, then P300 latency should be

uninfluenced by changes in priority under practiced CM conditions and the

relative timing of reaction time and P300 latency should not change as a

function of priority. These predictions were supported by the RT/P300 ratio

data. The results suggest that an efficient information extraction process

emerges following consistent practice. This may be likened to the tuning of a

perceptual filter and may correspond to the "pop out" effect, where CM targets

appear to jump out of the display.
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LEGEND FOR FIGURES 2, 3, 5, 6 & 7
Running Memory Sternberg

1 Single Task - Session 1
2 100 0
3 90 10
4 50 50 Session 4 / -

5 10 90
6 0 100
7 - Single Task
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Adult Age Differences in the Development of Automaticity:
A Psychophysiological Assessment

David L. Strayer, William J. Gehring, Arthur F. Kramer, and Gregory A. Miller

University of Illinois at Urbana-Champaign

Abstract

This study provides a fine-grained analysis of the age-related
differences in the acquisition of automatic processing. Following
consistent mapping (CM) training, young subjects develop automatic
processing. While elderly subjects improve under CM training
conditions, this is not due to the development of automatic
processing, but to a reduction in response-related processing. Older
subjects adopted a more conservative response bias than the young,
which may interfere with the development of automaticity.

One of the most ubiquitous age-related changes in performance is the
slowing of behavior with senescence. However, automatic skills which are
acquired in young adulthood appear to be resistant to these decrements (Casey et
al., 1987). Several investigators have sought to determine if the elderly can
develop automatic processing skills and thereby eliminate the age-related
decrements in performance. Studies which have addressed this issue have found
that the elderly generally do not attain the same level of asymptotic
performance in tasks that require automatic processing, nor do they improve at
the same rate as young adults (e.g., Madden & Nebes, 1980; Nobel et al., 1964;
Plude et al., 1983).

The purpose of this study is to provide a fine-grained analysis of the age-
related differences in the development of automaticity. We will employ the
converging methodologies of additive factors logic and the P300 component of the
Event-Related Brain Potential (ERP) to localize the changes in information
processing with practice and S-R mapping. Several lines of converging evidence
suggest that the latency of the P300 component is sensitive to stimulus
evaluation processes, but relatively insensitive to response-related processes
(e.g., Magliero et al., 1984). Since a major portion of the slowing with age
has been localized to response-related processing (Strayer et al. 1987), we seek
to determine the extent to which automatic processing can bypass this
information processing bottleneck. We further ask whether the stimulus
evaluation processes can be automated in the elderly.

Method

Subjects

Eight young (mean age = 20.6, sd=l.5 ) and eight elderly (mean age = 73.1,
sd=6.7) subjects participated in the experiment. All subjects had normal or
corrected-to-normal vision and were in good health. Subjects were paid for
their participation.

Procedure

Subjects performed a variant of the Sternberg memory search task (1966)
under both consistent mapping (CM) and varied mapping (VM) conditions. Each
block of trials consisted of a memory set presented for 3 seconds, followed by
30 pro2 trials. On each trial two probe letters were simultaneously presented
within 1.5 degrees of visual angle. Subjects were instructed to press one



button if either of the probes was a member of the memory set and press another
button if neither probe was a member of the memory set. The experiment was
conducted in four sessions (days), resulting in 5760 CM trials and 5760 VM
trials.

ERP Recordings

In sessions one and four, EEG was recorded from Fz, Cz, and Pz sites. EEG
and EOG were sampled every 10 msec for 1300 msec, beginning 100 msec prior to
stimulus onset. EOG artifacts were corrected off-line. Single trial estimates
of P300 latency were derived using a peak picking algorithm at the Pz electrode
within a window from 300 to 1150 msec. Average ERPs were generated for each
experimental condition. Each subject contributed a maximum of 360 trials to
each average.

Results

Our analyses will focus on the first and last sessions of practice. The
design is a 2 (age: young vs old) X 2 (session: first vs last) X 2 (mapping: CM
vs VM) X 2 (set size: 2 vs 4) X 2 (response type: target vs distractor)
split-plot factorial. The results will be hierarchically organized. Within each
dependent measure we will examine the effects of practice and S-R mapping,
followed by an analysis of age-related differences in these effects. For all
analyses, a significance level of .05 is adopted.

Reaction Time

Table I presents mean reaction time to targets as a function of age,
session, mapping, and set size. The linear regression slopes for memory set
size are also presented.

Table I

S-R Mapping: CM VM
Memory Set Size: 2 4 Slope 2 4 Slope

Young Session 1 469 533 31.9 494 630 68.2
Session 4 414 434 9.9 454 572 58.8

Old Session 1 652 737 42.8 685 804 59.2
Session 4 558 597 19.2 619 752 66.6

Reaction time decreased with practice F(1,14)=19.1, was shorter for CM than
for VM conditions F(1,14)=114.9, and increased as a function of set size at a
greater rate in VM conditions than in CM conditions F(1,14)=61.0. The
difference between CM and VM conditions increased from session I to session 4,
F(1,14)=17.0, as did the CM and VM difference as a function of memory set size,
F(1,14)=1O.3. In addition, reaction time was shorter for targets than for
distractors, F(1,14)=113.9.

Elderly responded more slowly than young, F(1,14)=19.5. Both groups
improved with practice. The absolute level of reduction in the memory slope for
CM conditions was equivalent; however, the ratio of CM slopes in session 1 vs
session 4 revealed a greater proportional reduction for the young (3.22) than
for the elderly (2.23). Furthermore, the ratio of VM to CM slopes in session 4
was larger for the young (5.94) than for the elderly (3.47). This reflects
differences in asymptotic levels of performance. The session 4 CM slopes of the
elderly were twice the slopes of the young.



Detection Sensitivity

The non-parametric measure A' was adopted to determine changes in detection
sensitivity. A' ranges from .50 for chance accuracy to 1.0 for perfect
detection accuracy. A' was quite high throughout the experiment, ranging from
.86 to .99. A' decreased as a function of set size, F(1,14)=94.9, and was
larger for CM than VM conditions, F(1,14)=100.0; however, the decrease in A' as
a function of set size was larger for VM than CM conditions, F(1,14)=41.7. A'
also increased from session 1 to session 4, F(1,14)=30.3, and this was more
evident for VM than CM conditions, F(1,14)=4.45. This interaction is probably
due to a ceiling effect for CM conditions, since initial A' values were quite
high.

A' increased from session 1 to session 4 more for the elderly than for the
young, F(1,14)=7.7, reflecting poorer detection sensitivity for the elderly
early in training and greater detection sensitivity for the elderly following
training. Furthermore, elderly were more affected by S-R mapping, F(1,14)=6.5,
and by set size, F(1,14)=7.3, than the young. These latter effects are heavily
influenced by VM performance in session 1, where memory set size produced its
greatest effect on the elderly.

Response Bias

The non-parametric measure B'' was used to assess subjects' response bias.
Larger values of B" reflect a more conservative response bias. In session 1,
subjects adopted a more conservative response bias for CM than VM conditions;
however, in session 4 the subjects responded more conservatively in VM
conditions, F(1,14)=15.5. In addition, B'' decreased with increasing memory set
size for VM conditions, but not for CM conditions, F(1,14)=12.9, indicating that
subjects adopted a more risky response strategy to compensate for the more
difficult VM condition.

Elderly responded more conservatively than young, F(1,14)=6.2. Furthermore,
young subjects became less conservative with practice, but elderly subjects
became more conservative following practice, F(1,14)=4.53. Elderly also tended
to respond more conservatively in CM conditions than VM conditions, while young
subjects tended to respond more conservatively in VM conditions than in CM
conditions, F(1,14)=6.6. This was coupled with a tendency of the elderly to
become more conservative as memory set size increased in CM conditions,
F(1, 14)=9.2.

P300 Latency

Table 2 presents mean P300 latency to targets as a function of age,
session, mapping, and set size. The linear regression slopes for memory set
size are also presented.

Table 2

S-R Mapping: CM VM
Memory Set Size: 2 4 Slope 2 4 Slope

Young Session 1 590 654 32.1 614 697 41.5
Session 4 610 621 5.6 611 707 47.8

Old Session 1 708 738 14.7 708 754 23.0
Session 4 631 654 11.6 678 738 29.6



P300 latency increased with set size, F(1,14)=80.1; however, the effect was
greater for VM than CM conditions, F(1,14)=13.2, particularly in session 4,
F(1,14)=6.1. P300 latency was shorter for CM than VM conditions, F(1,14)=23.8,
and this was more pronounced in session 4, F(1,14)=16.1. In addition, P300
latency was shorter for targets than distractors, F(1,14)=93.7.

P300 latency was shorter for young than elderly, F(1,14)=8.5. However, the
effect of memory set size was greater for the young than for the elderly,
F(1,14)=8.3. Furthermore, there were differential effects of mapping, response
type, and session for young and elderly, F(1,14)=8.5. and mapping and set size,
F(1,14)=5.0. For the young, the effect of memory set size produced equivalent
effects on P300 latency for CM and VM conditions in session 1, but in session 4
the memory set size effect was substantially reduced in the CM condition. In
contrast, the effects of memory set size were relatively constant across session
for both CM and VM conditions for the elderly. The improvement with practice
can be illustrated by comparing the ratio of the CM slopes in session 1 and 4
for the two age groups. The CM sessionl/session4 ratio for young was 5.73 and
1.27 for elderly.

RT/P300 Ratio

A single-trial ratio of RT to P300 latency was calculated to determine the
proportion of stimulus evaluation accomplished at the moment of response in each
condition. A ratio of 1.0 indicates that the RT response and peak of the P300
co-occurred. Ratios less than 1.0 indicate that the response preceeded P300
latency and ratios greater than 1.0 indicate that the response followed P300
latency. Previous research suggested that a large portion of the age-related
slowing is due to response-related processing (Strayer et al., 1987). This
analysis was conducted to determine if post-stimulus evaluation processing was
reduced following consistent practice in the elderly.

The RT/P300 ratio decreased with practice, F(1,14)=18.8, and increased with
set size, F(1,14)=53.2. This latter effect was more evident in session 1,
F(1,14)=6.7. Further, the RT/P300 ratio was larger for VM than CM conditions,
F(1,14)=41.0, and this was more pronounced in set size 4, F(1,14)=20.5.

The RT/P300 ratio was larger for elderly than young, F(1,14)=10.1. The
average RT/P300 ratio was 0.89 for the young and 1.12 for the elderly. This
implies that elderly engaged in more post-stimulus evaluation processing prior
to their response than the young. Age did not enter into any interactions,
suggesting that the age differences in post-stimulus evaluation were not
modified by practice or S-R mapping.

Discussion

Both young and elderly improved with practice. This improvement was
observed as decreases in reaction time and increases in response accuracy.
However, elderly responded more slowly and more accurately than young following
practice. This suggests that the elderly were trading response speed for
accuracy, adopting a more conservative response bias than the young.

Reductions in the reaction time memory set size slope were apparent for
both age groups, but the young improved more rapidly and achieved a lower
asymptote. Reductions in the P300 latency memory set size slopes were apparent
only for the young. This suggests that the stimulus evaluation processes become
automated for the young, but not for the elderly. The improvement in reaction
time performance for the elderly was attributed to a reduction in
response-related processing which was apparent as a trimming of long latency



responses. This pattern of data suggests that the improvements in performance
of the elderly are not the result of automatic processing, but rather are due to
a reduction in post-stimulus evaluation processing.

One possible interpretation for why the elderly do not acquire automatic
processing may be their conservative response bias. It has been suggested that
such a conservative strategy interferes with the development of automaticity
(Shiffrin et al., 1984). One prediction from this interpretation is that if
elderly subjects adopted a less conservative response bias, then their
acquisition rates and asymptotes should be similar to young. Further, if young
subjects adopt a more conservative response bias, then the rate of improvement
and the asymptote should be similar to that of the elderly.

Thus age differences in the development of automaticity appear to be the
result of strategic changes in information processing.

The research was supported by NASA Ames Research Center under contract number 1-
5-25-477 with Dr. Michael Vidulich as technical monitor and by the Air Force
Office of Scientific Research under contract number F49620-79-C-0233 monitored
by Dr. Al Fregly.
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