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1. NTRODUCTION
Universal Energy Systems, Inc. (UES) was awarded the United States
Air Force Summer Faculty Research Program on August 15, 1984. The

contract is funded under the Air Force Systems Command by the Air Force
Office of Scientific Research.

The program has been in existance since 1978 and has been conducted
by several different contractors. The success of the program is evident
from its history of expansion since 1978.

The Summer Faculty Research Program (SFRP) provides opportunities
for research 1in the physical sciences, engineering, 1life sciences,
business, and administrative sciences. The program has been effective in
providing basic research opportunities to the faculty of universities,
colleges, and technical institutions throughout the United States.

_ The program is available to faculty members in all academic grades: -
instructor, assistant professor, professor, department chairman, and

research facility directors. It has proven especially beneficial to
young faculty members who are starting their academic research programs
and to senfor faculty members who have spent time in university
administration and are desirous of returning to scholarly research
programs.

Beginning with the 1982 program, research opportunities were
provided for 17 graduate students. The- 1982 pilot student program was
highly successful and was expanded in 1983 to 53 students; there were 84
graduate students in the 1984 program.

In the previous programs, the graduate students were selected along
with their professors to work on the program. Starting with the 1985
program, the graduate students were selected on their own merits. They
were assigned to be supervised by either a professor on the program or by
an engineer at the Air Force Laboratories participating in the program.
There were 92 graduate students selected for the 1985 program.

Again in the 1986 program, the graduate students were selected on
their own merits, and assigned to be supervised by either a professor on
the program or by an engineer at the participating Air Force Laboratory.
There were 100 graduate students selected for the 1986 program.

Follow-on research opportunities have been developed for a large
percentage of the participants in the Summer Faculty Research Program in
1979-1983 period through an AFOSR Minigrant Program.

On ) September 1983, AFOSR replaced the Minigrant Program with a
new Research Initiation Program. The Research Initiation Program
provides follow-on research awards to home finstitutions of SFRP
participants. Awards were made to approximately 50 researchers in 1983.
The awards were for a maximum of $12,000 and a duration of one year or
less. Substantial cost sharing by the schools contributes significantly
to the value of the Research Initiation Program. In 1984 there were
approximately 80 Research Initiation awards.

)




PREFACE
Us AF

The Untted-Stater—Atr—Foree Graduate Student Summer Support Program
(USAF-GSSSP) 1s conducted under the United States Air Force Summer
Faculty Research Program. The program provides funds for selected
graduate students to work at an appropriate Afir Force Facility with a
supervising professor who holds a concurrent Summer Faculty Research
Program appointment or with a supervising Air Force Engineer. This fis
accomplished by the students being selected on a nationally advertised
competitive basis for a ten-week assignment during the summer
intersession period to perform research at Air Force
laboratories/centers. Each assignment is in a subject area and at an Air
Force facility mutually agreed upon by the students and the Air Force.
In addition to compensation, travel and cost of 1iving allowances are
also paid.\ The USAF-GSSSP is sponsored by the Air Force Office of
Scientific search, Afr Force Systems Command, United States Air Force,
and s conducted by Universal Energy Systems, Inc.

Aqhe specific objectives of the 1987 USAF-GSSSP are:

(1) To provide a productive means for the graduate students to
participate in research at the Air Force Weapons Laboratory;

Y
(2) To stimulate continuing professional association among the

Scholars and their professional peers in the Air Force;

L\“7"5(3) To further the research objectives of the United States Air
Force; [l&\ﬁL_

(4) To enhance the research productivity and capabilities of the
graduate students especially as these relate to Air Force
technical interests. <;

During the summer of 1987, 101 graduate students participated.
These researchers were assigned to 25 USAF laboratories/centers across
the country. This two volume document is a compilation of the final
reports written by the assigned students members about their summer
research efforts.
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LIST OF 1987 GRADUATE STUDENT PARTICIPANTS

NAME/ADDRESS

Antoinne C. Able
Meharry Medical College
School of Medicine
Nashville TN 37208
(615) 361-5303

Mark T. Anater

Dept. of Polymer Science
University of Akron
Akron, OH 44311

(216) 434-1844

Petar Arsenovic

Dept. of Materials Science
John Hopkins University
Baltimore, MD 21218

(301) 338-8970

Catherine Aubertin

Dept. of Educational Psychology
Southern I1linois University
Carbondale, IL 62901

(618) 536-7763

David R. Bosch

Dept. of Mechanical/Aero. Eng.
Arizona State University
Tempe, AZ 85287

(602) 965-329N

Steven W. Bucey

Dept. of Physics

Kent State Unfiversity
Kent, OH 44240

(216) 673-1255

John N. Bullock

Dept. of Electrical Engineering
Univ. of Missouri-Rolla

Rolla, M0 6540

(314) 31 -1123

DEGREE, SPECIALTY, LABORATORY ASSIGNED

Degree: M.S., Biology, 1982
Specialty: Biology
Assigned: SAN

Degree: B.S., Chemistry, 1986
Specialty: Chemistry
Assigned: ML

Degree: M.S., Mechanical & Aerospace
Sciences, 1985

Specialty: Chemistry

Assigned: ML

Degree: M.S., Environmental Design
1982 :

Specialty: Environmental Design

Assigned:  HRL/MO

Degree: B.S., Mechanical Engineering
1987

Specialty: Mechanical Engineering

Assigned: APL

Degqree: M.S., Physics, 1986
Specfialty: Me~chanical Engineering
Assigned: ML

Deg:ee: B.S., Electrical Eng., 1987
Speciaity: Electrical Engineering
Assigned: APL ¢




Robyn A. Butcher
Wright State University
Dept. of Biology
Dayton, OH 45435

(513) 886-1784

Kevin P. Cahill

Dept. of Electrical/Comp. Eng.
University of Cincinnati
Cincinnati, OH 45221

(513) 475-446

David C. Carpenter

Dept. of Nuclear Engineering
Texas ASM University

College Station, TX 77843
(409) 845-4161

Andrew D. Carson

Dept. of Educatfional Psychology
University of Texas-Austin
Austin, TX 78712-1296

(512) 471-4155

Kyunam Choi

Dept. of Physics and Astronomy
University of New Mexico
Albuquerque, NM 87131

(505) 277-6317

Otfs Cosby Jr.

Meharry Medical College
School of Medicine
Nashville, TN 37208
(615) 321-6413

Richard B. Davidson
Dept. of Mathematics
University of Alabama
Birmingham, AL 35205
(215) 934-3720

Tamara Della-Rodolfa

Dept. of Psychology

Indiana Univ. of Pennsylvania
Indiana, PA 15705

(812) 357-2426

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specfalty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Deqree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

LRR

B.S., Biology, 1987
Biology
AAMRL

B.S., Physics, 1987
Physics
Al

M.S., Nuclear Eng., 1986
Nuclear Engineering
WL

M.S., Human Development 1986

Nuclear Engineering
HRL/MO

M.S., Physics, 1984
Physics
WL

B8.S., Natural Science, 1983
Natural Science
SAN

B.S., Math & Computer Sci.
1987

Mathematics

ML

B8.S., Psychology, 1986
Psychology
AAMRL
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Steve Dixon

Dept. of Chemistry
Wright State Univer ity
Dayton, OH 45435

(513) 873-2855

James Drakes

Dept. of Physics
Tennessee Space Institute
Tulianoma, TN 37388
(615) 455-0631

Susan M. Dumbacher

Dept. of Aerospace Eng.
University of Cincinnati
Cincinnati, OH 45219
(513) 621-0095

Donna N. Edwards
School of Pharmacy
Florida A&M University
Tallahassee, FL 32307
(904) 599-3302

Kathy S. Enlow :

Dept. of Healty, Physical Ed.

Unfversity of Alabama
Tuscaloosa, AL 35487-1967
(205) 348-6075

Thomas Enneking

Dept. of Civil Engineering
Unfversity of Notre Dame
Notre Dame, IN 46556
(219) 283-1497

Gloria Fisher

Dept. of Psychology
Unfversity of Mississippi
University, MS 38677
(601) 232-5077

Inge Ford-Belgrave

Texas Southern University
uw tversity, MS 38677
wil) 232-5077
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Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

iv

B.S., Chemistry, 1986
Chemistry
AAMRL

B.S., Physics, 1987
Physics
AEDC

B.S., Aerospace Engr., 1986
Aerospace Engineering
FOL

M.S., Chemistry, 1982
Chemistry
OEHL

B.S., Community Health Care
1985

Health Care

SAM

M.S., Civil Eng., 1978
Civil Engineering
FOL

M.S., Industrial/Org. Psych.

1987
Industrial Psychology
DEOMI

B.S., Biology, 1984
Environmental Pollutants
OEHL
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Beverley Gable

Dept. of Psychology
Ohfo Unfversity
Lancaster, OH 43130
(614) 654-0602

ODeborah Gagnon

Dept. of Psychology

State University of New York
Amherst, NY 14260

(716) 689-7553

Edward Gellenbeck

Dept. of Computer Science
Oregon State University
Corvallis, OR 97330
(503) 752-1977

James A. Gerald

Dept. of Electrical Eng.
University of Mississippi
University, MS 3861717
(601) 232-3752

Maurice Gilbert

Dept. of Medicine
Meharry Medical College
Nashville, TN 37208
(615) 327-6111

Jeffrey Girard

Dept. of Mechanical Eng.
Washington State University
Pullamn WA 99164 '
(509) 335-8654

Beverly Girten

Dept. of Exercise Physiology
Ohio State University
Columbus, OH 43210

(614) 292-1223

Laura Giusti

Dept. of Psychology

San Diego State University
San Diego, CA 92182

(412) 833-3912

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degqree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

M.S., Psychology, 1987
Psychology
AAMRL

B.S., Psychology, 19817
Psychology
AAMRL

M.S., Computer Science, 1985
Computer Science
SAM

B.S., Electrical Engr., 1987
Electrical Engineering
WL

M.S., Biomedical Sci., 1983
Biomedical Sciences
SAM

M.S., Mechanical Engr., 1982
Mechanical Engineering
ESC

M.S., Exercise Physiology
1983

Exercise Physiology

AAMRL

8.S., Psychology, 1986
Psychology
AAMRL
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Nadia Greenridge

Oept. of Anthropology
New York University

New York City, NY 07631
(212) 598-3258

Thomas Harkins

Dept. of Mechanical Eng.
Louisiana State University
Baton Rouge, LA 70808
(505) 766-3671

Deborah Hollenbach
Dept. of Biology
University of Dayton
Dayton, OH 45432
(513) 259-2135

Adrienne Hollis

Lept. of Biomedical Sciences
Meharry Medical College
Nashville, TN 37208

(615) 327-6221

Stephen Huyer

Dept. of Aerospace Engineering
University of Colorado
Boulder, CO 80309

(303) 444-63-68

David James

Dept. of Math

Fastern I1linois University
Charleston, IL 61920

(217) 581-2028

George James, III

Dept. of Aerospace Eng.

Texas A&M University

College Station, TX 177843-3141
(409) 845-3947

Stephen R. Jenef

Dept. of Biology
University of Dayton
Dayton, OH 45469-0001
(513) 229-2135
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Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

vi

M.S., Anthropology, 1984
Anthropology
AANRL

B.S., Mech. Engr., 1986
Mechanical Engineering
AD

B.S., Biology, 1986
Biology
AAMRL

B.S., Biology, 1986
Biology
SAM

B.S., Aerospace Engr., 1986
Aerospace Engineering
FISRL

B.S., Computer Sci., 1985
Computer Science
AEDC

M.S., Aerospace Engr., 1986
Aerospace Engineering
RPL

B.S., Biology, 1986
Biology
AAMRL



Kenneth Jenks

Dept. of Aero/Astronautical Eng.

University of Illinofis
Urbana, IL 61801
(217) 244-0743

Michele Johnson

School of Electrical Engr.
Cornell University

Ithaca, NY 14853

(607) 255-4304

Scharine Kirshoff
Dept. of Geology
University of Alaska
Fairbanks, AL 99503
(907) 474-1274

Gary Lake

Dept. of Industrial Eng.
University of Houston
Houston, TX 77035

(713) 749-2538

David Landis

Dept. of Civil Engineering
" Auburn University

Auburn, AL 36849

(205) 826-4320

Sharon Landis

Dept. of Computer Sci./Eng.

Auburn University
Auburn, AL 36849
(205) 826-4330

Craig Langenfeld

Dept. of Mechanical Eng.
Ohio State University
Columbus, OH 43210
(614) 268-2176

Christopher Leger

Dept. of Mechanical Eng.
Louisiana State University
Baton Rouge, LA 70893
(504) 334-2453

Degree:
Specialty:
Ass igned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

vii

B.S., Computer Sci., 1985
Computer Science
WL

B.S., Electr. Eng., 1984
Electrical Engineering
RADC

M.S., Geology, 1986
Geology
AFGL

M.S., Industrial Engr., 1985
Industrial Engineering
OEHL

B.S., Civil Eng., 1986
Civil Engineering
£SC

B8.S., Computer Engr., 1986
Computer Engineering
ESC

B.S., Mechanical Engr., 1986
Mechanical Engineering
APL

B8.S., Mechanical Engr., 1986
Mechanical Engineering
AD
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Bruce Liby Degree:
ODept. of Physics/Astronomy Specialty:
University of New Mexico Assigned:
Albuquerque, NM 87107

(505) 277-2616

A. Jeannine Lincoln Degree:
Dept. of Biomedical Sciences Specialty:
Wright State University Assigned:
Dayton, OH 45435

(513) 873-2504

Yolanda Malone Degree:
School of Medicine Specialty:
Meharry Medical College Assigned:
Nashville, TN 37208

(615) 321-0939

Randal Mandock Degree:
Dept. of Mechanical Eng. Specialty:
Georgia Institute of Tech. Assigned:
Atlanta, GA 30332

(404) 894-3776

James W. Mattern Degree:
Dept. of Physics/Electr. Eng. Specialty:
Oregon Graduate Center Assigned:
Beaverton, OR 97005

(503) 690-1130

Matthew McBeth Degree:
Dept. of Elect./Biomedical Eng. Specialty:
Vanderbilt University Assigned:
Nashville, TN 37235

(615) 322-2761

Gainesville, FL 326N
(904) 392-0605

Providence, Rl 02912
(401) 273-7646

Jennifer B. McGovern Degree:
Dept. of Psychology Specialty:
Unfversity of Florida Assigned:

Roland Medellin Degree:
Dept. of Bfiology Specialty:
B8rown Unfversity Assigned:

M.S., Physics, 1984
Physics
WL

8.S., Biochemistry, 1987
Biochemistry
AAMRL

B.S., Chemistry, 1985
Chemistry
SAM

M.S., Atmospheric Sci., 1986
Atmospheric Sciences
OEHL

B.S., Computer Engr., 1986
Computer Engineering
AD

B.S., Computer Sci., 1986
Computer Science
AEDC

M.S., Psychology, 1987
Psychology
SAM

B.S., Biology, 1987
Biology
OEHL
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Otto M. Melko Degree: M.S., Math, 1982 s
Oept. of Mathematics Specialty: Mathematics %
Unfversity of California Assigned: AD o
4 Santa Cruz, CA 95064 :
(408) 429-2085 e
.
Ethan S. Merril Degree: B.S., Civil Engr. e
Dept. of Engineering Specialty: Civil Engineering ﬁﬁ
University of Mississippi Assigned: ESC ®
Greenville, NS 38701 R
(904) 283-2942 kg
M
Piy
L Veronica Minsky Degree: B.S., Linquistics, 1978 ﬁ%
Dept. of Computer Science Specialty: Linquistics » |
Middle Tennessee State Univ. Assigned:  AEDC .
Murfreesboro, TN 37217 _?j
(615) 898-2669 o
: 3
Frank W. Moore Degree: B8.S., Computer Engr., 1986 |
Dept. of Computer Sci./Eng. Specialty: Computer Engineering W
Wright State University Assigned: AL i
Dayton, OH 45435 i
(513) 873-3515 _ o
8.0
»
Stephen Morgan Degree: B.S., Psychology, 1984 e
Dept. of Psychology Specialty: Psychology o
Montclair State College Assigned:  HRL/LR o
Upper Montclair, NJ 07043 ';h
(201) 893-4000 AR
]
Lisa Morris Degree: 8.S., Biology, 1985
Biology Department Specjalty: Physiology i
University of Dayton Assigned:  AAMRL O
Physiology Laboratory Y
300 College Park Avenue 9
Dayton, OH 45469-0001 ,:‘,;;
(513) 229-213% X
el
e,
Conrad Murray Degree: M.S., Biochemistry, 1986 Xy
School of Medicine Specialty: Bfiochemsitry »
Meharry Medical College Assigned: SAM qg
Nashville, TN 37208 e
(615) 321-5837 o
b))
o
r Steven Naber Degree: M.S., Statistics, 1984 —
Dept. of Statistics Specialty: Statistics oy
Ohio State University Assigned: OEHL RS
Columbus, OH 43201 na
(614) 421-6647 o
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Jerome Nadel

Dept. of Psychology
University of Kansas
Manhattan, KS 66506
(913) 532-6850

Victoria Nasman

Dept. of Psychology
Northwestern University
Evanston, IL 60201
(312) 491-7643

Mark Neumeier

Dept. of Mechanical Systems
Wright State University
Dayton, OH 45435

(513) 873-2476

Khan Nguyen

Dept. of Mechanical Eng.
Unfversity of Chicago-I1linois
Chicago, IL 60607

(312) 649-1362

Wendy Nguyen

Dept. of Biology
Trinity University

75 Stadium Orive

San Antonio, TX 78284
(512) 736-723n

Bernadette Njoku

Dept. of Chemistry
Meharry Medical College
Nashville, TN 37208
(615) 327-4098

Charles Norfleet

Dept. of Civil Eng./Mechanics
Southern I1linois University
Carbondale, IL 62901

(618) 536-2368

ODouglas Phillpott
Dept. of Management
Auburn University
Auburn, AL 36830
(205) 887-3889

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:

Specialty:
Assigned:

Deqree:
Specialty:
Assigned:
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B.S., Psychology, 1980
Psychology
HRL/OT

M.S., Psychology, 1984
Psychology
SAM

M.S., Psychology, 1984
Psychology
SAM

M.S., Mathematics, 1984
Mathematics
APL

B.A., Biology, 1987
Biology
SAM

B.S., Chemistry, 1982
Chemistry
SAM

B.S., Engineering Mechanics,
1986

Engineering Mechanics

ML

8.S., Chemical Engr., 1984
Chemical Engineering
LMC
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Susan Poppens Degree: B.S., Math/Comp. Sci., 1985

Oept. of Computer Science Specialty: Math/Computer Science
University of Missouri Assigned: ESMC

Rolla, M0 65401
(314) 341-449)

Mark Prazak Degree: B.S., Chemistry, 1986
Dept. of Chemistry Specialty: Chemistry
Wright State University Assigned: ML

Dayton, OH 453N
(513) 873-2855

Mark Reavis Degree: B.S., Aerospace, 1987
Aerospace Dept. Specialty: Aerospace
University of Colorado Assigned: FJSRL

College of Engineering
Campus Box 429
Boulder, CO 80309

Peter Riddiford Degree: B.S., Electrical Eng., 1987
Dept. of Electrical Eng. Specialty: Electrical Engineering
Ohio State University Assigned: FDL

Columbus, OH 43210
(614) 292-1752

Keith Riese Degree: M.S., Electrical Eng., 1972
Dept. of Electrical Eng. Specialty: Electrical Engineering
University of Nebraska Assigned: SAM

Lincoln, NE 68588-0511
(402) 472-31M

Mary Robinson Degree: B.S., Sociology, 1976
Dept. of Health Specjalty: Sociology/Psychology
University of Alabama Assigned: SAM

Scottsboro, AL 35768
(205) 259-5342

Fitiberto Santiago Degree: M.S., Mechanical Eng., 1987
Dept. of Mechanical Eng. Specialty: Mechanical Engineering
Unfversity of Puerto Rico Assigned: AEDC

Mayaguez, PR 00708
(809) 834-4040




Gregory Schoeppner

Dept. of Civil Engineering
Ohfo State University
Columbus, OH 43210

(614) 436-3392

James Seaba

Dept. of Mechanical Eng.
Unfversity of Iowa

Iowa City, IA 52242
(319) 335-5681

Jon Shupe

Dept. of Mechanical Eng.
University of Houston
Houston, TX 177004

(713) 749-7497

Christopher Sierra

Dept. of Mechanical Eng.
University of Iowa

Iowa City, IA 52241
(319) 337-6205

Gregory Sloan

Dept. of Physics/Astronomy
University of Wyoming
Laramie, WY 82071

(307) 766-6150

Elisabeth Smela

Dept. of Electrical Eng.
University of Pennsylvania
Philadelphia, PA 19104
(215) 898-8548

Rita Smith

Dept. of Mechanical Eng.
University of New Mexico
Albuquerque, NM 87111
(505) 275-2061

Brian Spfielbusch

Dept. of Electrical Eng.
University of Missouri
Independence, MO 64050
(816) 476-1250

PRGEC TN Y ML INDS WA Y [N 5

QOegree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

xi

M.S., Civil Engr., 1984
Civil Engineering
FOL

M.S., Mechanical Engr., 1986
Mechanical Engineering
APL

M.S., Mechanical Engr., 1985
Mechanical Engineering
ML

B.S., Mechanical Engr., 1986
Mechanical Engineering
FOL

B.S., Physics/Astronomy 1985
Physics/Astronomy
AFGL

B.S., Physics, 1985
Physics
ML

B8.S., Mechanical Engr., 1979
Mechanical Engineering
WL

B.S., Electrical Engr., 1985
Electrical Engineering
WL
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Louise Stark

Dept. of Computer Engineering
University of South Florida
Tampa, FL 33612

(813) 971-9625

Steven Steinsaltz

Dept. of Math

John Hopkins University
Baltimore, MD 21218
(301) 338-8000

John Stewman

Dept. of Computer Sci./Eng.
University of South Florida
St. Petersburg, FL 33702
(813) 577-9029

Tod Strohmayer

Dept. of Physics/Astronomy
Untversity of Rochester
Rochester, NY 14608

(716) 325-3019

Teresa Taylor

Dept. of Civil & Environ. Eng.

University of Washington
Puliman, WA 99164-2902
(509) 335-8546

Tien Tran

Oept. of Electr. & Comp. Eng.
University of Cincinnati
Cincinnati, OH 45221

(513) 851-7350

John Usher

Dept. of Industrial Eng.
Louisfana State University
Baton Rouge, LA 70816
(504) 388-5112

Pretta vVanDible

Dept. of Chemical Engfineering
Prairie View ASM University
Houston, TX 77446

(7113) 857-2827

Degree:

Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

xiif

B.S., Computer Engr., 1986
Computer Engineering
RADC

M.S., Mathematics, 1985
Mathematics
RADC

B.S., Computer Engr., 1986
History
RADC

M.S., Physics, 1987
Physics/Astronomy
AFGL

M.S., Geological Engr., 1984
Geological Engineering
ESC :

B.S., Electrical Engr., 1980
Electrical Engineering
RADC

M.S., Industrial Engr., 1986
Chemical Engineering
ML

M.S., Chemical Engr., 1986
Chemical Engineering
RPL
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William Vanvalkenburgh
Dept. of Computer Science
Western Michigan University
Kalamazoo, MI 49008

(616) 385-5961

Joseph Varga

Dept. of Physics

Kent State University
Kent, OH 44242

(216) 672-2246

Deborah Vezie

Dept. of Chemical, Biomedical
Materials Engineering
University of Arizona

Tempe, AZ 85281

(602) 784-8221

James Wade

Dept. of Astronautical Eng.
University of Illinois
Urbana, IL 61801

(217) 244-0743

Randall Westhoff

Dept. of Mathematics

Eastern Washington University
Cheney, WA 99004

(509) 359-6225

Terri Wilkerson

School of Medicine
Wright State University
Dayton, OH 45324

(513) 873-2934

Douglas Wise

Dept. of Mechanical Eng.
Unfversity of Dayton
Oakwood, OH 45419

(513) 298-9073

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degqree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

Degree:
Specialty:
Assigned:

B.S., Computer Science, 1986
Computer Science
AL

M.S., Physics, 1978
Physics
ML

B.S., Biomedical Engr., 1987
Biomedical Engineering
ML

B.S., Physics, 1986
Astronautical Engineering
WL

B.S., Mathematics, 1986

Mathematics e
AD E
»
e
\'.:s
B.S., Electrical Eng., 1985 ?&Q
Electrical Engineering o
AAMRL !
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e
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%
B.S., Mechanical Engr., 1986 o
Mechanical Engineering »
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C. PARTICIPANT LABORATORY ASSIGNMENT (Page 1)

1987 USAF/UES GRADUATE STUDENT SUMMER SUPPORT PROGRAM

AERO PROPULSION LABORATORY (AFWAL/APL)
(Wright-Patterson Air Force Base)
1. David R. Bosch 4. Khan V. Nguyen
2. John N. Bullock 5. James P. Seaba
3. Craig A. Langenfeld

ARMAMENT LABORATORY (AD)
(Eglin Air Force Base)
1. Thomas K. Harkins 3. Otto M. Melko
2. Christopher Leger 4. Randall F. Westhoff

ARMSTRONG AEROSPACE MEDICAL RESEARCH LABORATORY (AAMRL)
(Wright-Patterson Air Force Base)

1. Robyn A. Butcher 8. Nadia C. Greenidge
2. Tamara Della-Rodolifa 9. Deborah E. Hollenbach
3. Steve L. Dixon 10. Stephen R. Jenei
4. Beverley A. Gable 11. A. Jeannine Lincoln
5. Deborah Gagnon 12. Lisa M. Morris
6. Beverly E. Girten 13. Terri L. Wilkerson
7. Laura M. Giusti
ARNOLD ENGINEERING DEVELOPMENT CENTER (AEDC) ‘ﬂai
(Arnold Afir Force Station) '
1. James A. Drakes 4. Veronica L. Minsky
2. David L. James 5 Filiberto Santiago

3. Matthew B. McBeth

AVIONICS LABORATORY (AFWAL/AL)
(Wright-Patterson Air Force Base)
1. Kevin Cahill 3. Frank W. Moore
2. James W. Mattern 4. William B. VanValkenburgh

DEFENSE EQUAL OPPORTUNITY MANAGEMENT INSTITUTE (ODEOMI)
(Patrick Air Force Base)
1. 6Gloria Z. Fisher

EASTERN SPACE AND MISSILE CENTER (ESMC)
(Patrick Air Force Base)
1. Susan A. Poppens

R

ENGINEERING SERVICE CENTER (ESC)
(Tyndall Air Force Base) g
1. Jeffrey Girard 4. Ethan S. Merrill =
2. David W. Landis 5. Teresa A. Taylor D
3. Sharon K. Landis X
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C. PARTICIPANT LABORATORY ASSIGNMENT (Page 2)

FLIGHT DYNAMICS LABORATORY (AFWAL/FDL)
(Wright-Patterson Air Force Base)

1. Susan M. Dumbacher 4. Bryan P. Riddiford
2. Thomas J. Enneking 5. Gregory A. Schoeppner
3. Mark E. Neumeier 6. Christopher Sierra

FRANK J. SEILER RESEARCH LABORATORY (FJSRL)
(USAF Academy)
1. Stephen A. Huyer
2. Mark A. Reavis

GEOPHYSICS LABORATORY (AFGL)
(Hanscom Afir Force Base)
1. Scharine Kirchoff
2. Gregory C. Sloan
3. Tod E. Strohmayer

HUMAN RESOURCES LABORATORY/LR (HRL/LR)
(Wright-Patterson Air Force Base)
1. Stephen Morgan

HUMAN RESOURCES LABORATORY/MO (HRL/MO)
(Brooks Air Force Base)
1. Catherine A. Aubertin
2. Andrew D. Carson

HUMAN RESOURCES LABORATORY/OT (HRL/OT)
(Williams Air Force Base)
1. Jerome I. Nadel

LOGISTICS MANAGEMENT CENTER (LMC)
(Gunter Ajr Force Station)
1. Douglas E. Phillpott

MATERIALS LABORATORY (AFWAL/ML)
(Wright-Patterson Air Force Base)

1. Mark T. Anater 1. Jon A. Shupe

2. Petar Arsenovic 8. Elisabeth Smela

3. Steven W. Bucey 9. John M. Usher

4. Richard 8. Davidson 10. Joseph C. Varga

5. Charles W. Norfleet 11. Deborah L. Vezie
6. Mark Prazak 12. Douglas L. Wise

OCCUPATIONAL AND ENVIRONMENT HEALTH LABORATORY (OEHL)
(Brooks Air Force Base)

1. Donna N. Edwards 4. Randal L. Mandock

2. Inge B. Ford-Belgrave 5. Roland A. Medellin

3. Gary F. Lake 6. Steven J. Naber
xvif



C. PARTICIPANT LABORATORY ASSIGNMENT (Page 3)

ROCKET PROPULSION LABORATORY (RPL)
(Edwards Air Force Base)
1. George H. James, III
2. Pretta L. vanDible

ROME AIR DEVELOPMENT CENTER (RADC)
(6riffiss Air Force Base)
1. Michele E. Johnson
2. Louise Stark
3. Steven J. Steinsaltz

SCHOOL OF AEROSPACE MEDICINE (SAM)
(Brooks Air Force Base)
1. Antoinne C. Able
2. Otis Cosby, Jr.
3. Kathy S. Enlow
4. Edward M. Gellenbeck
5. Maurice B. Gilbert
6. Adrieine L. Hollis
7. Yolanda A. Malone

WEAPONS LABORATORY (MWL)
(Kirtland Air Force Base)
1. David C. Carpenter
2. Kyunam Chof
3. James A. Gerald
4. - Kenneth C. Jenks
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14.
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John H. Stewman
Tien N. Tran

Jennifer B. McGovern
Conrad R. Murray

Victoria T. Nasman

Wendy T. Nguyen
Bernadette Patricia Njoku
Keith A. Riese

Mary C. Robinson

Bruce Liby

Rita Smith

Brian K. Spielbusch
James W. Wade
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Technical
Report

Number

Volume 1
1

10

n

RESEARCH REPORTS

1987 GRADUATE STUDENT SUMMER SUPPORT PROGRAM

Title

Effect of Repeated Low Dose Soman On
Acetylcholinesterase Activity
**%x Same Report as Prof. Malegue **x

Synthesis of an Aromatic Heterocyclic
Terpheayl Monomer

Characterization of Graphite Fibers
by X-ray Diffraction

An Eight-Domain Framework for Under-
standing Intelligence and Predicting
Intelligent Performance

*xkSame Report as Prof. Dillon***

Configuration Factors for Spacecraft/
Expansible Radiator Interaction

Computer Evaluation of Ion-Implanted
Dopant Profile Evolution During
Annealing

The Interface Contribution to GaAs/Ge
Heterojunction Solar Cell Efficiency
**xSame Report as Prof. Wu***

Isolation of Osteogenic Cells From The
Trauma-Activated Periosteum

A Test Chip for Evaluation of MBE

Epitaxial Layers for Novel Device

Applications

*xxSame Report as Prof. Roenker***

Preliminary Thermal Analysis of a
Bimodal Nuclear Rocket Core

Air Force Officer Selection Revisited:
Entertaining The Possibilities for
Improvement

*x*Same Report as Or. Appel***

T e b0 # 2 B POCR T4 3 (a0 b ty® 4 g0ed
AR ,‘A‘.'t’,“’i“_" SRR

Graduate Researcher

Antoinne C. Able

Mark 1. Anatar

Petar Arsenovic

Catherine A. Aubertin

David R. Bosch

Steven W. Bucey

John N. Bullock

Robyn A. Butcher

Kevin Cahill

David C. Carpenter

Andrew 0. Carson



12 Construction of a Phase Conjugate Laser Kyunam Choi :
Resonator Using Brillouin Enhanced

Four Wave Mixing '
13 Effect of Repeated Low Dose Soman On Otis Cosby, Jr. :,
Acetylcholinesteease Activity by,

**x%kSame Report as Prof. Malegque***

{
{
14 Ten Weeks of Literature Searches Richard B. Davidson )
and Copying S
%
15 Ambiguity and Probabilistic Inference Tamara Della-Rodolifa A
in a Missile Warning Officer Task 4
***Same Report as Prof. Robertson*** )
o™
16 Modeling Rates of Halocarbon Metabolism Steve L. Dixon .
(VMAX) Using Quantitative Structure- =
Activity Relationships (QSAR) .J
O
17 Directed Motion Doppler Shift Effects on James A. Orakes )
Mitric Oxide (0,0) Gamma Band Resonance §
Absorption 9
18 Preliminary Applications of Susan M. Dumbacher ;
Decentralized Estimation to Large M
Flexible Space Structures ;l
]
19 Disposal of Chemotherapeutic Wastes Donna N. Edwards il
*w*Same Report as Dr. Masingale***
¥
20 Validity of Heat Index as Indicator of Kathy S. Enlow ]
Level of Heat Storage for Personnel .
Wearing Protective Clothing in Hot v
Environments i
.
21 Investigation into the Applicability Thomas J. Enneking N
of Fracture Mechanics Techniques to \T
Aircraft Wheel Life Studies N
22 Construction and Preliminary Validation Gloria Z. Fisher
of an Equal Opportunity Climate ~)
Assessment Instrument N
***Same Report as Prof. Landis*** E
-
23 An Analysis of the Mutagenicity of Inge B. Ford-Belgrave )
Beryllium Compounds Using the Ames Test e
‘h
24 The Effects of High Noise Levels on the Beverley A. Gable A
Acoustic-Phonetic Structure of Speech: 7
A Preliminary Investigation -3
k
]

xxi
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25

26

21

28

29

30

K]

32

33

34

35

36

37

38

The Effect of Attentional Focus Level on
Task Performance Utilizing Information
. From Different Stimulus Structure Levels

Providing On-Line Guidance To Computer
Users

Mode Extraction From an Electromagnetic
Slow Wave System

Mesopic Visual Performance With and
Without Glare in Contact Lense
Wearers

6round Run-Up Afterburner Detection
and Noise Suppression

Alterations of Segmental Volume During
Orthostatic Stress in Nonhuman Primates

Designing Simulator Tasks to Study
the High Speed, Low Altitude
Environment

A Comparative Study of the Thoraco-
Lumbar Transition Vertebrae In MACACA
Mulatta and PAPIO Anubis

Six Degree of Freedom Simulation
Computer Program for Aeroelastic
Free-Flight Projectiles

Sustained Delivery of Volatile
Chemicals By Means of Ceramics
***Same Report as Dr. Bajpai***

The Effects of Hyperbaric Oxygen and
Antioxident Deficiencies on Rat
Retinal Ultrastructure

A Comparative Study of Differing Vortex
Structures Arising in Unsteady
Separated Flows

Perturbed Functional Iteration Applied
to the Navier-Stokes Equations

An Optical Sensor System for Monitoring
Structural Dynamics with Applications
to System Identification

Deborah Gagnon

Edward M. Gellenbeck

James A. Gerald

Maurice B. Gilbert

Jeffrey Girard

Beverly E. Girten

Laura M. Giusti

Nadia C. Greenidge

Thomas K. Harkins

Deborah E. Hollenbach

Adrienne L. Holtlis

Stephen A. Huyer

David L. James

George H. James, III




39

40

L]

42

43

a4
as

46

417

48

49

50

51

52

53

Delivery of Inhibin by ALCAP Drug
Delivery Capsules

No Report Submitted

A System to Investigate Synthesized
Voice Feedback in Man-Machine
Interfaces

A Study of Small, Shallow Earthquakes
and Quarry Blasts in Healy, Alaska

A Study of Service Demand Distribution
and Task Organization for the Analysis
of Environmental Samples and Associated

Support Services at the USAF Occupational

and Environmental Health Laboratory -
Brooks AFB, San Antonfio, TX
*xkSame Report as Dr. Deal***

Wave Propogation in Layered Structures

Installation of the Adina FEM Computer
Programs

Experimental Study of Isothermal Flows
in a Dump Combustor

A Computer Simulation of a Plasma
Armature Railgun

Investigation of Laser Diode Coupling
Using Nonlinear Optics

Isolation of Osteogenic Cells From
The Trauma-Activated Periosteum

The Effects of Cataract Surgery on
Pupillary Response

Liquid Scintillation Counting with the
Packard 1500 Analyzer

De-embedding S-parameter Measurements
Using TSD Technique

An Expert System for Diagnosis and
Repair of Analog Circuits

xxiif

Stephen R. Jenei

Kenneth C. Jenks

Michele E. Johnson

Scharine Kirchoff

Gary F. Lake

David W. Landis

Sharon K. Landis

Craig A. Langenfeld

Christopher Leger

Bruce Liby

A. Jeannine Lincoln

Yolanda A. Malone

Randal L. Mandock

James W. Mattern

Matthew B. McBeth
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Volume 11
54

55

56

57

58

59

60

61

62

63

64

65

66

Physiological Monitoring Methodology in
the USAFSAM Centrifuge

Methods of Quantifying and Enhancing
Reactive Oxygen Species Production

Applications of Differential Geometry
to the Shape Analysis of Gray-Value
Images

Ozonation of Firefighter Training
Facility Wastewater and its Effect
on Biodegradation

***Same Report as Dr. Truax***

The Feasibility of a Laboratory Infor-
mation Management System for the
Analytical Chemistry Laboratory

Investigation of the Potential Impact
of New Photonic Materials on Optical
Processing Systems

A Review of Workload Measurement in
Relation to Verbal Comprehension

Development of a Long Term Solvent
Delivery System

A New Sensitive Flourometric Method
for the Analysis of Submicrogram
Quantities of Cholesterol

*axxSame Report as Prof. Price*»»

Model-free Statistical Analyses of
Contaminated Ground Water
***Same Report as Prof. Verducci***

A Human Factors Evaluation of the
Advanced Visual Technology System
(AVTS) Eye Tracking Oculometer

The Effects of Increased Cognitive
Demands on Autonomic Self-Regulation:
An Indicator of Parallel Processing
fn the Brain

No Report Submitted
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Jennifer B. McGovern

Roland A. Medellin

Otto M. Melko

Ethan S. Merrill

Veronica L. Minsky

Frank W. Moore

Stephen Morgan

Lisa M. Morris

Conrad R. Murray

Steven J. Naber

Jerome 1. Nadel

Victoria T. Nasman

Mark E. Neumeier

S

-
L,

-—oe < B s -
_’.’«-‘n-"oh O Y "-"l'

X

T G it TS LS

-
Iy

- AM
-

-
Lo

o
’.'




67

68

69

70

n

12

13

14

15

76

1

18

19

80

81

®
Vaporization Behavior of e
Multi AN
5251 Droplets in a Hot Air Str::::ponent Khan V. Nguyen :‘::i‘::'
Same Report as Dr. Aggarwal*** s
‘5"|¢
Growth Curve and Photot W
axis Assays of E
Axenic Ch]amydomonas reinhardtiiy]zg, Wendy T. Nguyen q:‘:';',
RN W
Microesotropia Patient Lt
5 ¢ 's’ 4
as Military Jet Pilots Perform Well Bernadette P. Njoku :il‘;i:i:
l:q‘l:*
Determination of Lu Mhh
mped-Mass Th
:roperties Associated with Autog:'\ar; Charles W. Norfleet ":
uring of Graphite/Epoxy Composites Yo
et
Equitable Safety Sto Fro
Consumable Itemz cks for USAF Douglas E. Phillpott '::E:E:
Investigation of Ex o
pert System Desi NI
Approaches for Electr i " Susan A. Poppens i
Environments onic Design .:i':i‘:'.z’_
éiligel:
Thermal Stability Characteri B
cteristics BURN)
a Nonflammable cmorotrifluorethylg'fze Mark Prazak i
CTFE Base Stock Fluid el
Control and Use of Unsteady F1 :'::E::i:
OowWS : ; b
Insect Use of Various NingyKinem:tics Mark Reavis :‘:::::‘:
_and Related Pressure Measurements RN
Using a Pitching Airfoil ‘.
s
Afrcraft Refuelin Wi
g Demonst ¥
a Microbot Alpha 1I Robot rator Using Bryan P. Riddiford 3:’::333;3
Wik
Influence of Movin e
g Visual Envir : . 0y
on Saccadic Eye Movements and Fivation oA Riese L
v“*\"..
Thermal Stress and its Eff R
i : WX
Motor Skil1 and Decoding T:§|t<: on Fine Mary C. Robinson ‘E::;:f::
"0“'{
Design of a Mechanism 3 ‘::"‘:"i
Tannel Turbulence to Control Wind Filiberto Santiago i
Low Velocit :i':;;::::
ocC Impa 3 00
Plates y Impact of Graphite/Epoxy Gregory A. Schoeppner :‘:’.u"&
* U i
**Same Report as Prof. Wolfe*** :E:::':H
\'_; 2
Experimental Research '
Systems ch of Combustion James P. Seaba ‘i:a.;:;
The Integration of Decision Support J m:‘:
Problems int on A. Shupe W
Design o Feature Modeling Based p t.:.:::‘"
Xxv e
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b
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82 Optimal Control of the Wing Rock Christopher Sierra
Phenomenon
83 Calibration and Data Reduction Gregory C. Sloan

Techniques for the AFGL Infrared
Array Spectrometer

84 Thermal conductivity of isotopically Elisabeth Smela
pure semiconductors, superlattices,
semiconductor alloys, and semiconductors
as a function of temperatures; control
of the segregation coefficient in LEC
crystal growth; and photo-Hall measure-
ments of GaAs

85 Predicting Optical Degradation of a Rita Smith
Laser Beam Through a Turbulent Shear
Layer

86 Experimental Verification of Imaging Brian K. Spielbusch
. Correlography
*x*Same Report as Dr. Knopp***

87 An Aspect Graph-Based Control Strategy Louise Stark
for 3-D Object Recognition

88 Linear Programming for Air Force Steven J. Steinsaltz
Decision Aiding

89 Creating Aspect Graphs for Use in John H. Stewman
Object Recognition

S0 Analysis of Emission Features in IRAS Tod E. Strohmayer
LRS Spectra

91 Centrifuge Modeling of Projectile Teresa A. Taylor
Penetration in Dry, Granular Soil

92 Optical Interconnections for Digital Tien N. Tran
Image Coding

93 An Investigation of Performance John M. Usher
Improvement in Knowledge-Based
Control Systems

94 Computer Modelin for Surface Properties Pretta L. VanDible
of Carbon Fibers

95 An Advanced Vision System Testbed William B. VanValkenburgh
»*xSame Report as Prof. Trenary***

xxv i | B
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96 Numerical Calculations of Dopant Joseph C. Varga
Diffusion involving flashlamp heating
of silicon

97 Scanning Electron Microscopy of P80, Deborah L. Vezie

PBT, and Kevlar Fiber
Due to sensititve nature of report
cannot be published at this time

98 Self Induced Deformations in a Space- James W. Wade
Based Electromagnetic Rail Gun

99 Hole Diameters in Plates Impacted by Randall F. Westhoff
Projectiles

100 Human Response to Prolonged Motionless Terri L. Wilkerson
Suspension in Four Types of Full Body
Harnesses

101 Late Appointment Date Douglas L. Wise

No Report Submitted at this time
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OO
Effect of Repeated Low Dose Soman On Acetvlcholinesterase AcTivicvy :o::::;'
R
Prepared by: Mohammed A. Maleque, Pn.D. n d'
with Antionne Able and Otis Cosby, Jr. iy
’ it
.“
Academic Rank: Associate Professor v.:::::}
'
Department: Pharmacology y"-
S
University: Meharry Medicael College :.:f
Neshville, Tennessee —‘.
vy
s
Participants: Antoinne C. Able oy
tis Cosby e
e
R
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Characterization of Graphite Fibers by

X-ray Diffraction

by

Petar Arsenovic

ABSTRACT

Samples of different types of graphite fibers were
prepared for measurement in a Picker diffractometer. Young's
modulus and crystallite orientation measurements were made, as
well as equatorial and meridional scans on the fibers. The
results show that the higher modulus fibers have improved
crystallite orientation, and that applying tensile stress will
increase the orientation by a small amount. The diffraction
peaks become less sharp for fibers with a lower modulus.

This work was an important step toward the formulating of a
model that will explain the mechanical behavior of graphite

fibers in terms of their internal structure.
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I. INTRODUCTION:

Carbon fibers have been known for many vears, first
being used as filaments for incandescent lamps in the late
19th century. Not until the early 1950s was the first major
effort undertaken to develop high strength carbon fibers.
These fibers are now important in many advanced technical
applications, especially in aerospace composites for which
the high specific modulus is valuable.

A thorough understanding of the properties of the fibers,
as well as their internal structure, are vital in the design
of composites in which these fibers are used. These consid-
erations are important for structures ranging in size from
space stations and aircraft to circuit boards.

Research has been conducted at the Johns Hopkins Univ-
ersity on a series of pitch based graphite fibers. The
Young's modulus was determined as a function of applied
static tensile stress over a wide range of temperatures
for different types of graphite fibers. Laser generated
ultrasound was used to make these measurements. Fig. 1
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shows the experimental setup used. @Q

Fig. 2 shows the modulus of five types of carbon fibers:

m

[

P25, P55, P75, Pl00O, and P120 as a function of applied tensile X

stress. The modulus increases with stress to different de

18]

- o
rees in all cases, P25 showing the largest change, while P.20 0
demonstrates almost no change at all. Fig. 3 shows mocdulus i
as a function of temperature. In all cases the moculus dec- 00
reases with increasing temperature. et

A major concern is to try to explain some of these effects e
in terms of the internal structure of the graphite fibers. Ay
The work conducted this summer at the Wright Patterson Air &b
Force Base Materials Laboratory was the first step to prop-
osing a model to explain the behavior of graphite fibers it

under various experimental conditions. . bt

II. OBJECTIVES: 5
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microscope. The number of fibers can then be calculated by

the equation:

_ m 4
number of fibers = 3 TTJzi )

In this equation, m is the mass of the bundle, d is the dia-
meter of an individual fiber (always on the order of 10
microns), and P is the density of the fiber.

The samples are mounted in metal end pieces, and held
in the mounts by epoxy. The end pieces are inserted into a
fiber deformation device sample holder, which is mounted on
the chi circle of a Picker diffractometer. Various types of

X-ray scans can then be accomplished.
IV. ORIENTATION MEASUREMENTS:

Crystallite orientation in the graphite fiber samples
is expressed in terms of Herman's orientation factor. This
is calculated by measuring the intensity of the (002) equ-
atorial reflection as a function of the diffractometer angle
chi. The orientation factor is calculated by:

f =

2SI cos XK &X
In this equation, I is the intensity, X is the diffractometer
angle, and AX is the step size. An orientation factor of
-0.5 would mean perfect orientation.

The conditions of the orientation experiments were as
follows: X-ray tube voltage 35 kV; tube current 40 mA;
(Except for Pl100: Volts = 40 mV; current = 60 mA); Cu K«

radiation (1.54 angstroms); Nickel filter used; 1.5 mm

3-8
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The graphite fibers being studied here consist of interlinked
crystallites with the type of structure shown of the previous
page. There are also regions of disorder, particularly at the
crystallite boundaries; other imperfections such as voids,
amorphous areas, and dislocations are present as well.

As noted earlier, the modulus of the fibers increases
with applied tensile stress. Part of this effect is thought
to be caused by improvement of the crystallite orientation
with respect to the fiber axis. The study of this effect was
one goal of the effort of this summer of 1987, as well as
observing if fibers with a higher initial ultrasonic modulus
(modulus at no stress) have an improved crystallite orient-
ation.

Another goal was the determination of the X-ray modulus
of some of the fibers and to compare them to the ultrasonic
moduli obtained previously.

Finally, the running of equatorial and meridional scans
of the fibers was accomplished to observe any changes in peak

position, peak sharpness, and peak width at half height.
III. SAMPLE PREPARATION:

Each sample is a bundle of graphite fibers, with app-
roximately 2000 fibers in a bundle. The exact number for
each sample is determined by measuring the mass m of a known

length 1 of fiber bundle. The density of each type of fiber

is known, and their diameters were measured in an optical

3-7
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incident beam collimator; 1.0 mm diffracted beam collimator.

When load is applied, it is measured in millivolts,

which is then converted to grams by the conversion factor

2665 gms 1 mv.

Stress Orient.
Sample # fibers Load (mV) Load (gms) - (MPa) Factor

P25 798 0.1 266.5 41.7 -0.3735
0.8 2132.0 333.4 -0.3946
P55 1851 0.3 799.5 53.9 -0.4726
1.5 3997.5 269.5 -0.4726
3.0 7995.0 538.9 -0.4736
4.0 10660.0 718.6 -0.4741
P75 1553 0.3 799.5 64.2 -0.4822
1.5 3997.5 321.2 -0.4823
3.0 7995.0 642.4 -0.4832
P100 1755 0.3 799.5 56.8 -0.4925

As can be seen from the above table, the orientation
factor improves significantly from the lowest modulus fiber
(P25) to the high modulus fiber (P100). The orientation
changes only slightly when stress is put on each fiber.

These changes can be seen in figs. 5 and 6, where fig 5

shows the orientation scan of P55 at 0.3 and 4.0 mV, where
only a small shift in the peak is seen. Fig. 6 shows the
scans of P55, P75, and Pl00 at 0.3 mV stress. A much larger
shift is observed. Crystallite orientation accounts for some
of the effects observed in the elastic tensile properties of

the fibers, but it is clearly not the only mechanism at work.
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V. X-RAY MODULUS MEASUREMENTS:

X~-ray modulus measurements were made on the samples
P55 and P75. The modulus is determined by observing the
shift in the two theta values of the (110) meridional ref-
lection when different stresses are applied. The scan
range consisted of 7 points located symmetrically on the
peak. From the shifts in theta, changes in the interplaner
d spacing are found, and a plot is made of tension vs. d
spacing. Two theta values for each point are determined by
a least squares fit of a Gaussian curve to the scanned points.
A linear plot is fit to this data (Tension vs. d spacing).

The modulus can then be determined by:

Y = 0.08824Sp
MDN

Y is the modulus in Gigapascals, M is the slope of the d
spacing vs. tension curve in angstroms/mV, deis the average
lattice spacing (angstroms), p is the fiber density (gm/cmB),
$=2665 gm/mV, D= denier per fiber, and N is the number of
fibers in the sample.

Accurate ﬁeasurement of the X-ray modulus of these
fibers was difficult because of the extremely small changes
in two theta that needed to be observed. This is due to the
high modulus of the fibers. In order to get reasonable shifts
in two theta, extremely high loads had to be applied, often
enough to break the sample. In addition, the samples had

some translational motion in the sample holder when stress

was applied, making measurements even more difficult.
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These problems were tackled by using long counting times and

trying to get the maximum load on the fibers without breaking
them. Sample test conditions: Unfiltered Cu K« radiation,
tube current 40 mA, tube voltage 35 kV, diffracted beam

aperture 3mm wide and 5 mm high. The modulus measurements

were made twice, turning the fiber 180 degrees along the fiber

axis. (motor "up" vs. motor "down").

Ultrasonic X-ray - fiber
Sample modulus (GPa) modulus (GPa) orient.

P55 354 564.9+/-15.1 Up
619.1+/-42.0 Down

P75 480 813.1+/-123 Up
857.3+/-63.0 Down

Fig. 7 showsthe plot of tension vs. interplanar spacing
for P55 in the "motor up™ orientation.
The x-ray modulwns is higher than the ultrasonic modulus

in all cases.

VI. EQUATORIAL AND MERIDIONAL TWO THETA SCANS:

The equatorial and meridional scans showed a sharpening
and nerrowing of the diffraction peaks as the fiber modulus
got higher. The P25 (lowest modulus fiber) scans showed in
particular a very diffuse background and broad peaks, sug-
gesting a higher degree of disorder. The crystallite orient-
ation factor of P25 shown earlier is also significantly lower
than that of the other fibers. Figs. 8 to 1l show some of

these scans.
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VII. RECOMMENDATIONS:

More work should be done on these graphite fibers.
The work done this summer with the Picker diffractometer
was only at room temperature. A temperature cell could be
constructed to obtain these measurements below and above

room temperature. More work also should be done to get

modulus data on the highest modulus fibers. (P100 and P120).

These fibers are the most difficult to get accurate modulus
data. Also, PAN (polyacrylonitrile) based graphite fibers
could be tested in addition to the pitch based fibers that
were experimented on here.

Finally, when enough results are known, a complete
model explaining the behavio; of graphite fibers wii be

developed
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Configuration Factors for

Spacecraft/Expansible Radiator

Interaction

by
David R. Bosch

ABSTRACT

The configuration factors for approximating the interaction beiween
a expansible radiator and a spacecraft body are needed to determine the
overall performance of the radiator. Research was dore to determine the
availability of the needed configuration factors. They were not
available for the desired geametry. Therefore, the program called VIEW
(written under the supervision fo A.F. Emery of the University of
Washington in Seattle) was adopted to calculate them. Because of a
late start, and other problems, the work was not yet finished at the

time of this publication.
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I. INTRODUCTION:

The calculation of the net radiant heat flux between a
expansible radiator and a spacecraft's body is needed to determine what
effect the spacecraft body will have on the radiator's overall per-

formance.

Determining the interaction between one radiator and a space-
craft's body is the first step in the overall analysis. The determi-

nation of the interaction between multiple radiators and a spacecraft

body would necessarily follow.
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II. OBJECTIVES OF THE RESEARCH EFFORT: "
o

t

Currently, there are no configuration factors available that are !
2

applicable for calculating the radiant heat exchange in the spacecraft/ o
A

)
radiator geametry being used. ::{
3
: . »

After an extensive review fo the methcds used to calculate con- ",

l.gi

fiquration factors, it was determined that using numerical techniques '.::
L X]

. . . U
in the form of available programs was the most appropriate method of .{:
calculating the needed factors. -
N

)

The AFWAL/POOS-3 lab had a program called VIEW (written under the v .,f
supervision of A.F. Hmery at the University of Washington in Seattle) W
(4

available for calculating configuration factors using a IBM/AT personal :'.:
O

]

s

The objective of my research effort, as a participant in the 1987 ' .

l‘

Summer Faculty Research Program, was to becare intimately familiar with N
using VIEW so that it could ke used to approximate the configuration
factors between one expansible radiator and a spacecraft body. )
i
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III. DISCUSSION:

The research was began by a thorough review of the basics of
radiant heat transfer. This was necessitated by the lack of coverage

of this subject in undergraduate heat transfer courses.

After campleting the review, the integrals for two flat plates with
a ocoomon edge, of equal length, different widths, and orientated at
right angles to each other were written and evaluated analytically.
Fram this exercise it was detemmined that the time to write and evalu-
ate the integrals used in detemining the configuration factors for the
spacecraft/radiator cavbination was prohibitive. It was at this time

that the decision was made to use VIEW to obtain the factors.

The first step in becaming familiar with VIEW's abilities was to
study the user's manual. After this was done, several of the example
problems included with the software were run to become familiar with

the procedure of running the program.

Data was then written to define the flat plate problem described
above. This data was run and the results correlated well with the

analytical results.

The next step was to write data that would describe the spatial

arrangement of two cylinders at right angle to each other, of equal

5-5




radius, and a distance apart. This arrangement was chosen because it coin- i,
cided with geometries with known factors. Because the VIEW graphics e
software for use in generating surfaces was not yet available a short o,
segment of code was written to accamplish the task. From this, results
were obtained but determined to be unacceptable. This was as far as .

the work had proceeded at the time of this publication.

There are several reasons why this assignment was not accomplished ‘ :E::‘é
in the ten weeks spent at Wright Patterson. First, I wasn't assigned 5:.;:':
to the project until almost half of the ten week period had elapsed. r.:
Until then I worked on other things that weren't associated with the ':E:.:E
configuration factor work. Also, there were problems encountered in ‘:Eg‘
using the VIEW software. Most of the problems involved difficulties ~,;.;
getting the program to link after making changes in the code. Also, ?:EE
no manual was available for the PC version of the software. The '::{:"
manual used was intended for the main frame version and didn't ‘:?
include the changes make when adapting it for use on the PC. :‘




IV. CONCLUSION:

This work will continue until the original objectives are achieved

and the desired configuration factors are conpiled and formally reported.
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Computer evaiuation of ion-implanted

dopant profile evoliution during anneniing

ey

by
Steven W. Bucey
ABSTRACT
The project is to study the partial annealing of dopant implanted
GaAs or silicon. Dr. David Morol has developed an anaiyti al solution
for the concentration profiie during ion-impiantation which had not been

evaluated. A computer analysis was made to compare with a numerical

solution. For the case of the linear dependence of the diffusion parameter

excellent agreement was found between the solutions for a consrvant
diffusion. but for a concentration dependence an overall relative error

of about 3% is shown over the range of significant concentration.
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Introduction
An understanding of tne processes mnvoived durine ion
implantation and annealing of semi-conductors is requirea to be abie to
controi the eljectrical properties of doped semiconductor materiai. [These
properties depend upon the kind of dooant. its implantation enerev, ana

cthe final profile of the dopant.

Standard numerical procedures reauire exrensive computer ruin
time to produce usuabte analvsis. These nrocedures suiretr trom

instability problems and are costiv iy compiiter time.

Usine iudicious mathematical tecnnraues. %orai and wemensers! i)
developed an analvtical solution for the dopant protiie during anneaiin”

This solution stiii required the use of a computer ro be evaluated.

The goal of this report was to compare the analvtic soilution tao
a solution developed by a standard numerical procedure and determine the

correctness and usefulness of the solution.

iI. The Analytic Solution

Considering the dopant diffusion equation and the ecaquatins tor

the initial and boundary condition defined nv

acC ; . acC tor z. -0
at ’ .

D =DnDIClz. t}

ColZ)= CLZ.0)
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Moroi and Hemenger used new variabies to proauce a transformed ser ot
equations which cousd easilv bhe soived. BRBv assumine that the diffusivirty
of a dovant is of the form

D =48 CYiz.t) v o« - (6)

a soiution for the dopant concentration profite is found to pe

! .
-1 /-"7 Y= —_— t - Lo [ A - 5 N O “‘\', f
’ * v/ - /./ . -- N o e, - - . -
[ N SN - - < - ~
[ J .,’7 [ B g . v o A fo S T
:' ' .l'. - Ve - " ’\ » .
-+ {,' » F} ‘/ N ST ) . L - ,“ . _ -
CTEENER k ./. T
> - /)"’ / v -
where < T Tz gt {80}
A
.. VA
\ = s v -
T T ) (91
LA ;/

{56 and Z, are constants in the assumed e¢aussian nroriie of tne

initial data). 1
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Note that the complimentarv errvor ftuncrion erfr({xX) was approximated
to be
erfec (x) = tay «» by, - evd - dvt - evd) exng X2

where v = 1/(1 - px)

and a. b, c. d. e. p are constints,

J
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To solve for the dopant profite at a given time 1 we must solve eq,
‘10 for the time t. To do this we must subdivide ihe t from O toar, anc

add up the vaiues of the at; found in the numericai approximation to eaq 1U

bV ;- s - -

R GRS % A ; . .

7: o ¢ 2! ,"' L {& ",‘ T /_( _r,' a { ¥ - R
.- T I ' = (1)

Starting at n=1 we continue to add up the atl; tound inp ea ! uniil
tnev equal the total time desired.
To calculate the value of € needed for the vaiue or D in equation 11l

we use this equation to transform the variabie:

A - T s (12)

I1f 7 represents the depth into a semiconductor warfer ana t 1s the
time evolution of the dovant protiie then the solution vives a dopant

concentration for any given 7 point,
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1717, The Numerical_Solution

The same svstem was also evaluated by using o tinite differences
numerical approximation. which was reduced to generating a solution based

unon the following equation:
4

N " e a-— ‘. - . . ,
L(élr,'_{,,,,‘—-\..\&,t + e EILE- S-S AN S R R

,‘ g k4 " s 2 - . .
1' ’: LAZJA.- Jodr r"/ ,'{’ N 3 -O‘ﬂ’ﬂl r}o~ /—, & . - (131
e > " . Vi

where GR (z.t) is the gradient of the ditfusion parameter atv (.

Now this method of solution is vaiid only it three criteria are met .

The first is that the space time variables must be relatea pv

sat < 1/2 RS
{a7,2
where 3 is the coeticient of the diffusion narameter. n the soiution

this is set instead to equal 1/4.

The other two criteria are the soundary conditions. The mode)
assumes that Z = lum and t = 20 seconds are near infinitv. With this in
mind a mesh size ot aZ = 0.00! is picked and then tne code calculates the

at need.

Since the method of solution requires the slope at a ¢iven point the
new valle at a given point depends upon its neichbor’'s vatues. This
reaquires calcufation of all points ont to "inrinitv’ and thus 100) points
are needed. with C(1001.t}1=0 alwavs. Also. since rne slove of Clo.t) is
zero aiwavs this implies that C( a/.t) = Claz.t) for caleuiation purposes
onlv.

V. Resnjts

Two cases where considereq:
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D=BC(7Z.t) (1h

both with Co(Z) = exo{— Lé:@q}ﬁ
2 So?

Figures 1 throuch 6 show the resuits tor various time protliies.
Fieure one is this initial distribution for both cases. FExceilent
asreement is achieved throught the time considered. Trivures 2 1
However, for the rcase of equatipat'6) the fit is noor at best but at

least a general agreement between soiutions is shown (rfioures 5 & 8)

V.  Recommendations
We are not sure wihv the second case save g poor i, Three
possibilities suggest themselves. fhe tirst is tnat 1n one or hotn rcases

computer round off error accumuiates with time. This is supported bv the

fact that in short time the fits are still eood.

The second may be that the numerical solution is not sophisticated
enough to handle the eiven conditions. and mav reanire a more acvanced
treatment.

The third case. which we hope is not true. is that the anatvtico

solution requires additional correction terms to be added

14
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Moroi. D.S.: P.M. Hemenrger., "Exact ana‘'vticail so'ntijon to aifrusion
equation for ion-implanted dopant profiie evoiution durineg
annealing."” Applied Phvsics Letters., 250 Voli. 4. 19 Januarv 1987.
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Figu-e Five
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Closed, greenstick type fractures were created in adult ‘%g:f

il Wah ¢

male white New Zealand rabbits. After a waiting period of 5 @
days the developing callous and bone approximately 1 cm to ::'.:..5
»,‘J;

each side of the callous was harvested and cell cultures :;:“';;
¥ “'3.3

established. Biochemical assays for total protein, alkaline ::'.:."\
,l_l.qi
phosphatase activity and glycosamino-glycan content were ]
performed on spent media collected at each change and upon :"‘::::
'i.‘.

the cells after their termination, in an attempt to more fully :t:‘:\"‘
Jit

characterize the osteoblast population. Since little 1is known ;;:;.
D
about bone forming cells isolated from this source it 1is impor- : 9
tant to establish baseline data so as to be able to relate !
reactions of these cells to altered environmental conditions. .j:f'."“
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I. Introduction

The process of bone specialization, vital for skeletal and
mineral homeostatsis, is not well understood. It is thought that
the precursor bone cells (osteoprogenitor cells) originate from
mesenchyme, the embryonic connective tissue. The osteo-
progenitor cells then differentiate into preosteoblasts and pre-
osteoclasts which further differentiate into osteoblasts and
osteoclasts. Osteoblasts are involved in bone formation,
osteoclasts are involved in bone reabsorption. Although the
development of the osteoblast has been studied extensively,
the specialization of the osteoblast has received little
attention.

Demineralization is known to result from hypogravity,
hypokinesia and/or immobilization, therefore the USAF is
particularly concerned with the role the osteoblast plays in
the homeostatic mechanism vital for maintenance and continuous
growth of bone. Current understanding of such cells is based
primarily on histological evidence and few in vitro organlculture
studies. The cellular competance of these cells to respond to
local osteogenic stimuli has not yet been determined, thus it is
important to establish baseline data about such osteogenic cells
80 as to be able corelate the reactions to altered environmental
conditions possibly associated with demineralization.

1 am a recently graduated student from Wright State Univer-
sity. I was interested in finding summer employment that offered
interesting and valuable research experience. 1 believe my

G.P.A. as well as my desire to work contributed to my assignment.

I1. Objectives of the Research Effort

As the process of bone specialization is not well under-
stood, it is a primary objective to establish baseline data
about periosteal-derived osteogenic cells so as to be able to
relate the reactions of this tissue to altered environmental
conditions. The approach taken was to transfer in vivo

fractured-induced activated osteoprogenitor cells to an in

vitro environment for further study.
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My assignment as graduate researcher was to help the
principle investigator, Noel S. Nussbaum, Ph.D, realize
several specific goals:

1. To establish the methodology for the isolation
and characterization of osteoprogenitor cells
from trauma-activated periosteum.

2. To determine the maximal growth response of cell
populations derived at varying times after trauna.

3. To quantify the response of osteogenic cells to
identified modulators.

Some personal goals included:

1. To gain valuable research experience.

2. To improve upon general laboratory techniques.

3. To learn more about the roles of osteoprogenitor
cells both in bone formation and reabsofption through

hands on experience and literary research.

III.

A closed, greenstick type of fracture is created in adult
male white New Zealand rabbits. The fracture leads to a callous
and it's the callous we harvest by the sequential enzyme digestion
technique of Wong and Cohn (1979) as modified by Boonekamp et.
al. (1984). Those cells within the callous are activated in
vivo by the local fracture to divide and grow. An object is
to add back those local factors in vitro to maintain the growth
rate. So far we have seen some response to insulin.

As a part of establishing baseline data in order to character-
ize the osteogenic cells we have been performing some standard
biochemical assays on the spent media after each change as well
as the cells upon their termination. Assays include protein
assays, (biorad) alkaline phosphatase and glycosaminoglycan.
Procedures:

Biorad Standard Assay

Reagents:
a) Biorad reagent: brilliant coomassie blue dye diluted
1:4 with dHZO

8-5
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b)

Method:
a)

b)

c)

e)
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Standards: dissolve 100mg fractien V Bovine Albumin
per 10 mls PBS for a final concentration of 10 mg/ml.

Refrigerate.

Standard curve: (prepared every time new standard
solution is made). The standard solution (10 mg/ml) is
diluted to final concentrations of 200, 400, 600, 800,
and 1,000 ug/ml with dHZO. A tube with 0 mg/ml

(dHZO) is prepared. Concentration vs. abs 595 is
plotted.

Media samples are mixed by inverting several times and
diluted tenfold (.1 ml media to .9 ml dHZO). Cell
samples are diluted 1l:1 with dHZO. All dilutions are
vortexed.

.1 ml of each standard, water blank and samples are
transferred to a prelabeled test tube. Duplicate
tubes are run for each sample.

5 mls of diluted dye reagent is added to each tube,
tubes are vortexed and allowed to stand 10 min.
Average of 3 readings per tube (abs 595) for each
standard(s), water blank and samples is determined,
average absorbance of water blank is subtracted

from each and concentration is determined from the
standard curve. Concentration is multiplied by the

dilution factor then converted to mg/ml and recorded.

Alcian Blue Assay (GAG)

al

b)

Reagents:

50 mM sodium acetate buffer containing 200 mM MgClz;

Place 4.10 g sodium acetate, 40.66g MgCl2 'bHZO and

2.53 ml of 1.74 M acetic acid in a |l liter volumetric

flask. Add dHZO to the mark and mix. Adjust PH to 5.8.

Alcian blue rcagent:

This reagent must be freshly prepared before use.

Dissolve 0.05% (w/v) Alcian Blue BGX (Polysciences,Inc..

g

nab 4.9 &




c)

d)

Method:

a)

b)

c)

d)

e)

£)
g)

h)

Warrington, PA.) in the above buffer. Centrifuge
20,000 rpm for 20 minutes. Retain the supernatant

as the reagent.

Sodium dodecylsulphate solution (SDS solution):
Dissolve 2% (w/v) SDS in 50 mM sodium acetate buffer.
Adjust PH to 5.8.

Standards:

Dissolve 10 mg. chondroitin sulphate in 100 mls of
dHZO. Refrigerate.

Standard Curve:

The standard solution (100 mg/L) is diluted to final
concentrations of 100, 80, 60, 40, 20, 10, and 5 mg/L.
A tube with 0 mg/L (dHZO) is prepared.

.2 ml of each standard, water blank and sample is mixed
with 2 mls of fresh Alcian Blue reagent. Duplicate
tubes of each are prepared.

The solutions are placed in sorvall plastic centrifuge
tubes (18 mm x 10mm) and are equilibrated for 19 hours
(overnight) at room temperature.

After the incubation period, the tubes are centrifuged
at 20,000 rpm for 20 minutes.

The supernatant is discarded and the precipitate
washed with 5mls of 100% EtoH. The precipitate 1s
scraped from the sides of the tube with a metal spatula
if necessary.

The tubes are centrifuged at 20,000 rpm for 20 minutes.
The supernatant is discarded and the remaining complex
solubilized in 5 mls SDS solution. Again precipitate
is scraped from sides of the tube with a metal spatula
as needed.

ABS 620 is read (3 readings per tube). The spectro-
photometer is zeroed with the water blank. Standard

curve is plotted and concentrations of each sample is

8-7
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determined. Whenever a standard curve is not plotted
one standard 40 mg/L is run to check validity of the
curve. Concentrations are converted to mg/ml and
recorded.

All results from the assays are entered into a SAS data file

for statistical analysis

IV. Goals and Objectives
My own personal goals have been achieved. I have improved

upon some general laboratory techniques, such as micropipeting,

aseptic technique, spectrophotometer analysis, microscopy,

and cell culturing. I have gained valuable experience 1in

learning some aspects of research, performing standard bio-

chemical assays and reading and understanding scientific

journals. I have also gained some insight into the process

of bone formation and reabsorption and what might affect this

process as well as some applications to malfunction such as

os teoporosis.

V. Recommendations:

By completion of this project the biochemical assays
will have been refined and the osteoprogenitor cells more fully
characterized. The next step is to add local growth factors,
hormones, and vitamins to culture media and monitor the effects
on the cells with the techniques developed in this project.
The object is to be able to stimulate the adult cells to divide

and grow.
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Preliminary Thermal Analysis of a Bimodal Nuclear Rocket Core

by

Davi. C. Carpenter
ABSTRACT

The framework for a general purpose finite element analvsis code

was developed to study the 2-D temperature distribution in a hot-channe!

hexagonal fuel element in the core of a bimodal nuclear rocket. Prelim-

inary thermal-hydraulic analysis of the core pressure drops under heii-
um coolant conditions were also performed. Hydrogen coolant anaivsis
was not performed due to insufficient property data in a usable form.
Although the thermal gradients observed in the fuel elernent did not
seem to present a problem, a more detailed thermai stress analysis
was initiated. The stress analysis is not fully implemented in the code
at this time. Code development also progressed into 3-D temperature

distributions in anticipation of projected research.
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I. INTRODUCTION

The economics of space travel requires that the specific impulse of
a rocket engine be as high as possible while maintaining the mass ratio
at earth escape as low as can be achieved. Solid core nuclear rockets
with hydrogen as a propellant have demonstrated over two times the spe-
cific impulse of conventional chemical reaction rockets while reducing
the mass ratio at earth escape from about {5 to about 3.2'. Similar to
terrestrial gas-cooled reactors, the solid core reactor could also be used
to generate electrical power for any specified payloads, hence the con-
cept .of the dual-mode or bimodal rocket system. The electrical oroduc-
tion would be accomplished by circulating a second coolant through the
reactor into a Brayton or Stirling cycle.

The Space Applications Division at the Air Force Weapons Labora-
tory (AFWL/AWYS), Kirtland AFB, New Mexico is charged with explor-
ing the technologies required for space nuclear reactor systems. As
such, AFWL is engaged primarily in the research and development of
advanced concepts of space nuclear electrical power production. AFWL
recently initiated preliminary design studies of a NERVA? derivative
nuclear rocket. Whereas the NERVA was a single mode rocket engine,
the research focused on a bimodal design using hydrogen as the propel-
lant and helium as the working fluid in the thermodynamic cycle.

I was chosen to participate in this project due to my degrees in
nuclear engineering. My research interests have dealt with the nurneri-
cal analysis of nuclear reactor core designs, particularly in the area of
fuel element thermal performance. Knowledge of finite element tech-
niques aided in the study of the complicated geometry of the fuel ele-
ments being considered in the bimodal reactor.



1. OBJECTIVES OF THE. RESEARCH EFFORT :
Analysis of nuclear reactor systems is a detailed and lengthy pro-
cess involving several disciplines of study. Some of the areas of con-
cern include heat transfer, thermodynamics, fluid dynamics, thermal
energy conversion to electrical and/or mechanical power, radiation
shielding, aerodynamics and neutron physics. Due to my background as
a nuclear engineer, it was proposed that [ determine the initial thermal
characteristics of the reactor fuel elements. In addition, I was also
charged with investigating some of the hydrodynamic analysis of the core
including the mass flow rates and the fluid pressure drops. If time
permitted, a static stress analysis of the fuel element was also to be
calculated.

Design parameters for the reactor core such as dimensions, opera-
ting temperatures and core power were preliminary estimates based on
previous research of gas-cooled reactors. All design parameters were
to be left as input data to the computer programs to maximize the flexi-
bility of the iterative design process. The hexagonal fuel elements were
assumed to be blocks of a graphite matrix homogeneously imbedded with
TRISO? fuel particles. Each fuel element had six hydrogen coolant chan-
nels and one helium coolant channel. The coolant holes were assumed
to be coated with ZrC.

The finite element method was chosen as the analytical tool since it
can better represent irregular shapes than finite difference techniques.
Several goals were projected as code development criteria. These in-
clude using standard FORTRAN 77 for tranportability from machine to
machine, computational efficiency on scalar machines, vectorization on
parallel machines and flexiblity in the use of the code. Cne -v--utandard
FORTRAN 77 stac.ment is used to maximize the versatilitv of the code.
The "include" statement allows the user to write subroutines specific to
his needs so that he does not have to modify the source code. Bv using
this statement, the code does not become fixed as to what orobiemz

can solve or what materiais it can analyze. [t is believed that the "in-

clude" statement is in widespread use on many FORTRAN compilers so
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that portability is not seriously hampered. E?:::
Although the original intent was to solve the heat conduction eaua- )
tion, it was decided to solve the general quasi-harmonic equation. This ::‘:
increases the potential use of the code beyond heat transfer. Besides :':.‘:;
other problems dealing with Poisson’s equation, diffusion type probhliems :,:::
can also be solved. In its current state, the program is limited to lin- »
ear analysis of a problem ( i.e., all properties are assumed constant and ::;“
spatially and time independent ). Several types of boundary conditions ::E
can be implemented - Dirichlet, Neumann (either as concentrated or dis- ":;f‘
tributed) and mixed or Robin’s type. At this time, radiative cooling is o
not considered. ::
0

[T1I. THERMAL-HYDRAULIC ANALYSIS : O
o

The two parameters that were of primary interest in the initial ::'.5‘
phases of design were the fuel element temperature distributions and the 2?::‘
helium coolant pressure drops across the core. Since the calculations ;
were steady-state in nature, each area could be studied independently. :E::»
The core coolant pressure drop equation is derived assuming a 'E:::
steady, one-dimensional and constant mass flow rate. Since the reactor .,i:
is designed to operate in a space environment, gravitational forces are !"‘;
negligible. From the conservation of momentum, the governing differen- :c':g
tial equation is ::,;?
. dv dp { :“f‘
m—+A—+—pv2fPf:O Egq. (1) '~!

dz dz 2 e

where ':::
m = mass flow rate S

v = coolant velocity '}2:;

A = coolant channel cross sectional area ,.

p = coolant density t:

f = Fanning friction factor it

sz Frictional (wetted) perimeter e

p = coolant pressure ::E::

iR

o
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In gas-cooled reactors, the mass flow rate is used as a primary variable
rather than coolant velocity. The two are related by

m= pvA Eq. (2)
In addition, since a gas is involved, it is assumed that it behaves accord-
ing to the ideal gas law. The equation of state is then .

p = oRT Eqg. (3)

Non-adiabatic flow occurs in the reactor core so that a conservation of
energy equation must be employed.
1 -
Tlz) = T(z) + — [ (2) Py dz Eq. (4)
mc
P

A chopped cosine function was used to approximate the axial flux distri-
bution while a J, Bessel function approximated the radial flux profile.

The averaged wall heat flux is then determined by

f q,, (ryz) rdr

C—I\L(Z)= 4 Eq. (5]
r dr

Substitution of equations 2 - 4 into equation 1 allow the pressure at

point z, to be determined. The Fanning friction factor was taken from
the Colebrook-White correlation®.

1 € 9.35 )
— = 3,48 -4logp{ 2| —| + —— f Eg. (6)
Vi d Re VT |
where
€ = root-mean-square roughness height of the coolant channel

d = channel diameter
Re = Reynolds numbers
Since the roughness was not known, € was set to zero.
The coolant channel mass flow rate was derived from eauations gov-
erning flow among parallel coolant channels. To simplify calculations.
the hexagonal cross sectional area of the core was converted to an equiv-

alent circle due to the Bessel functicn radial flux aporoximation. Each

10-7

A
A :
..Q:':' )

RO




successive layer of fuel elements becomes an annular ring of equivalent

area. Power distributions in each ring are then area averaged over the
radial flux profile.

Due to the symmetry of the assumed cylindrical core, the channel
mass flow rates in a given ring will be the same. The total pressure
drop along the coolant channel in the i-th ring is*

RT, { m,
Ap ¥ —— | — | k. i=1,2,...,N Eq. (7)

2py A '
where ri'xi is a representative channel mass fiow rate in the i-th ring and
K is the overall loss factor due to friction and momentum changes ( in-
let, exit and other form losses are not considered }. Since the total
pressure drop along each channel must be the same and knowing that the
total core mass flow rate is the sum of the individual channel flow
rates, a system of N equations and N unknowns can be solved to give
m; sqrt (1/ Ki)

1 - s j=1,2,...N . Eq. (8)
M 2 sqrt (l/xj)

The loss factor, K is weakly dependent on m; SO that an iterative pro-

cess is required to obtain the desired solutions.

IV. FINITE ELEMENT ANALYSIS :

In its present state, the finite element program solves the quasi-
harmonic second order partial differential equation as a 2-D or 3-01) lin-

ear boundary value problem. The governing equation is of the form

(VI ([l {VU(r)}) + BU(r) = f Eq. (3)
The first step in the finite element method is to construct a trial solu-
tion for U which is approximated by a finite sum of known functions of
the form
Ulrial = Za. o (r) Fa. t10;

JJJ
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where a. are the unknown degrees of freedom and q>j (r) are known triai
functions.

The second step in the analysis is to apply an optimizing criterion to
determine specific numerical values for the a .. Traditionally there are
two types of optimizing criteria used in finite element methods. They
are the method of weighted residuals and the Ritz variational method.
The Galerkin method of weighted residuals was chosen as the optimizing
criterion due to its ease of use and to its applicability in a wider class
of problems than the Ritz method. When they are both applicable, they
produce identical solutions if the same trial solution is used.

If the approximation of equation 10 is substituted into equation 9, a
nonzero function called the residual of the equation would exist and

would be denoted as

R(r;a) = -{V}t([a]{VU(r;a)) + BU(r;a) - f Eg. (11)
The parameters a_ are determined by setting the integral (over the do-
main) of the weigF]\ted residual to zero.

J\pi(r) R(r;a)d2 =0 Eq. (12)

In the Bubnov-Galerkin method, the weighting functions are the trial
functions themselves, W, = d)i.

The integral in equation 12 must then be integrated by parts using
the chain rule. Application of the divergence theorem then gives the fi-
nal form of the equation that will be solved numerically. In matrix no-

tation, this would be

K] (%) = {F®) Eq. (13
where the e superscript denotes that the equations apply on an elemental
level. As an example, the Z2-D anisotropic eguation is shown in eguation
14.

Parametric mapping of the dependent variables was used since it
facilitates an accurate representation of curved dormaine. Thas i ac-
complished by using two sets of interpolating functions - ore for the ~q

ordinate transformation which describes the geometry of the element and

10-9
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y Ax Ax 3y dx 3x 3dy 3y 3y
+ﬁ<j,>.l d)j dQ = ”fqu dQ + #qncpj ds Eq. (14)

the other for the interpolation of the dependent variable. The degree of
interpolation for each set was assumed to be equai resulting in isopara-
metric elements. The disadvantage of this approach is that it is diffi-
cult to compute the elemental coefficient matrices directly in terms of
the global coordinates. The difficulty is overcome by introducing an in
vertible Jacobian transformation between the curvilinear element domain
QF and a master element domain Q. The master or parent element uses
natural coordinates and is of simple geometric shape so that numerical
integration is accomplished easily.

The 2-D parent element library consists of a 45° isosceles right tri-
angle and a square. To increase the flexibility in the use of these ele
ments, variable noding allows the user to change the interpolation from
linear to full quadratic®:®. Cubic interpolation elements’ are also in the
library but the user is restricted to only these elements if they are cho-
sen since the capability of interacting with the lower order elernent«
does not exist at this time. The 3-D parent elements consist of a tetra-
hedral, a prism and a brick element®. These elements also vary from
linear to quadratic interpolations. Higher order elements are not in-
cluded. Al!l of the parent elements used are based cn the serendipity
family of elements, mainly to alleviate the bookkeeping chores of track-
ing the central node used in the Lagrangian family of elements.

Integration of equation {4 iz accomplished using Gause-Legendre
quadrature. In the case of the triangle, a special set developed by Cow-
per? is used. The 3-D tetrahedral is not fully implemented due to diffi-
culty in obtaining suitable quadrature points. Several choices are of -
fered by A.H.Stroud!. Integration of the line integrals for the Z-D prob-
lems follows the development outlined in reference t{!. The 3-0) surface

10-10
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integrals have not been developed yet so that the boundary conditions are
limited to only Dirichlet or concentrated loads.

The 2-D heat conduction analysis was verified by checking several
example problems in various textbooks. Further work is needed in the
area of the concentrated loads and additional verification is required for
Neumann or Robin’s boundary conditions.

The actual design problem of generating a 2-D temperature profile in
the fuel element was performed using the Dirichlet boundary corditions.
This was mainly due to difficulties in obtaining representative fluid heat
transfer coefficients. The volumetric heat source was based on the rad:
ially averaged flux at the core centerline. Symmetry was employed such
that only 1/12 of the fuel assembly needed to be analyzed. Since the
actual fuel composition was not known, several values of the thermal
conductivity were used to bracket the temperature ranges. Three grid
meshes of varying degrees of refinement were used to check the behavior
of the problem. Three matrix solving routines were employed - Chole-
sky decomposition, L-p-Lt decomposition and Gause-Seidel/SOR itera-
tion. The solutions obtained with these routines were in excellent agree-

ment implying that the solution was correct for the given conditions.

V. RECOMMENDATIONS :

Several items need further refinement or implernentation into the
program. Such work will be performed on a continuous basis through
unfunded research. Some of the items include completing the imole-
mentation of the 3-D quasi-harmonic analysis ( flux type boundary condi-
tions ), completing the 2-D plane stress/plane strain analysis ( much of
which has already been coded ) and adding post-processing analysis in-
cluding gradient determination and plotting routines.

In addition, nonlinear and transient analysis will be added. This is
required for the proposed transition phase of switching from hydrogen to
helium coolants. The study is expected to be a 3-D transient vroniom

coupling heat conduction, fluid dynamics and thermai stress analvsis.
9

10-11
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This will involve other solution techniques as well as adding the Navier-
Stokes equations.

A modification to the overall solution algorithm is currently under-
way. The mesh that was used to analyze the fuel element temperature
distribution, five different parent elements were used. However, inte-
gration over these elements was carried out each time a new element
was called. This resulted in the same information being repeated exces-
sively. A significant amount of computer time can be saved if the solu-
tion path centers around the number of parent element shapes rather than
the number of mesh elements themselves.

A second modification is to implement a new parent element library
routine to generate the 2-D elements. Based on the work of El-Zafrany
and Cookson!?:13, the user will have the capability of mixing the order of
interpolation within a given element up to high orders. This will cor-
rect the existing problem of not having transition elements between the
linear/quadratic and cubic elements that currently exist in the program.
The purpose is to maximize the program flexibility which in turn should
minimize the size of the mesh required to model the problem. This in
turn would minimize computer time and cost.

Since the code is expected to be used for other various types of prob-
lems, two other element libraries are planned - infinite elements‘* and
those based on Hermite polynomials. The infinite parametric elements
allow economic modelling of ’infinite domain’ type problems. The
hermitian elements preserve the continuity of not only the dependent var-
iable but also its derivative. This becomes important in many diffusion
type problems.

10-12
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Kyunam Choi

ABSTRACT
A study on the realization of a phase conjugute laser resonator
employing the Brillouin enhanced four wave mixing as its main
phase conjugation mechanism is discussed. The resonator ‘-nu't,put,
beam can maintain monochromatic laser wavelengths with egcellent
temporal and spatial beam preofile while =njoying high phase-
conjugate fidelity. Details on experimental procedures tog-ther

with experimental results are repnrted.
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I. INTRODUCTION

Optical phase conjugation (OPC) is a technique that utilizes the
nonlinear properties of materials to do exact reversal on beth
the propagation direction and phase of each plane wave component
in an arbitrary beam of light. The ability to do "time reversal”
on aberrated beams gives us a lot of advantages over conventional

optical beam manipulations.

There are two popular ways of achieving OPC; stimulated EBrill-
ouin scattering (SBS) and four-wave mixing (FWM). SB5 is5 the
self-reversal of the laser beam under a stimulated scattering
process involving build up of a dynamic density grating in the
medium due to the interaction of the pump and the stimulated
scattering beam. The reflectivity of the SBS proucess is always
less than one while the phase conjugate fidelity (FPCF) remains
high. SBS also requires simpler optical geometries compared to
that of FWM which requires counter-propagating pump beams and a
probe beam. FWM gives reflectivities greater than unity which

makes FWM more useful than SBS in some applications.

Foremost among the applications of PC in lasers is the uze of
phase-conjugate mirrors (PCMs) in a laser resconator. There are

several characteristics unigque to phase-conjugabte resonator:

(PCRs) as discussed by Auyeung =t al. (13730, one ot the wey
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features of PCR is the compensation of static and dynamic intra-
cavity polarization and phase aberrations dus to gain m-dium
distortion and poor quality optical components. Other foatures .Qp
include excellent frequency and transverse mode stabilization and
) i ] o Py,

automatic Q-switching by temporarilly pumping tLhe PUM. FCRz aszins ﬂpd
SBS require a threshold pump energy and their PC roflecticities 7;
remain less than unity. Also, there is a progressive Erilloain

frequency downshift everytime 5B3 is taking placs
U

PCRs using FWM can give us more than unity reflectivitv witliout )  J
any frequency shift. The requirement for counter-propagaling pump .'&f

beams is one disadvantage of FWM PC.

Brillouin Enhanced Four Wave Mixing (BEFWM) is a relatively new %?ﬁq
PC technique in which any one of the twe counter-propagating Pt
pump beams and the probe beam is frequency shitted from the other

two beams by the Brillouin frequency of the FWM moedioam (Andreev. kf\@

1380; Bespalov,1979,; Efimkov,1984i. The PCR using BEWWH 1o gnite
attractive since we can take advantagez of bLoth OO and PWHOES
processes while removing their disadvantages bv o asine fle: 1w

mechanisms complementarilly to each other (Damoen, i2a87

\l

. . , ‘ b

My research interest during the last throe voar. wee arinis on .:-Q.
B3 and its applications on FOR. Jradivs on descnr - WM vl e .\w\

alsy done. The resexrch effort b AFWL lemoreis e 1 a0 anion
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PCRs which emit diffraction-limited outpuat beeams Prom Ve o e -
tional mirror end of the resonator with all the aberrations
corraected by “"time reversal” process. The coaztruc! ion ol
characterization of a PCR using BEFWM which is the most advanocoed
nonlinear optical process leading to the realization of an Ldceal
PCR has attracted interest among many scicntists incliuding those

at AFWL.

II. OBJECTIVES OF THE RESEARCH EFFORT:

In the past, the study on BEFWM has been confined to the investil
gation of basic physics behind the phenomena. The application

of BEFWM to PCR construction was first reported on January 1937
by Damzen and others. There is no doubt, however, that as fhe
advantages of PCR using BEFWM bLecoming bettar understood, mor:

and more applications will be developed.

My assignment as a participant in the 1937 Graduat. SGtoele-nt
Summmer Support Program (GS5SEP) was Lo follow w1l the ztoeps
leading to the successful demonstration of FCR: wsine FEFWM wnd

determine the possibilities nf extending the technigue boevond the

limit of the current level of applicatinn.
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The experimental investigation requires a pniszed, 1 pini sioele
longitudinal mode beam from a Nd:YAG laser at uan energy level of
10 to 30 mJ per pulse energy. Since EEFWM requires a nish quolity
counter-propagating pump beam generated by 35BS, we also hnl Lo
work on making an efficient and reliable 3ES PO without any feed-
back inte the pump laser system. The next stages of worv Cnvn oveo

the generation of frequency deownshifting nd aposuiteins LRt

The frequency downshifting BEFWM haz been vnown to gconsrat - o~
reflectivity for very weak probe beams. Roflectivlties and e r
details were nol known for frequency upshitting LRCWM D0 00

goal was the demonstration of PCR making both frequency upshifting
and downshifting BEFWM processes take place in turn in a rirng-1ike
PCR configuration as is in Fig.3. For frequency downzhifting

BEFWM the p-polarized input pump beam is reflected by a moviae
acoustic grating formed by the interference of s-polarized pribe
beam and counter-propagating pump beam in the FWM medium. The
dynamic grating moves along the same direction with the input

pummp beam so that the phase conjugated beam have the Brillouin
downshifted frequency from the pump laser frequency. For frequency
upshifting BEFWM the acoustic grating is moving toward the
counter-propagating pump beam. The alternating up and dewn shift-
ing of the frequency in the ring resonatcor makes the cutpur

frequency of the laser beam remain the same at all times.

To make use of the pump beams more efficiently we aesivoned =

double ring type BEFWM FCR which incerporstes one anidir otionad

12-7
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ring type cavity on
With the help of AFWL in both experimental
technical assistance [ was able to foliow oli thee

Lhe demonstration of BEFWM PCR.

NP LN T LA LALLM KU T RO SO LY AT TN 24 ~a$)- o

the pump side and another riogs o tie: boR

instrumentation and

The steps are summarizod as

follows:

(1)

Acquisition and characterization of a Q-switched NdJ.YAU 12
with beam characteristics suitable for the ciperimenlag

purposes.

- ' B - -
Slerd 1wt to

S.r

(2) Generation of reliable SBS PC that will serve s o ~ouanter-
pump beam.

(3) Demonstration and investigation on frequency up and down
shifting BEFWM respectively including the effect of pump-
probe ratio over efficiency.

(4) Realization of successive frequency up and down shiflting
process in the ring type oscillator.

(5) Establishment of long-lasting laser oscillation of BEEWH FOR
with the addition of an amplifying unidirectional ring avity
on the pump part.

We were able to get results in steps (1o .t20,03) and pare 104

Currently., we are working on the steps (4 andd (b et o review

in detail each steps that has been acoompiiched antis 0w,

12-8

U L TR O e T O e O O DD

“v

“»



11T. EXPERIMENTS AND RESULTS

a. The laser beam should have a sufficicently iong ocohrrog.-.
length to ensure efficient SBS and BEFWM cenaration. The asor
used in the experiment was dye Q-switched. The insertiocan of a

4% etalon in the wscillator cavity was sufficient to eopnerat. 1ol
percent single longitudinal mode oscillation. We meusored e
spectral linewidth of the laser beum using a Fabry bFerot ointor
ferometer and found that the bandwidth its carvower thoag o 1 o
Fig. 1 iz a schematic diagram of the ozcilliater modiitiooe oo
A 75cm-long oscillator with single longitudinal and trancverne
mode laser output is followed by a double-pass Ltwo-rod amplitving
stage which generates 1'06Pm laser beams «f 100mJ maximum--ut pat
energy per pulse with a 50nsec pnlse duration at FWlM. Theo vy
cal pump input energy to the PUR setup was tetween 1o and 50 m
per pulse. The beam diameter was 0.6ecm. Fig. (a1 z3tows Lk
oscilloscope trace of the laser beam whose smootin Lomporad
profile indicates its single longitudinal mode: vmcillation
b. The SB35 efficiency attained was typically 6807 witi 7T0% bFeing
the maximum. The 5SB5 cell was a l0em-lons ayiindrical contaloer

made of Pyrex with a 2.3c¢m inner diameter. The ZED mediam was

carbon-disulfide(C53). A focusing lens of feom fooni lenptis was

used. The 5BS phase-conjugated beam enters the FWM o ll oAz o

counter-propigating pump with ito freguency Sricioonla v ohiitr oo

12-9
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from the original laser frequency. The cubse polari_er and guarter-
wave plate combination works as an optical isolator which prevents !
the feedback of the SBS beam into the pump laser. The ivantases N
of using 3BS PC for generation of the counter-propaeuatine puamp
was extremely large over the use of conventional mirrors sinoe fﬁ"ﬁ
the retroreflected 5BS PC beam retraced all the pump bezm oato ?m
automatically. Pulse compression tock place in tihe oF. prooo o3 L
and the 50nsec FWHM pump pulse was compressed Lo dinzses. Fio oobh S

] - - *
shows the SBES PC waveform. ﬁwgﬁ

c¢c. The BEFWM took place in a 052 -filled cell of 13cm length and ‘ﬂh
2cm inner diameter. The cell was made of stainless steel and has W
uncoated Pyrex windows of 0.3cm thickness on both ends. The angle

between the pump and probe beam in the FWM .cell was about 1.8 &F
degrees which was small enough to ensure phase matching in the bt
BEFWM process. We'performed experiments on frequency downshitfting ,j.
BEFWM only until we became familiar with that casze. After Lhat

we moved into the frequency upshifting <ase:. The maximum ol e -

tivity of frequency downshifting BEFWM was about Sl with L

probe ratio of 3% to 1 while the reflectivity tor freguaey
upshifting BEFWM was measured to be abont 70 Too cnbiunee Che FWH “&\“
efficlency we used a waveguide-1like duem-Llong =l o hom- diape- Lo
copper tube filled with €3 as a FWM cell. But fhe ooy ected W

;

A 2
enhan-ement did not take place. We are plannine o e o cornroer h

tube with smaller bore diameter incornorated wity o s 00 noe

)
12-10 NSy
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to matoh the beam diameter to the bore diametoer  Too oo femutio
diagram of the BEFWM PCR setup used in the experimesnt is sieoewn
in Fig.3 with all the measured pump and probe srnecrai-cs Liate ! oo
it. Fig.2tc) and Fig.2(4d) are the waveforms of the Crequenty
downshifted and upshifted BEFWM PC beam respectively. They show

appreciable pulse compression with a compression ratico of L ta 1

from the original pump beam.

d. Without the use of any amplifying mediam in the PR rine
cavity we were able to demonstrate 3ingle rouns brip BEFWY [0
oscillation. A ffequency downshifted EBEFWM PC beam wuth an oncrgy
lmJ per pulse was used as the probe beam for the frequency
upshifting process. This yielded a P beam of about O 07mt por
pulse. Fig.2.(d) is the waveform of the frequency apshittin

PEFWM which was generated in the FCR ring —avity bLv asine v hee

beam of Fig.2.(c¢) as the probe beam. If we insert an wmplitfyine
medium with a gain of 3 or more in the PCR ring., we wili be aieoo i
to see successive ring oscillations. Carrently, we oy bl diae
an Nd:YAG amplifier with variable gains which wili be ased in muﬁﬁ

the PCR ring. R

12-11
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VI. RECOMMENDATIONS: "

0
a. BEFWM scheme is far superior to any other FWM sclieme:z ﬁﬂ\&
since BEFWM uses the 35BS PC beum as coanter-propoaguat ions |oamg »
WINY
]

beam. This eliminates all the stringent mirror alienment. :"k gd

problems we encounter in <conventional FWM geometry. N‘ﬁ?;

b. We need to investigate the means of obtaining hi-h cflfi-i-ncy R
; . . - . N . e

FWM to get higher output snergy from PCR using DEFWM. Coarreart diet
efficiency of around 20% should be enhanced by tihve gz of [N

wavegulde-type FWM cell with suitable geometrios.

c. While working on the project we arrived at Lhoe concept of gt

! Ve
. . A R . . . . \ '.’5:‘:"5
using an unidirectional ring cavity for recycling the unused SRR

. . . ~y A
portion of the pump beam in the SB3 process 3o that we can N; é

have multiple pump turn-on time. The PCR output beam will be a <

train of pulses if the amplificaticn factor is sufticicnt. AU
We believe that it will bring us the most rewarding advancemsat A
in BEFWM PCR study. Currently, we are building an amplifyving
stage that will be used in the unidirecticonzl riang ' amplify the w0
recirculating pump laser beam. The schematic diagram in Fie 4. shows 35@&
how the unidirecticonal ring works. Jince the pump probe vut io for VQV
frequency downshifting BEFWM is fixed to ane, the whole cvotem Qk*s;
treats the pump beam from the pump laser and thie reocv oLzt beean

equally. ﬁxﬁ*
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+hibtaeas

ittt brteibrterer

(e) (a)

F1G.2. THE OSCILLOSCOPEZ TRACE OF (a) PUMP LASER BEAM, (b) SBS PC BrAM,
(c) FREQUENCY DOWNSHIFTING BEFWM AND (d) FREQUEWNCY UPSHIFTING

BEFWM
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FIG.3. THE BEFWM PCR SETUP
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TEN WEEKS OF LITERATURE SEARCHES AND COPYING

by
Brant Davidson

The first seven weeks of the project in Dayton were spent
researching articles and books for Dr. Chu, the professor I was
working for. lLate in the ten week period that the project ran Dr.
chu presenfed me with 150 page computer program, originally
written by H.I. Skriver of Risoce National lLaboratory in Denmark,
to copy in to a computer text file from which it could be
compiled. The program is designed to calculate the band structure
of certain types of superlattices. Unfortunately, it was
impossible to run the program during the ten week period of my
employment due to lack of time and the fact that the author forgot
to specify the purpose of certain functions that are essential to
the program. Dr Chu, the professor I am working for, expresses
hope that he will be able to find a way to run the program running
once he returns to Taledega.
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I. INTRODUCTION:

I am a graduate student in the field of mathematics. I am
currently attending the University of Alabama at Birmingham while
I txry to attain my Master's degree. My interests lie in the areas
of abstract theoretical mathematics, particularly set theory,
topology, and differential geometry. In addition to my Bachelor's
degree in mathematics I also have a Bachelor's degree in computer
science. I have some limited practical experience working on

computer programs to solve complicated mathematical problems.

About six months ago, Professor Chu of Taledega College had a
friend of his at UAB distribute a memo asking graduates students
with a mathematical background and experience with computers to
apply for a high-paying summer job. Reading what few details were
given in this memo, I doubted that I was really qualified for
this jab, but I did meet the basic requirements and I needed the
money, so I applied.

Several weeks later, Dr Chu's friend called the four people
on his 1list that met the unstated requirement of being american
born and informed us that, if we still wanted the job, we must
call Dr. Chu immediately. I happened to be in my office at the
time, so I was able to call Dr. Chu right after his friend called
me. I talked with Dr. Chmu for a minute or so, and then he informed
me that the application forms had to be in U.E.S.'s main office

the next morning or he would be unable to bring a graduate student

with him. I had a friend drive me the 50 miles to Taledega, I

o
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filled out the forms, and sent them to U.E.S. by Federal Express,
barely beating the time limit. Since I was being sponsored by a
professor, 1 was automatically accepted.

In any event, this is how I came to work with Dr Chu, a man I

never met before, at MLFO on the calculation of the band stucture

of superlattices, a field that I knew nothing about.
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| II. OBJECTIVES OF THE RESEARCH EFFORT v
n'!'::! 'y
?‘
u:“'u,:
When we met again at MLPO, Dr. Chu said that I would be :: ."u
iy,
responsible for creating and executing computer programs designed \ q'.::g.‘.
to calculate the band structure of superlattices and that, inorder NSt
. {
to do this, I would have to do some mathematical modeling of the '.:",
) O
Ot
eigenvalue problem involved in these calculations. Without going l':'.:","
into further detail on how I would do this, Dr. Chu kept me busy ~‘a";,
Sy
for the next few weeks doing literature researches, copying 'I:::::q“
AZRE R
. . st
articles, and locating and checking out books for him from the 'o::::gz.
technical library that was on the base. 1'3
; o
W) I':§
Somewhere around the second or third week of the summer ',. N
8%
employment, Dr. Chu told me that he had heard of a computer NN
et
program that would do the calculations we needed done and that, as Rhbt et
N
soon as a copy of it arrived, all I had to do was type this :EE;
)
program in. He gave me a few pages of the program and I went ahead 3t
and typed these into the computer. &J‘
Y
:,tx
On or about the fourth or fifth week of my ten week stay, [
S
Dr. Chu asked me to look into creating a computer program to ;;a \
diagonalize square matrices so that the eigenvalues and ::“-Q
;'-.'.'.‘:\
eigenvectors of such matrices could be found. I quickly located a )
program that someone else in the lab had written for diagonalizing ?33'.5"
.w"\‘(‘
real skew symmetric matrices. This is the most general form of i:"‘
LY
N
matrices that has a known algorithm for how to diagonalize them. I ®
explained this to Dr. chu and he never mentioned the program to me ::’.;’.‘,j
v,
14-6 ':':“
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again nor did he request that I key it in.

While I was looking for a program to diagonalize square
matrices, Dr. Chu requested that I evaluate the integral

S‘:"%r faxl/z Ai(x+l/r) dx (1)

when I was not doing literature researches or similar activity. I
was informed that evaluation of this integral was unimportant and
should anly be done when no other work was available.

About three weeks before the end of Lhe-emd-ef my stay in
Dayton, the copy of the program that Dr. Chu had sent for arrived
and I was promptly taken off literature searches and told to type
the program into text files so that they could be compiled and
run. I spent my last three weeks in Dayton typing in this one
hundred and fifty page program.

The computer program that Dr. Chm gave me actually consisted
of five separate programs, each of which was developed by H.L.
Skriver of the Risoce National Laboratory in Denmark. The programs

were named STR, COR, IMTO, DINS, and SCFC.

a. SIR purpose was to calculate canonical structure constants.
The program is executed once for a given crystal structure. The
input for STR is the translational vectors spanning the unit cell

of the crystal and the basis vectors giving the positions of the

| % ":‘ "‘
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individual atoms in the cell. The output is a set of structure- DA
constant matrices distributed on a suitable grid in an irreducible 9 o
X (]
wedge of the Brillouin zone which is stored in a disk file, ' “:?.:
R
e
L

b. COR is used to calculate those extra structure constants o
.,'h {‘- q
which may be used for approximate treatment of the region between )
T

o, -.F'
the sphere and the atomic polyhedron, and for the neglect of g"':- 7
higher component. It is typically executed once for a given ,'.“
crystal structure. The input for COR is the basis vectors giving ,,(.
the positions of the atoms in the cell and the reciprocal-space " .;,-F
- *);4 !
vectors generated by STR. The ouput for COR is the correction-term - .ﬂ,
structure constants used by IMTO to perform band calculations. ;:{::{‘

w |\
IR
.}\"\.
c. LMTO is used to calculate band structure. It uses as input _—

:"\."\'4

the structure-constant matrices generated by STR, the correction- ﬁ:"::n
-.'\.':-\.’._
term structure-constant matrices generated by COR — if it is to :.'-’::_:'
ARG

be used -— and potential parameters as given at run time. IMTO's

it

7
‘.

output is the eigenvalues evaluated at the k mesh established in

m. X

d. DDNS is designed to evaluate projected state densities and

eErl
K. ,

s

corresponding number of state functions by means of the -:.Z\;-
- ' U
™
tetrahedron technique. The input used is the eigenvalues generated " f’
A
by IMTO. The output of the calculated functions is stored on disk :‘;:;
‘.‘.‘\',\.
and may be retrieved later. -‘_'.:f.: p
Y
' )
e. SCFC is designed to solve the energy-band problem self- ::{:\:
\ .o‘
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consistently by means of the cancnical scaling principle including :SQ'. 2
hybridisation. SCFC treats only the outermost s, p, d, and f )
electrons while the charge density of the remaining electrons is ::5
kept fixed. The input fo SCFC is the projected state densities and ':Eilggs
number-of-states functions generated by DDNS. The ouput is the --":!':2
sel f-consistent potential parameters and the electronic pressure. .ﬂ%':"',
AL

Each of these programs was typed into text files accessible '

thru the Prime System available at MLPO and compiled using the '..:'::::':’e
FORTRAN 77 compiler on that system. Unfortunatly, there were :E::,'{::.';
certain functions that the author did not give the code for, and 3:“:::;
so it was impossible to run the programs. Even if those functions N,
had been specified, however, the program still could not have been ‘ﬁ.
run do to lack of time. Dr. Chu believes that he can get a friend :::’
of his at Auburn University to help him replace the unknown - ?
'i!r-_g

” G
The formula labeled (1) proved to be unusually difficult to :::L':l‘i
integrate because of the complexity of evaluating the Airy ‘i"'f."l‘
function, Ai(x), at arbitrary vaues of x, my lack of experience at :e:;‘gg.g
solving partial differential equations, and also because of the Y - ‘E
small amount of time and emphasis that I was given to work on it. -.h,
I eventually decided that the best way to proceed would be to E:S‘f“
approximate Ai(x) as zero for some sufficiently high value of x, g;‘i?_i
which is reasonable since Ai(x) approaches zero rapidly, and then ‘,.;.::;;
to apply backwards interpolation to get the other values I needed. ..'c'.?:
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Once I had these values I could apply Swartz approximation twice
to evaluate the integral. I was unable to do this because Dr. Chu
gave me Skriver's program to type in with instructions to

concentrate on that task first.

Since I was unable to run the program or evaluate the
integral, I have no results to report. I am certain that a
summuray of the library searches can be found in Dr. Chu's final

report.
V.  RECOMMENDATIONS

Since there are no results, anyrecoﬁmexﬁatimlca.xldmake
would be unfounded. In fact, since I have no training in applied
research physics and have virtually no knowledge of what I was
suppossedly doing this summer, I would say that — if there were
any results — any recommendation I could make should be ignored.
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MODELING RATES OF HALOCARBON METABOLISM (VMAX)

USING QUANTITATIVE STRUCTURE-ACTIVITY RELATIONSHIPS (QSAR)

by
Steve Dixon

ABSTRACT

Vmax values were obtained in vivo with male rats for chlorinated
methanes, ethanes and ethenes by gas uptake methods. A QSAR study of Vmax
was carried out with electronic and steric chemical descriptors. Partial
atomic charges served as electronic parameters. Chlorine substitution
patterns were used to imply steric information. For 10 well-metabolized
chemicals, the best 2-term fit (r2-0.981) involved the sum of all hydrogen
charges in the molecule and the difference between the numbers of chlorines
and hydrogens on the least substituted carbon. Two poorly metabolized
chemicals (CClh and CH3CCI3) vere added to the data set and a more quali-
tative approach taken. For methanes and ethanes, metabolism required a
chlorine and hydrogen on the same carbon; in methanes with two or more
chlorines, the effect of replacing a chlorine with a methyl group is
slight and predictable; for ethanes and ethenes, larger Vmax occur for
chemicals with two nonequivalent carbons. These structural features were
combined with a connectivity index and quantitated in a 3 parameter fit

(r2=0.934).
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I. TINTRODUCTION:

Halogenated methanes, ethanes and ethenes are widespread environmental
contaminants and a knowledge of the kinetics of their metabolism is essen-
tial to understanding their physiological effects., The parameter Vmax is
the maximum metabolic rate of a chemical in saturable metabolism. Estimates
of Vmax have been obtained in vivo using gas uptake studies (Gargas et al.,
1986). The Biochemical Toxicology Branch of the Toxic Hazards Division at
the Armstrong Aerospace Medical Research Laboratories, Wright-Patterson
Air Force Base is interested in quantitatively modeling halocarbon Vmax
values in terms of parameters derived from molecular modeling techniques
applied to the structure of each chemical. Such a quantitative structure-
activity relationships (QSAR) study could supply a means of estimating
metabolic constants for halocarbons for which no kinetic data exist.
Moreover, the process of deriving suitable modeling parameters from chemical
structure should result in a deeper undefstanding of the chemistry involved
ir the metabolism of the halocarbons.

My research has been in the fields of molecular modeling and QSAR. I
have had extensive experience in the use of various molecular orbital
programs énd I have developed a great deal of software to link the molecular
modeling packages in use at Wright State University. In addition to a
QSAR study of Vmax, the Biochemical Toxicology Branch was interested in
obtaining a system of molecular modeling programs similar to those at

Wright State University. My experience with these programs and in QSAR

led to my appointment.

A%
ety

S Ja¥ §a
Wil
I‘::(‘::l'
) 1‘.‘\‘!‘?!
' I‘;'i'p'l



C g O O T R Y T O T TR R T '.'i:;i::-
|‘,:n¢‘
DO
r @Ez
t.E_‘
b

II. OBJECTIVES OF THE RESEARCH EFFORT: | ,_y

..
| A
Like all chemical processes, metabolism should be governed by a combi- :::',:::i
nation of electronic and steric factors. For oxidative metabolism (eg., .3;3035:
the P-450 metabolism of halocarbons), it is reasonable to assume that :
positive centers on the substrate molecule are favorable sites for attack. Q' :3
Halogens pull electrons from nearby carbons and thus create positive o N
centers. However, halogens are also bulky and may hinder a nucleophilic .-:'.‘l"":"'
attack directed at the carbon to which they are bonded. One of the ::::‘::;:::
objectives, then, was to develop electronic and steric chemical descriptors ::;3.::’::::
which reflect the likelihood of nucleophilic attack at the positive centers r:.:i:;
in each halocarbon molecule. To simplify the problem, the data set was :E:;E%E;
restricted to strongly metabolized chlorinated methanes, ethanes and E:%:E:E;E
ethenes. The appropriate chemical descriptors can be used as independent :‘:‘"':';?
variables in a least-squares fit of the experimental Vmax values. The ‘:EE
resulting multiple linear regression equation provides a means of esti- .:‘3'!:';;
mating maximum metabolic rates for chlorocarbons outside the original set. ;:'.c',';
Later in the research project, a more qualitative approach was taken. :'g:::'
Here, effort was directed at examining trends in simple chemical structure :‘:S’G:'.Ei
of the chlorocarbons and searching for any corresponding trends in Vmax. :.;;:.';.
Of particular interest was the observation that tetrachloromethane and .:':gz::‘:::‘
1,1,1-trichloroethane are virtually non-metabolized. The objective was to .:;::::{:
find criteria for appreciable saturable metabolism of the chlorocarbons. :".
Refining the criteria could lead to more quantitative information on Vmax. :-r :,
3
e
0.,\‘,{
(f ﬂ‘“ b
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In developing electronic and steric parameters, the data set was r'f;

was limited to the 10 chemicals in Table 1. The Vmax values were deter- '; Sﬁ
mined previously from gas uptake studies and physiological modeling (Gargas }
et al., 1986). S:ZS
Electronic information was initially obtained through all valence ; ’$
electron semiempirical molecular orbital calculations (Jaffe, 1969). First, iﬁggr
the molecular geometry of each chemical was optimized using the AMl quantum :§3§3
mechanical molecular model (Dewar et al., 1985). This involved a search f%&g
for the geometry giving the lowest total energy as prescribed by the AMl . ’
Hamiltonian operator. The optimized structures were then used as input '
for INDO/1 (Intermediate Neglect of Differential Overlap) molecular orbital ?ﬁ;?
calculations (Pople et al., 1967; Ridley and Zerner, 1973). Electronic :;:;
chemical descriptors were derived from the partial atomic charges computed ““%{
by INDO/1. ff'»‘,::;f,
Alternatively, subquantum mechanical PEOE (Iterative Partial Equali- ‘355:
zation of Orbital Electronegativities; Gasteiger and Marsili, 1980) j;éﬁ?
calculations were carried out to obtain atomic charges. This method is 4353
based on the principle that molecular charge distributions are the result :r.;
of charge transferred among atoms of differing electronegativities. The :; é&
algorithms of this program use experimental electronegativites and the S%*E%
only geometry specifications required are atom connectivities. R
The carbon charges computed from INDO/1 and PEOE are compared in Ey é
Table 2 for the 10 chlorocarbons. The two methods display similar trends, 5~ j

but the INDO/1 charges are generally much larger in absolute value.
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Table 3 is a sample of the types of electronic chemical descriptors
derived from both INDO/1 and PEOE atomic charges. Although the carbon
charges QC1 and QCtot are probably the most obvious and most easily justi-

fied chemical descriptors, it should be recognized that functions and

combinations of these parameters and other charges in the molecule may be ,:?ﬂga;
P ]
: . . oA
related to important factors in metabolism. ﬁ?aﬁw
H qbe
HOOD

()

Chlorine substitution patterns were assumed to carry steric information.
Table 4 is a list of some of the steric parameters which were tested in
combination with the electronic parameters. The chemical descriptors in
Tablé 4 are all derivable from the numbers of chlorines bonded to each
carbon.

Since the data set was small, regression equations were restricted to
2-term fits. INDO/1 and PEOE electronic parameters were tested separately
with each of the steric parameters. Statistical analyses were carried out
using the SAS software packagel.

The INDQ/1 charges when used in combination with the steric parameters
did not yield any satisfactory 2-term fits. A moderately good fit was
achieved, however, using the carbon charges QC1 and QC2 (see Table 3 for
definitions):

Vmax = 24.0(%6.0) + 199(132)QC1 - 98.9(123.4)QC2 (1)

n=10 r220.850 s -=09.01

Experimental and calculated Vmax values are compared in Table 5. The r2

value 0.850 indicates that 85% of the variation in the experimental values

is accounted for by Eq. 1. The root mean-square error s is rather large,

1 gAS Institute, Inc., Box 8000, Cary NC 27511, U.S.A.
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but as shown in Table 5, most of the predicted values are off by no more
than 20%, which is an upper bound for the approximate experimental error
range of 10-20%.

Eq. 1 indicates that Vmax increases as the calculated charge on the
most positive carbon increases. This result is expected since a highly
positive carbon is a favorable site for nucleophilic attack. The fact
that QC2 came in with a negative coefficient is less clear since QC2 is
defined as QC1 in the case of methanes,

Of all the PEOE parameters tested, the best fit was achieved using
the total hydrogen charge QHtot in combination with the difference between
the numbers of hydrogens and chlorines on the least substituted carbon:

Vmax = 130(24.5) - 623(134)QHtot + 10.8(10.78)-(nH2 - nC12) (2)
n=10 r®=0.98 s=3.21
This is an excellent fit and as shown in Table 6, the predicted values are
well within 107 of the experimental values.

The coefficient of the steric term in Eq. 2 is positive. As the
number of chlorines on the least substituted carbon increases, Vmax
decreases. This can be explained in simple terms if enzymatic attack at
the least substituted position is assumed to be the result of steric
hindrance at the other carbon. As the less hindered position becomes more
crowded with chlorines, an attack diverted to this carbon becomes less
favorable.

The negative coefficient of QH is difficult to explain. Perhaps

tot
the presence of many positive hydrogens tends to "distract' a nucleophile
away from the carbon. Also, the positive character of carbon may be

reduced if there are a sufficient number of hydrogens donating electron
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density through the carbons to the polarizing chlorines.

Iv.

Although Vmax values for tetrachloromethane and 1,1,1-trichloroethane
were available, these chemicals were initially excluded from the data set
because they were poorly metabolized. The electronic-steric models were
all unsuccessful at fitting very low Vmax values. Moreover, some features
of the regression equations had no clear physical significance. For these
reasons, the data set was increased to 12 chemicals (Table 7) and a new
approach was taken.

First, a criterion for metabolism was sought. This reduced to identi-
fying a structural characteristic unique to both CClA and CC13CH3. The
most obvious feature is that these two chemicals are the only saturated
chlorocarbons in the data set which lack a chlorine and a hydrogen together
on the same carbon. Although both molecules contain a highly positive
carbon, these sites are obstructed by four bulky chlorines in the case of
CC14 and three chlorines and a methyl group in CC13CH3. The enzymatic
attack may be directed to the methyl carbon in CC13CH3. In this case, at
least one C-H bond on carbon 2 would be broken in the metabolic process.
MNDO (Modified Neglect of Diatomic Overlap; Dewar et al., 1977) bond order
calculations carried out on CC13CH3 and the well metabolized CHCIZCH3
indicate that a C-H bond is considerably stronger when the carbon is not
bonded to a chlorine. These results are summarized in Fig. 1.

The apparent low reactivity of the methyl group in CC13CH3 led to the

observation that replacing a chlorine in a chlorinated methane with a
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methyl group has a predictable effect on Vmax. Using this approach, the
ethane series CH2C1CH3, CHC12CH3, CC13CH3 corresponds to the series CH2C12,
CHC13, CCl4 of methanes. From Table 7, the maximum metabolic rates for
CHZCICH3 and CHC12CH3 are respectively 15 and 18/umol/hr higher than the
rates of the methane analogs. Thus, for the di- and trichloromethanes,
methyl group substitutions are accompanied by comparable increases in

and CCl

Vmax, while CCl CH3 are essentially non-metabolized.

4 3
One final observation was that among the ethanes and ethenes, chemicals
with unsymmetric chlorine substitution patterns tended to have higher
maximum metabolic rates. This is perhaps due to the fact that an imbalance
of chlorines on one end of the molecule creates a dipole moment along the
C-C bond axis. This dipole may be related to the ease with which the
molecule is drawn into a binding site on an enzyme_and ultimately to the
rate at which it is metabolized.
The ideas of this qualitative approach were summarized with two
binary parameters. The first parameter'Csub was assigned a value of 1 if
the molecule did not contain a carbon bonded to both a hydrogen and a
chlorine; it was set equal to zero otherwise. A second parameter SYMC1 was
aésigned a value of 1 for ethanes and ethenes with unequal numbers of
chlorines on the two carbons and a value of zero otherwise. Because of
the similarities between the series CH2C12, CHC13. CCla and the series

CH2C1CH3, CHClZCH CC1,.CH,, the values of SYM 1 for the methanes were set

3’ 3773 C
equal to 1.
For the 12 chemicals in Table 7, a 2-term fit of Vmax was obtained:
~ Vmax = 31.2(%7.7) - 62.2(t10.7)Csu

b
n=12 rl=0.809 s=13.3

+ 32.3(:9.2)SYMC1 (3)
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To improve the fit, a graph theoretical molecular connectivity para-
meter was added. The Randic/Kier/Hall zeroth order valence connectivity
index (Kier and Hall, 1983) provides electronic and structural information

about a chemical. This index is defined as

oV . &8;)_1/2, %)
where the sum is taken over all atoms and
8v _ ZI - hi (5)
Loz -z

Here, Zi is the total number of electrons on atom i, ZI is the number of
valence electrons on i and hi is the number of hvdrogens bonded to i. The
best 3-term fit was

Vmax = 87.4(%15.2) - 82.3(18.4)Csu + 35.8(1’5.8)SYMCl

b
- 197(51)-1/°X" , - (6)
n=12 r®=0.93% s=8.32
The experimental and calculated metabolic rates are compared in Table 8.

Most of the residuals are small and the low Vmax values are well fit.

V. RECOMMENDATIONS:

A natural extension of this work would be to include a number of
fluorinated and brominated chemicals in the data set. Successful modeling
of a more diverse data set would increase the predicting power of any
regression equations obtained. The utility of the equations developed for
the chlorinated hydrocarbons can be tested as soon as Vmax values are
measured for some short-chained chlorocarbons outside the original set.

Another important step is to examine chemicals with longer carbon
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chains. This again introduces greater diversity in the data set. Addi-

tional motivation for this step is the unexplained non-reactivity of
tetrachloroethene. This chemical was not included in the present study
but its Vmax has been determined to be zero. Some insight could be gained
by measuring Vmax for chemicals obtained by replacing one or more of the
chlorines in tetrachloroethene with methyl groups.

Finally, it may be worthwhile to explore the use of more advanced
ab initio molecular orbital calculations in the search for chemical
descriptors. Atomic charges, bond orders and electrostatic potentials

may be of use.
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Table 1. Data set for the Electronic-Steric Modeling Approach

Compound Vmax/,mnol-hr_1 a

Dichloromethane 47.1

Trichloromethane 58.6

Chloroethene 40.0 X)

1,1-Dichloroethene 77 .4 dds%
Bl

cis-1,2-Dichloroethene 30.9 "2‘..!-"‘ !

trans-1,2-Dichloroethene 30.9 vaggh

Trichloroethene 83.7 $$$§$$

Chloroethane 62.0 :sﬁﬁgﬁ

1,1-Dichloroethane 75.8 ',éﬁﬂﬁ

1,2-Dichloroethane 31.8 »

8 Vmax values were scaled to a 1.0 kg rat.

Table 2. Carbon Charges from INDO/1 and PEOE 2

INDO/1 PEOE
Compound Carbon 1 Carbon 2 Carbon 1 Carbon 2

OO0

A%
AN

_.F-‘Ak

CH,C1, 0.207 0.0967 SR
CHC1, 0.383 0.1800 '{\\.5::.‘:‘:::
CHCLCH, 0.076 -0.083 -0.0024  -0.0872 ey
CC1,CH, 0.268 -0.046 0.0996 -0.0677 - %
cis-CHCICHCL 0.109 0.109 0.0165 0.0165 .';;..g.';?.:.:‘:‘
trans-CHCICHCl  0.107 0.107 0.0165 0.0165
CC1,CHC1 0.297 0.138 0.1184 0.0359
CH,CICH, 0.075 -0.088 0.0195  -0.0516
CHCL,CH, 0.254 -0.072 0.1046  -0.0347
CH,C1CH,C1 0.088 0.088 0.0359 0.0359

a Carbon 1 refers to the most substituted carbon.



Table 3. Electronic Chemical Descriptors
Derived from INDO/1 and PEOE Atomic Charges

QCI: The charge on the most positive carbon a

QCZ: The charge on the most negative carbon i
€, - QC,
oc,?
C,
(ac; - acy)?
ac,? + ac,’
o,” - o)’

The sum of all carbon charges in the molecule

2

QC

tot’
QHI: The charge on the most positive hydrogen b

H; - QC,
QHtot: The sum of all hydrogen charges in the molecule

QCltot: The sum of all chlorine charges in the molecule

2 In the case of chlorinated methanes, the most positive
carbon is also the most negative carbon.
b The most positive hydrogen is bound to the most positive

carbon.
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Table 4. Steric Parameters Tested

N W

nC11: The number of chlorines on the most substituted carbon 2
nC12: The number of chlorines on the least substituted carbon 2
nCl1 - nCl2

nHI: The number of hydrogens on the most substituted carbon
nHz: The number of hydrogens on the least substituted carbon
afl, - nH,
nH1 - nCl1
nH2 - nCl2
nonHI: The number of non-hydrogen substituents Sooke
on the most substituted carbon ,z‘ _
DLRNX
nonHZ: The number of non-hydrogen substituents ':ﬁﬂﬁe
on the least substituted carbon :qsas
OWAE ]
nonH1 - nonH2 : ’

a In the case of chlorinated methanes, the most substituted carbon is

also the least substituted carbon.

Table 5. Parameters and Calculated Vmax Values from Eq. 1 2

OO

Vmax Vmax W i

Compound QC, QC, (calc.) (exp.) R

et

N

CH,C1, 0.207 0.207 44.8 47.1 ::"..i;;:::s

)

CHC1, 0.383 0.383 62.5 58.6 K
CHClCH2 0.076 -0.083 47.4 40.0
CC12CH2 0.268 ~0.046 82.0 77.4
€is-CHC1CHC1 0.109 0.109 35.0 30.9
trans-CHC1CHC1 0.107 0.107 34.8 30.9
CC12CHC1 0.297 0.138 69.6 83.7
CHZCICH3 0.075 -0.088 47.7 62.0
CHCIZCH3 0.254 -0.072 81.8 75.8
CHZClCH2C1 0.088 0.088 32.9 31.8

a CERNES

QC; and QC, are from INDO/1. ,kuzkn

b

RS
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Table 6. Parameters and Calculated Vmax Values from Eq. 2 2

Vmax Vmax

Compound QH nH,-nCl (calc. (exp.)

tot 2 2

47.
58.
40.
77.
30.
30.
83.
62.
75.
31.

o

46.
57.
36.
81.
34.
34.
81.
63.
74.
29.

CH2C12 0.1342
CHCl3 ¢.0821
CHClCH2 0.1844
CC12CH2' 0.1126
cis-CHC1CHC1 0.1532
trans-CHC1CHC1 0.1532
CC12CH01 0.0783
CH2C1CH3 0.1590
CHC1,CH 0.1415

2773
CH,C1CH,Cl1 0.1788

{
N

= W W O O O N N
W = N DD LW NN W
® 00 O N O © & O O M

2

a .
QHtot is from PEOE.

Table 7. Extended Data Set

Compound Vmax/,umol-hr-1

Dichloromethane 47.
Trichloromethane 58,
Tetrachloromethane 2.
Chloroethene 40.
1,1-Dichloroethene 77.
cis-1,2-Dichloroethene 30.
trans-1,2-Dichloroethene 30.
Trichloroethene 83.
Chloroethane 62.
1,1-Dichloroethane 75.
1,2-Dichloroethane 31.

S ® W O N W O O 0 O

1,1,1-Trichloroethane 0.

"J'»*::*’.f!’..1'-.fﬁ‘;:ﬁ"ti’qfl':.t’qfi’g?';g‘ [l I’p.}‘e\ AT l,"v."l.. ) ‘l o Vs, '0.
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(a) C17C——C<H Vmax = 75.8Mol/hr

y” 0.958 .

oty
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(b) Cl—C——C—H Vmax = 0.0 umol/hr ey
c1 0.973 Ny

Figure 1. MNDO C-H bond orders for (a) 1,l1-dichloroethane
and (b) 1,1,1-trichloroethane.

Table 8. Parameters and Calculated Vmax Values from Eq. 6

ouy Vmax Vmax
Compound Csub SYMC1 1/°X (calc.) (exp.)
CH2012 0 1 0.3361 57.1 47.1
CHCl3 0 1 0.2513 73.8 58.6
CClI‘- 1 1 0.1986 1.8 2.6
CHCICH2 0 1 0.4135 41.9 40.0
CC12CH2 0 1 0.2878 66.6 77.4
€is-CHC1CHC1 0 0 0.2922 29.9 30.9
trans-CHC1CHC1 0 0 0.2922 29.9 30.9
CC12CHC1 0 1 0.2233 79.3 83.7
CH2C1CH3 0 1 0.3520 54.0 62.0
CHC120H3 0 1 0.2601 72.0 75.8 g
CH2C1CH2C1 0 0 0.2716 33.9 31.8 ' ‘::
S
Y,
CCL,CH, 1 0 0.2040 0.8 0.0 LN
QY
G
~:g'l"":
S
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Nitric Oxide (0,0) Gamma Band Resonance Absorption

by

James A. Drakes

Abstract

An investigation into. the effects of flowfield-induced
Doppler shifts was performed. The directed motion Doppler shift
arises in expanding flowfields where the gas molecules are
traveling with non-parallel trajectories. It was found that the
shifting of the line center frequency of the absorption lines in
the medium, caused by the gas expansion, lead to a marked
increase in the transmittance of the medium. Our study examined a
absorbing conical flow. using both a homogeneous and an annular
NO number density profile. For the homogeneous model, the
transmittance at the second band head. located at approximately
2262 Angstroms, was increased in the range of 5- to 17- percent
upon the inclusion of flowfield Doppler shifts, depending on the
exit velocity of the flow. The transmittance at the second band
head of the annular flowfield showed an increase with the
inclusion of the directed motion Doppler shift of from 8- to 22-

percent. varying with the exit velocity.
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1. 1ntroduction

The EL3 Technology Group of Sverdrup Technology, operating
at Arnold Engineering and Development Center. Arnoid Air Force
Station 1is very concerned with the diagnostic testing and
theoretical modeling of rocket motors. A proven experimental
technique 1is to measure the amount of spectral transmission
through the rocket plume and, based wupon that measurement.
caiculate properties of the exhaust gases such as radial
temperature, pressure, and number density profiles of various gas
species. The theoretical problem is to predict the transmission
spectra for a given set of flowfield conditions based upon the
quantum mechanical model for the particular molecule of interest.
The predicted transmission spectra for a source of NO (0,0) gamma

band radiation when there exists small amounts of absorbing NO in

1-3
the flowfield has already been successfully solved . However,

that solution considered only parallel flows. Nonparallel flows
present an additional problem of radiation absorption and
emission.

In a nonparallel flow., the absorbing gas molecules are
moving towards and away from the radiation source along the line
of sight. see Figure 1. Because of the motion. the radiation from
the source is Doppler shifted as it appears to the avsorbing
molecules. Hence. the absorbing properties of the nonparailel
fiow differ from that of a parallel rlow. The degree to wnicn the
radiation measurement is changed depends on the magnitude of the
Doppler shift when compared to the widtn of the spectrali lines

contributing to the absorption.
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This report describes an effort to extend the parallel flow
model of NO resonance line absorption to include nonparallel
flows. Transmission spectra are predicted for both parallel and
nonparallel flows to illustrate the error that can be introduced

when nonparallel motion is neglected.

The author has recently completed his Master’'s program at

the University of Tennessee Space Institute where the topic of
his thesis was the effect of the directed motion Doppler shift on
the calculation of band models of emission and absorption. That
research was conducted at Arnold Engineering and Development
Center. with the support of the EL3 group of Sverdrup Technology.
The present work presents a similar problem, but will require a
line-by-line calculation of the average transmission. as opposed

to utilizing the band model method.

II. Objectives

The primary goal of this research was to determine the
influence that the directed motion Doppler shift can have on low
resolution spectroscopic measurements orf the NO (0.0) gamma band.
We wished to be able to estimate the consequences of slight
distortions of spectral absorption lines upon the transmissive
and absorptive behavior of the entire band. The degree of the
spectral distortion caused by directed motion Doppler shifting is
dependent upon the geometry of the flowfieid. It is desired +to
provide upper and lower bounds to the anticipated discrepancies
by evaluating this problem for best and worst cases.

A secondary &oal of this summer work was to bring the
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existing NO transmission computer program up to date. This code
will be very useful for predicting and interpreting future
resonance experiment results on not only NO but other molecules

as well.

III. NO Resonance Line Absorption

The application of resonance line absorption techniques to

1-3
the nitric oxide molecule has been previously examined . In

that study, NO radiation from the (0,0) gamma band was produced
by a gas discharge lamp. The emitted beam passed through a
gaseous flowfield which contained trace amounts of NO. A
comparison of the measured transmitted energy to the incident
energy made it possible to predict the NO concentration in the
flowfield. The reverse problem. which was also addressed in the
earlier workl_a. was to predict the transmission spectra when
g€iven information about the NO concentration in the flow.

The transmission. T; , of the jth source line. which has some
spectral distribution I;, through an absorbing medium of iength 1

2
is given by ,

1} = 'iT;E; cxp(:kpl)‘/y (1)

where 1/ is the frequency. and k, is the rreguency dependent
absorption coefficient of +the absorbing molecule. I the
pressure is low in the gas discharge lamp. then the source 1line
intensity will have a Doppler. i.e. Gaussian., profile due to the

random motion Doppler shift caused by the thermal agitation of
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the molecules. To avoid confusion, this will be refered to as the
2
thermal Doppler profile and has the form .,

0 o V‘Jj" 2
Iy', = )S'O exp ;,4]&2(——1:‘—‘ ) { {

where Ij, is the line center intensity and X, is the DLoppler
4

[N

halfwidth at half maximum (HWHM).

The absorption 1line profile 1is described by the Voigt
distribution since the pressure is non-neglibie in the flowrield.
The Voigt profile is a convolution of the thermal Doppler and
collision broadening profiles. 1f we are considering absorption
by only the spectral line in the medium which corfesponds to the

Z
jth source line, then ky = k), . which is given by .
4

r'4 R )
k k;dl e, / (3)
yr 22 I &

-» @l)szz. —/]z

Y
qj = 2vénz ¥ %
5

and k- is the line center absorption coeficient. with y as a
J

dummy integration variable. The Lorentz HWHM is denoted by %

The line center absorption coefficient is dependent upon the

4
number density of absorbing molecules, N. and has the form .

z.*/ﬁ&:?rg) —ﬁff;
%

w et

(4)

[
kS -
4

where f is the band oscillator strength.
If more than one absorption line is to be considered., then
the total absorption coefrficient at a given spectral location \is

the sum of all the contributing absorption coefficients of nearby
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lines which have a nonnegligible value at that frequency,
)I:Z k,z 151
[3

Putting this into Equation 1. the result is

fﬂr{m § exp {fﬁk.gﬂl" (6)

where the sum is over all spectral lines that contribute to the

=

absorption of the given source line. The total transmission in a
particular spectral interval, 4V , is the sum of the transmission

of the j source lines in the interval.

-41, m{ﬂ,z/ F (ep§-220: 34 o

The fractional transmission. or transmittance. in that interval

is given by the ratio of incident to emergent energy,

gz Senful ) en a7 4,3 4
5 r&'{‘lp{“ﬁl[’—"‘ j/y

where the sum over j is limited to only those source lines lying

(8)

within the interval Ay .

IV. The Directed Motion Doppler Shift

The directed motion Doppler shift (DMDS) is a frequency
shifting of the spectral position of the absorption lines in a
medium due to motion of the medium along the observers line of

sight. This phenomena was first studied by astrophysicists who

were observing the rapidly expanding and contracting atmospheres
5
of certain stars . The effects of DMDS to high resolution




diagnostic flowrfield measurement36 as well as the influence of
DMDS to CO band models for absorption in a conical flow7 has
also been eximined.

In the particular case of rocket motors. a detector can be
positioned to view the transmission of radiation from a source
lamp through the rocket exhaust with its line of sight normally
intercepting the exhaust axis of symmetry. When the gas exits the
nozzle, the expansion of the gas causes molecules to move
parallel and antiparallel to the line of sight of the detector,
as is shown in Figure 1.

If the flow was not expanding. 4i.e. a parallel flow, the
absorption 1lines of the gas in the plume would occur at the same
spectral positions as the source lines, assuming that the same
‘g8as specie was present in both the source and the exhaust gas.
However. when the gas is moving along the line of sight of the
detector, as in a nonparallel flow, molecules which are moving
toward the source will perceive the source radiation to be blue
shifted, while those moving away from the source will perceive
the source radiation to be red shifted. The amount of absorption
by the nonparallel flow will be less than it would be by a
parallel flow because the absorption lines do not coincide with
the source lines.

Computationally, the DMDS is taken into account by replacing
the 1line center frequency of the absorption line by its Doppler
shifted frequency. The new line center is dependent upon the

velocity with which the molecule is moving towards or away from

the source, i.e. the radial velocity of the flow.
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V. Single Line Study

The study began with an examination of the DMDS on the
transmittance of one source line through one absorption line.
This case was described in Section III by limiting the sum in
Equation 6 to the corresponding absorption line. The fractional
transmission follows as the ratio given in Equation 8 with all
the summations 1limited to only the one line of interest. This
approach was advantageous as a first step because it eliminated
considerable numerical complexity while yielding correct
phenomenological results.

The computation of Equation 8 was perrormed using the
P12(12.5) line of the NO (0.0) gamma band as the source and
absorbing 1lines. The flowfield conditions assumed a conical
flowfield with an exit velocity of 1.7x105 cm/sec and a maximum
divergence of 20.4 degrees. The temperature of the flow was set
at 994 K, .while that of the discharge lamp was 850 K. The
pressure of the flow was 10.34 Torr with the flow consisting of
at least 99 percent N and the remainder being NO.

Two different tyges of conical flowfields were considered to
provide the upper and lower bounds of anticipated error. The
first case considered a homogeneous flowfield in which the NO
number density was constant along the optical path. This should
give the lower error bound since it weights the interior of the
flow with more molecules than would be present in an actual flow.
The interior of the flow contributes the least to DMDS effects
since the radial velocity is smallest in that region. The second

case was an annular flowfield. in which all the absorbing

molecules were concentrated in a very thin ring at the outer 1lip
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of the flow. This region has the greatest radial velocities and
should vield the largest DMDS effect. In reality., a gaseous flow
will have a number density profile somewhere between these two
extremes.

The results of both cases are shown in Figure 2. The absicsa
is the log of the NO number density in cmﬁs. The ordinate is the
fractional transmission. Equation 8. The lowest two curves are
the transmittance for the homogeneous flowfield with the upper
one including DMDS. These curves show that for a given amount of
NO. the transmittance is higher when DMDS is accounted for. This
is due to the spectral shifting of the absorption line centers,
making it easier for radiation to pass through the flow.
Conversely, if a value of the transmittance was measured. a
computation of the NO number density without DMDS would suggest a
lower concentration than that suggested by the result with DMDS.
For example., if t = 0.6, the DMDS computation will predict a 15
percent larger NO number density than the computation without
DMDS.

The annular flowfield exhibits even greater sensitivity to
the DMDS. The DMDS case again shows a higher transmittance for a
given NO concentration. For a given transmittance. the
computation without DMDS will again underestimate the NO number
density. However. the magnitude of the discrepancy between the
calculation with and without DMDS has increased. At t = 0.6. for
example, the DMDS computation determines the number density to be

61 percent higher than the computation without DMDS3.
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| VI. Band Study R,
| The work on the NO band spectra paralled that done ror a ':.':'
single line, but with some exceptions. A transmittance l::‘é:::é:;‘:
calculation was done, Equation 8, but in this instance the .ﬁﬁ:‘,ﬁ
transmittance was considered as a function of frequency as ""32
opposed to NO number density. The summations in Equation 8 were "::':EE::::‘"
no longer restricted to just one source and absorption line, but :E‘::':ﬁ'c:‘f
were allowed to run over the entire set of spectral 1lines. The !:::.!::‘.:';
previous NO computer code was extremely revamped to accomodate i‘.\f»’.;
path integration of every spectral line through homogeneous and :E:E;E:{:i“
inhomogeneous flowfields for cases with and without DMDS. E:E:’:"::;:::(
The procedure for the band study began with a homogeneous :5:::'3::,3?"
and proceeded to an annular conical flow comparison. The E:?S:'é:g
flowfield conditions were similiar to that of the single line E:,::?::‘;;',;
study. An NO number density of l.OxlO5 cm_:3 was chosen from :,;::.‘::?
Figure 2 because that value was in a region wh. ‘e the discrepancy 'E:::':.;:::ZE':
between the case with and without DMDS was fairly constant. The :";:_'::_’.E
transmittance spectra was calculated for two different flow exit .n':;:::';
velocities. 0.:'::::‘:::'::
The results for a conical flowfield with an exit velocity of :"::E:.:,:.:E:,S
1.7x105 cm/sec are shown in Figure 3. The lower set of two curves ':‘:".g
is the homogeneous flow spectra. with the dotted curve 5 E?:‘::::::v
representing the transmission spectrum calculated with DMDS. The -.‘ E:?l
upper set of two curves is the annular flow spectra, with the “;‘:‘ﬁ:':
inner radius of the flow equal to 0.93 the outer radius. The t&:ﬁ&i@
dotted curve corresponds to the spectrum calculated with DMD3. .:::':;:“.'ﬁ"
The transmittance values printed on the graph correspond to that R
of the second band head (approximately 2262.2 Angstroms). In the :"':"":“"
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ok
homogeneous flow., the transmittance of the DMDS case is 4.8 .Eg."!;:.{
percent greater than that without DMDS. For the annular flow, “..‘
the DMDS case has a transmittance at the second band head which E‘::'.:‘.E;EE:{
is 7.9 percent greater. Thus, one would expect a predicted .'.:::E{::;:
spectra based upon a very good knowledge of the number density ' ‘i
profile of this particular flowfield to have a DMDS discrecranpcy E ;:'.:
in the range of 5 to 8 percent. \’:ﬁ%
Figure 4 shows transmission spectra for a conical flowfield ‘ ..
with an exit velocity of 3.4x105 cm/sec. The results are similar :3;:’::%‘,?{:
to that shown in Figure 3, but the DMDS discrepancy has greatly ::EE?:::':.':EI
increased. At the second bandhead. the homogeneous flow ‘:"!"h;

transmittance with DMDS (dotted line) is 16.8 percent larger than

the transmittance without DMDS (solid line). The difference in

BlAlAl Al A A A
A
&
S
ot

the transmittance between the cases with and without DMDS in the

annular flowfield is over 21.5 percent.

Figures 3 and 4 demonstrate two things. First. the DMDS ::‘:::;:,j
effect can have a noticeable effect on the predicted transmission NN
spectra of the NO (0,0) gamma band. Since it is possible to see J’::g:gii&
this effect on the prediced spectra, it is 1likely that a f%::.:::.?t:
calculation of number density from a measured spectrum will also ;’!:',!!t:‘}';
be affected by DMDS. The second point to be made 1is the :?.g}a"é
dependence of DMDS upon the flowfield conditions. The large E§§:§§
increase in the DMDS discrepancy between Figures 3 and 4, as well —"i
as that seen between the homogeneous and annular flows, displays l:‘:\?f'::‘
that the effect is sensitive to the flowfield geometry and t. .\:
conditions. MY, T."g
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VII. Recommendations
The next anaylsis which needs to be performed 1is the NO <1l

inversion technique with and without DMDS. In that computer

program, a measured value of the transmittance at several radial Eiwé
lines of sight are used to determine the NO number density »
profile by the "onion-skin"” method. This is of utmost importance ~

since the results of the predicted spectra have shown that DMDS Eﬂf‘
can be responsible for noticeable deviations. The next problem is 9

to find out what effect will show up in the inversion. hﬁ‘m
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PRELIMINARY APPLICATIONS OF DECENTRALIZED ESTIMATION R

TO LARGE FLEXIBLE SPACE STRUCTURES e

rat,
by Wi

Susan M. Dumbacher el
ABSTRACT TR uK

The advent of space travel requires the examination of Large Flexible ‘-"i‘r'*«‘f
Space Structures (LFSS) as a means to achieve it. Much experimentation is !aj.!i?h‘f
being done in the field of control and estimation of parameters on these 'i"o"'e“'
structures, since adequate testing cannot be done on earth to determine
exactly the damping, frequencies and mode shapes of these structures. To ?;J:’%'.':
vibrationally suppress a LFSS, or maintain it at a state of equilibrium, \‘,:,'::';!p
actuators and sensors are placed at various locations along the structure ”"':.'ff
which are then used to damp out selected modes. To determine modal
positions and velocities of a LFSS, decentralized estimation/control is i'.;:";“

examined here as an alternative to a fully centralized system. KIS
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I. INTRODUCTION

Large Flexible Space Structures (LFSS) include large antennas, solar
sails, space stations, solar power satellites, and other structures which
may one day be employed on space vehicles. The Draper II model in Figure 1
is an example of a space telescope . Typical characteristics of LFSS are
low inherent damping, generally of the order of 1%, low and closely spaced
structural frequencies, and an infinite number of modes required to
completely describe the motion of the system. Usually, only a small number
of these modes contribute significantly to the structure's dynamic response.
Through model reduction, the significant modes of the system are retained.
There are two main motives for model reduction. The first is the fact that
an {nfinite number of modes cannot be represented iﬁ a Finite Element Model
(FEM). The second is the impracticality of retaining a large number of
modes in a computational application. . As a result of this, the designer
must choose some criterion to reduce the model. For efficient computation,
a controller or estimator should be of even lower dimension than the reduced
model.

The typical control objectives of a LFSS include pointing accuracy,
such as that needed for large antennas or docking maneuvers, vibration
suppression, which maintains a certain state of equilibrium i{n the
structure, and shaping control. This paper deals only with vibration
suppression. One assumption is made about the LFSS to be controlled: the
sensors and actuators are collocated. This ensures positive realness of the
controller(si, which has desirable stability properties, as outlined in [Ref

91.
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II. OBJECTIVES

Vibration suppression of LFSS may be achieved through modal control, or
the damping of selected modes. The use of centralized estimation to
estimate modal variables at locations along the LFSS is often costly and
Itime consuming. Decentralized estimation offers the advantage of a compact,
distributed system but it is also less accurate. This will be elaborated
upon shortly. A preliminary comparison study between the decentralized and

centralized estimation is presented here, as well as the direction of future

research. At present, it is assumed that information about the frequencies

and mode shapes of the structure {s known exactly. In the future, the

effects of uncertainties in these parameters will be investigated.

III. DECENTRALIZATION

A decentralized controller has feedback to an actuator which depends

only on the output from that collocated sensor, or from nearby sensors.A

decentralized estimator's output depends only on information from the

corresponding sensor or group of sensors. Each actuator/sensor pair, or

group of pairs, uses only information contained within that subsystem.
“‘i "'v'

1)
t'%':':':

The advantages of decentralization follow. Fewer synthesis or design

problems exist, since information from each subsystem is self-contained.

For example, if 100 sensor/actuator pairs existed, a centralized controller

would need information fed over the entire structure, With

decentralization, each subsystem {s self-sufficient -- hence, {nformation

can be retained locally. Decentralized systems are simpler to implement on

an onboard computer, Also, decentralization enforces the desired

18-5



architecture, namely collocated, decoupled actuators and sensors, to ensure
positive realness of the controller(s). It is easier to design lower order

sybsystems. Finally, each decentralized subsystem design problem, like a

centralized system, is a standard multivariable problem. Thus, a designer

can implement tools currently available.

One disadvantage of decentralization is a loss of accuracy, since all

the information about the system 18 not processed optimally. Also,
uncertainty exists as to whether a decentralized controller has the same

desirable properties as an LQR centralized controller.
III. MODAL ANALYSIS

The basic equations of motion for a structure are
Mlg+lcla+(klg = Q (eq 1)
where [M], [c] and [K] are the mass, damping and stiffness matrices, and Q

is the force vector acting upon the structure. Since LFSS generally have
very low damping, the assumption of [c] - [0] is valid. A small damping
term will be added at a lager time. The equations of motion in the form of
(e 1) are coupled. To decouple these equations, {mplement the method of
modal analysis as given in [Ref 1], First, introduce the linear
transformation

g(t) = [u] n(®) (eq 2)
where [U] is the modal matrix and n(t) is a generalized coordinate. (Eq 1)

then becomes (assuming [Cl=[0])

i3 L
;'\“Q'i:\'l

M] [u]l o+ (k] {uln = q : R
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Premultiplying (eq 3) by [U]T and normalizing [U] such that its amplitude is

no longer arbitrary via

[U]T[“] [u] « [1] (eq 4a)
C(ulT(K) (W] - [es] (eq D)

2
where f‘u..] is a diagonal matrix of the squares of the eigenvalues, and

[U]Tg = N, ylelds

2
+ Fodl n = N (eq 5a)

()= I |

- 2
or “r(t) +u, nr(t) - Nr(t) (eq 5b)

for the rth mode. An example of normalizing {U] will be given later.
For simplicity, a pinned~pinned beam structure will be presented as an

example. The fourth order equation for a beam,as cited in [Ref 1], is

2 ' [
(
m §_¥ﬁ$a£J - EI 2 .(x L. f(x,t) (eq 6)
ot ox

where EI is the stiffness, y(x,t) is the displacement of the beam and f(x,t)

is the force distribution applied to the beam. Assuming that free vibration

occurs, i.e. f(x,t)=0, and that y(x,t) is separable in time and space as
y(x,t) = q(t) U(x) (eq 7)

then the solutions to (eq 6) obey

2

a +wq = 0 (eq 8)

(")

2
and U' '+ (mw/EI) U = 0 . (eq 9)

Solving this pinned-pinned beam problem for the natural frequencies, W and

the mode shapes, Un' in (eq 9) yields the values

2 -
w - (nv) v EI/(ml ) , N=1,2,...,® (eq10a)
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Un(x) - An sin(nwx/L) . (eq 10b)
The mode shapes are arbitrary in amplitude, An. Normalizing such that ‘o";i'; "

J.l.

2
0 ] Un(x) dx = 1 (eq 11) |""|:.‘\‘

gives R

U, (x) = /"2/mL  sin(nmx/L) . _ (eq 13) Rl

)
The total displacement and velocity of the beam can then be represented as bty

the sum of the mode shapes multiplied by the generalized coordinates: A

y(x,t) = l,121U1,1(x)nl,1(t:) (eq 14a)

ylx,t) = U (I (t) (eq 14b) Ve

IV. PROBLEM FORMULATION O

The simple beam exampie used throughout this study is a pinned-pinned A

beam with an impulse force applied as shown in Figure 2. Let the state, x , MALLN

LO0
(RN
be defined as ;*z‘:k‘:';f

)_t-[n;m:n,nz:...:nn (eq 16a) N

where n, and '.‘1 are the 1*M modal position and velocity, respectively. The g
state space formulation then becomes RN
X = Ax + Buy (eq 16b) ]

- -~

Yy = Cx (eq 16¢) ot

A = . v A= 2 2 ’ Wbt
A
—w, -2, w IGO0
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The matrix C takes the above form for a velocity sensor and, since actuators
and sensors are collocated, B = CT. The damping term Ci is included in the

dynamics matrix A here to represent the slight damping inherent in the
structure without destroying the decoupled form of the equations.

The basic estimator equation is given by
2 = ag + Bu + K (x-C8 (eq 17)

where § 1is the estimated state and K. is the filter gain determined by the

F
standard gain matrix and Riccati equations, as given in [Ref 14]. The
results of the centrglized estimation are shown, in conjuction with the
actual motion and the preliminary decentralized results, in Figure 4, Note
that the centralized estimate follows the actual motion closely.

For ihe decentralized case, the identical example of Figure 2 is used,
but with two velocity sensors located.as shown in Figure 3. As an arbitrary
case, one sensor provides output for one estimator. A second sensor
provides output for a second estimator. The first estimator models and
estimates only the first mode of the system while ﬁhe second estimator

models and estimates only the second mode of the system. Hence, the result
1s two single~mode decentralized estimators. The ith estimator is given as

£ = a2 gt Bpu, o+ KFl (y y-Ci%,;) . (eq18)

Figures U-5 show the oscillatory motion of the decentralized estimates
about the actual motion. These oscillations render the results
unacceptable. Examining the separated first and second mode estimates of

the decentralized system, shown in Figure 6, it can clearly be seen that the
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error between the decentralized estimate and the actual motion oscillates at

undesirably high frequencies.
The error transfer functions for the decentralized estimates come from

the relation
é - § - ¢ (eq 19a)

or e = LAy Je +[HA-Ay

H - KF Cl x (eq 19b)
CL CL
where H is a matrix of ones and zeros correcting dimensions between the

actual state and the reduced-order estimated state and A is the closed-

MeL

loop estimator dynamics matrix. The Bode magnitude plots of the oscillatory
decentralized error, shown in Figures 7-8, indicate higher frequencies in
the first and second mode filters. By varying the gains in (eq 19b), the
frequency response of the filters may be shaped as shown in Figures 7-8.
Figure 9 shows the separated first and second estimated modes of motion with
shaped filters. It can be seen that much of the high frequency error has
now been removed. The total actual motion of the system and decentralized
estimation results with the first mode filter shaped are shown in Figure 10,
Much improvement over Figure U4 is observed. The results for the total
actual motion of the system and decentralized estimation with both filters
shaped are given in Figure 11, A generalized method to select filter gains
for shaping out unwanted frequencies i3 desired. This method is as yet
undeveloped, but would be based upon trends observed by varying the gains in

(eq 19b).

V. RECOMMENDATIONS
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In conclusion, decentralized estimation results are acceptable for the
simple beam example presented. In the future, various sensor locations and
applied force patterns, as well as estimation using nearby sensor(s), will
be evaluated, For comparison purposes, a performance scalar value must be

determined. Mean Square Error parameters are not applicable here, due to

At
‘:‘l:::«’%
BN
i
.C‘Q'I‘-:

the difference in order between centralized and decentralized systems.
After combinations of parameters are evaluated for the simple beam problem,
a 10~bar truss model will be treated by the scheme. At this point, it is
likely that typical problems associated with LFSS will be encountered, such
as closely spaced frequencies and the need for considerable model reduction.
Finally, an LQR controller will be added to evaluate the stability using the
centralized and decentralized filters. At this time, a more thorough

comparison between the two types of estimation procedures can be made.
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FIGURE ; : The ORAPER II Sosce Telescooe Strusture
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FIGURE 2: Pinned-Pinned beam with impulse
force applied as shown.

e o

FIGURE 3: Pinned-pinned beam with impulse
force applied and 2 sensors
located as shown.
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Validity of Heat Index as Indicator of Level of Heat Storage for

Personnél Wearing Protective Clothing in Hot Environments
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ey
by

K. Suzanne Enlow

ABSTRACT
The use of protective clothing such as the Chemical Defense
Ensemble (CDE) in moderate to hot.envitonments substantially reduces
work capacity due to heat stress. The purpose of this research was to
determine the validity of a heat stress index in predicting the level
of heat storage when used during work/rest cycles with intermittent

microenvironmental cooling...
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1. Introduction: _msw

I have an undergraduate degree from the University of Alabama in !
Community Health Care/Education which included a natural
science/mathematics core. My interest in the applied sciences and my il
work with rural Alabama health projects led me to enter the Master of N'ﬂ
Art program in Health Promotion at the University of Alabama. QO
Discussions in exercise physiology classes of Dr. Phil Bishop's {f“
investigation of the impact of the CDE on work capacity at S.A.M. in ﬁ;\*
1986 sparked my interests and prompted me to apply for a similar i

research fellowship. ML
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1I1. Objectives of the Research Effort:

The purpose of this research was to evaluate the effectiveness of
a heat stress index used during work-rest cycles coupled with
microenvironmental cooling during rest in predicting levels of heat

storage for personnel engaged in physical labor while wearing the CDE.
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1I. Overall Approach:

Work by humans in the presence or threat of a physical, chemical
or radiation hazard requires the use of protective clothing. The
protective clothing varies from that of the American football player
to the Chemical Defense Engsemble (CDE) of the U.S. Armed Forces.

Commonly,this clothing impairs the normal physiological cooling

UNR) o,"Ai'
§ , USSR
mechanisms of the body. In warm to hot environments, this ccmpromise ukdﬁ.
».6‘; ot
OO

DO e
of the cooling ability may result in internal heat storage to the ﬂh“ﬁ”

'n
4 AN

extent that work capacity is significantly reduced relative to work in
the same environment without the clothing (Joy & Goldman, 1968;
Pandolf & Goldman, 1978; Yates, et al, 1980; Webber, et al, 198]1; Frye
& Flick, 1983; Carpenter & Flick, 1984). 1In some circumstances, the
thermal burden of this protective clothing may be an inconvenience.
In emergency‘rescue, firefighting, military operations, and other
situations, the consequent heat storage may be a serious threat to
both health and mission success (Joy & Goldman, 1968).

One solution to the heat étorage problem of personnel wearing
protective clothing in hot environments would be to combine
intermittent rest breaks with microenvironmental cooling during rest

periods only. Such an approach reduces the requirement for cooling

system portability, is more practical than macroenvironmental coolirg

and would increase the total work output for a given time period by §V$?;
XA

LI

shortening the cooling (rest) time. Y jﬁg

}'v)‘@}’

Skin temperature, internal or core temperature, and heart rate LGN

2

xorad
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" are physiological variables which predict human responses to the :'::E:E::‘

environment (Gagge & Gonzalez, 1980). Various sensory scales have Eé:m?f

been used to predict thermal comfort (Houghton & Yaglou, 1923; Winslow ::'.::"‘
et al, 1937; Williams & Shitzer, 1974). A number of varying .‘.

combinations of these physiological variables and sensory scales have .{v:_...

. ‘w®

been developed into heat stress indices or predictors (Fanger, 1973; "'-'
HHS, 1973). Shitzer and colleagues (1978), using macroenvironnental ::’:::.::;;
temperature changes and exercise, demonstrated changes in thermal :::':EE':::‘

comfort without accompanying changes in internal and skin ::.::3::"::

temperatures. Others such as Gagge (1938), Hardy (1953) and Fanger X ::
(1973) have demonstrated skin temperature to be related to thermal I‘::S:::
comfort without macroenvironmental cooling or heating. However, g.::ﬁ?:lz

previous studies have not investigated the problems of heat storage ":

and prediction of its level with subjects wearing protective clothing, “:.:::i
such as the Chemfcal Defense Ensemble, and a personal cooling vest. ‘::::::E'

Subjects. Subjects for these experiments were six Air Force :“:E.?

and two civilian volunteers. Subjects varied in age , fitness, size, ::‘Eg‘s"g

and state of heat acclimation and included two females and six males., :oés::‘f‘

Subject characteristics are given in Table 1. Because this study was Y 'i?‘o

limited to volunteers, this sample may have a higher aerobic fitness g‘.i:i?:
\

level than would be representative of the Air Force. .".':':z
Methods. All testing was conducted in accordance with S.A.M. \::‘:: ’

ACHE Protocol 86-9. Maximal oxygen uptake was determined using ::':Ef.:

standard gas bag collection methods. Additionally, the metabolic cost \-,'::?.

W
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Table 1: Summary of Subject Characteristics

Subject Age Ht Wt vo2max vo2max
(cm) (1/min)
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of walking on the treadmill dressed only in shorts and tee shirt was
also measured. All subjects who did not have previous experience with
the protective clothing (PC) were given a practice trial which allowed
them to familiarize themselves with the clothing and treadmill
walking. Subjects then perférmed one of the following tests in an
environmental chamber at mean dry, wet and globe temperatures of
38/24/44 or 28/23/34 degrees Centigrade, respectively:

1) Treadmill walking at 3 mph and either 3% or 6% grades,
depending upon level of fitness, while wearing the PC. Subjects
walked until they achieved a rectal temperature of 39.0 C. This test
is referred to as "NO REST."

2) The same treadmill exercise except subjects walked 30 minutes
at 38.0 C (45 minutes at 28.0 C) followed by 30 minutes (15 minutes at
28.0 C) of rest. Work V02 with the PC was normally measured during
this trial. This test is designated "NO COOL."

3) The same treadmill exercise while wearing the PC except a
personal cooling system in which liquid was the cooling medium was
used during rest. This test is designated "LIQUID."

4) The same treadmill exercise while wearing the PC except a
personal cooling system in which air was the coolong medfum was used
during rest. This test is designated "AIR."

5) The same treadmill exercise except the subject wore only
military fatigue pants and shirt. This test is designated "NO PC."

The PC which was worn consisted of a complete chemical defense

20-9 R
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ensemble (CDE) outfit including Ml/protective mask and hood. Military
fatigue shirt and trousers were worn under the PC. For safety
reasons, athletic shoes were worn instead of protective rubber
overboots. One of the personal cooling systems consisted of a
snug—-fitting ILC Dover liquid cooling vest covering approximately .S
square meters of the upper torso