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) “Statistical Decision Theory is applied to assessing objectively the uncertainty
o - involved in foreign policy decisions. In an international conflict of interest situation, a
protagonist is presented with the problem of estimating what course of action an
}:'Q: antagonist is going to pursue. This problem is addressed by taking observations of the
ot antagcnist’'s behavior. These observations are interpreted as being associated with a
e specific course of action. Baves formula is then used to update a conjectured a priori
rrobability function to estimate the course of action being pursued by the antagonist.
This updated (a posteriori) conditional probability function is then used to develop a
i decision rule to select an appropriate response. The decision rule is based on an
ordering of possible outcomes, the values assigned to those outcomes, and greatest
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I. INTRODUCTION
]
A This thesis models foreign policy decisions using a 2 x 2 decision under risk "
K matrix with interval scaled pavofls. The general application concerns two nations with
a conflict of interest situation existing between them. Conflict of interest situations will .
continue to arise as a result of the ideological differences that exist in the world todav. :
i These are part of the overall East vs. West protracted conflict as characterized by :
Strause-Hupe, Kintner, Dougherty and Cottrell in their book Protracted Conflict. “The .
United States in this atmosphere will be repeatedly confronted with the enigma of y
t making a decision in the face of uncertainty.” [Ref. 1] Foreign policy decisions involve ::
deciding what course of action is the most appropriate, given the evidence at hand. The 0:
;‘ courses of action available could be considered either peaceful or aggressive actions. \
' The evidence ar hand could be the behaviors the antagonist is presenting exhibiting. Are
i his actions peaceful in the present situation or are they aggressive? ‘i
X A conflict of interest situation involving the United States and the Sovizt Union
X could be considered as a simple 2 x 2 decision under risk matrix, where the United o
‘ States, considered as the decision maker, would choose one of two alternatives ’
! (pcaceful or aggressive action). The Soviet Union could be considered to have these ::
) same two courses of action open to it. For the purposes of this thesis, all actions are E
. considered to be one of these two alternauves, “
, A. CATEGORIZING PEACEFUL OR AGGRESSIVE ACTIONS o
X Grouping the alternative courses of action into the appropriate category of :
. peaceful or aggressive should be a f{airly easy task. For example, during the Berlin »
: crisis, troop and combat aircraft buildups in the vicinity of Berlin by the Soviet Union >
. mught be interpreted by the United States as the U.S.S.R. pursuing a hot-war .
faggressive) course of action. On the other hand, the U.S.S.R.’s permitting American ‘R
aircraft the use of prescribed air corridors while in-flight to Berlin might be interpreted !
to mean that the U.S.S.R. is pursuing a coid-war (peaceful) course of action.
Historical examples of exercising a hor-war course of action by the United States . X
‘ Taght include: (
: ¢ the landing and liberation of Grenada by U.S. Armed Forces, E
| ¢ the sending of Marines into Lebanon, *
¢ and the Libvan bombings. !
, 3
. . N
] k U
- f.
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Examples of Cold-war alternatives might include:
¢ the banning of trade with China after the Communist takeover,
e the SALT Talks,

* and any passive act including the withdrawal of military forces or military aid.

B. A DECISION UNDER RISK

Two elements in the structure of a decision are the set of alternatives available to
the decision maker and a set of factors (over which he has no control) influencing the
decision outcome. These latter elements are called futures or future states of nature. A
decision under cerrainty is one in which we assume that one and onlv one future state
will occur. A decision under uncertainiy is one in which we are unable to estimate the
probabilities of these events. A decision under risk is one in which we can estimate the
probabilities of these future states and more than one of them is greater than zero.
(Ref. 2] The relative pavotTs for different outcomes in this 2 x 2 decision under risk
matrix are not the same for the United States and the Soviet Union. Therefore, this
situation cannot be viewed as a two-person zero-sum game. However, the conflict of
interest situation could be viewed as a statistical decision problem if the frequency of
employment of peaceful (or aggressive) actions by the Soviet Union was regarded as a
random state of nature. If the proportion of actions that are peaceful by the U.S.S.R.
could be described probabilistically and the advisors in the State Department and the
Joint Chiefs of Stafl could estimate that distribution, then a good or reasonabie
estimate could provide the President with a statistical foundation for making a
decision.  The decision maker, in order to reduce the risks of selecting alternatives,
wouid like to know what proportion of actions by the Soviet Union are peaceful.

The decision chosen for a course of action by the United States could be
determined using a decision rule that depended in part the probability distribution that
was used to describe the Soviet Union's (or any antagonist's) past behavior. This
probaoility distribution might 1nitially be a subjective one, with which the United

States (or any protagonist) conjectured as to best describing the antagonist’s behavior.

This probability distribution is known as an a priori probability distribution.

C. A PRIORITO A POSTERIORI PROBABILITY DISTRIBUTION
Arter the establishment of the « priori probabilitv distribution, the advisors cculd
okserve tiie conduct of the antagonist and interpret specific events as associated with

ore of the two possible courses of action. These observations mayv then be used to
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update the previously conjectured probability distribution. Bayes Theorem provides a
method for updating the a priori probability distribution. In general terms, Baves
Theorem uses an a priori probability function and derives an a posreriori probability
function given the sample values of a random variable. After the sample values are
xnown, the a posteriori probability function summarizes the a priori and sample
infcrmation about the proportion of actions, by the antagonist, that are peaceful.
Baves Thecrem, thus, improves the assessment of the uncertainty as to which
conjectured course of action the antagonist is pursuing. The changed probabilities are
Known as a posteriori probabilities. These become the present estimates, bv the
protagonist, of the probabilities that the antagonist is using one or the other specific
course of action. These a posteriori probabilities then become the a priori probabilities
in further estimates of the antagonist’s behavior.

D. DECISION RULES FOR THE PROTAGONIST

Once an a posteriori probability distribution has been established, statistical
decision theory may then be used to choose objectively an appropriate alternative
through the use of a decision rule that i1s based on the matrix payoffs and greatest
expected value of return. This decision rule will assist the decision maker as to which

strategy to pursue given any past history of the antagonist’s behavior.

[t PR Y

The particular ordering of outcomes in terms of preferences selected and the
values that the protagonist assigns to these outcomes is an important step in the use of
this model. As wiil be seen later in the general development of the decision rule, this

process can be the sole determining factor by which the model proposed here will

i

indicate an aggressive or a peaceful action be taken by the protagonist.

The model in this thesis asks a decision maker to choose an ordering, from the

most desirable to the least desirable, of four possible outcomes which show how each

course of action for the protagonist (the matrix rows) combines with a course of action

LA AR

for the antagonist (the matrix columns) into four possible outcomes. Then it asks him

to quantify, on an interval scale, the desirability of two of these outcomes relative to

two standards. Next, a judgement is required stating which of many conjectured a

priori probability distributions he bclieves is the best description of the antagenist's

Pl o8 o0 o of o

-

pehavior. Based on the a priori distnibution and observation of actual antagonist
behavior an updated a posteriori probability disiribution is established. Given the a
posteriori probability distribution, which wiil not be the same for different occurrences

of antagonist behavior, a decision rule is derived based on greatest expected value of

Yy e x

return.
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E. THESIS OUTLINE

Theorv and general model development will occur over the next five chapters.

Chapter I1 will discuss the specific categorizations of actions. It will show how these
actions are combined into outcomes {(or states) in what will be called a contlict
situation matrix. Chapter I will also include an explanation of the ranking and

quantification of these outcomes. Chapter 11 will discuss the optimal solutions to the

Z T )

-

decision problem represented by the conflict situation matrix. Chapter [V will show
how to estimate the antagonist's behavior using a conjectured a priori probability
distribution and Baves Theorem. Chapters V and VI will show the difference between
using a discrete or a continuous a priori probability distribution and the decision rules

that result. Chapter VII contains specific examples. Chapter V111 contains concluding

. :"r‘l ". ‘l. ‘.. “" .

remarks. We turn now to a discussion of the general two alternative, two states of

nature conflict situation matrix that is the basis for the model in this thesis.
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II. CONFLICT SITUATION MATRIX

This chapter begins with a definition of the two alternative courses of action
available to the protagonist and the antagonist. We will see how these strategies result
in four possible outcomes or states, in a conflict situation matrix. to which the decision
maker assigns utility values. This chapter will conclude with a discussion of how these

assigned utility values relate to each other on an interval scale.

A. ALTERNATIVE COURSES OF ACTION

Imagine a situation involving a conflict of interests between two nauons
designated as the protagonist (P) and the antagonist (A). The protagonist will be the
nation making the decision in the face of uncertainty. The protagonist has a set of two
possidle courses of action that it can pursue. The set of possible courses of action for
the antageonist also consists of two different actions. These courses of action are
denoted as P. or Py for the protagonist, and A, or Ay, for the antagonist. Let the

courses of action for the nations involved have the following meaning:

P, - cold war, non-aggressive or peaceful action,

P}, - hot war, aggressive or violent action,
A, - cold war, non-aggressive or peaceful action,

Ay, - hot war, aggressive or violent action.

The four possible situations which can then occur as the nations involved exercise their
options may be denoted as:

(PoA (PeAp). (PpAY) and (PpAp).

v
The pair (P..A_) describes the condition of both nations pursuing peaceful actions
towzrds each other. The pair (P_..\\;,) denotes the protagonist displaving either peaceful
or non-vioient actions towards the aggressor while the antagonist is Jisplaving
aggressive or aof-war like actions. The pair (Pp.A) is the reverse of the previous

situatuon and (Py.Ap) is both nations acting nor-war like or displaving aggressive

s B I N T TRty Do A iy N P R T S e N N N i SN N N
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actions towards each other. These two alternative courses of action for both the
protagonist and the antagonist could be represented as a 2 x 2 matrix. The two
columns are the two possible behaviors the antagonist can exhibit, and the two rows
would be the two alternative courses of action available to the protagonist. The four
ceils of this matrix are the four outcomes that can occur. A generalized representation
of this conflict situation matrix is shown in Figure 2.1.

Figure 2.1 Conflict Situation Matrix.

B. RANKING OF OUTCOMES

A decision maker must select an alternative act, course of action or strategy from
a reccgnized set of decision aiternatuves. The connection between decisions and
rankings of outcomes (or preferences) in anyv decision scenario is made by assumung
that preferences are the driving force behind decision choices. That is, it is assumed a
decision maker would rather impiement a course of action that led to a more preferred
outcome over one that led to a less preferred outcome. {Ref. 3]
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Suppose for a moment that the preferences chosen, by the protagonist. for the
four possible outcomes are represented as

V(PLAL > V(PLAL) > V(PpAy) > V(PLAY),

with the meaning that the situation to the left of the svmbol © > “ is preferred. by the
protagonist, to the situation to the right of the svmbol. and the notation, V( ). is the
value of that outcome. These and all orderings of outcomes, by the protagonist, shall
be subiect to the general requirements of utility theory in that they are transitive. That
15, f A > Band B > C then A > C or if the protagonist is indifferent between A and
B and is indifferent between B and C then he is indifferent between A and C. This
establishes the notion of coherence in decision theory or transitivity in the laws of
rmathematics. {Ref. 3: p. 74]

Notice that rankings, other than the one suggested above, could occur. There
may be situations, in the eves of the decision maker, where being at war while his
antagonist is not, (Ph.AC). is preferred to both being at peace, (PC,AC), so that
ViPp.Ac) 1s greater than V(P ,A_). Another possibility may arise in the case of a
political decision maker looking for justification of aggressive maneuvers against a less
capabie antagonist. He might prefer the antagonist to take aggressive actions towards
him first. {P.Ap). to all other outcomes, thus justifving a preference of (Py.Ay). to all

other cutcomes later on.

C. UTILITY VALUES FOR THE OUTCOMES

Once an ordering of possible outcomes or preferences has been selected, a
quantitication of those outcomes needs to be determined by the protagonist in order to
work within the framework of this model. As described in Fundamentals ¢f Decision

Analysis by irving H. LaValle, [Ref. 4: p. 72] uulity values assigned reflect the relative

desirabilities of the possible outcomes. A generalized utility value assignment of the
outcores in this model might be indicated as follows:

C 4™

V(Pc.:\c) = + 1.0

s 40

V(Ph.:\h,\ =.1.0

Vi PC‘Ah) a

VIPL A

b.
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Note that this utility scale uses two specific outcomes as references, whereas the usual
procedure assigns the value of zero to the least preferred outcome and a value of one
to the most preferred outcome. The two representations are merely lincar
transiormations of each other and are equivalent in information content. [Ref. 3] The
meaning of the value of + 1.0 attached to V(P_..A ) is a standard of preference for a
desirable situation -- both nations at peace. The value of - 1.0 attached to V(Py.Ap) is
a standard of preference for an undesirable situation -- both nations at war. In the
example considered in the previous section a has a vaiue less than - 1.0 and b has a

value less than + 1.0 and greater than - 1.0. More succinctly, for this example of

V(PLAY > VIPLAY > V(PLAL) > VIPLA),
or
+10 > b > -10 > a

The assignment of reference values to the outcomes (P..AL) and (Pp.Ay) of + 1.0 and
- 1.0 forces the V(P

modeling restriction allows 12 possible orderings of outcomes. Which ordering of

cAc ) to always be greater than V(Ph.Ah) in this model. This

outcomes the protagonist selects will ultimately affect the alternative course of action
he should pursue to gain his greatest expected value of return. The utilitv values @ and
o h) and (Ph.r\c), Lach
numerical value is the Uuliny to the protagonist of each possible situation. A

b can be any arbitrarv real numbers for the situations (P

generalized matrix representation of the conflict situation with associated utility values

assigned by the protagonist would appear as previously illustrated in Figure 2.1.

D. INTERVAL SCALING

The utility values of the conflict situation matrix are on an interval scale. [ntervai
scales have no natural origin. There is a zero point on this scale but it is a defined
point. while a natural origin would indicate the absence of the propertv being

measured. [Ref. 6] If V, is the utility value of ith

outcome, then transformations ¢t the
wpe Y = m(V,) — (Imcar with a positive slope) are allowed. Due to the lack of a
natural origin on the interval scale, ore value of V, cannot be said to be a proportion
of unother value on that scale. When using interval scales, one may onlv speuk of

relative ditferences. For example. the decision maker would, after quantitication, want
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1
to be able to say that he believes that one outcome, relative to the worst outcome is p X
. . . .o (N
times as good as another outcome relative to the worse. In other words, if V. is the ¢
value for outcomes 1 = 1,23 ordand V, > V, > V, > V. [t could then be stated )
that: o
by
Vi-Vv, e,
p= '
V,-V "
R
o,
>
This would imply that the difference between outcomes V, and V, is p times as good 3
as the difference between outcomes V, and V. This is the basic information contained
in an interval scale. \
‘l
In this chapter we have introduced the conflict situation matrix (Figure 2.1) &
showing the possible courses of actions available, their resulting outcomes and the "
concept of utility values associated with these outcomes. The utility values assigned are ::
rated on an interval scale relative to two standards of preference. In Chapter III we -
will discuss the optimal solutions to the conflict situation matrix using dominance and :.‘_
greatest expected value of return when the decision is made with knowledge about the K
. . L]
proportion of antagonist actions that are peaceful. '
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III. OPTIMAL SOLUTIONS WITH CERTAINTY ABOUT THE
PROPORTION OF ANTAGONIST ACTIONS THAT ARE PEACEFUL

The uncertaintv in any decision making process may usually be expressed by
saving that we do not know what evenr will occur on some future occasion, where
events are defined as subsets of a sample space. [Ref. 7]

m !
@ (-6

Figure 3.1 Conflict Siruation Matrix Under Risk.

In this model. the sample spacc is the sct of values allowed, for the proportion of
antagonist actions that are peaceful. An event about which we are informed. as to
whether it will occur or not, 1s called a ccorrain event. Otherwise, it is referred to as an
uncertain event. [Ref. 8: p. §
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In this chapter we look first at the case where the decision maker is certain about
the proportion of actions by the antagonist that are peaceful. In particular we define 8
as the proportion of actions by the antagonist that are peaceful. Since the decision
maker is certain as to the value of 0, this implies Pr(®@ = 0) = 1.0, where 8 is a
realization of the random variable @. In the notation used here. A denotes a peaceful
(cold-war) act and Ay (its complement) denotes an aggressive (hot-war) act. The
proportion of actions that are not peaceful is (1 - 8), since Ay, is the only other act that

can occur. The conflict situation matrix under risk 1s shown in Figure 3.1.

A.  DOMINANCE

From the decision matrix it is clear that if a is greater than or equal to - 1.0, and
b is less than or equal to + 1.0, then the decision maker will find P, optimal by
dominance regardless of the value of 8. Similarly, when b is greater than or equal to
+ 1.0, and a is less than or equal to - 1.0, Ph will be optimal, regardless of the value of
0. In each case he will be indifferent when the equalities hold, again, regardless of the
value of 8. Regions when the values of a and b lead to dominance are seen in the
shaded regions in Figure 3.2.

Considering that the conflict situation matriX in this model sets the uulity values
of outcomes (Ph.Ah) and (PC,AC) equal to - 1.0 and + 1.0 respectively, we find that
there are 12 possible ordering of preferences. Five of these orderings are

) V(PLAL 2 V(PLAY) 2 V(PLAY) 2 V(PLAY)

or
+1{0 2 b 2 a 2 -10
2) V(PLAY) 2 V(PLAL > VIPLAY) 2 V(PLAY)
or
a 2 +10 > -10 2 b,
3) V(PLAL 2 VIPLAL) 2 VIPLAL) 2 VIPLAY)
or
+10 2 a 2 b 2 -10,
3 V(PLAL) 2 VIPLA) 2 ViPL AR 2 ViPRAL
or

10 2 a 2 -10 2 b
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Figure 3.2 Grarh of Decision Rule Equaticn with Dominance Regions.

3 \'(PC.:\h) 2 ViF.AL 2 \"’Ph..-\c) 2V Ph.:\h)
a 2z +10 2 b 2 -1.0
Those Dve preference patterns all have
b< - 10 and a 2 -1.0.
They all will ind alternative P, optimal by demunance.

Oaly onc of the remaining seven preference sclections also exhtbits the

charactenstic of deminance. This particular crdening of outcomes is domunated by an
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aggressive response, alternative Py, for the protagonist. This preference pattern is

6) V(PLAY) Z V(PLAL) > V(PLAL) 2 V(PLAp)

b 2 +1 > -1 2 a,
and always has
b2+ 10 and a £ - 1.0.

This preference choice is where the decision maker would prefer 1) acting hot-war like
while his antagonist was not, to 2) peaceful conditions which would be preferred, to 3)
total war which would be preferred, to 4) being peaceful while the antagonist acted
aggressively. In this case the decision maker would always find Py, optimal by
dominance.

How is the protagonist to decide, when there is no dominance, what course of
action is most advantageous to himself, given that the value of 8 is a cerrainzy? One
basis of choice he might use is to select the alternative that gives him the greatest
expected value of return.

B. EXPECTED VALUE AS A BASIS FOR CHOICE
The expected value from the conflict situation matrix for alternatives P, is
0 + al-0)
ard for alternative Py, is

b6 - (] - Oy

The Jecision maker would need onlv select the alternative with the highest expected
vaiue, that is, whichever of the two guantities above is the maximum. Since the values
from the conflict situation are utlity values, the protagonist would be selecting the
alrerniatuve with the highest expected utliry,

A decision rule, tor the options presented in this matnx, can be defined as the

assignment of a particular course of acticn for any value of 8, remembering that 8 is

20
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: the proportion of actions by the antagonist that are peaceful. We can create such a :i
$ d
; decision rule by setting the two possible decisions’ expected value quantities equal to ; i
R each other. We find, after simplifving and rearranging, that we have the following Ky,
| linear relationship between a and b, -
o

g a="bB 1-6)-(1 1-0) (eqn 3.1) I
o

? b
where (8 1 - 0) is the slope of the line and (1 1 - @) is its intercept. This relationship is .

X a family of lines that passes through the pointa = - 1.0 and b = + 1.0 for all values ;;,-
\ of 8, 0 < ® < + 1.0. Equation 3.1 is piotted in Figure 3.2 for three values of 0. l»"
Y

/ )
: C. MAXIMIZING EXPECTED UTILITY IN THE NON-DOMINATED CASES '
. We now turn to a discussion of the remaining six possible orderings that do not 3'_
\ exhibit the characteristic of dominance. This is where the decision maker always rates !
3 '
¥
a>-10and b> + 1.0 .'

y or 5_
R a<-10and b < + 10. N
’ :-i.,
' o
l Two examples of these preference patterns are »

'

] S
b 7y V(P AL > VIPLAL) > V(PLAL) > V(PRAL) Y
> \
, or 3

\ b > hs 1 > a > - 1,

'
) d
y and "
o
2]
8) V(PLA.) > V(PLAL) > V(PLAL > V(PLAL)

(Poire) htc (PpaAe (PeAp )

; or "
=1 > b > -1 > a
- Al

N
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The decision maker will find in the non-dominated cases that expected utility will :
: be maximized by choosing P, if a
a>b@ 1-8)-(1 1-0), (eqn 3.2) .
or by choosing P}, if :
( ) B
a<b@® 1-6)-(1 1-6). (eqn 3.3) .
He will be indifferent when the equality holds (Equation 3.1). Equations 3.2 and 3.3 :j
2 gives the protagonist a well defined, unambiguous, decision rule that determines what K
action he should take, given a known value of 8. in Chapter V we will look at Low this
9.
tvpe of decision rule can be used when the value of & must be estimated. However, '
first we look at how to estimate the value of @ using conjectured a priori probability '.‘.
distributions and a likelihood function in Bayes Theorem to provide reasonable %
estimates of 8. L
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IV. ESTIMATING THE UNCERTAINTY ABOUT THE PROPORTION OF
ANTAGONIST ACTIONS THAT ARE PEACEFUL.

Ulumately. the protagonist must choose an action based on his estimate as to
which course of action the antagonist is pursuing. In the last chapter we discussed the

case where the protagonist’s choice would be that course of action which gives him the

greatest expected value of return. We also described the case where the proportion of

actions by the antagonist that were peaceful was known, or that the value of 8 was a
certainty. What If protagonist has no information or at best limited information on the
course of action the antagonist is pursuing? In this chapter we will see how to estimate

the antagonist’s future behavior using Baves Theorem.

A, ANTAGONIST ACTIONS AS BERNOULLI TRIALS

One way for the protagonist to gather information in order to estimate 8 might
be to observe the antagonist’s behavior and from these observaticns estimate what
course of action he is pursuing. The two types of actions. (A, or Ap), will be viewed
as two mutually exciusive and exhaustive events, in the sense that everv action {or
behavior) observed can be categorized as peaceful or aggressive. [Ref. 9] A random
variable Xj; = 1 could then be defined, where:

! 01if an aggressive behavior is observed
1.0 if a peaceful behavior is observed
and n is the n'l behavior observed. These observations of the behaviors can be viewed
as the occurrence of a Bernoulli random variable with parameter 8. We wouid then

nave:

PrX, =1 = @) - eyl teqn 4.1)

Our problem considers the case where there is also uncertainty as to the value of

the parameter 8. The protagonist doesn’t know what course of action or muxture of

ceurses of action wiil occur. He mav, however, be willing to make some subective
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i ,
d A
k guesses or conjectures as to what values of 8 best describe the proportion of actions,
. . . . .I
by the antagonist, that are peaceful. This would make our Bernoulli trial, the :}
Pr(X,, = 1), conditional on that proportion, 0. Therefore, we define the probability o
that the antagonist displays either peaceful or aggressive behavior, given that the .
‘ proportion of actions that are peaceful (cold-war like) is 0, as: iy
A v
J
’ ' I-i t
. it — 1 -
Pr(X, = il 0) = (t-6)'"t. {eqn 4.2) "
¥ B. A PRIORI PROBABILITY DISTRIBUTIONS ESTIMATE UNCERTAINTY .
The iniual estimates about the proportion of antagonist's actions that are o
. . . . )
peaceful, 8. mayvbe subjective on the part of the protagonist or may come from historic !
l '~
data. In the discrete case, we can generalize these initial estimates as: .
\
. Pr(® = 8. n
L
For example, the protagonist might conjecture that the antagonist acts peacefully only :;:
[ a small proportion of the time and might represent his uncertainv about the value of 6 l:f;
] as x
)
) _ o
' Pr(® = 99)= .05
and >
t
. . Y
Pr(@®@ = .10) = 95 ,::
L ::
The probability distribution function of © has the properties, that the &
)
Pr(©@ = 9r) 2 0 and vr Pri® = Or) = 1.0
— .\
, . ot
forr = 1.2.3...., where er are the possible values for the parameter. Both the discrete ot
and the continuous cases will be considered 1n this thesis. In the continuous case, the a b
. . . ‘o
pricri probablinty distribution will be denoted as f(9). »
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For the discrete case only certain values for Gr in the interval (0,1) are allowed.
The interval (0.1) is intentionally displaved as an open interval because attaching
probabilities of 0 or 1.0 to uncertain events can lead to intractable conclusions
suggested by Cromwell's rule. This will te discussed in detail in the next section on
Baves Theorem.

These probability functions represent the protagonist’'s a priori estimates of 8.
Before or without the introduction of more information, these a priori estimates of the
probability distributions are the onlv estimates the protagonist has available in this
model. However, after the protagonist observes the antagonist's behavior, defined
above as X =1 where 1 = 0 or 1.0, a resulting a posteriori probability distribution

conditioned on the value of 0 is given by Baves Theorem.

C. BAYES THEOREM
Ultimately we want to show that the conditional probability distribution being
considered, the probability that the proportion of actions that are peacetul, or

Pr(© = 0 ), given his most recently observed behavior is X, = 1, where

A
]

n = 0 - occurrence of an aggressive behavior (hot-war)
X

n | - occurrence of a peaceful behavior  (cold-war),
is given in this thesis as:
Pr(®@ = 8,) Pr(X = i| Or)

PrO@=0_X, =1) = ,or=1.23. (eqn 4.3)
Y PO =0 Pr(X, =18

[Ref. 10] We begin with the definition of conditional probability, which is given as:

N\ = 1)
I'.\n 1)

In order 1o obtain the unconditional distribution of ,\'n = 1, {the denomunator) we

invoxke a widely used theory in the study of stochastic processes, that is, the Theorem
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of Total Probability, {Ref. 11} which states, that if PriX, = i 0.
defined, then we have:

A

BT AR

Pr(Xn=1) =Y Pr(® =8)Pc(X, =110,

LR

The cenditional probability, or in Bayesian terms the likelihood of occurrence X =

w e
. -

was defined in the section on Bernoulli trials (Equation 4.2} as

[

PR T T e TR

Pr(X, =i!0) = (@) (1-0,)}

3

o dhd
-

We can also shown from the definition of conditional probability that:

‘._‘.fft{

© =8,)Pr(X, =i|0,)

S

Substituting these into our definition of conditional probability, we have our

original expression:

Pr(® = 6, Pr(X, =il0)
n@=0 X =i = ,r=123..
Pr@® = Or) Pr(X, = i Gr)

D
or

-

After substtuting in our likeithood function. Equation 4.2 we have the general form of

l-"‘;{lrl * Al .' 1' Loy & \"_' l" ": ~ (“g

L7

the Bavesian conditional a postericri probability function used throughout this thesis:

gy v

Pr(@© = 8,10 (1.8,

r 4

P

Pri®@ = Or:Xn

7’

)

- 1
VPO = 0.8

-{7v

7,4,

This equaton and its continuous case analogue, update the a priori probability

YRy

LUnciion sate an a posterior: probabiiity {uncten that is conditioned on the proportion

» “
EAP
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of actions that are peaceful by the antagonist. Equation 4.4 is the conditional
probability that the antagonist’s proportion of peaceful actions is Or in the present
contlict situation given that he has just recently been observed acting dggressively (for
Xp = 0 This is the result of the a priori probability of the proportion of peaceful
actions times the conditional probability that the antagonist acted aggressivelyv in the
past, given that his proportion of peaceful actons is Or, divided by the sum of all the
wavs these events can cacur.

The random variable X, will alwayvs be considered as a discrete random variable,
but the a priori probability distributions may be discrete, Pr (@ = Or). or continuous,

£(0). For the case where it is continuous, Baves Theorem is:

£(0) (8)i (1 - gyl

§6(8) (8 (1-8)!1 a0

The role of Baves Theorem is to establish a connection between the protagonist’s

a priori probability estimates, an expression of his uncertainty that the antagonist will
act peacefully, Pr(® = ). and the effect that additional information or evidence will
be to revise these probabilities. If the protagonist were to obtain perfect information,
cne of the probabiiities wouid go to + 1.0 so that the Pr (@ = 8) = + 1.0. This
would be the one corresponding to the true distribution of ©@. The remaining

probabilities would go to zero. Parual or less than perfect information. like that

v
N
.‘
:
X
»

2R

-

obtained through the model proposed here, produce a less marked effect on the a

posteriori probabilities through the use of Baves Theorem.

A result that follows from Baves Theorem is that it is inadvisable to attach

probabilities ¢f zero to uncertain events. Uncertain events of zero probability remain

L0

so, no matter what additional information is provided. Therefore, the decision maker
must be aware of the possibility that he mayv be mistaken, for if he thinks that
something cannot be true (e.g., peaceful intentions on the part of his antagonist) and
interprets this as having zero probability. his decisions will never be influenced by any
contradictory information which is surely absurd. This result is known in the study of
Bavesian techniques as Cromweil’s Rule. [Ref. 8: p. 104] This same effect holds true,

when a probability of 1.0 is assigned. since the assignment of a probability of 1.0 to an

ol

ot

P i

uncertain event implies the probability ¢t its complement is zero.
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Assuming probabilistic independence of the successive observations, the a
posteriori probability after any set of observations becomes the a priori estimate for the
next observation(s). It can also be shown that for any number of observations, the
conditional likelihood function in Bayes Theorem is
Pr(X =il 8,)=(8,) X Nni (1 -8, (-1Xp) (eqn 4.6)
where n 1s the total number of behaviors occurring, and :Xn is the summation of the
random variable X, = i fori = 0 or 1.0. {Ref. 10] In this thesis we will deal with the
behaviors one at a time, with specific examples worked out in the Chapter VII.

In this chapter we introduced the concept of the antagonist’'s exhibition of
peaceful or not peaceful behavior as tne realization of a Bernoulli random variable
conditioned on the proportion of antagonist actions that are peaceful. This Bernoulli
trial, combined with an expert's conjectured a priori probability distribution, are used
1n Baves Theorem to update this probability distribution into a current estimate of the
antagonist’s intenticns. In the next chapters we will take these a posteriori probabiiity
distributions for the discrete and the continuous cases and see how thev can be used t0

create decision rules based on maximuzing expected utility.
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V. DISCRETE CASE DECISION RULES WITH BAYES THEOREM -'
G
In this chapter we will consider the discrete case for the a priori probability ;'.’:
”
distridution of the proportion of antagonist actions that are peaceful, 8. We will beg:n ":.'
. . N < . L) »
by showing a generai decision rule for the decision problem represented by the conilict oy
siteation matrnix. This will be followed by a discussion of how 10 use critical values and ~
most {ikely values as a means of selecting 8. This chapter concludes with a section on =4
using maximum expected utilitv values considering uncerrain values of 8. Chapter VI -
wiil consider the continuous cases as the a priori probability distributions. s
)
A. A GEMNERALIZED DECISION RULE ’ 1
. . . . . g . ’
The decision rule from Chapter 1 for maximizing expected utility value, with o)
certain, is to choose P if oy
Y
a>b0 1-8-(1 1-6), (eqn 3.2) o
o
<)
, : >
and Ph if .’,'
s
l,
a<hB 1-6-(11-8). (eqn 3.3) i,
Y,
. . -~ . ,
Returning to our original definition of expected value for the two alternatives, (P_ or by
P,,). in the conflict situation matrix we define R
W,
-:
‘ . . A
9, - ail-0)=E (P.8)) ~
&
)
N
e
and
. * 1
b8, - (1-6,) = E(Py0)). P
. :
Here. E ¢Pc.9r) is the expected utility value for alternative P, given any particular "‘
value of 8. Also, the E (’Ph.er) is the expected utility value for alternative Py. giver i
~
N
-\":
~)
)
29 o
P~ ‘4
", 13
L]
L}
A
1]
) J
R
S
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PR M N AN AN AN AN AT *’.r‘.r"-“.-‘f"'a-" W “ ".r‘ "‘.r" N \ P e N



any particular value of 8. We can now generalize our decision rule to choose the
alternative such that it is

.\laxj E(P)-.Gr) (eqn 3.1)

where j = c or h for any value of 6.

B. CRITICAL AND MOST LIKELY VALUES

The question that still remains, given that the decision maker has selected a
preference pattern (and utilitv values for a and b), is what value to use for Gr.’ The
nrotagonist might select a crirical value that any estimates of Gr should equal or exceed,
and if he had the opion, not consider a value of 8, until its probability of occurrence
equziled or exceeded this stated critical value. Suppose the decision maker selected .93
as his criical vaiue, so that he would not select an alternative until any particular
probability estimate equalled or exceeded this value.! After the Pr(® = Br) equals or
exceeds .95 he could subsutute that value for Br into Equations 3.2 and 3.3, and based
on whichever equation holds, choose the corresponding alternative. This changing of
probabilities 1s best demonstrated with an example.

Suppose, that the protagonist feels that the antagonist acts peacefully a small
proportion of times and that he acts aggressively a large proportion of times, and that
he suggests this a priori probability distribution, such that

Pr(@=910)=14
Pr (O 14y =34,
Now, suppose that the protagonist observes peaceful behavior on the part of the

antagonist, or the value of X, = 1. Recailing Bayes Theorem (Equation 4.4) from
Chapter [V

8,118.01 (1-8,1"
Pri@=8.X =1 = ,or=123., feqn 4.4y
v PnO= 80" (1- Gr)l"

MR

A

‘It 1s conceded here that  third alternative, that of doing nothing is notr included
in the contlict situation miati.<. The critical vaiue discussion is predicated on the
existence o tius third aiternative.
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and using the situation of our example we find i
Ky
Ny
{(r $Hi9 10) o
Pri@=9 10 X = 1) = = (1§ 33) = 35, ’
(I 49 1oy =2 Hel b iy
and e
(3 (4 N
Pri@=1 4 X, = 1= = (15 33) = .45 y
I
3 4 H =1 He 1, A
)
N3
As can be seen, none of the values of the a posteriori probability distributions exceed o
sur Jecision makers stated critical valwe of 95, So let's say he observes a second A
U
behavior, and this time he observes aggressive behavior by the antagonist, or X = 0. r
We again return to Baves Trheorem to update our probability distribution, remembering W,
that the a priori distribution now was the a posreriori distribution above. We now have Pt
%
(18 33)(1 10) KA
Pri@= 3 i0iX =0 = = .138, <y
-
(18 33)(1 10y = (1533)(3 3 Ny
Y
and
R, RY
(15333 4 Y
)
v .
PY(0= ] J;Xn=0)= = .862. >
e
(1333 (3 4 = (1833 (1 10y g
| &7
The protagonist mught continue taking observations of the antagonist’'s behavior until ot
N
one of the prodabilities does actually exceed his stated critical value. He could then use 8%
. ' - . . , _ . , Y
this value of 8, 1n Equations 3.2 and 3.3 to choose his alternative. What if, after one o
b
or more observations, the protagonist finds that none of the proposed probability ,
distributions show estimates that exceed the critical value (as in the example ahover and "»::
4 Jecsion must be made now as te which course of action to pursue? This is the case R
T
when the conditional a posteriori probabiiities have not achieved a sw/ficient probakiiiy
te enceed any stated critical value. The protagonist mught then use the mosr Liely
vtine, Ot the maximum Pr(@ = 8, N, = 1y and use this value of O, :n Equations 3.2 A
Ly
and 1.3, 10 select the alternative with the maximum expected utiity. Which, aiter the :
v
"’
’ -
1 ::~
l‘\
>
Ve
N
"‘v.

L R T R DA DU AT R O I T )
et i o L e ot o TN N AT

. l,

" v&-.; ;’{(;“-‘h-‘.;". V\a\":'."_\f‘-‘.:- ) \a\(:\ Y :.J'-‘.\*\f\'\("f\*'lz '\’\'.:-".-.\'.\"-)
r X B .Y N B h



T A T T I R e gy pwy

N am e L an b ek

b bt g it - i) e A A, -

first observation would mean that he would have used 8 = .90, since iis probability
was the maximum, whereas, after the second obscrvation he would have used the value
of @ = .25 as its probability of occurrence was the maximum in that instance. The
decisicn maker could also use this criterion to select a vaiue for Gr before the

observation of anv antagonist actions. In that case he would have selected 8 = 25

C.  MAXIMIZE EXPECTED UTILITY VALUE CONSIDERING ALL
PROPOSED PARAMETER VALUES

The procedures just described for selecting 8 have a weakness since thev do not
use all the information available in the problem. I[f the protagonist is interested in
maximizing his expected utility value relevant to all of his estimares of an antagonist’s
behavior. then he would not want to lose anv informauon available to him. This would
be the case in selecting the most likely and critical value cnteria. Therefore, he would
wan: to consider all possible parameter values proposed and the relative frequency with
which thev can occur, and use the expected value of return.?

In the discrete case, the protagonist computes the expected value of return over
6r if he uses course of action P.. and he computes the expected value of return over
these same proposed values of 8, if he uses course of action Py,. The course of action
ke uses corresponds to whichever of these two values is the maximum. This maximum

value 1s
Max; 3 E (P8 Pr(©® = 61X, =1i) (eqn 5.2y

forj = ¢orhand r = 1.2... This i1s the Bayesian decision rule relative to the «
posterior! probabiitty esumates. [Refl 12]

Returning to our discrete case example above, we have after two observations
and assunung that the protagonist had selected the eighth listed preference pattern
frem Chanter 1,

V(P

AL > VIPLAYD > VIPL AL > VIPLAL).

1 > b > -1 > a,

-The term expected value of return 1s not to be interpreted as the value that will
be obtained by the protagonist on anv single occurrence but rather as the expected

]

vaite of return due to the uncertainty of the value ot 0.
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withb = 0and a = - 3.0. In accordance with 5.2, we seek the maximum of

Sr a(l-6,) Pri®

i
==
-1

XL =1,

)
RF

bBr- 1) Pri® = GrJ.\'n i)

for oth values of Or. Thus we have
(<3001 10X 138) + (<303 3).862) = -1.98,

or
(0 - 1.0Y).138) + (0 - 1.0X.862) = -1.0.

The protagonist would choose alternative Py,

This procedure of selecting alternatives P, or Py is based on preference pattern
selection, utility value assignment, Baves Theorem and the use of the decision rule, 5.2.
This decision rule can be used for any number of proposed values for the parameter Or
thus allowing the use of all the information available in the problem. In the next
chapter we will look at the Bavesian decision rules that result from three different

coniinuous case a priori probability distributions.
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VI. CONTINUOUS CASE DECISION RULES WITH BAYES THEOREM

Rather than just ccnsidering the a priori probability distribution to be finite, we
would ke to consider the case where there are an infinite number of values for Qr
rossible. In this case. the general Bavesian decision rule for the continuous case a

priori probability function 1s to choose Pj such that

for j = ¢ or h. There are three particular cases of continuous probability functions
considered in this chapter, the first case being that all values in the range of 0 are

equally likely.

A. DECISION RULES USING A UNIFORM A PRIORI DISTRIBUTION

The uniform case presents a good starting point for the protagonist if he has no
information {or no idea) as to what proportion of actions, by the antagonist, are
peaceful. The assumption that ail possibie values of 6 are equally likely suggests an
unbiased viewpont, and when combined with Baves Theorem, allows the distribution
1o weight future probabilities on observed behaviors alone. This can be scen by the
form of the a posteriori probability distnibutions plotted in Figure 6.1. In this secticn
we assume the protagonist uses a uniform a priori probability distribution. then we
show the two a posteriori probability distributions that result after an observation of
each tvpe of behavior. From these two updated probability distributions a general:.zed
decision rule, based on the conflict situation matrix, is derived.

The protagonist assumes that all values in the range of 0 are equally likely and
uses a uniform distribution as his a prior: distribution. The general form of the uniform

distribution is
fi@)=1d-¢), c¢=<0=d
The limits for 6 are 9 and 1.0, so, the general form becomes

£48v= 1¢1-0;

yYwTw (v
. .
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or

(8= 1.0.

The imual input into Baves Theorem 1s this conjectured a priori probability

distribution. The protagonist, next. observes the anatagonist's hehavior. There are two

possbiities for this random vanable; X = 0 or ~ 1O If he observes aggressive
behavior then X, = ©and the a posteriors distribution becomes
f@ X,=u=2.20. (eqn 6.2)

This result can be seen bv beginning with the general form of Baves theorem stated :n
Chapter IV as

£(0)(0) (1 -0,11
f@ N, =1 = . (eqn 4.3)
_[9 £(6)0)(1-6)1"140

where for the uniform case with 1 = 1) becomes

(L.0x¥] - §)!

l‘(e Xn = ) =
59(1_@,(1 -0V 46

which simpiifies to

f(8 Xp=0=2-20. (eqn 6.2}

[f the protagonist observes peacciui behavior on the part of the antagonist, the

aiv

the random vanable, Xp = = 1.0, and the u posterior distribution becomes

0 N, = Loy = 26 . fegn 6.3
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;: This result can be seen by beginning with the general form of Baves theorem which :
7 .
s with1 = + 1.0 becomes A
Y »
1' L)
e .
(1.0)0) ,
1 | = = v
) f(81X, =10 . N
N , . s
\ lg (1.048) 6 N
" "
13
which reduces to f
y fi8'X,=10= 20, (eqn 6.3) .
The etfect that Baves Theorem has on the a priori distribution can be seen in Figure
[ 0.1, where all three (the a prieri and the two resulting a posteriori) distributions are '
s rlotted ":
Both of these a pesteriori probability distributions are legitimate probability .
distributions since "
: -
-
' =10 2
. fo ;
and - 3
¢
fg2-20=10. .
N
» S
: [. Uniform Case Decision Rule for X, = 0 n
) - . . . . . . Fd
The a  posteriori distribution  that  results  after X, =0 s Iy
©.8 Ny =m=2- 20 (Equation 6.3). The decision rule is to choose P]- that N
~ . . . . . !
maninuzes Jg E P81 £(08) 36, in accordance with 6.1. and we have the integral below N
. ‘- . _ . . . iy
'3 evaiuate. The decision 1s to choose alternative P, if the quantity on the left exceeds i,
J
he guanuiy on the nght: P,
- Jg18-a8 ~ au2- 2000 - [gB+bB - 142-26)d6. -
' After integration this decision rule, :n :he case for a uniform a priori and the -
chacratizn o X = 0, becomes seiect Py h
n < o)
’ ‘-
' H.
a - h2-32, ieqn 6.4) 3
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Ficure 6.1 Uniform Case - A Prion and A Posterion Distributions.
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atn

or Ph if

P

-
-

s

a<b2l-

.

(eqn €.5)

This result can be seen after evajuation of the two integrals on either side of the
inequality. The integral on the left is

. . -
\}‘.,’.’&,‘h"l

{p18-2a08 ~a12-28)d8,

A A
l,l'.ll

which equals

)
MG
]

.
Y

i

(- 202 + 220°. 320 - 20 ~ 2a)d@, '
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The integral on the right is

fg'® - n0-1,12.20)00,

which equals

es e

[
|
o

which re

Use of these two values {rom our integrals brings us to our decision rules of choosing

e
, > .30 : b ~
Pcfa~b- --orPhlfa<b- 32

2. Uniform Case Decision Rule with Xn = 1.0
The «  posteriort distribution  that  results  after X, = + 1.0 s

T8 X, = 1.0y = 20 (Equation 6.2). Following from the decision rule, 6.1, we have

the integrals below to evaluate. Notice that onlv the a posteriori density function has

changed. The decision maker would choose P if
fg8-26 + a)(20)d0 > [0 ~ b8 -1)(26)d6 ,
vhich reduces to choosing P if

a>2b-3 teyn 6.6)
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a< 2.3 teqn 6.7

This resuit can be seen bv comparing the value of the integral on the left to the vaiue

of the integral on the right. The integral on the left becomes
- - L
2)g 1017 - alB)” = a(8) db

which equals

The integral on the right becomes

2fg ()7 = b(8)* - (8) d6,
which equals

2b.3- 13,

These two values reduce to the decision rules of Equations 6.6 and 6.7 to choose

alternauve PC ifa>2b-3cr Ph ifa < 2b-3

B. DECISION RULES USING A BETA (¢ = 2, B = 2) A PRIORI
DISTRIBUTION

Another conceivable distribution that the decision maker might consider as best
deseriting the antagonist’s behavior is a symmetric dome-shaped curve. This curve
would have the mean equal to the mode, and be centered at 8 = .30. Such a curve
would mean that the protagonist feels that most of the probability for 8 is at the value
.30, This would mean he feels it is most likelv that half the actions of the antagonist
are aggressive and half of them are peaceful, sloping off towards zerc probability at the
extreme values of 8. This Kind of subjective feel for the a priori probability distribution
can »e captured by a Normal distribution, such that it is N ~ (.5, 6-). However, the
range of the Normal distribution is - X to — % and the range of the parameter, 8. is
0tz = 1.0, A Beta distribution with parameters a=§>1 captures the cssence of a

swnanetric Jome-shaped curve centered at (30, and 1t hinuts itself to the range of our

AT RIS B I 0 LT T "IN TR R I N TR ToeT Attt
R D AN ] B JORIE R B et T e N

(PO WIGvorem

Lo - -
L4 a0 a2y s X e

el

FIAARAAS

-
»

SALAA Y
@:ae;gz.

’,1_.

-
e

&

e XS

Ux l".!‘. 1

v

xd
e f.s-.'
"

l-'

4

A
» »

PO ¢
YN Y

.. '; } 5l

7

s

LA
v

'f{‘f

s

s

P

S

.;
PAAS

h




e Bl el . - - DL DT VL PO PR STy » ¢ > g8
P N S - Chla S, il S . m L - s WA SR T . \\*\_‘Al.l.,lllnhln ...'

¢
(%l
l
|~
random variable. The probabilitv density function of a Beta distribution has the form: K
-t
M
r(a + B) ,,
£0) = ——— (%1101 3
TP -
N
S-
For example, whena = = 2.0, ;
N :
£(0) = — (6)(1-8), K
) ~

or

P TX_RFw g
X R,

2y

£(8) = 6(8)1 - 6).

CaPuad 4

When this conjectured a priori probability distribution is used in Baves theorem we get

Py

6(8)(1 - 8) (8)! (1 - §)L

""‘ l' l' l-

’

((ON,=1)=

oy

6fg (8)(1-6)(8) (1-6)1 a9

WALK

and when the observation of the antagonist’'s behavior yields Xy = O. this equals

v 2w

-‘l"

6811 -0).°

-'-‘-:.."f .

6fg (8i(1 - 8)7 d8

Sy

The denominator is (6)(Beta(2.3)) density function which equals €(1 12). The entire )
expression for the a posteriori probabiiitv distribution, with a conjectured « priori

distribution of a Beta (2.2), and a subsequent observation of X, = 0, reduces to

£ X, =01=120)(1-6)7. (egn 6.8

30 D

I.:‘.

*

”
L

~1 s

.

e 3 -, MO R IR R R I S 0 - e Vet e e ATt et a
AT A A A M AT N RO -."-»"-\"'-_"' RGO RLNLN [ S O S g e R N AR S S L T S/ S SRS
- Rl ! . B - - « - - » » L ) L2 M ) . N B . . - . 3 i . - 8



" (% (7 T N W 9% Lot hae Apt Gy Al 3 aut Jga¥ Bav he¥ » Sa® 2 Sa® . > pav n P 0 Y l
1. t
o
.
‘ If the subsequent observation of antagonist’s behavior is peaceful, or Xn = 1.0,
E‘. then our formula from Bayes theorem becomes
¢
N - 6(8)%(1 - 8)
n fOIX,=10)= : |
n 6fg (8)%(1 - 8) d6 )
where the denominator is (6)(Beta(3,2)) density function which also equals 6(1 12),

I »

~: and we have
s (01X, = 1.0) = 120)(1 - 6). (eqn 6.9)
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Figure 6.2 Beta(2.2) Case - A Prior1 and A Posteriori Distributions.
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The effect that Baves Theorem has on the a priori distribution can be seen in Figure b,
6.2 where all three (one a priori and two a posteriori) distributions for the Beta(2.2) 4
! case are plotted. 5
’ A
I. Beta (2.2) Case Decision Rule with X | "
The decision, after observation of ‘Xn = 0, is to choose alternative P if :

. fg:8-20—a)12(8)(1-6)° 4B > fg (B+bB-1112811-6)° 46 . N
N and the dzcision rule reduces to selecting P if ! j
h" [
. a>2b3-53, feqn 6.10)

) h
, .
or Pn if ::

L] N

Fa

) a<2b3-53. (eqn 6.11) "
3 a
_' This result can be seen by comparing the value of the integral on the left to the one on j;

the right. where the integral on the left is

[ ]

o 1201-a)fg (812(1-8)° ¢8 ~ 12afg (8)(1-8)* d6 . 4
‘o
,\ ) ‘
N )
. and the two terms reduce to ik

X b
) 12(1-a){C(3)[(3) T(6)} + 12a{F()[(3) T(5)). A

s 7
; which equals e

d Jas+ 25 by
" N
g . . N
: The integral on the right becomes N

12(1+b){g (8)7(1-61* d6 - 12fg (B)(1-6)? d8, -
‘
¢ :

u -
. 42 ~
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vielding

RO+ T3 T6) - 12i0(0(3) T(5),

which equals

t2
o
n
]
s
N

and the two values reduce to the decision rules of Equations 6.10 and 6.11 to chcose

P.ifa>2b3-530rPifa<2b3-33

2. Beta (2,2) Case Decision Rule with Xn = 1.0

The decision after observation of X, = 1.0 is to choose alternative P_ if
fg (8(1-2)=2)126)%(1-8) d® > [g (B(1+b) - 1)12(6)%(1-0) d6
and the decision rule reduces to selecting P if
a>13b2-52, feqn 6.12)
or Py if
a<32-52. feqn 6.13)

This result can be seen by comparing the value of the integral on the left to the one on

the right. where the integral on the left becomes
12(1-a){g (8)%(1-8) 48 + 12afq (8)7(1-8) d6.

which reduces to

R1-afiar)y ey = Ral )y resy,
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which equals

The integral on the right becomes

1201+ b1fg 0:°(1-0) 4B - 12fg (8,7(1-0) d.
giving
121+ b F(HF2) T(6)] - 12(M(3HI(2) TS,

which equais

3bS-

[ £V

5.

These two values reduce to the decision rules, for the Beta(2,2) case and X = I, of

Eguzuons 6.12 and 6.13 to choose P ifa > 3b2-520r Ppifa < 3b2.52

C. DECISION RULES USING A BETA (¢ = 1/2, § = 1/2) A PRIORI
DISTRIBLUTION

So tur. .n the conunuous cases, an equally likely a priori probability distribution
fumiferm) and a svmmetric dome-shaped a priori probability distribution centered at 9
= 30 «Beta 2.2) have becn considered. What if the prctagonist feels that the
antegonist s an extrenust tvpe of thinker. in the sense that he has just as high a
nrobabiiity of acting peacefully as he dees of acting aggressively and a low probability
of un even spiit between the two? This wculd be the case 1f most of the probability
were weighted at the values of ® = D and @ = + 1.0 with a very low probability of 0
= 5. The essence cf this tvpe of thinking could be captured with another Beta
gistripution with @ = P < 1. This is a U-shaped probability density function centered

again @t B = 30, but with most of the probability weighted at the extreme values of 8.
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Here we will use a Beta function witha = B = |

of a Beta (1 2,1 2) distribution has the form:

2

£0) = (1m®t 2002,
where T(D) T(1 2I(12) = 1 (yrym).
When this conjectured a priori probability distribution is used in Baves theorem we get:

(100! 2 (1-071 2 (8 (1-9)i°}
£0 X, =)=

fo (1 mi@y ! 2 (1812 (0) (1-0)! a0

If the observation of X = 0, then, after cancelling the common factor of 1 . the a
posteriori distribution becomes

(8! Xn = () = .
fg 8! 2 1-0)! 2 a0
where the denominator is
il 232y B,
which equals
m bl
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The a posteriori distribution for X, = 0 becomes
F(O]X, = 2merl2 .2, (eqn 6.14)
| 10 2.0
| - .
i 2(a) 12~ a)'/ 2
‘ ol N 3(9)"2(1 e"’z—) 5 |
|
| ‘\\n’ @y 1201-ay V%‘//’
: AN l 1.0

7(B) \\‘ /t/

A

’ 7 “\ 0.5
X \L e

|
|
| 6,/( )
|
|

231 501 _75| 1.0

@ 0 " "

Figure 6.3 Beta (1.2, 1 2 Case - A Pricri and A Posteriori Distributions.

In the instance where the observaticn vields X, = 1.0, Baves formula gives

(L gl 2 .evt :

_‘9 (1m0t - 1800 740

and alter cancelling the common factor ¢! | = the a posterwors distribution becomes

N
9! =8
f8.X,=10) =
. S 10
g &= ert-ce
46
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where the denonunator is

(3 I(2)

r2)

or

The a posteriori distribution for X, = 1 becomes
F(O1X, = 1.0) = 2@ 2(1-8)12. (eqn 6.15)

The effect that Bayes Theorem has on the a priori distribution can be seen in Figure

6.3 where all three (one a priori and two a posteriort) distributions are plotted.

1. Beta (1/2.1/2) Case Decision Rule with Xp=0

The Jecision after the observation of X = 0 is to choose alternative P if
2 mfgiBul-a+a i@yt 21-0)! 2y 48 > (2.m)fg8(1+b)-1){(8) ! 2(1-8)! 2 e,
which simplifies to choosing P if
a>>bl3-33, {eqn 6.16)
or Py if
a<bi-J3. (eqn 6.17)
This result can be seen by noting that the integral on the left is

2l-a g 8! 21-80] 200 - 2anfg 0l 2 (1.8)! 2 a6,
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Rl-aym] [TE TS D T} + 2a =) (T 2F3 2 T2y,
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ar
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Jad + 14

{ The integral on the right in our original expression is

STl

1
P

giving
20+ m] (G 203 2y TGy - (2 7] (T 2)(3:2) T(2)],
or

bd4-34

"v":{‘."'-{'i"v’ L _"!. { P

-

These two values reduce to the decision rules of Equations 6.16 and 6.17 to choose

e n

afternative P ifa>b3-430r Ph ifa<bi3l-d43.

ORI

NS

2. Beta (1/2.1/2) Decision Rule with X, 1.0

The decision after observation of.‘(r,l = 1.0 1s to choose alternative PC if

1
v
Dhdad
.

.,

C S C
ae

v
T AN

2 rifg B~ (8 2181 7 el > (2 mify (81 -1 (&) H1-6 2 e

LT S

which simplifies to choosing P if

.
A
1 . _* .

¢

a > 3b-2, (eqn 6.1%)
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a < 3ib-2 (egn 6.1

This resuit can be seen bv comparing the value of the integral on the left to the onc on

the right, where the integral on the left s
(2(1-aymifg 07 < (1871 2 a0 - Camfg @l (18! 20,
which evaluates to
2iet-ar s LGS0 2y TEGY = 22an} (TG00 2y Ty,
vielding
ad + 14
The :ntegral on the right in our original expression above 1s
i1=b.mfg 07 7i1-071 248 - 2 mfg el 218! 2 a8,
which rediuces 1o
Rit=-byrm (CE 2T 2y -2 e (TG A 2y .
vielding
3bd-1 4
These two values result in the decision rules of Equations 6.18 and 6.19 to choose Pt
a > 53b-2orPyifa <3b-2
Depending on his subjecuve feel for the antagonists intentions, or any

historical Jduta that provide a reascnable fit. the decision maker could choose of cne of

the three continuous a prior: propamility distributions presented in this chapter. The a
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priori distribution. selected and the subsequent behavior observed will determine which

decision rule he will follow. A summary of the results of this chapter are presented in
Appendix A. In Chapter VII we xill show some specific examples for the cases

presented here and in Chapter V. Chapter VIIT will contain concluding remarks.
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VII. SPECIFIC EXAMPLES

[n this chaprer we will look at specific examples of the conjectured ua priori

rrobabiiny Jsinibutions discussed in Chapters Voand VIL There will be four cases for
e w oreerl probabiiity distributions sene Jiscrete and three continuousy with eizht
examiples. The discrete case will use four proposed vaiues of 8, We will see how the
senavier ohserved, through the use of Bares Theorem. effects the aiternatinve which
manimizes the expected utility value. The three continuous case exampies show hew
an observauon of each wvpe of behavior effects the Jecision rule used and ulumate

e aiternative (Poor Py
Syilowing preference crdering of:

y chosen. The examples used in this chapter will assume the

Vi PC"‘\C) >\ Ph.;\c) > Vy Ph‘\h) > Vi PC".\H)

.

- 10 > b > -10 > a.
We aiso assume in this chapter that the uulity values chosen fora = - 2.0 and for
b =-03%

A. DISCRETE CASE WITH AGGRESSIVE BEHAVIOR OBSERVED

We consider the instance of the followng a priori probability distribution:

Pri@ = 9 10) = (1 8) = 115
Pri@ = 34)=(13d) =25
Pr@ =143d)=1«4 =23
Pri@ = 1 10y = 3%y = 373
N\ow. we suppose that the protigonist coserves aggressive behavior (N, = (1 on the

pars ol the untagonist. Baves Theorem g

ves us for ecach of the '\omt‘ln values of Or

kel

Pri@= 910 X =0
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equals

HLTONLS)Y (L 10%LE SHy=(L 3l =3I D=9 103 H = (1 48) = 02,

Simiariy,

Lyt 4 ’
Pri@= 34 Xn=0) = = (548) = .10
(48 SO
and
(3L
Pri@= 14 X, =0) = ————— = (15 48) = 31,
{48 S0y
and

(91043 $)
PY(O= 1 10 ano,) = ——— = (2" 48)
(48 SOy

I
th
o

LF AN

*

The course of action to choose in accordance with 5.2 is the maximum of

-
= .
"

|
<

Voal-6,)Pro =

Il
D

V. (b8_- 1) Pri@® X, = 1),

o the maximum of

20N IO A8 = (T S 48 = (3 (1S 48+ (9 10){23 48y} = -1.52
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which equals - 1.12. The protagonist in this case would choose Py, since -1.533 ¢ less

than -1.12

B. DISCRETE CASE WITH PEACEFUL BEHAVIOR OBSERVED

This section uses the same conjectured probability distribution and uzility values
shown inothe beginning of this chapter except with an observation of peaceiul
Sehavicr. (N = L.0). Baves Theorem gives us for each of the possible values of Or

ol

Pri@= 9 10 'X,=1.0)
equals
SS9 10y, L D SHS I = (1 du 2 D=1 i H+i3 8l 10y = (932 = 28,
Stinulariv,
(L33 9

Pr@= 34 X, =10) = = (1532 = 47
2 30)

[P

dle
(L anl
Pri@= 14 Xp=10) = ——— = (332) = 16,
NI
1

Pr@= 1 10 X =1 = — = {332 = 0,
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We look for the maximum of
(-2.00{(1 10OX9. 32) + (L' A)IS 32+ (3 IS 3N+ (910)3 32)) = -.70
or

(=506 100-13(9 32) + [(-.5)(3 D-1H1S5 32)+ (=301 4)-13(S 3+ {(-.501 10)-11(3 32) =

- 1.33.
iven the above proposed a priori probability distribution and an observation of

G
Xy, = + 10, the protagonist would choose alternative P, since -.70 is greater than
-1

P
LJD.

C. UNIFORM CASE WITH AGGRESSIVE BEHAVIOR OBSERVED
In the uniform case if the protagonist observes aggressive behavior then the
decision rule (Equation 6.4) is to choose P if

a>(12)b-(32)

Since @ = - 2.0 and b = - .30, the the protagonist would choose Ph'

D. UNIFORM CASE WITH PEACEFUL BEHAVIOR OBSERVED

The uniform case with an observation of peaceful behavior (X, = 1.0) uses the

n
decision rule derived in Chapter VI (Equation 6.6). This equation states to choose P il

a>2-3

The protagonist would choose P as his choice of action.
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E.  BETA (2.2) CASE WITH AGGRESSIVE BEHAVIOR OBSERVED

In the case of a Beta (2.2) as the proposed a priori probability distribution and

2
s

P
%, 5,

2

an observation of aggressive behavior (N, = 0) the decision rule (Eguation 6.10) is 10

.

choose PC i

‘@

=

w
v
t
[
=
'
o
(9]
w_X_»
5 5
P s

~

»)

The pretagonist would {ind that he is indifferent between alternauves P . and Pu..
E C h

PR
“%..
X

LA
.I

t
h]

F.  BETA (2.2) CASE WITH PEACEFUL BEHAVIOR OBSERVED
In the Berta (2.2) case with an observation of peaceful behavior the decision rule

tEquation 6.121 is o choose P if

2 L
2200 @

N

1)
A
[
o
1]
—
(1)
to
@2
R

i

0
a
o &

<

[n this case, substtuting in the values for z and 6 will lead the protagonist to select P

~ . e
Pl
<,

A
2L
2 b

e

)
L
R

G. BETA(1/2.1/2) CASE WITH AGGRESSIVE BEHAVIOR OBSERVED

A Beta (1 2.1 2y with X, = 0 as the observation vieids Eguation ¢.16 as the
n 3 4

'
e Sl
.

g rl
a &+

' SN

dectsion rute. This decision rule states 1o choose PC if

A

a > (| 3b-(3 3

ieading the protagenist to select Py as his course of action.

* I g "
® }faf,. N e v

e,

H. BETA (1/2,1/2) CASE WITH PEACEFUL BEHAVIOR OBSERVED

Using a Beta (1 2.1 2) as the proposed a priori probability distribution. with an

Ta, A A AL,
e

ooservation of X, = 1.0, gives us the Jecisicn rule of Equation 6.18. The values of

and ~.oand the rule,
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‘ lead the protagonist to select alternative P .

PO

The reader is reminded that while these specific examples appear to be definitive
in their conclusions as to which course of action a protagonist should select, thev are

hased on subjective assertions or historic data as to which probability distribution best .

LT TRy

o N - ¥

describes the proportion of actions, by the antagonist. that are peaceful. These

Jecrston ruies are onlv as good as the distributions thev are based on. .
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VII. SUMMARY AND SUGGESTIONS FOR FURTHER STUDY

This thesis has preposed a simple 2 x 2 decision under risk matrix as a modei for
decision making in an uncertain environment. This matrix is referred to as « conllict
sruation matnx. The 2 x 2 mawnx Jdesign uses the two columns as two unknown stiates
of nature and the two rows as the decision alternatives for a protagonist. [he random
states of nature are interpreted as bdeing either the occurrence or non-occurrence of

peaceful tehavior on the part of an antagonist. The probability of occurrence of either

state of nature 1s esumated through the use of Baves Theorem.

Uulity values, rated on an interval scale. are assigned to the four cells of the
matrix. These utilicv values are used as pavofls in the conflict situation matrix. The
estimated probabilities of occurrence of peaceful behavior of the antagonist are used to
Javelop a Bavesian decision rule to maximize expected utility value for the protagonist.
The Bavesian decision rules used are relative to the a posreriori probability disinbutions
whereas the initial a priord probability distribution estimates are subjective or based on
histeric data. The Bavesian decision rules developed use discrete and continuous a
priori prevability distributions. The decision rule for the discrete case is to chooxe the

alternative PC or Ph that maximizes

S LiPOPr® =8 (X, =i

where © = corhandr = 1.2.... This decision rule and its continuous case analogue
savs 1o <elect the aiternative that maximizes expected utiity relative to the a posterior!
Bavesian eszimates.  The three conunuous case a priori probabihty  distributions

i

considered are the uniform, the Beta ¢2.2) and the Beta (1 2,1 2). The gereral form of

1

she Jooision rule for these cases is 1o sel

(27

¢t the alternauve PC or Ph that maxirmezes
fE.PB8, T8 X =1i)d6,
J

noand Or is the uvontiucus w priori probabiiity distribution heing
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The model proposed here provides reasonable decision rules that are nor counter-
intuitive. The 1dea of categorizing all protagonist and antagonist behaviors (or actions)
as either peaceful or aggressive when incorporated with the Bavesian decision rules
work well, and make for a usable. easilv understcod model. This model and s

decision rules may aise provide a building block for larger models. An area that could

o)

rovide room for expansion might include a larger conflict situation matrix. [f we

aliowed the protagonist and the antagenist additional alternatives, (e.g., no actien
taken, as suggesied n in the fifth chapter). then we would open up the possibility for
4N N X m o conilict sittation matnx.

Another addiucnal feature that wasn't considered here would be to let the
dectsion maker rate ail the outcomes in the matrix on an interval scale. This would
surelv atfect the Jecision ruies with the addition of two more variables and would allow
ail combinations of preference patterns to be considered.

Variance arguments tor the a priori Beta probability functions, with @ equal to f,

ould ulso be incorperated. The mean of these density functions is .50 as u = a a+p.
1.

@]

he vuriunce of a Be:a distribution is given by 6° = af (a + [3)2 (@ = B =1 This
fact could be used for the @ = B > 1.0 case, that increasing the values of a and P,
while maintaining their equality, decreases the variance of the parameter and leaves the
nean unchanged. This causes the distribution 0 weight more and more probability
azbout the mean and less and less at the extremes. This characterisuc of the Beta
function cculd be exploited to retlect a degree of confidence by the decision maker in
his a priors assumption of a Beta disturibution with @ = B > [ Inthea = § < 1.0
case we would have. as @ = B = + 1.0, the 6 = 0, and this could also be used to
lect the decision makers confidence in his a priori assumpticn of a Beta distribution
with o = < 1.0. This particular characteristic of Beta distributions with @ = P
<ould provide an area for further study. Other coatinuous a fprior: probability
distributions, and particularly non-svmmetric Beta distributions (a=zf). should alse

~rovide Interesting turther research.

[he purpose of this model i1s to unwivze the probable future consequerces of

Jdeetsicn choices. The decision criteria used in the model proposed s highest expected
aunty vawe. It 15 conceded that a simple model, such as this, and its w‘:\: sted
decivion oriteria cannot capture ail the ramulications and consequences of il
deaisions that befall a deaisien maker at the natonal level. Whie 1t mayv be true that

models cannct subsutute for realiy and analvsis cannot substitute for dewsien
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makers”, [Ref. 13] 1t 15 hoped that this parsimonious, quantitative model will

AN T e

nprovide an unbiased, objecuve mput into the deciston making process.
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APPENDIX A
SUMDMARY OF RESULTS FOR CONTINUOUS CASES

RESULTS WITH
UNIFORM A PRIORI

A PRIOR! PROBABILITY DISTRIBUTION

£18) = 1
0 : .
' A POSTERIORI for action X, = i
!
Ny = Q | Xy =1
(aggressive) (peaceful)
2-20 20
. Choose P, if
a>12-32 a>>2b-3
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RESULTS WITH
BETA (2.2) A PRIORI
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£i8) = (4 L2010 Y
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A POSTERIORI for action X, =i

1
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RESULTS WITH
BETA (1/2,1/2) A PRIOR! ;
3
2
A PRIORI PROBABILITY DISTRIBUTION : ;"
80 = [y T2y e 2 (6)'1 21-0yL ° ;
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