A NEN BLOCK SOLVE! FOR LARGE FULL UNSYMMETRIC COMPLEX i1
SVSTE S OF LINE RLGEBDRIC EOURTIONS(U) DRVID ‘NWLM
RESERRCH CEUTER A SCHROEDER
UNCLARSSIFIED DTRC 88/08

NL




- |||" 10 &1 iz

N2 “m 22 .
e "m 1.

o

rrr

“
[

e ME=

ol =)

=" |

2 2 I je

0 MICROCOPY RESOLUTION TEST CHART
.lq ! NAT ONAL BUREAU OF STANDARDS - 1961 -

N

o4 v L) L] L L o L v o o o ] o L L) L ]
. . .

B T R L A I A I R W oy L L AT IANAN AR I S A v, T A M e '
A AR R RRE "‘ﬂﬁﬁ? e
“af, ‘ , b < < n ® '~ X

R A A L TRN O N

L) Ua) IO
"..'.‘.6...l...l.'.e.'.'...t"..."n"‘}"‘.".!“.‘n.".



David Taylor Research Center =~ ‘
Bethesda. MD 200R4-50NN m . it“..;.. (S

AD-A190 5380

DTRC-88/003 February 1988

Computation, Mathematics and Logistics Department
Research and Development Report

A New Block Solver for Large,
Full, Unsymmetric, Complex Systems

of Linear Algebraic Equations
by
Erwin A. Schroeder

w
C
o
©
32
o
w
=0
S o
%
5o
© <
- =
5 5
35 D «
’ o - .
> = ) |
= O m Ty b~
3 2 fo0 WL ECTE
\
o w ke J (:_?58 b
E > ;{.‘::\ ) ke
2 % LS O
Za I
< CE) REPR
n O
P
S 2
® D
© £
Q€
E g Approved for public release; distribution is unlimited




'.;r MAJOR DTRC TECHNICAL COMPONENTS

ol
v
L~
;'-‘n CODE 011 DIRECTOR OF TECHNOLOGY, PLANS AND ASSESSMENT
-~ 12 SHIP SYSTEMS INTEGRATION DEPARTMENT
-
:.:j 14 SHIP ELECTROMAGNETIC SIGNATURES DEPARTMENT
o
:: 15 SHIP HYDROMECHANICS DEPARTMENT
- 16 AVIATION DEPARTMENT
"
;.._j 17 SHIP STRUCTURES AND PROTECTION DEPARTMENT
~
:ﬁ 18 COMPUTATION, MATHEMATICS & LOGISTICS DEPARTMENT
® 19 SHIP ACOUSTICS DEPARTMENT
/":
_r?, 27 PROPULSION AND AUXILIARY SYSTEMS DEPARTMENT
;; 28 SHIP MATERIALS ENGINEERING DEPARTMENT
{ ]
-]
-
B
o
K
™)
Ve
-‘1‘”‘
o
o
&
°
‘ol
ti DTRC ISSUES THREE TYPES OF REPORTS:
:‘ 1. DTRC reports, a formal series, contain information of permanent technical value.
f") They carry a consecutive numerical (dentification regardless of their classification or the
.‘f originating department.
K 2. Departmental reports, a semiformal series, contain information of a prelminary.
j" temporary, or proprietary nature or of limited interest or significance They carry a
,‘a: departmental alphanumerical identification
'o. fy 3. Technical memoranda, an informal series, contain technical documentation of
limited use and interest They are primarily working papers intended for internal use They
?—,‘- carry an identifying number which indicates their type and the numencal code of the
: originating department Any distribution outside DTRC must be approved by the head of
et the originating department on a case-by-case basis
o
L
' NOW DTHNSRDC 5602 10 Rey 1 8A

[ R




v

[ BN

UNCLASSIFIED

SECURITY CLASSIFICATION OF THIS PAGE

REPORT DOCUMENTATION PAGE

13 REPORT SECURITY CLASSIFICATION ib RESTRICTIVE MARKINGS
UNCLASSIFIED

2a SECURITY CLASSIFICATION AUTHORITY 3 DISTRIBUTION/ AVAILABLITY OF REPORT

75 DECLASSIFICATION / DOWNGRADING SCHEOULE Approved for public release;

distribution is unlimited.

4 PERFORMING ORGANIZATION REPORT NUMBER(S)

S MONITORING ORGANIZATION REPORT NUMBER(S)

DTRC-88/003

6a

NAME OF PERFORMING ORGANIZATION 6b OFFICE SYMBOL 7a NAME OF MONITORING QRGANIZATION
(If applicable)

David Taylor Research Center Code 1844

6¢

ADDRESS (Gity. State. and ZIP Code)

Bethesda, MD 20084-5000

b ADDRESS City. State. and ZIP Code}

Ra MAME OF FUNDING/SPONSORING 8b OFFICE SYMBOL 9 PROCUREM:NT INSTRUMENT (IDENTIFICATION NUMBER
QRGANIZATION (If applicable)
Be AODRINS (City State. and ZIP Code) 10 SOURCE OF FUNDING NUMBERS

PROGRAM PROJECT TASK WORK NI T
ELEMENT NO  {NO NO ACCESSION NO
63569N §1255001 DN178112

1"

1€ (nclude Secunty Classification)

A NEW BLOCK SOLVER FOR LARGE, FULL, UNSYMMETRIC, COMPLEX SYSTEMS OF LINEAR
ALGEBRAIC EQUATIONS

ty

BIRSONAL ALITHOR(S)
Schroeder, Erwin A.

"

a Pt OF REPORT 11b TIME COVERED 14 DATE OF REPORT (Year Month Day) ['5 PAGE COUNT
Final FROM TO 1988 February 29

'hOS.PPHENENTARY NOTATION

CNSAT (DES 18 SUBJIECT TERMS (Continue on reverse f necessary and dentify by biock number)

S S —

ceo [ eone 5,8 GROUP Linear Equations Block Solvers
Equation Solvers

4 -2

') A357RACT (Continue on reverse if necessary and «dentify by block number)

A new block solver, OCSOLVE, for large, full, unsymmetric systems of algebraic
equations with complex-valued coefficlents has been developed. Although OCSOLVE
was developed for use with the finite element program NASTRAN, it Is designed to
be easily adapted for other applications. This new solver was developed because
NASTRAN's solver was not designed to solve full, unsymmetric systems efficiently;
it reduced the time required to solve such a gystem of 500 equations with complex-
valued coefficients to about 5% of the time required by the equation solver in
NASTRAN. The solver is easlly modified to use double precision complex arithmetic
on computers on which 1t 1s available. With somewhat more effort it could be
modified to solve systems of equations having real-valued coefficients.

(Continued on reverse side)

s STR GO AVANLARYLTY OF ABSTRACT 21 ABSTRACT SECURITY € AN St ATION
(] e asseennnemren B same as aer O oric USERS UINCLASSTFIEDN
Yoa SAME OF RESPONSEBLE NODWIDAL 20h TELEPWONE (Include Area Code) | o0 ik CF S MR
Erwin A. Schroeder (202) 227-1645 Code 1844
DD FORM 1473, 33 an A3 APR pditinn may he Lied urt Lexrausted HC R Y AN AT S Ty PACE
Al gther edit Ors are G 'ete UNCLASSIFIED

B AP » IR
)
.,'-,p,lvl-.l.n'.‘,“l.l..l-

O a0l

L) » " - .t P AN e et A TR e R M . - - .
P ) e N ) o ALY e W W ‘ W ‘- 9 I T 1- Cal FaN
L "- "'l‘»'l‘!'i (54} -"‘.'-".l ..0.2'0.. ) !" ) NN .'4 P’ & q.. l.o . X '\‘ NHK ~ “‘-‘ e L - W'

Iy

P
I

L

A4 tw s

row v e e s

L ]
-

“ ¢ vY T ¥} .

e s 2 a8 = o

SIS

LI PN SR N

L )
[



atxw L

Clald i A

UNCLASSIFIED

SECURITY CLASSIFICATION OF THIS PAGE

(Block 19 Continued)

Several features distinguish this linear equation solver from previous solvers. It
automatically determines the dimensions of the blocks of coefficients and blocks of
right-hand side vectors and avoids the need for adding extra equations by providing for
blocks of more than one size. It accepts columns of the coefficient matrix and columns
of the right-hand side vectors from a sequential file and returns the columns of solution
vectors on a sequential file. The program OCSOLVE will solve with one call, a linear
system having multiple right-hand sides. It will solve a system of linear equations 1if
a specified minimum number of words are provided for storing the blocks; however, the
more memory provided, and hence the larger the blocks, the more efficient the solution
will be.

UNCLASSIFIED

SECU) e LA, e St




RO, A
|'|
B .'.
:v."o
oY
b .
ShN
"‘" ABSTRACT
N A new block solver, OCSOLVE, for large, full, unsymmetric
N systems of algebraic equations with complex-valued coefficients has
:-' been developed. Although OCSOLVE was developed for use with the
:: finite element program NASTRAN, it is designed to be easily adapted
By for other applications. This new solver was developed because
"' NASTRAN's solver was not designed to solve full, unsymmetric
-.,.; systems efficiently; it reduced the time required to solve such a system
;.'q: of 500 equations with complex-valued coeflicients to about 5% of the
u':'. - time required by the equation solver in NASTRAN. The solver is
s:l easilly modified to use double precision complex arithmetic on
0:,:: computers on which it is avallable. With somewhat more effort it
v could be modified to solve systems of equations having real-valued
s coefhcients.
: Several features distinguish this lincar equation solver from
Y previous solvers. It automatically determines the dimensions of the
g blocks of coeflicients and blocks of right-hand side vectors and avoids
R i the need for adding extra equations by providing for blocks of more
than one size. It accepts columns of the coeflicient matrix and
. columns of the right-hand side vectors from a sequential file and
) returns the columns of solution vectors on a sequential file. The
s program OCSOLVE will solve with one call, a linear system having
] . . N . . .
W multiple right-hand sides. It will solve a system of linear equations if
X 3 a specified minimum number of words are provided for storing the
,“l blocks; however, the more memory provided, and henee the larger the
‘. blocks, the more efficient the solution will be. -
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- Center’s CDC Cyber 176 and Cray X-MP. Also the system must be solved for many right-hand sides. To
LS
* .
. satis{y the requirements of NASHUA, an out-of-core equation solver has been written that can solve this type
.
e of linear system. This solver is designed to solve a system of equations produced by another program (in this
72
b - . A . . . . .
" case NASTRAN) that writes the coefficients and right-hand side vectors on a sequential file and requires the
AT
) X . . . . .
Tt solution vectors to be returned on a sequential file. The program is written in standard FORTRAN 77 to
S. aye . . . . . ..
N facilitate 1ts use on different computers. Although the program is written for single precision complex
A
<
"aj coefficients, it is easily modified to use double precision complex arithmetic with computers for which this
e arithmetic is availlable. Also, but with somewhat more effort, the program could be modified to solve systems
)- -‘
~ . . . . . . .
:-_' of equations having real-valued coefficients. When blocks of the coefficient matrix and of the right-hand side
~
AL
"’ vectors are in central memory, they are stored in arrays in blank COMMON. For single precision complex
A,
L] arithmetic, the minimum memory required in blank COMMON for these blocks is twice the length of one
'-:‘: column of the coeflicient matrix plus 150 words. Of course, the larger the number of equations and the
.'_-“
o smaller the number of words of memory provided for storing the blocks, the greater the cost of the solution.
(! These systems of equations can be solved using subroutines provided in NASTRAN. However, since it
A “
e . . .
- 15 unusual to encounter large, full, unsymmetric systems in finite element structural analyses, the procedures
o
’ - . 2L . . .
N incorporated 1 NASTRAN have not been optimized to the extent that have the more commonly used
LA
.. cquation ~olvers and consequently the solution is very slow. For this application, the program OCSOLVE
o9 | . | |
% reduced the time to solve a full, unsymmetric, complex system of order 500 to about 5¢¢ of the time required
S0
B o by the vquation solver imeluded in NASTRAN.
‘, This report documents the out-of-core block solver programn OCSOLVE developed by the Applied
SO
-
K '-: Mathematies Division ot DTRC 1o solve Targe Lincar systems AN B, where A s a full unsy et matnix
i
L)
"' ) of complex cocthicrents, Bis a matnix of one or more nght-hand side vectors, and Nos the matoy of unknown
) »
®. vectors  This program sobves a svstem of hnear equations by partitionig the matnx of cocthrents and the
v }’
Nf ety of eht-hand cnde vectors into submatriees called bloeks  The blocks are stored modivect access files
R &,'
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possible for the memory awaila.ble.3 Therefore, 1t is desirable that the solver automatically determine block
sizes, read the data from a sequential file, store it in blocked configuration, and after solving the equations
return the solution vectors in a sequential file.

CantinB and Hofmeister? have developed block solvers for large systems of linear equations. Cantin’s
solver is designed for large. symmetric, banded systems: Hofmeister’s solver is designed for large.
unsymmetric, full systems. Each will solve a system of equations for one right-hand side vector at a time.
These programs require that the matrices have already been stored in block configuration and that all the
blocks are of equal size. To satisfy these requirements, the user must organize the data in block contiguration
and, if the number of rows of blocks does not divide the order of the system, must add eguations to fill out
the last row and column of blocks. Care is needed In reorganizing sequential data into block configuration to
avoid excessive calls o disk storage, for although one access to disk storage is faurly quick, many calls will add
significanty to the time required for solving the equations. It all blocks must be of equal size in the block
climinaton process, the number of equations added w the system will be no greater than the number of rows
of blocks used. Thus the penalty 1n tine o solve the equations 15 not too large 1if only a few rows of blocks
are used However, adding the extra equations requmires another stepoan the preparation of the system for
solution and requires some additonal tme i the ~olution of the ystem Providing for vapably sized blocks
ehimnate~s both disadvantage~ Cantin el Hofnes e foah use machme-dependent calls to aecess disk
storage  Although at s not ditheult o medily these vl TORTEAN 77 new provides standard procedures for
reading and writing o direcr aeces- hiles o I(IH_\—l Al developed o Block colhver espeanadly for o systems of
equations areanyg n appheation s o the 1 oanday antecoal cqaation e thod This s olver was desened for
svstems with barge blacks of zero entie o the coethioe it matin

;

The block elinnnation proec-~ a0k the pacaan OC~OLNE o centally that of Cantin™ as modhitied

by Hofmester Yo progeam npdeme ntnes the paoce - b b desnge e ok e it e o e warhs ot
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o It obtains the order of the system and the number of right-hand side vectors from a sequential file and
automatically determines a suitable blocking of the matrix of coefficients and the matrix of right-hand

side vectors.

o [t takes these matrices from the sequential file, and stores them in the block configuration required by

the block solver.

o It reorganizes the solution vectors from block configuration and writes them on a sequential file after

the system is solved.

o It does not require the blocks to have equal dimensions, so the order of the system c¢f equations being

solved need not be divisible by the number of rows of blocks.

The program OCSOLVE is designed to read data from sequential files with quite general format and
return the solution in a sequential file with an equally general format. To do this, the program calls five very
short subroutines that read a label, heading, or matrix column from the data file or write a heading or column
to the solution file. Appendix A shows an example of a set of these routies that can be used with <equential
files with a simple, fixed format and another set that can be used with sequential files with the NASTRAN
OUTPUT?2 or INPUTT? format. If the solver is to be used with a program that uses and produces <equential
files with another format, the user can easily modify these routines to accommodate that format.

To determine the size of the submatrix blocks, the program OCSOLVE uses the order of the hinear
system and the memory available for the blank COMMON arrays. The order of the linear system i~ obtained
from the data file. The user determines, according to the memory avallable 1o the particular application, the
number of words available for blank COMMON and supplies this number as a parameter in the FORTRAN
PARAMETER statement at the beginning of the program. The user also provides in this statement the name
of the file that contains the input data and the output solution veetors as well a= parameters that cupleen

single or double precision arithmetic and indicate the type of computer that 15 nsed

T S A AT AT A N AT 0 ot SO R A A A TN VO 2 N AN R R O
/ Y v Y LD R ot L L ~ X "II' i
) .o.‘l.ll.‘e .0“.0"."‘:“’- n'":’ [ULS AN o“'&‘ s 9 * {" ’ o 5‘ S UACANRMIN A L .' A L A b '0’..!. \ , 8, 0\..0. (LLOO0 Qi L




OUT-OF-CORE STRATEGY
In the out-of-core elimination strategy, the matrix of coefficients and the matrix of right-hand side
vectors are partitioned into blocks of submatrices, producing a matrix-like array of blocks. The block

elimination procedure is illustrated here for a system of four equations.

a1 312 313 Ay

X1 ky
a1 8g2 A3 Ay ||y, ko
Q31 Az32 33 A4 || X3 ks

Qg1 2 A3 gy

The coefhicients aij and the right-hand side terms ki are known, and the X, are to be determined. First the
solution of the system by the usual Gaussian elimination will be described, and then the block elimination
procedure will be shown to be the same procedure with matrix arithmetic replacing numeric arithmetic.

When this system is solved by Gaussian e]imination,G elementary row operations are used to transform

the system to an equivalent system in which all entries in the coefficient matrix below the main diagonal are

zero. For this example the equations are

byixy + braXe + bigxa + byyxg == Iy
booXy + bogXy + bogxy - hy
basXs + baex,y hy
bxy = hy.
The last equation can easily be solved for x, = b, hy. With x, known. the second last cquation can be

solved for x5 = bat (hy - bgyx,). Similarly, each of the remaining two equations s solved fo. the remmning
unknown values x, and x|, respectively. The elementary row operations use additton and multipheanaon of the
numbers 3 and ki,

FFor the block elimination procedure, the cocllicient matnix, the unknown veetor. and the nght-hiand

side vector are each partitioned to form two matrix equations with two vector unhnowns  The partition

produces a total of eight blocks of cocflicients, unknowns, and right-hand «ide values
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Elementary row operations, now using multiplication and addition of matrices, transform the system into the

equivalent system

Cir Ciz2f €13 Cua | h
| Xy 1
C2p Cozp C23 Coq ||y h.
———r——= ;Y = |5
0 0 | Ca3 Cagq X3 h3
X h

0 0 ll Cq3 C44 4

The lower two rows form a linear system of order two that can be solved by the usual Gaussian elimination
for x3 and x4. Substituting these values into the upper two rows produces another system of order two that
can be solved for x; and x,. In this example of a block solution, only systems of order two are solved and the
procedure can be organized so that at most four blocks are required in memory at one time. When not in
memory, the blocks are stored in direct access files. Even for this very small example, an in-core solution
would require that all eight blocks be stored in memory at one time. The blocks are assigned to records in
column order from the array of blocks. The matrix entries in each block are also stored i column order in
the block’s record in the direct access file.

The size of the blocks is determined by the order of the linear system, the number of richt-hand side
vectors, and the memory available. If the order of the matrix of coellicients is divisible by the nnmber of
blocks, the coeflicient blocks will all be square and have equal dimensions, otherwise all coetticient blocks
except those 1n the last row and column will be square and have equal dimensions. and the dimensions of the
blocks in the last row and column will be deereased so that the total number of rows and columns wn the hlock
configuration equals that of the original matnx of coetlicients In general the blocks of right-hand side vectors
will be rectimgular. The number of rows in a right-hand side bloek wil be the <ame as the number of rows

the coeflicient blocks i the same block row  The number o bamns o cach rghi-hand =ode Block s

o
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determined by the size of the problem and the memory available for storing blocks.

The block dim=nsions are computed using the following variable definitions:

NBRC is the number of rows and columns in a coefficient block.
NRHB is the number of columns in a right-hand side vector block.
NRHYV is the number of right-hand side vectors.

LBC is the number of complex numbers available in blank COMMON.

At times there will be in memory three coefficient blocks of dimension NBRC x NBRC, one right-hand side
block of dimension NBRC x NRHB, one column of working storage, and one column of pivots. The block of
right-hand side vectors and the two columns, each of length NBRC, constitute the fourth block. The first
estimate for NBRC follows from the possibility of four blocks in memory, and the condition that the fourth

block will be no larger than the first three.
4 x NBRC? = LBC

where LBC is the number of complex numbers that can be contained in blank COMMON. The number of
columns in a right-hand side block is determined by the conditions that (1) NRHB is at most NRHV, and (2)
the fourth block in the preceding estimate includes one column for pivot indices and one column for working

storage.
NRHB = min(NBRC-2,NRHV).

The program reads columns of the coeflicient and right-hand-side matrices into the fourth block while storing
the systemn in block configuration, therefore, this block must be at least Targe enough to contun one column

of length NMRC. Thus, the number of columns in the fourth block is

NMRC+NBRC 1
NBRC

NBK4 -+ max(NRHV +2, ).

Then the equation

3(NBRC)Z  BBK4xNBRC  LBC

s solved to determine the number of rows and colaomns i o coellicient bloel,




After the sizes of the blocks have been computed, the system of equations is stored in block
configuration on direct access files. Then the blocked system of equations is solved by Gaussian elimination.

The block elimination procedure follows the same steps as conventional Gaussian elimination for linear

\
'

equations.

ARRANGEMENT OF THE PROGRAM OCSOLVE
The program OCSOLVE consists of three principal subroutines, three secondary subroutines, and

several user-provided subroutines. The principal subroutines are

o STORAB. which reads the matrix of coefficients and the matrix of right-hand side vectors and stores

them in block configuration;
o« BLKSLYV, which performs the block elimination process; and
o UNPACK. which retrieves the solution vectors from the block configuration and writes them on a
sequential dile.
The secondary subroutines are
o SOLVEC, which solves a linear system of equations with complex coeflicients;
o MULT. which maltiplies two matrices; and

o BLKSIZ, which computes the sizes of the submatrix blocks.
The remaining user-provided subrouwtines read and write the data files (see Appendix A)

USER-PROVIDED PARAMIETERS AND SUBROUTINES
To determine the size of the blocks, in addition to the sizes of the matrices of cortherents and riche-
hand side vectors, the program OCSOLVE requires information on the memory avulable i blank € ONNON
Blank COMMON contins the arrays for the blocks and the column of pivots. and thus the w7 of Llank

CONMMON determines how Targe the blocks may be For several maclme-dependent parmeter . OCSOPVE

needs the type of computer being used The program al-o necds the Togioal e name aecened e thoe gt
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and output files. The following FORTRAN statement located at the beginning of the source code of the

program OCSOLVE provides this information:

e PARAMETER(MACHNR=m ,LGTHBC=n,DATFIL =‘name’,NPREC--i1)

The integer n is the length of blank COMMON in terms of real words; the length can be calcubated by
subtracting the number of words of memory occupied by all coding and variables from the otal tield
length.  (The variable LBC, which is the number of complex numbers 1 blank COMMON_ ~
computed from LGTHBC and depends on whether single or double precision complex numbers are

bemg used.) The integer m is a parameter, provided by the user, that indicates the tvpe of computer

used, and 1s given by
COMPUTER MACHNR
CRAY m =1
chC m 2
IBM m -
VAX m -
APOLLO m 5

The character string ‘name’ is the logical name of the file that contains the matrix of cocthicents and
the right-hand side vectors which are input to OCSOLVE, and the solution vectors which are output
from OCSOLVE. The integer i is set by the user to equal either T or 2 when tmplementing smale or
double precision anithmetic. (When changing from single to double precision. or hack, a few other

changes must be made; see Appendix I3}

The user-provided subrontines read from and write o the data and solution file. The progrn
OCSOLVE requores a minimum of data on the input data lile and requires the data to be ina presenbed order,
however, the file may contain more data and the specifie format may be varied, as long as the requirements of
this section are satisfied. The input data fide, FIDE 10 may begin wath o dabels following oy Tabed nonse b o
heading that spreties the number of rows and columns of the matnx of right-hand sude vectors Fallowine
tho~ fir-t heading are the records contaiming the columns of the right-hand side vectors, cach record continmine

at most one column Next s second headig that speeilies the number of row aed colunon. of the moanas
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v of coefficients (equal to the number of rows of the right-hand side vectors) followed by the columns of the
'g matrix of coefficients, again each record containing at most one column.

-l

j The data file is read by three user-provided subroutines. To design these subroutines, one must know
,L the format of the data file provided to OCSOLVE and that of the solution file to be returned. Appendix A
]

"'i gives examples of the user-provided subroutines designed for siraight-forward unformatted FORTRAN files
o
2 and for unformatted NASTRAN files. The subroutines must be designed to be consistent with the format of
]
: the data files and also must satisfy certain specifications to be consistent with OQCSOLVE. The subroutines and
N their specifications are

>

: ) » RDLBL, which rewinds the data file and then reads and discards any information between the
.

beginning of the file and the heading. If there is no information before the heading, this subroutine

must at least rewind FILE 4. The subroutine call is

S AT R

CALL RDLBL

The subroutine RDLBL must leave the pointer positioned so that the subroutine RDHDG can read the

el

heading.
"
- o RDHDG, which reads the heading preceding each of the matrices of right-hand side veotors and
hi . ~ . . . . .
"y coeflicients. On the first call, before the matrix of right-hand side vectors. it returns NR. the number
.
k™ of rows of a right-hand side vector, and NC_ the number of columns of nght-hand <ide vevwas Onp
) o _ . . o
P the second call, before the matrix of coclicients, it returns NI and NCU owhich have the came value
W and are equal to the number of rows and columns of the matrix of coeflicients. The subiontne eall s
d
! 4
: CALL RDHDG{NR,NC})
e
R The subroutine RDHD G must leave the poimnter positioned so that the <ubroutime R COL can el the -
B |
) first column of the matrix that follows
'
)0
! e RDCOL, which reads one matnx column from the data file The sabyoatine ol
L)
-
4 . : ‘
o CALL RDCOL(RIB2 NN
A}
A
L}
o
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where RB2 is the array into which the column is read and NMRC is the number of complex numbers
to be read. After each of these calls the pointer must be positioned so that the subroutine RD COL can
read the next column of the matrix. After the last column of right-hand side vectors has been read,
the pointer must be positioned so that the subroutine RDHDG can read the heading before the matrix

of coefficients.

After the system of equations has been solved, the program OCSOLVE produces a sequential file with
the results of the solution of the linear equations. This file contains a heading that may contain the number
of rows and columns of solution vectors, followed by the columns of solution vectors. Three subroutines
must be provided that are designed to produce the output file in the format desired by the user anc to
conform to the general specifications that follow. The subroutine WTHDG is called once, and then for each
solution vector the subroutine WTCOL 1is called once. After all the solution vectors have been written, the

subroutine WTEND is called once to allow the solution file to be closed and rewound.

« WTHDG, which writes a heading on the output file, FILE 4. The heading may include NR and NC as
defined above. If NR and NC are not needed by the program receiving the solution file, the heading
need not be written on the solution file, b a subroutine WTHDG which at least rewinds FILE 4 must

be provided. The subroutine call is

CALL WTHD G(NR,NC)

¢« WTCOL, which writes one matrix column to the output file. The subroutine call is
CALL WTCOL(AK.LSG2)

where AK is the array from which the column is written, and LSG2 s the number of complex numbers

to be written.

o WTEND, which writes an end-of-file mark and rewinds the output ile The subroutine call 1s

CALL WTEND
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DISCUSSION
The block solver OCSOLVE has been developed to solve large, full, unsymmetric systems of complex
linear equations. It has been used as an intermediate routine in an analysis in which it received data from'a
sequential NASTRAN output file and returned the solution in a sequential NASTRAN input file. Block

solvers have been developed previously, but the new features of this solver are:

o [t determines the dimensions of the blocks of coeflicients and right-hand side vectors.

L]
—_—
—

stores the coeflicient matrix and right-hand side vectors in blocked form.

.
=

avolds the need for extra equations by providing for blocks of different sizes.

*
—
-

solves with one call a linear system of any order having any number of right-hand sides.

o It stores data from a sequential file in the blocked configuration.

OCSOLVE reduced the elapsed time in a dedicated environment on the CDC Cyber 176 computer for the
solutton of a system of order 500 from the 41 wall clock minutes taken by the equation solver in NASTRAN,
which wis not optunized for full, complex, unsymmetric systems of equations, to approximately 2 minutes.

A linear equation solver s used in OCSOLVE to factor tire diagonal blocks and reduce the off-diagonal
blocks. This solver uses parual pivoting to reduce roundoff error and to avoid failure if a zero appears on the
diagonal; however, the search for the largest pivot 1s confined to the block in memory, and it is possible that,
for some columun, all pivot candidates in that block would be madequate. The block elimination process could
be modified 1o extend the pivot search to th