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Abstract

* The DoD Internet system consists of more than 20 constituent

networks interconnected through the use of standard gateways and a

standard set of Internet protocols. Constituent networks generally

* differ in transmission media and they may also be ixomptible in term

of packet size, address format, speed, delay, and reliability.

Under the current implementation of the DoD Internet, a gateway's

response to congestion is to discard datagrams. Discarding datagrams

increases message delay and wastes network resources. Several

congestion control methods have been proposed to improve the performsn>e

* of the Internet. This study looked at two; Nagle's Fair queueing and

Zhang's Metered queueing.

iNagle proposes to replace the single queue per outgoing channel

with multiple queues, one for each source with datagrams passing through

the gateway. Dtagraw are removed from these queues one at a time in a

round robin fashion. This procedure ensures each source is allotted a
fair share of the channel bandwidth. The study found, through

simulation, that this method insulated well behaved host from the

presence of a badly behaved host. Badly behaved host are in effect
C

punished through increased delay while well behaved host receive their

fair share of the network resources. This researcher recommends Nagle's

method be implemented for testing on the Internet.

viii



hang proposal is basically a feedback method of congestion

* control. This method allows a gateway to control the rate at which host

send datagrams through the gateway. This requires modification to the

IP modules in the hosts and gateways and modification to the Source

*Quench message. These modifications will allow the gateways to sense

traffic levels and to tell the host what rate to transmit at and for how

long. However, Zhn did not define two parameters which are critical

*to the performance of her method. Both of these parameters depend on

the Internet traffic profile which is not known at the present. Because

these parameters are not defined, this study could not simulate the

*b performance of Zhang's method. However, this researcher does recommend

Zhang's method for future study.

ix
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I. Introduction

During the late 1960's, the Department of Defense, through the

Defense Advanced Research Projects Agency (DARPA), sponsored the

* development of an experimental, packet switched cumputer network. This

network, the Advanced Research Projects Agency Network (ARPANET), first

became operational in 1969. By 1975, the ARPANET had developed to the

point it had become an operationl network. In 1975, control of the

ARPANET was transferred from DARPA to the Defense Commications Agency

(DCA).

The ARPANET was the first major network to be developed using

packet switched technology (4:307). With the success of the ARPANET, a

number of other networks were soon developed in both the military and

private sectors. Some of these packet networks are terrestrial based

system like the ARPANET while others involve a variety of tr ssion

media, such as satellite, local area networks, and mobile packet radio

(4:307). Each of these systems was developed to meet a specific

requirement; therefore, besides differing in transmission media, the

networks may also be incompatible in terms of packet size, address

k



format, speed, delay, and reliability (27:113). However, as different

* as these networks may be, they must interoperate, especially the

military networks (4:309). The DARPA research coinity recognized the

need for diverse packet switched networks to interoperate and as a

result, the DARPA Internet system has evolved over the last 10 to 12

years.

The DARPA Internet system is one of the original intercoimected

groups of networks (27:111). The Internet consists of more than 20

constituent networks interconnected in a general distributed fashion

through the use of standard gateway and a standard set of Internet

protocols (4:309;27:113). Figure 1 illustrates this concept.

& E AnetEw or

0 Local am network

e Packet radio network

<> Commercial network

Satellite network

0 Gateway

Figure 1. Internet Concept (29:450)
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Under the current DoD Internet architecture, a gateway's response

to overload conditions is to discard packets and send a source quench

message to the host that was the source of the discarded packets. Hosts

receiving the source quench messages are expected to use aome reasonable

t @scheme to reduce the traffic they send. However, there are several

reasons the source quench mechanism is ineffective for congestion

control. For example, the host receiving the source quench message my

qnot be the root cause of the congestion problem. Furthermore, the

appropriate response of a host receiving the source quench message has

never been fully defined nor standardized.

0 Researchers from the Internet Research ommunity have recently

proposed two new methods for controlling congestion in the Internet.

Nagle's Fair Queueing is the first of these methods. The objective of

#A Nagle's Fair Queueing algorithm is to ensure that, despite the presence

of badly-behaved hosts, well-behaved hosts receive their fair share of

channel bandwidth. That is, at a minium, a host should receive a share

of the channel bandwidth which is inversely proportional to the number

of hosts using the switch at that particular time (12:7).

Zhang's Metered Queueing method is the second proposed method.

This method is based on the assumption that a feedback congestion

control system is feasible in the Internet environment (31:3). Zhang

proposes to modify the existing source quench message so that it

provides specific control information to the host that receives it

(31:4).

3
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Problem and Objectives

0

The Defense Cozmniations Enineering Center, the principle

* engineering activity of the Defense Cou.mication Agency and sponsor of

this thesis, is faced with the problem of determining how to effectively

control the datagrem congestion in the Internet gateways. John Nagle

* and Lixia Zhang, two researchers from the Internet research commuity,

have proposed algorithms for controlling this congestion. The objective

of this thesis is to determine whether either of these two methods can

effectively control datagram congestion in the gateways. This

determination will be made by simulating the performance of each of the

two methods using a computer software model of the gateway's operational

characteristics and the Internet's traffic profile.

Scoe

This study is concerned only with congestion control in the

Internet gateways. Specifically, this study focuses on the current and
0

two proposed methods of controlling congestion on the Internet gateways.

e General Aproxch

This thesis begins with a study of the architecture and protocol of

the Internet system. Then, gateway traffic data is analyzed to

4



determine the characteristics of the traffic profile and the congestion

* problem. From this data, a model of the traffic profile is developed.

Next, Nangle' a Fair Queueing and Ming'a Metered Queueing algorithmi are

studied, modeled, and analyzed through siulation. Then, each of the

* two proposed algorithm is evaluated using the traffic profile model

developed from the traffic data. This evaluation is accomplished

through sinlation. Finally, this thesis diocuments the mdls andi

*techniques used during the evaluations and makes reo~min x ions an the

use of the proposed algorithmn in the DoD Internet system.

Seauence of Presentation

The Internet system is composed of a variety of networks

interconnected by gatA*Ays. Chapter 2 begins with a brief study of

these networks and the gatewys that inecomc them. Next, the

various protocols wh~ich govern the operation of the Internet are

5 examined. Finally, Chapter 2 presents a brief study of the Internet

traffic.

Chapter 3 looks at methods of controlling congestion andi begins

with the Internet's Source Quench method. Next, Nagle' a Fair Queueing

algorithm is examined. The chapter concludes with an analysis of

Zhang's Metered Queueing.

5
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Chapter 4 discusses the developient of the models used in the

* siilations. This chapter begins with a discussion the assumptions upon

which the models are based. Then, Chapter 4 presents the Traffic model

and the model for the Internet snystem.

* fThe results of the sim-zlaions conducted using these models are

anielyzed in Chapter 5. Conclusions and reommndations are presented in

Chapter 6.

6



II. The Internet Stem

This chapter presents the Internet system. The characteristics of

the different classes of networks which make up the Internet are

described. Then, the functions and operation of the gateways which

cornect these networks are discussed. The protocols that govern the

operation of the Internet system are examined next. Finally, the

characteristics of the Internet traffic are presented.

For the benefit of the reader who is not familiar with the concept

of internetworking, this chapter begins with a brief discussion of the

apoches to internetworking.

i: Internetworkina

The purpose of internetwor'ring is to allow hosts, connected to

different networks, to cinmicate. There are two different approaches

to interaownecting networks. Oe approach is connection-oriented and

o involves the interconnection of virtual circuits, while the other

provides connectionless (datagras service) between the networks.

C

X.75. The International Telegraph and Telephone Consultative

Comittee (CCITT) developed X.75 as its specification for the

interconnection of public data networks using its X.25 protocol. The

7
C



CCITT's X. 25 protocol provides virtual circuit service and is "perhaps

* the best known and mot widely used protocol standiard" for packet

switched netwrks (29:420).

The X.*75 interconnection takes place at the node level. Thusn, in

* addition to the packet switching nodes of a network, each network which

is to be interconnected has an additional device referred to as a

Si gnal ling Terminal (STEB) (Figure 2). The interface between STE s is

* specified by X.75 and is very similar to X.25 specification for the

interface between a host and a packet switching node (16:516).

ST D~ D~' ~ E ~ * %%,



*

The end result is a series of virtual circuits which span the

* networks separating the two hosts (Figure 3). Each individual virtual

circuit is bounded and controlled by the network it spans (16:517;

29:441). However, when these individual connections are linked together

* •by X.75, they appear to the two hosts as a single virtual circuit

between them (29:441).

IE-H W

*l..__.JL...L.... L.J t-_l
VC, VC2

FCA FC, FCC FCC FC

VC Virtual Cirtuit
PC- Flow Control

Figure 3. X.75 Tranomission Path (16:518)

Internet Protocol. The alternative to CCITr's virtual circuit

L4 approach is to provide datagzn service between the cariemted networks.

This is the approach the DoD's Internet Protocol (IP) takes. The

Defense Advanced Research Agency (DARPA) first developed IP in support

of the Internet Project sponsored by the DoD in the aid 1970s (4:307).

Since then, the DoD has standardized IP (29:441).

9
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IP differs from X.75 in two important ways.* First, since IP

* provides datagrami service, it muist rely on a coini transport layer

protocol to ensure reliable end-to-end service. A ccon transport

layer protocol in not necessary with X. 75 because it provides virtual

* circuit service between the connected hosts.

Second, IP interconnects networks at the host level using gateways,

whereas X.75 interconnected networks at the nods level. Gateways, under

the Internet architecture, are devices which appear as hosts on two or

more networks (Figure 4). These gateways mke it possible for IP to

interconnect networks with different access protocols, while X. 75

required the networks to implit X.25 (27:113).

L T

MN Figure 4. IP Interconnection (16:519)

10



These and additional differences in IP and X.75 are listed in Table

* I. Since IP architecture is fh amental to this research project, the

resaining sections of this chapter deal with its constituent networks,

gateways, and protocols in more detail.

* Table I. Comparison of IP and X.75 (29:442)

* IP X.75

Host-level gateway Node-level gateway (STE)

Datagram Service Virtual Circuit Service

atmy -- t know IP, Gatewa7 mist aintain state
two network access informtim about all

. virtual circuits.

Adaptive routing esily Fixed routing typically;
implemented. adaptive routin more

difficult.

All host must have IP, All networks must be X.25emy need oon

layer 4.
t

L 11
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Constituent Networks

The Internet system is a collection of heterogeneous networks

interconnected in a manner which allows a host on one network to

comicate with a host on another network. The networks which

collectively form the Internet system will generally fall into one of

two categories; wide-area or local-area networks. However, because of

the proliferation of local-area networks, the Internet architects have

introduced suhhets as a third category.

Wide Area Networks. Wide-rea or Icng-haul networks generally

cover a large area and connect hosts which are widely dispersed. These

networks may be very complex (e.g. the ARPANET) or simple point-to-point

networks (3:3).

Local Area Networks. In contrast to wide-area networks, local-area

networks cover a relatively small geographical area. For eamnple, local

area networks may be used to connect oomputers within a single building

or an a college campus. In addition, the local area network's data

transfer rates are generally highe and delays generally lower than

those found in wide-area networks (3:3). There are mmerom varieties

of local area networks; however, most are based on the ring or bus

topology.

12
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0

Subnets. The concept of subiets allows an organization with a

* complex system of many interconnected local area networks (LANs) to

mintain the identity of each network while protecting the Internet

System "against explosive growth in network nubers and routing

* ccmplexity" (3:5). The suhnet extension essentially hides the complex

LANs system from the rest of the internet.

"The concept of a gatewmy is cmon to all network interconnection

* strategies" (5:1392). While the primry purpose of a gatewy is to

interc sect two or more networks, a gateway my also perform routing or

protocol translation (1:27). Figure 5 illustrates the general structure

* of a gateway.

NeY r NETWORK PROTOCOL PROTOCOL NETWORK Nir •
VITEFACE SYSTEM TRANSLATOR SYSTEM INTERFACE

A A U S

Gi

* Figure 5. Gateay Structure (1:27).

13
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This structure provides an interface to each of the networks the

* gateway is connected to. The structure also includes a protocol module

for each of the networks. These protocol modules are connected by a

module which is capable of translating either protocol into the other.

* A gateway based on this structure is capable of connecting similar or

dissimilar networks. Postel describes two different type of gateways

conforming to this general structure (16:513-515).

Protocol-translation Gateway. The first type of gateway Postel

describes is the "protocol-translation" gateway. This type of gateMay

* translates between the different protocols used by the networks it

interconects. For example, if the gateway receives a message from a

host on network A which is addressed to a host on network B, the gateway

*replaces the message with a different message having the saw meaning

but satisfying the protocol syntax of network B (16:514).

SMdi-conversion" Gateway. The "media-conversion" gateway is the

second type of gateway Postel describes. This type of gateway is based

on the concept of encasultion. This means the message unit (header

and data) of a higher level protocol is treated as data by the lower

level protocols. For example, a layer 3 protocol can ete the

message unit of a layer 4 protocol by attaching its layer 3 header and

trailer to the layer 4 message as shown in Figure 6.

14
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layer 4 Message Unit

Layer 4 1
I Data

EZI11

Layer 3 Message Unit

Figure 6. napu tion

As a wdi -c=von gateway receives packets from network A, it

0 strips off the header and trailer network A attached to the message.

Then, the gateway reads the header of the message to determine the

message's destination. It uses this information to determine the

destination on network B. Next, the gateway builds a packet packet

header using this routing information and attaches it to the message.

Finally, the gateway passes this packet to the network interface module

to send over network B.

In comparison, the protocol-translation gateway is more complex

than the media conversion gateway. The protocol-translation gateway

relies on cn lower level (Layers 1 and 2) protocols in order to

translate between different upper level (Layer 3 and above) protocols.

On the other hand, media-conversion gateways rely on a comon u per

15
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level protocol to convert between different lower level (Layers 1 and 2)

*W protocols (16:514). This allows the media-conversion gateways to

connect networks which use different transmission media (16:514). For

example, a media-conversion gateway may be used to interconnect two

networks; one which uses land lines as a transmission media while the

other uses packet radio.

The Internet Gateway. The DoD Internet system uses standard

gateways of the media-conversion type to interconnect a collection of

heterogeneous networks. Each gateway is connected to two or more

networks as if it were a host on each (14:1-2). The main purpose of

these gateways is to receive internet datagrams from one network and

forward them on another toward their final destination. To accomplish

this task, each gateway (and all hosts) implements a common protocol

(Internet Protocol) and assumes each adjacent network is using the same

host-to-host protocol (14:1-2). In addition, each Internet gateway must

perform several basic functions; such as, interfacing to local networks,

routing, fragmentation, and error reporting. The following paragraphs

discuss these functions.

Interfacing. As a media conversion type of gateway, an

Internet gateway makes use of the Internet Protocol which is common to

all gateways and all hosts connected to the networks which comprise the

Internet system. In order to interface two networks, an Internet

gateway mist make use of the concept of encapsulation as explained

16
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above. In addition, for each network it is connected to, a gateway amt

be capable of receiving, processing, and sending IP datagra.. "up to the

maxinn size supported by that network, this size is the network's

Maxium Transmission Unit or MTU" (3:7). Finally, a gateway amt be

& capable of mepping the IP-datagram's destination address into an

appropriate address for each network it is connected to (3:7).

40 Routing. The Internet system provides a global address which

uniquely identifies each host connected to the Internet. The structure

of the global address is hierarchical as Figure 7 shows (6:113-114).

{ Network Address, Local Address

Figure 7. Internet Address (3:5)

Using this address, Internet gateways mut be able to route each

Internet datagrm to its next destination. If the Network portion of

the global address maps to one of the networks the gateway is directly

connected top then the gateway routes the datagram to the host

identified by the local address. Otherwise, the gateway must route the

datagrm to another gateway. The gateways maintain routing tables for

this purpose.

17
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rtation agmentation is the process of dividing large

0 datagrame into two or more smalier datagrams. This procedure is

essential to the operation of the Internet system because the muxium

transmittable unit (IU) of sme networks is smaller than that of

others. A network's MU is determined by its network access protocol.

For example, networks using the ARPA network access protocol, BBN 1822,

can accept messages of up to 8063 bits. However, it is possible that a

46 network using the Ethernet access protocol can only accept messages of

256 bits. Therefore, before a gateway can route a message it receives

from an ARPA network over the Ethernet, it mut fragent the message

into datagra no larger than 256 bits. How the gateway fragments a

datagraw is governed by the Internet Protocol and is discussed in that

section.

Error Reporting. Gateways mnt be able to recognize and

respond to certain error conditions. These error conditions include

congestion within the gateway, problems with the parameters in the

datagram header, or destinations that are unreachable for s reason.

How the gateway responds to these errors is a function of the Internet

Control Message Protocol and is discussed in that section.

* Protocols

The Reference Model of Open System. Interconnection (OSI) developed

by the International Standards Organization (ISO) is perhaps the most

18
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widely publicized and accepted protocol architecture (4:309; 29:371).

The 08I model is based on the structuring concept of layering (29:386).

Padlipaky defines layering as:

The control information of a given protocol must be treated
strictly as data by the next lower protocol (with processes
at the top and the transmission medium at the bottom) (14:16).

A second family of protocols grew out of the research conducted by

the DARPA Research community on the ARPANET and internetworking. Like

the 0BI model, the DoD Architecture Model is also a layered model.

Figure 8 shows how these two models compare.

Application Application

Presentation

Utility

Session

Transport Transport

Internet Global Network

Network Network

Link Link

(VPhysical Physical

DoD Internet Model ISO Model

Figure 8. DoD and ISO Protocol Architecture Models (4:310)
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From Figure 8, several differences in the two models are app~arent.

* At the higher levels, the ISO model provides distinct session and

preentation layers while the DoD model lumps these functions into a

single utility layer. Oni the other hand, the DoD model provides a

* distinct internet layer while the ISO model splits the network layer

into two sublayers; with the global network sublayer responsible for

internetworking. This fact my be a coseuec of the differing

* aproahesto internetworking. The DoD Internet Model is designed to

interconnect heterogeneous networks; whereas, the ISO model assums more

r mnity (4:309). By providing a separate internet layer, the DoD

4 model places additional emphasis on internetworkirig and isolates the

trasprtand network layers from the problem associated with

internetworking.

* Figure 9 identifies the relationships between the various protocols

which comprise the DoD Internet Protocol Hierarchy. The following

paragraphs briefly explain each of the layers as well as the moe

* important protocols.

AepWcauon FT Telnet..SW*ts er O

TresotI C HanFEG7 t

Networ 25N Pac2e Rad1 Stllte-o

LUnk MD OHlOL SC Vanous

Phtys-Cal LI O i 12 V24 J3 S4 MI LSTDI BIU 12 2 ' IL

Figure 9. DoD Internet Protocol Hierarchy (4:312)
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Amlication Layer. This, the highest level, collectively

= represents the processes which are responsible for initiating andI

terminating all coinications. Application layer processes rely on the

utility layer to provide the functions neemmry to transfer data.

Utility Layer. The protocols at this layer are designed for

specific applications such as resource sharing or remote access. For

I example, the File Transfer Protocol (FTP) (22) is intended to transfer

files betwee two processes. TZN.ET (21) is another example of a

utility layer protocol. TELNET allows all remote terminals to oomneot

to hosts as standard "Network Virtual Terminals" (4:313). Other Utility

layer protocols are Simple Miil Transfer Protocol (20), Trivial File

Transfer Protocol (28), Name Server Protocol, and Network Voice Protocol

(4:313).

Transvort Layer. The primry purpose of the transport, or

host-to-host, layer protocols is to transfer data between processes on

two different hosts. These protocols may or may not provide reliable

service. In fact, Stallings sees the need for four different types of

protocols at this level (29:399).

I. A connection-oriented protocol is need to provide reliable,

sequenced exchange of information.

2. A connectionless, or datagram, protocol is needed to provide

low overhead service to those higher level protocol which

ensure their o reliable service.
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3. A speech protocol is need to transfer a strem of data with

* mininm delay.

4. A data protocol that combines the capabilities of a

connection-oriented protocol and a speech protocol is required

to satisfy the requirements of real-time comnication.

The DoD Internet Model includes three primary protocols at the

transport layer; Tranmission Control Protocol (TCP), User Datagram

* Protocol (UDP), and ST protocol. The TCP is a connection-oriented

protocol which provides reliable end-to-end service. The Deputy

Undersecretary of Defense for Research and Development has declared TCP

"to be a basis for DoD-wide inter-process cmmication protocol

standardization" (19:1). Because of its importance to the Internet and

this research project, a clear understanding of TCP is essential.

O Therefore, the author is including, in this chapter, a section which

discusses TCP in detail.

The UDP provides datagram service to those applications which do

*not require the quality of service TCP provides. The ST protocol is an

experimental protocol being designed to support the broadcast,

multicast, and conferencing services that do not require highb"y reliable

service but do require minium delay (4:313).

In addition to these three host support protocols, the transport

layer of the Internet includes several protocols that either support the

operation of the gateways or monitor the operation of the hosts. The

GateWay-Gateway Protocol (GOP) and the Extenal Gateway Protocol are

protocols which support the exchange of gatemy routing and status
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infozmtion. CE is specified by RC 823 and the External Gatewa

SProtocol i. specified by MC 904. The Host Moitoring Protocol (HMP)

allows the monitoring of the hosts connected to the Internet System and

is specified by MC 869 (7).

0

Internet Layer. The DoD Internet architecture is based on a

star protocol at the internet layer. This protocol, the Internet

* Protocol (IP), provides internet addressing, routing, and error control.

Becaum of the important role IP plays in the Internet and this research

project, a clear -s of this protocol is essential. To

provide the reader with this background, the author has included, in

this chapter, a section on the IP.

* Network, Physical, and Link Lamers. Protocols at these three

layers define the interface between the host and the o unications

subnet. The DoD Internet Model does not specify these protocols. The

DoD Internet systems accepts constituent networks as they are;

therefore, these three layers of the DoD Internet Model merely recognime

that these protocol layers exist. Some of the more commm protocols at

these three layers are identified in Figure 9.

Transmission Control Protocol. "TCP is a connection oriented,

end-to-end reliable" transport layer protocol (19z1). The primary

purpose of TCP is to provide highly reliable, securable cuminications

C between pairs of processes running on different hosts. The hosts may be
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connected to the same network or to separate networks which are part of

* the Internet system. TCP asmes that each netwrk which interoonnhects

the hosts provides no more than "simple, potentially mreliable datagram

service" (19:1). Because of this assumption, TCP mt provide six

* @services in order to provide its users with reliable, securable

connection service; these services are discumsed in the following

pargraphs. This section concludes with a discussion of the interface

*# between TCP and its upper and lower layers.

Services

Basic Data Transfer. 7IVP transfers data as "continuous

stream of octets in each direction" (19:4,12). TCP divides the data it

receives from its users into blocks. The maximu size of each block is

*specified by the IVP module at the destination host. From these blocks

of data, the 1rP form a T-segment by prefixing the data with a TCP

header. This header is 24 octets in length and contains information

which is useful only to the TCP. In addition to the TCP header, each

segment is conceptually prefixed with a pseudo header (19:16). These 12

octets are actually carried by the header of the Internet layer

protocol. The pseudo header contains the source and destination

addresses of the segment, along with other information. TCP also

provides its users with a push function. The push function allows the

source process to ensure all of its data, up to the time of the push, is

promptly transmitted and delivered to the destination process (19:4,12).
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Reliability. Padlipsky describes the degree of reliability

*sought during the development of TCP:

Irrespective of the properties of the communications subnetworks
involved in internetting, TCP is to furnish its users - whether
they be processes interpreting forml protocols or simply
processes commuicating in an ad hoe fashion - with the ability
to ciommicate as if their respective containing hosts were
attached to the best commuications subnet possible
(e.g. a hardwired connection) (14:15).

This statement implies TCP must be able to detect and recover from lost

* or duplicate segments, segments arriving out of order, and transmission

errors.

TCP uses a system of sequence numbers and positive acknowledgements

to detect and recover from lost or duplicate segments and segments

arriving out of order. The TCP-segment header includes fields for both

a sequence number and acknowledgement number. Each of these fields is

32 bits long. These rather large fields are necessary because TCP

sequences and acknowledges each octet of data instead of each segment

(19:24).

Sequence numbers are not tied to a global clock; therefore, each

TCP includes an initial sequence number generator. The purpose of this

procedure is to ensure that for any particular connection, sequence

numbers due to the present connection do not duplicate sequence numbers

that may still exist from a previous connection.

Since TCP connections are full-duplex, each connection requires a

send sequence number and a receive sequence number. The two TCPs must

synchronize these sequence numbers (i.e., establish the connection)

before they can use the connection to exchange data. A connection is
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established throu~gh the three-waty handshake process illustrated in

* Figure 10.-

IKP A -- > 'IVP B SYN MY sequence number is X

TCP A <-- TCP B AC Your sequence number is X

SYN My sequence number is Y

TCP A -- > TCP B AK Your seqUI~ number is Y

*Figure 10. Three-way Handshake (19:27).

Special segments known as TCP control semets are used during this

prcs. control segmnts carry a control bit in their header wich

* identifies themi as SYN. AC, or SYN-MXK segmnts. TCPs only use the MT

and the syN-C segmts to establish a connection; however, the AC

also serves an important func~tion during the transfer of data over the

connection. since the source 71P assigns a sequence numaber to every

octet of data, each octet of data imst be acknowledged. However, the

destination TCP will not acknowledge the data unless it is sure no

errors occurred during transmission.

To detect transmziss ion errors, 1CP uses a checksum. The checksum

is also carried in the segmnt header and covers the header, data, and
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the pseudo header. Before it acknowledges a segment, the receiving TCP

* computes the checksum and compares it to the value of the checksum field

in the segment header. If the two values are identical, then checksum

is unable to detect any errors and the destination TCP can acknowledge

0 the segment.

The destination TCP acknowledges the segment it has received by

sending an AK segment. It form this segment by setting the ACK

* control bit of the header and placing the sequence number it expects to

receive next in the acknowledgement number field of the header. Then,

the TCP either attaches this header to data it has to send over the

connection or, if necessary, sends the ACK segment without any data.

Notice that the acknowledgement merely indicates to the surce TVP that

the destination TCP has assumed responsibility for the data; it does not

imply that the data has been delivered to the destination process.

If the destination TCP discovers a transmission error, then it

discards the segment without acknowledging it. Since it has not

received an acknowledgement for the discarded segment, the sending TCP

will retransmit the segment when its retransmit timer expires.

Therefore, "as long as the TCPs continue to function properly and the

internet does not become completely partitioned, no transmission errors

will affect the correct delivery of data" (19:4).

U "Flow Control. TCP uses a dynamic window, controlled by the

receiving TCP, to control the flow of data over a connection. With each

AK it sends, the receiving TCP includes the number of octets it is

27
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prepared to receive in the window field of the header. This gives the

* sending TCP permission to send octets of data with sequence numbers

within the window. As shown in Figure 11, the window begins with the

acknowledge number and ends at the acknowledge number plus the value of

the window field in the header.

:< ~ Window>

acknowledge acknowledge
number number + window

Figure 11. TCP Window

However, before the sending TCP sends another seament it determines

whether there are any unacknowledged sequence ntumbers which fall into

the window. If so, it must reduce the ntmber of octets of data it can

send by this amount. Repeated applications of this procedure result in

small windows.* Therefore, RFM 793 suggests TCP implementations contain

a procedure to combine small window allocations into larger ones

(19:44).

Because the window is carried with the MXK, sending TCPs, with data

to send, must periodically send a segment even though the window size is

zero. This forces the receiving TCP to acknowledge the segment and

report its current window. From this information, the sending TCP my

,Z learn that the window is still zero or that it has opened up.
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* Multiplexing. Several processes on a single host can require

the services of the TCP at the sane time. To ate multiple

users, TCP employs a multiplexing scheme. The TCP assigns a port to

* each process using it. A socket is formed by concatenating the port

address of a process with the internet addresses of the TCP. Since each

process is assigned an individual port within a TCP and each TCP is

assigned a unique internet address, a socket uniquely identifies a

process throughout the Internet system. Therefore, a connection is

explicitly defined by a pair of sockets.

Connections. TCP is a protocol which provides virtual circuit

service at the transport layer. In general, communications with virtual

circuit service can be divided into three distinct phases: Setup; Data

Transfer; and Shutdown (30:188). A TCP connection passes through a

sequence of states which span these three phases. Table II lists and

defines the TCP connection states. The first three states correspond to

the setup phase while the fourth state, established, represents the data

transfer phase. The three-way handshake procedure (Figure 10) brings a

TCP connection through the first three states to the established state.

The rema.ining seven states equate to the shutdown phase.

For each of its connections, the TCP maintains a transmission

control block (TCB). The TUB is a data structure containing all

information pertinent to the connection. For instance, local and
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Table II. TCP Connection States (19:21-22)

STATE MEANING

Listen Waiting for a connection request from any remote
TCP and port.

SYN-Sent Waiting for a matching connection request after
having sent a connection request.

SYN-Received Waiting for a connection request acknowledgement
after having both received and sent a connection
request.

Established An open connection, data received can be delivered to
the user. The normal state for the data phase of the
connection.

FIN-Wait-I Waiting for a connection termination request from the
remote TCP, or an acknowledgment of the connection
termination request previously sent.

FIN-Wait-2 Waiting for a connection termination request from the
remote TCP.

Close-Wait Waiting for a connection termination request from the
local user.

Closing Waiting for a connection termination request
*W acknowledgment from the remote TCP.

Last-ACK Waiting for an acknowledgment of the cormection
termination request previously sent to the remote TCP
(which includes an acknowledgment of its connection
termination request).

Time-Wait Waiting for enough time to pass to be sure the remote
TCP received the acknowledgment of its connection
termination request.

Closed No connection state at all.
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remote socket numbers, security and precedence information, pointers to

- the user's send and receive buffers, pointers to the retransmit queues,

the pointer to the current segment, connection state information, and

several variables pertaining to the send and receive sequence numbers

* are all stored in the TCB (19:19).

A TCP connection changes states in response to events. TCP events

fall into three categories: User Calls; Incoming Segments; and

* Timeouts. The significant user calls are OP , SED, 1=31IVE, CLWB,

ABCRT, and STATUS. The important segments include those involved in the

three-way handshake (i.e., SYN, ACK, and SYN-ACK) and those with the RST

or FIN control flag (19:22).

Precedence and Security. In a military environment, it is

. imperative that the communications system prevent the compromise of

classified data. In a comunications network such as the Internet

system, classified data could be compromised if the system delivered it

0 to a user who was not authorized to receive data of that classification.

To prevent such an incident, TCP allows its users to specify the

security and precedence level of their communications. Once the

security and precedence level are specified for a port, TCP will only

allow this port to connect with a port of the same security level. Once

a connection is established, commnmications will take place at the

higher of the two requested precedence levels.

3
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Retransmission Timeout. TCP relies on a timer to determine when to

retransmit segments. The time interval of this timer must be determined

dndamically to account for the wide variety of networks that form the

Internet system (19:41). RFC 793 provides this algorithm:

*@ Measure the elapsed time between sending a data octet with a
particular sequence number and receiving an acknowledgment that
covers that sequenoe number (segments sent do not have to match
segments received). This measured elapsed time is the Round Trip
Time (RTT). Next compute a Smoothed Round Trip Time (SRTT) as:

d SNT = (AIM * SRTT) + ((1- ALPHA) * RTT)

and based on this, compute the Retransmission Timeout (RTO) as:

R0 = ,min[UBOLIND, mrax(LBJND, (BETA * SR7T)J]

where UBCUND is an upper bound on the timeout (e.g., 1 minute),
LBOIND is a lower bound on the timeout (e.g., 1 second), ALPHA is
a smoothing factor (e.g., 0.8 to 0.9), and BETA is a delay
variance factor (e.g., 1.3 to 2.0) (19:41).

Interfaces. In the DoD Internet system, TCP interfaces with

processes at the higher layer and with the Internet Protocol at the

lower layer.

User to TOP Interface. TCP is assumed to be an operating

system module. Therefore, users can access TCP through a set of calls

(19:3,8,9). RFC 793 specifies six user calls. These calls allow the

user to OPEN a connection, SED and RECEIV data, CIOSE or ABCRT the

connection, and to obtain the STATUS of the connection.
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TCP to IP Interface. This interface is left unspecified in

*WC 793. However, the interface is assumed to consist of two calls; one

for sending data and another for receiving data.

Internet Protocol.

Functions. The Internet Protocol performs two basic functions

which are essential to the performance of the Internet system;

addressing and fragmentation.

Addressing. First, IP implements the addressing scheme which

allows gateways to route the IP-datagrame toward their destination. As

part of its header, each IP-datagram carries with it an internet

address. This address is read at each gateway and used by the gateway

to determine the next hop destination for the datagram. This procedure

is very similar to the procedure used by packet switching nodes to

determine the destination of a packet on a network.

Fragmentation. IP is required to deliver data to a

destination Host-Host level protocol in the same form as the IP module

at the source received the data (2:6). Therefore, if it is necessary to

fragment a datagram as it traverses the Internet, then that datagram

must be reassembled before IP can deliver it. The Internet architects

considered two methods of reassembling fragmented datagrams. The first

method requires the fragmented datagram to be reassembled as soon as
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possible. This practice meant that any gateway that received a

40 fragmented datagram would have to reassemble the datagra. if the

next-hop network could accept the datagrm in one piece. This method

presents two problem. First, it introduces the possibility of

* reassembly lock-up at gateways. This form of lock-up would result

whenever all the buffers at a gateway are occupied by fragments waiting

to be reassembled. However, since there are no free buffers, the

* gateway can not accept those fragments necessary to complete the

reassembly of the datagra. Second, IP provides datagram service which

means that each datagram (or fragment) is independently routed through

4- the Internet toward its destination. Therefore, all fragments of a

datagram may not pass through the same gateway, thus making reassembly

impossible.

0 In light of these problem, the Internet architects decided to

reassemble fragmented datagrams only at their destination. This

decision means that reassembly resources are only required at

destination IP modules and not at gateway IP modules. These resources

consists of a "data buffer, header buffer, fragment block bit table,

total data length field, and a timer" (17:27). To reassemble a

fragmented datagram, the IP looks for fragments which have common values

in their identification, source, destination, and protocol fields.

Then, it places the data portion of these fragments in the relative

position indicated by the data offset field contained in the IP-header.

The first fragment of a datagram is identified by an offset of zero

while the last fragment will have a zero bit as its more fraent flag
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(17:9). If the reassembly process is not completed by the time the

timer runs out, the datagram is discarded.

Discarded datagrams severely affect the performance of the Internet

system. Prue provides the following example to illustrate this point:

Examine what happens when a window is 35 datagrams wide with an
average round trip delay of 2500 mec usong 512 byte datagrams
when a single datagram is lost at the beginning. Thirty five
datagrams are given by TCP to IP and a timer is started on the
first datagram. Since the datagram is missing, the receiving TCP
will not send an acknowledgement, but will buffer all 34 of the
out-of-sequence datagrams. After 1.5 X 2500 msec, or 3750 msec,
have elapsed the datagras times out and is resent. It arrives and
is acked, along with the other 34, 2500 msec later. Before the
lost datgraa we might have been sending at the average rate a

C 56 Kbps line could accept, about one every 75 maec. After loss
of the datagram we send at the rate of one in 6250 msec, over
83 times slower (25:9).

.P IP places some restrictions on the maximum and minimum size of the

IP-datagrams. RFC 791 specifies that "every Internet destination mLst

be able to receive a datagram of 576 octets, either in one piece or in

fragments to be reassembled" (17:25). In most cases, this mudmum is

sufficient to allow the transfer of data in 512 octet blocks (23:266).

As a consequence of the IP fragmentation procedure, every IP-module

must be able to forward an IP-datagram of at least 68 octets. This size

is fixed by the fact that each IP-datagram consists of a header and

data. The maximum size of an IP-header is 60 octets and the 'inimut

size of a data fragment is 8 octets (17:25). This also means that any

network connected to the Internet must also be able to accept and

deliver a message of at least 68 octets. However, this requirement does

not preclude a network from fragmenting and reassembling a datagram
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within its boundaries as long as this procedure is transparent to IP and

its upper level protocols. Such fragmentation is often referred to as

"intranet" fragmentation.

Mechanisms. IP includes four mechanisms which are essential to the

datagra service IP provides its user. Each of these is determined by

the user and passed to IP along with the data as parameters of the

* euser's call to IP. IP incorporates these parameters into the

datagram's header so they are available to each IP module that processes

0the datagram.

Type of Service. Type of Service is the first of these

mechanism and allows the user to specify the quality of service

desired. RFC 791 describes the Type of Service as "an abstract or

generalized set of paramters which characterize the service choice

provided in the networks that umke up the Internet" (17:2). Sow of the

networks which make up the Internet may provide several different grades

of service while others provide just one. Gateways use the Type of

Service parameter provided by the user to determine the grade of service

to request from those networks which provide options. These options

typically allow the network user to request different levels of

precedence, reliability, and delay and throughput (29:459). For

* example, the type of service parameter of a datagram may indicate to

I
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the gateway that delay should be minimized for this datagram. Cn the

other hand, the next datagram this gateway processes may require maximo

throughput.

0 Time to Live. Time to Live is the next mechanism uLed by IP.

The purpose of the Time to Live mechanism is to ensure undeliverable

datagrams are discarded. IP accomplishes this by establishing an upper

-" bound on the lifetime of a datagram. This bound is necessary because

Ssom higher level protocols make the assumption that if a datagram is to

reach its destination it will do so within a certain period of time.

Using the time to live mechanism, IP is able to provide the upper level

protocols with this assurance.

When an upper level protocol issues a send call to IP, one of the

parameters it passes along with the data is the value for the time to

live parameter. IP places this number in the TIL field of the header it

attaches to the data as it builds the IP-datagram. As this datagramn

traverses the Internet, each IP module that processes the header must

decrement the TIL count by at least one. However, if a gateway should

hold the datagram for more than one second then it must decrement the

TTL count by the number of seconds it held the datagram. Although the

TTL parameter is meant to represent the maximum lifetime of a datagram

in seconds, it is often interpreted to represent the maximum number of

network hops a datagram can make before it reaches its destination

because a gateway normally does not hold a datagram for more than one

second (3:36; 29:459). If the TrL count reaches zero before a datagram
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is delivered to the upper level protocol at its destination, then the IP

* module processing the datagram at that time must discard it (17:2).

Options. The third IP mechanism is the Options parameter.

iThe purpose of the options parameters is to provide the control

functions necessary to meet certain special commuzication requirements.

For example, the options parameter can be used to attach a security

* classification label to the datagram or to specify the route for the

I datagram

Header Checksum. The final mechanism is the Header Checksum.

The purpose of the header checksum is to prevent an IP module from

processing an IP header which contains errors. The header checksum is

checked at each IP module before the header is processed. If the

checksum is correct, the module continues to process the header. But,

if the checksum indicates the header contains an error, the datagram is

discarded. Since some fields in the header change (e.g. TL field), the

checksum must be recomputed after the header is processed. To reduce
overhead, IP uses a relatively simple checksum which is easy to compute.

* However, although the checksum is simple, experiments have shown that it

is adequate.

Internet Control Message Protocol. The purpose the Internet

Control Message Protocol (ICIP) is to allow the hosts and gateways

connected to the Internet to exchange information, in the form of IC

38
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messages, pertaining to the processing, routing, and flow of

0 IP-datagrams. RFC 792, the document that specifies this protocol,

states:

The purpose of these control messages is to provide feedback
about problems in the comunication environment, not to make IP

* reliable. There are still no guarantees that a datagram will be
delivered or a control message will be returned (18:1).

Although ICMP relies on services of IP for the transfer of these

0 messages, ICMP is considered an integral part of the IP and must be

implemented in every IP module (18:1). In general, ICMP messages are

either error messages or information messages. However, all ICMP

messages are sent as IP-datagrams. The data portion of this datagram

contains the ICMP message and varies according to the type of message.

Error Messages. As part of the data portion of each error message,

ICMP includes the first 64 bits of data from the IP-datagrm it is

reporting on. Asuming TCP is the transport layer protocol being used,

then these 64 bits will help the port addresses of the source and

destination processes. From this informtion, the host can determine

which of its processes and connections originated the datagram. RFC 792

identifies five different types of error messages.

Destination Unreachable Message. A gateway may send this

message to tell the source host the gateway could not forward the host's

datagram. In addition, this message will also indicate whether the

destination network or host was unreachable.
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Time Exceeded Message. The IP protocol requires any IP module

that finds the time-to-live parameter of an IP-datagra. equal to zero to

discard the datagram. In addition, the IP module may also send this

message.

Parameter Problem Message. Any IP module may send this

message if it discovers a problem with an IP-datagram. In addition, an

* IP module my also send this message for any problem not covered by any

other ICIP message.

46 Source Quench Message. This message requests the source host

to reduce the rate at which it is sending data. A gate my may send a

source quench message if it drops an IP-datagrm because it does not

have enough buffer space available to store the datagram. In addition,

the destination host may send a source quench message if datagram are

arriving to fast to be processed.

Redirect Message. This type of IC7P message is sent by a

gateway to a host on the same network to change the host's routing

tables.

Information Messages. There are three types of information

*messages. Each type consists of a request message as well as a

corresponding reply message.
V.

V..
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Echo Reauest and Reply. All gateways ust implement this type

* of ICa. message (3:19). A host sends the Echo Request message to a

gateway. When a gateway receives the Echo Request message, it sends an

Echo Reply message to the host by reversing the source and destination

addresses.

Time Stamp Request and Reply. This message is similar to the

* Echo message except the timestamp messages carry time stamps as data.

The sender places a timestamp in the data portion as it transmits the

datagram. The echoer adds two time stamps to the message. First, it

io adds a receive timestamp when it receives the message. Then, the echoer

adds a transmit timestamp as it transmits the datagram.

0 Information Request and Reply. This type of message was

developed to support self-configuring systems; however, the Reverse

Address Resolution Protocol (RARP) is a better method (3:19).
S

Internet Traffic

There are three general classes of traffic; high-throughput

traffic, low-delay traffic, and real-time traffic (13:811).

High-throughput traffic is typically the result of file transfers. This

type of traffic requires routes with excess capacity rather than minimum

delay (13:811). On the other hand, low-delay traffic requires a route

which minimizes delay. This type of traffic is typically generated
4
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during the interactive use of computers; remote editing, database

0 interaction and time sharing access are examples (25:1). Real-time

traffic requires both high throughput and minim-1 delay. For example,

the transmission of digitized speech requires that transmission delay be

0less than some threshold and that a constant flow of data be maintained

(13:811).

Internet traffic is often described as bursty. Bursty is

* defined in two ways. Opderbeck defines bursty as traffic characterized

"by a large peak to average line utilization ratio" and places bursty

traffic in the low-delay class of traffic (13:811). Pawlita provides a

40similar definition of bursty traffic. He says

bursty traffic on a given channel is characterized by a low
utilization factor

mean message length/mean message interarrival time

channel transmission capacity
(15"525)

Pawlita attributes bursty traffic to dialogue which results in

alternating periods of high and low activity (15:525)
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III. Congestion Control

Introduction

This chapter discusses the present method used by the Internet to

control congestion and the two proposed methods. It begins with a brief

discussion of the Source Quench method which is currently in use. Then,

Nagle's Fair Queueing method is introduced. Finally, Zhang's Metered

Queueing method is introduced.

-Source Quench Method

Although all gateways are required to implement the procedure for

sending source quench messages, it is recognized as an imperfect method

for controlling Internet congestion (3:17). The source quench method

has two inherent problems. First, sending source quench messages

consumes bandwidth on the reverse channel and may contribute to

congestion. Second, preparing and sending source quench messages

consumes gateway CPJ time. Both bandwidth and CPU time are critical

resources to a congested network. For these reasons, when (and if) to

send source quench messages is not specified. This decision is left to

the implementation. Furthermore, how a host is expected to respond to

the receipt of a source quench message is not specified. In fact, Zhang

states "most host implementations ignore source quench messages even if

they receive any" and concltdes that "the source quench method is

virtually non-existing "(31:1).
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Nagle's Fair Queueing Method

Introduction. John Nagle introduced this method of congestion

control while employed by the Ford Aerospace Communication Corporation.

* The classic approach to congestion control focuses on buffer management.

By first assuming a packet switch with infinite storage, Nagle shows

.that congestion will still occur if the network is overloaded. Based on

* this observation, Nagle shows that network performance can be improved

by depat ti from the traditional first-in-first-out (FIFO) method of

transmitting packets.

This section begins with an brief examination of a typical packet

switch. Next, it presents Nagle's argument that a packet switch with

infinite storage will still become congested. Then, Nagle's method of

* Fair Queueing is discussed. Finally, a simple analysis of Nagle's Fair

Queueing method is presented.

Packet Switch. As Figure 12 shows, a packet switch is a node with

several incoming and several outgoing links, each of which is capable of

transferrin dati t P - ,PA ar~tc. ' rive tne switch on the

incoming links. As they arrive, the switch reads the packet header to

determine the address of the packet's destination. Using this address,

the switch determines over which of its outgoing lines the packet should

be sent. Then, the switch places the packet on the queue associated

with the outgoing line (Figure 12). There, the packet waits its turn to

be transmitted over the link.
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Host B Host YiWO
Host C A. Host Z

9C

Switch

Figure 12. Packet Switch Node

K

Congestion with Infinite Storage. In all real implementations of

the packet switch described above, the number of buffers available are

limited. Therefore, the length of each of the outgoing queues is also

limited. Classical methods of congestion control attempt to limit the

flow of packets through the switch to a level which does not exhaust the
iv

storage available at the switch. This precludes a switch from having to

discard a packet because it does not have room for it.

Nagle analyzes a generalized packet switch with infinite storage
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space and shows congestion will still occur when the network is

* overloaded. In this analysis, he also assumes each packet has a finite

life time, such as the Time-to-Live mechanism used in the Internet

Protocol. Nagle shows that queue lengths will become so long that the

* amount of time a packet spends in the queue waiting to be transmitted

will exceed its meximum lifetime. Thus, when the packet reaches the

head of the queue its time to live value will be zero (or less) and the

* switch will have to discard it rather than transmit it. Thus, Nagle

concludes "a datagram network with infinite storage, FIFO queueing, and

a finite packet lifetime will, under overload, drop all packets" (12:3).

Nagle also shows the results of his analysis apply to networks with

finite resources as well. The finite life time of a packet establishes

an upper bound on the total storage required at a switch (12:2). This

limit is fixed by the maximum value for the time to live parameter and

the data rate of the incoming lines. Nagle uses the following example

to demonstrate this effect.

Consider a pure datagram switch for an ARPANET-like network.
For the case of a packet switch with four 56kb links, and an
upper bound on the time-to-live of 15 seconds, the maximum
buffer space that could ever be required is 420K bytes. A
switch provided with this rather modest amount of memory need

* never drop a packet due to buffer exhaustion (12:3).

Fair Queueing. Thus far, Nagle has shown that increasing the

buffer space will not control congestion in a system such as the

Internet. The solution Nagle proposes is based on the concept of

fairness. As it pertains to packet switching networks, the concept of

fairness implies that "each source host should be able to obtain an

*equal fraction of the resources of each packet switch" (12:7).
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This objective can be met by changing the queueing structure and

*@ discipline used in a packet switch. Instead of a single FIFO queue

associated with each output line, Nagle proposes multiple queues, one

for each source, for each output line with each set of queues being

*0 serviced in a round-robin manner. Figure 13 illustrates the new queue

structure for the packet switch shown in Figures 12.

Sy

Ny

Ay

Figure 13. Fair Queueing Structure
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Vi Nagle's proposed queue structure dramatically changes the optimal

io strategy for a host. Under the present FIFO queueing discipline, a host

can dominate the use of a link by sending packets as fast as it is able

to. However, optimal strategy for a host under Nagle's Fair Queueing is

to match the rate at which packets from its queue are removed from queue

and transmitted. This means that the length of the queue associated

with this host will be one. However, if the host chooses to exceed this

rate, then the length of its queue in the packet switch gets longer.

a .Thus, the only packets sent by this "badly-behaved" host experience an

increase in delay time while packets sent by well-behaved hosts are not

affected.

Analysis of Nagle's Fair Queueing Method. Using the simulation

language SLAM, a simple simulation was performed to gain insight into

. the performance of Nagle's Fair Queueing method. Using the network

model shown in Figure 14, simulations for both the present queue

structure and Nagle's proposed queue structure were performed and the

2. results compared.

Several assumption were made. First, packets were assumed to

- arrive at the switch according to a Poisson process. In addition, their

size was assumed to be constant. Finally, the channel capacity was

assumed to be 40 packets per second. Table III shows the arrival rates

for each of the three cases simulated.
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For each of the three cases, five runs were made with each run

* consisting of 1000 packets. The results of these five runs were

averaged and are shown in Tables IV, V, and VI. These results confirm

that Nagle's Fair Queueing method performs as predicted.

6

Table IV. Simulation Results: Time in System (secords)

CASE PRESENT ! FAIRI I

1 0.046 0.046

2 0.220 0.219
A - 0.068
B - 0.341
C - 0.070

3 4.51 3.188
* A- 0.0764

B - 5.30
C - 0.070
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Table V. Simulation Results: Length of Queue and Wait Time

Present Fair
.A B , CCAE' W 'L W L W 'L 'W'1 CASE L W, W L W L ,

0 1 0.5 0.02: 0.16: 0.02: 0.17 0.02: 0.17 0.02:

2 7.32: 0.19 0.35: 0.04: 6.5 0.31: 0.4 0.05

3 214 3.75: 0.4 : 0.05: 213 5.2 0.4 0.04:

* L in packets W in seconds

Table VI. Simulation Results: Throughput (packets/second)

PRESMFAIR
CASE A B 1 C 1 A 1 B C

1 8 8 8 8 8 8

2 8 20.2 8 8 :20.2 8

3 5.6 :28.5 5.8 8 :23.9 8.2

Arrival Rate
(Packets/second)

Host A Host B : Host C Utilization

Case 1: 8 8 8 0.6

Case 2: 8 20 8 0.9

Case 3: 8 40 8 1.0
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Zhang is Metered Queueing.

Introduction. Lixia Zhang proposed this method of controlling the

congestion in the Internet in a draft paper she prepared while at the

Laboratory for Computer Science at Massachusetts Institute of

Technology. Zhang proposed a feedback control system designed to

control the rate at which source hosts are allowed to send data through

the Internet. Implementation of her method will require modification to0
the IP modules in the hosts and gateways and a modification of the ICMP

Source Quench message. These modifications will allow the gateways to

sense traffic levels and to tell the host when, by how much, and for how

long they should reduce their traffic rates.

This section begins with a brief discussion of the assumptions

Zhang mde in developing her proposal. Then, the requirements she

sought to satisfy are outlined. Next, the algorithm is presented.

a,. Finally, the changes required to implement Zhang's Metered Queueing in

the host and gateways of the Internet are examined.

Assumptions. Zhang based the development of her proposed method

for controlling Internet congestion on the following four assumptions:

1. Feedback congestion control is feasible.

2. The majority host-to-host data transmissions last, at least,
one order of magnitude longer than their internet
rowx-trip-time (RTT).

3. Gateways have adequate buffer spaces to save transient
overflow traffic during the control response time period.
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4. A single path is used at one time between a source-destination
host pair (31:3).

Mhang's first assumption is fundnental to her algorithm while the

next two assumptions are necessary to ensure the feedback control method

*is effective. The purpose of Zhang's last assumption is not mde clear4"
nor is it valid in the context of a system, such as the Internet, which

provides datagram service. The second assumption allows sufficient time

for the control message to reach the source host while the host is still

transmitting the data that is causing the overload. Assumption three

ensures there is sufficient storage capacity in the system to absorb the

overload during the time it takes the control message to reach the

source host and the time it takes for the effect of the control message

to be felt at the congested gateway.

Requirements. Zhang established four general requirements the

proposed congestion control fix must satisfy.

1. The fix "must last umtil the next generation of internet

architecture" (31:3).

2. The resulting internet system must be as robust as the current

system.

3. The fix must be capable of being implemented piecemeal.

4. The fix must be fair (31:3).

In addition to these general requirements, Zhang specified requirementsIwhich must be met at the hosts and gateways.
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Host Reiuirements. There are two requir ts which mt be

satisfied at the host. First, the control mst affect all traffic

(i.e., data, data retransmitted, and control) generated by the host.

Second, the modification should be simple and introduoe no overhead when

* there is no congestion (31:4).

Gateway Requirements. Zhang identified three requirements

* which have to be met at the gateways. First, the gateways must be able

to assert control over the rate at which hosts are transmitting data.

This implies the gateway should tell a host not only to reduce its rate,

but also when to increase its rate again. Second, the gateway must have

the means to enforce this control. Third, the fix must be "simple while

flexible" (31:4). In addition to these three requirements, a gateway

mist also have the ability to sense congestion. Without this ability

the gateway will not know when to tell a host to slow down nor when to

tell the host it is CK to speed up again.

The Algorithm. Zhang' s proposed algorithm works like this:

Each gateway constantly observes its own traffic. When a
congestion occurs, the gateway sends a revised ICIP source quench
message to the responsible source hosts, informing them of how
they should regulate their data transmissions. Each host mist
respond to the source quench message properly, otherwise its
excessive packets may be discarded (31:4-5).

Changes. Zhang's algorithm requires the ICMP source quench message

to carry two additional parameters. First, the revised source quench

message will include a parameter which tells the host what rate it is

permitted to transmit data at. The second parameter will tell the host
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for how long it must reduce its rate. This parameter will depend on the

- "dynamic characteristics of the internet and internet traffic" and

Zhang's paper does not describe or define this parameter any further

(31:5). In addition to these changes to the ICMP source quench message,

* changes are required in the hosts and gateways.

Host Changes. A quench message table must be added to the

* host IP module. Each time the host receives a source quench message, it

will check the quench message table to see if an entry exists for the

destination address. If not, then the host will create an entry in the

table for the source quench message. If an entry already exists, the

host will update the quench message table with the information contained

in the source quench message. The host will use the information

contained in the table to control the rate at which it transmits data.

Gateway Changes. Two changes must be made to the IP module at

each gateway. First, a control box which contains entries for every

transmitting host must be added (31:6). The second change adds a data

structure which is designed to order the packets waiting to be

transmitted. This data structure is essentially an implementation of

Nagle's Fair Queueing. The gateway uses the control box and data

structure to determine the rate each host should transmit at and to

decide when to send a source quench message.

~~55
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Analysis of Zhang's Metered Queueing Method. Zhang's Metered

queueing method is not complete. Ti parameters, which are critical to

the performance of the algorithm are not provided. The first parameter

missing is the interval of time over which traffic should be averaged.

This parameter is necessary for the gateways to predict congestion. The

second missing parameter is the expiry time. This parameter specifies

how long the control over the rate at which a host may send packets

remains in effect. Both parameters rely heavily on the unknown nature

of the internet traffic. Furthermore, determining the values of these

% parameters is clearly outside the scope of this research.
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IV. Development of the Simulation Model

Introduction

The objective of this research is to determine whether Nagle's Fair
S

Queueing or Zhang's Metered Queueing can control Internet congestion

better than the Source Quench method presently in use. However, as

discussed in the previous chapter, Zhang's Metered queueing method is

not complete. Therefore, this thesis reduces to comparing Nagle' s

method with the Source Quench method. Thus, the hypothesis tested by

this thesis is that the average delay a message traversing the Internet

experiences when the Source Quench congestion control method is used is

the same as the case when Nagle's Fair Queueing method is used. Testing

this hypothesis required a total of three models; a model of the

Internet traffic and two models of the Internet system. Both models of

the Internet system are identical except that one implements the Source

Quench method while the other implements Nagle's Fair Queueing. All

models are implemented in the simulation language for alternative

modeling, SLAM (24).

The next section outlines the general approach this researcher has

taken toward modeling the Internet system. Then, the following sections

explain each of the three models and the experimental procedures.
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Internet Model

The Internet is a complex system composed of various heterogeneous

networks interconnected by gateways. The protocol, IP, is common to all

0 hosts and gateways connected to the Internet system. Thus, IP serves as

the thread which ties the networks together. IP only requires datagram

service from each network of the internet. Other than that, IP places

no demands nor makes no assumptions about the service the networks

provide.

In general, a network is comprised of three types of elements.

1. The hosts upon which the processes which require the services

of the network reside.

2. The switches which route the data from one host to another.

* 3. The communication links which connect the switches together.

The Internet system can also be modelled in terms of these three

basic elements. The hosts connected to the Internet are the same hosts

connected to the constituent networks. However, in the Internet system,

gateways perform the internet routing functions while the constituent

networks become the the links which tie the gateways together. Each

constituent network brings to the Internet system its characteristic

performance parameters. Figure 15 uses this approach to represent that

portion of the Internet required to establish communications between

Hosts A, B, C, D and their common destination host. This figure forms

the basis for the SLAM models discussed in the following sections.

I'
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Gateway 2

Gateway N

3 Network4

Network 3

Figure 15. Internet Model

S

Internet TGraffic Model

Actual traffic data is not available for analysis nor has the

researcher found any references to previous analysis of the Internet

traffic. Therefore, a model had to be developed which satisfied the

descriptions of the Internet traffic. Internet traffic is frequently

described as bursty. Chapter II described bursty as traffic which

results in a high peak to average line utilization ratio. In addition,

depending on its source, Internet traffic is either low or high in
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volume. For example, processes using Telnet would result in low volume

* traffic while processes using FrP would normally result in high volume

traffic, in one direction at least. Furthermore, early studies of the

ARPANET showed that over 90% of the messages transmitted consisted of

just one packet and that the average length of a message was only 243

bits (10:304-306).

Using this information, the researcher developed the following

* model:

Message Size X + Y * I

where:

X is an exponentially distributed random variable
with mean = 256 bitsS

Y is an exponentially distributed random variable
with mean = 49,152 bits (6K bytes).

I is a binary random variable. Ninety of the time
I = 0 and 10% of the time I = 1;

Internet with Source Quench

This section discusses the SLAM implementation of the Internet

model with source quench congestion control. This model is based on the

Internet system depicted in Figure 15. Since the Source Quench method

of congestion control is virtually nonexistant in practice, it is not

implemented in this model. That is, gateways do not send source quench
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messages when they are forced to drop datagrams. The SLAM

- implementation of each of the three basic elements (host, gateway, and

network) is discussed below.

Host. The four modules shown in Figure 16 represent the seven

4layers of the DoD Internet Protocol hierarchy. The application module

includes the processes operating on the host and the utility layer

protocol they are using to transfer data across the Internet. The TCP

and IP modules reflect the various functions performed by the TOP

protocol and the IP protocol respectively. Finally, the network

interface module collectively represents the three lower layers (i .e.,

network, link, and physical layers). The following paragraphs explain

the operation and implementation of each module in detail.
*

Application Module

TCP Module

IP Module

Network Interface

|%%

; Figure 16. Internet Model - Host

I'
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Application Module. This module creates SLAM entities with

*exponentially distributed interarrival times. At the time of their

creation, each entity represents a message. In addition, each entity

has eight attributes defined in Table VII. The Application module

O assigns values to the first 4 attributes. The size of the message is

determined by the Internet traffic model described earlier. However,

instead of assigning the size of a message in bits, the size is given in

• blocks of 512 bytes. Thus, the size of the message represents the

number of TCP segments in the message.

t6

Table VII. SLAM Attributes

Attribute Definition

1 Time of Creation
0 2 Source of Message

3 Size of Message in 512 byte segments
4 Message ID number
5 NA7WS used by the batch node
6 Retransmit Timer
7 Time to Live parameter
8 Time entered gateway

&L
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TCP Module. The TCP module perform three separate functions.

* qFirst, the TCP module calculates the time interval for the

retransmission timer and places it in attribute 6 of the message. The

modules uses the global variable Beta and its smoothed round trip time

R(SRI) to calculate the retransmit interval according to:

Retransmit Interval = Beta * SRIT

Each TCP module updates its SRTr each time a message is received using:

SRTr Alpha * SRTr + (1 - Alpha) * R1'r

where:

Alpha 0.9 (used by 4.3 BSD Unix)

Beta 2.0 (used by Unix 4.3 BSD)

- RTT : 2 * (message's time in system)

j.

The second function the TCP module performs is to divide the

message into 512 byte segments. The SIAM unbatch statement is used for

this purpose. As a message passes through the unbatch node it is

replicated according to its size. For example, if attribute 3 of the

message is 5, then five identical segments will leave the node.

_ Implicit in this process is the addition of a 20 byte TCP header to each
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segment. In addition, each message is assumed to consist of an integral

* number of segments.

The destination TCP is required to deliver messages to it's user in

the same form as the source TCP received the message from it's user.

* Therefore, the messages which were divided into segments at their source

must be reassembled at the destination. This is the third function of

the TCP module. The SLAM batch statement perform this operation. As

i qsegments arrive the destination, they are sorted according to their

source. Then the segments are routed to a batch node. Here the

4' segments are batched according to their message ID (attribute 4).
= Messages are released only after the number of segments contained in

attribute 3 have been received. Message service time statistics are

collected at this point.

-" IP Module. The IP module receives the segments from the TCP

module. The IP module forms a datagram from the segment by setting the

time to live ('TL) attribute to 15 seconds. In addition, a 20 byte IP

header is also assumed to be added to the datagram. After it has

finished processing the datagram, the IP module places the datagram in a

queue where it waits for the network interface module.

Network Interface Module. The network interface module

* - removes datagrams from its queue and transmits them one at a time. The

time it takes to transmit a datagram is assumed to be exponentially

distributed. The mean transmission time is determined by the data rate
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.of the line the host is connected to and the size of the datagram. For

the purpose of this experiment, all lines are assumed to be 56k bps

lines which are standard for ARPANET like networks. The average size of

the datagram is assumed to be 72 bytes. This figure accounts for the

4p TUP header, IP header, and allows for 32 bytes (256 bits) of data which

is consistent with the traffic model. Thus, the mean transmission time

is 10.3 m see. In comparison, if all the datagraus were assumed to be

the maximum size, then they would take 78.9 m sec to transmit. Once the

network interface has transmitted it, the datagram is on a network.

Network. There are three networks in this model. Bch network is

represented by an exponentially distributed delay. A mean delay time of

S90 m see is used for all three networks. There is no limit on the

number of datagrams that can be on the network at any one time.

However, the network interface modules control the rate at which

datagrams enter the networks.

Gateway. The gateways consists of two modules; an IP module and a

network interface module.

IP Module. The gateway IP module performs two functions.

First it implements the IP TIL function. The IP specifies that the TTL

parameter of a datagra be reduced by one each time the datagra is

processed by an IP module. Therefore, as datagrams arrive at the

gateway IP module, their TTL parameter is reduced by 1. In addition,
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the time the datagram arrives at the gateway is also recorded. Then,

* just before a datagram departs the gateway, its TL parameter is reduced

by the amount of time the datagram remained in the gateway. After

reducing the datagram's TL parameter, the IP module checks the value of

* the TL parameter. Datagrams with TL parameters less than or equal to

zero are not transmitted; they are discarded instead. The second

function the gateway IP module performs is queue management. Datagrams

* which arrive at the gateway when the queue is full are also discarded.

Discarded datagrams are returned to their source for

retransmission. However, their return is delayed by the amount of time

remaining on their retransmit timer. For example, suppose the

retransmit timer of a dropped datagram was set to 600m sec and the

datagram had been in the system for 120 m sec. Then it would take this

* datagram another 380 m sec to reach its source host. This procedure

models the retransmission function; howver, it excludes the possibility

of duplicate datagrams being in the system.

Network Interface Module. The gateway network interface

module is the same as the host interface module and it uses the same

parameters in this experiment.

Internet with Na le's Fair Queuein

The model for the Internet with Nagle's Fair Queueing is exactly

the same as the Internet Model for the Source Quench method except for
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the queue structure of the queues of the gateways. In this model, the

* single queue per output line is replaced by multiple queues; one for

each source. In order to mintain the storage capacity of the gateway

at the same level, the maximm length of each of the multiple queues has

* been reduced by 1/2 where two queues have replaced one and by 1/4 where

four queues replaced one.

Experimental Procedure

The experimental portion of this research passed through five

0 phases. The first phase verified that the models operated as intended.

During this phase, extensive use of the SLAM trace option allowed the

researcher to trace messages through the system. This procedure ensured

* the models performed properly.

Next, a set of pilot rms were made. Using these pilot runs, the

lower and upper bounds of the operating range were determined. In

addition, the pilot runs established the duration of a run and the

number of rums required.

Then, a complete set of runs were made using the source quench

model. During these runs, the message arrival rates of each host was

varied from 1.0 to 20 messages per second. Figure 17 shows the delay

curve produced by these runs. The curve is typical of a computer

network and serves to validate the simulation model. The data collected

during these runs was analyzed. From this analysis, a message arrival

rate which resulted in a network utilization of approximately 60%. This
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rate, 7.5 messages per second, established the operating level of a

* well-behaved host.

Simulat ion Model
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Figure 17. Delay Curve of" the Siulationi Modxel
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During the next phase of the experiment, the message generation

rates of Hosts A, C, and D were set to the rate of a well-behaved host

* while the message generation rate of Host B was varied from 1.0 to 20.0

messages per second. Data was collected during each of the rus. Next,

the delay data obtained during these rms was averaged anxd plotted

against the message arrival rate. This procedure was repeated with

Nagle's Fair Queueing model. Then, the results of the two experiments

were compared using paired difference test to determine whether the

delay times were equal or not. The next chapter presents these results.

!
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V. Simulation Results

In trodction

This chapter presents the results of the simulations. The first

section presents the results of the aimulation of the Internet model.

0 The second section presents the simulation results with Nagle's Fair

queueing implemented in the gateways. Then, the third section compares

the results of the two simulations. Two methods of comparison are used,

0First, the two models are compared on the basis of their delay curves.

Then, a Paired Difference test is used to compare the delay data

gathered during the simulation. This delay data, which was extracted

0 from the SLAM Summry Reports, is included as the Appendix.

0 Internet Model

Figure 18 shows the delay curve for this model. During the

experiment, the mean message arrival rates for Hosts A, C, and D were

held at 7.5 messages/second while the mean message arrival rate for Host

B was varied from 1 to 20. Thus, the horizontal axis in Figure 18

represents the arrival rate for Host B. This graph clearly shows the

effect increasing the message arrival rate at Host B has on the delay

experienced by messages generated at other locations within the

Internet. The tables included in the Appendix show that this effect is
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similar for messages generated at Host C and D; however, in order to

4keep the figures simple, only the data pertaining to Host A and B are

plotted.
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Nagle's Fair Queueing Model

Figure 19 shows the delay curve for the Internet model with Nagle's

Fair queueing implemented. The same procedures were used to generate

this curve. However, using Nagle's method, the effect Host B has over

the delay of messages generated by other hosts in the system is greatly

reduced. In addition, the delay experienced by messages sent by Host B

increases sharply once Host B exceeds the rate of approximately 8.0

message/second. This is exactly the effect Nagle predicted.

4

F

Figure 19. Delay Curve -Nagle's Model
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Comparison

Delay Curves. Figure 20 compares the delay curves for messages

sent by Host A in each of the two model. There are two points of

interest. First, at slow arrival rates the Nagle's method introduces

additional delay. This delay is undesirable and represents the overhead

incurred by Nagle's method. However, this overhead can be explained by

the buffer management scheme the model uses in its implementation of

Nagle's method.
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Figure 20. Delay Curve - Host A Messages
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In the Internet model, all gateways had maximun queue lengths of 16

4i" datagrams. However, in Nagle's model, the single queues of the gateways

were divided into multiple queues, one for each host with traffic

passing through the gateway. Therefore, the gateways shared by two host

now had two queues with a maximum length of 8 datagrams each.

Similarly, the gateway shared by all four hosts contained four queues,
'.

each with a maximum length of 4. In addition, no sharing of buffer

resources took place in the model. That is, the queues of each gateway

were for the exclusive use of a specific host. If they were not being

used by that host, then they were wasted. As a result, the gateways

were forced to drop more datagrams than before; although, the average

length of the queues belonging to the well-behaved host averaged less

than I datagram (i.e, buffer utilization was about 25% with queues of

maximum length of 4 and 12.5% when the maxinnm length was 8).

Therefore, a method of managing the gateway buffers which allows some

sharing of buffer resources would reduce the overhead incurred in this

model.

The second point of interest is the difference in the delays

produced by the two models at the higher arrival rates. For example,

when Host B is sending messages at the rate of 20 rosg/second, Nagle's

method reduces the delay a message sent by Host A experiences from 1.6

to 0.8 seconds. In addition, the rate of increase in Nagle's model is

linear throughout the range of the simulation, while the rate of

increase in the Source Quench model is very non-linear at the higher

message arrival rates.
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Figure 21 shows the delay curves for messages generated by Host B

* i in the two models. This figure illustrates the punishing effect Nagle's

-method has upon badly-behaved hosts. For example, if a host chooses to

send messages at a rate of 16 messages per second rather than at 8; its

messages will be delayed 5 times as long. Furthermore, this delay is

primrily the result of retransmissions which place an a8itional load

on the host.
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Figure 21. Delay Curve - Host B Messages
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Paired Difference Test. Table VIII provides the results of the

Paired Difference test. SAS, a software system for data analysis was

used to perform this test (26). The test was conducted at a 95%

significance level. The 'Yes' column of Table VIII, indicates that the

* null hypothesis should be rejected. Rejecting the null hypothesis means

there sufficient evidence to conclude that there is a difference in the

mean message delay times between the two models at that rate.

O Therefore, this column also indicates which of the two models had the

greater delay rates.

The Paired Difference test confirms that Nagle's method, as

implemented in the model, introduces overhead in terms of increased

delay at slow arrival rates. For the well behaved hosts (Host A, B, and

C), the table does not indicate a significant difference in the mean

-wdelay times between the two models until Host B begins sending messages

at the rate of 19 messages per second. However, the test does indicate

a significant difference in the mean delay time for message sent by Host

4P B at rates greater than 11 messages per second.
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Table VIII. Paired Difference Test Results

Rate: Host A Host B , Host C : Host D
Yes No Yes: No Yes No Yes No:

1.0 3>2 X X 3>2

2.0 3>2 2>3 3>2 X

3.0 3>2 X 3>2 X

'4.0 X X X 3>2

5.0 x X X X

'6.0 3>2 3>2 3>2 X

, 7.0 3>2. X 3>2 3>2

i.7.5 X X X X

8.0 X X X X

'9.0 X X X X

a10.0 2>3 X X X

- 11.0 X 3>2 X X

12.0 X 3>2 X 3>2

S13.0 X 3>2 X X

14.0 X 3>2 X X

15.0 X 3>2 X X

a 16.0 2>3 3>2 X X

17.0 X 3>2 X X

18.0 X 3>2 X X

19.0 2>3 3>2 2>3 2>3

20.0 a2>3 a ,3>2 23 2>3a
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VI. Conclusions and Recommenations

Introduction

This chapter presents the conclusions and recmmendations. The

first section presents the conclusions. These conclusions are based on

the results of this research project. The second section presents

several recommendations for future study.

Conclusions

This thesis has shown that Nagle's Fair Queueing has the potential

to improve the performance of the Internet. In particular, this thesis

has shown that Nagle's Fair queueing to be effective at preventing a

badly behaved host, or any source of network traffic, from dominating

the capacity of the network. These results justify the development and

implementation of a project to test Nagle's Fair Queueing in several

Internet gateways for the purpose of determining whether it should be

implemented throughout the system.

Recommerxations

to During the course of this research effort, several areas were

uncovered which require further study. The purpose of this section is

to outline those areas. The first pertains to Internet traffic data -

none exists. It is very difficult to solve a problem before it is

O78



defined. Is there congestion at the gateways? If so, is the congestion

* do to limited CPJ capacity or is it the result of line capacity. Is the

traffic bursty, for that matter is it truly random? These are a few of

*' the questions that need to be answered. To answer them requires careful

lio planning. This plan could be developed by a graduate student interested

networks and evaluation of their performance. Implementation of such a

plan would have to be done through the program management office.

However, analysis of the data obtained through the study could provide a

1 second thesis in the future.

A second area open to study pertains to the response a host should

take when it learns it may be responsible for or is contributing to

congestion in the Internet. Zhang's Metered Queueing algorithm is one

approach and it should be developed further. Prue recently introduced

Squid as a second. Both methods attempt to predict congestion, inforu

the host, and define a host's response.

-"S A third area pertains to performing simulation in Ada. Such a

research project could begin with defining what sort of tools are

* .necessary for simulation. Then, proceed to uncover and evaluate those

available in the Ada language. Finally, document the findings by

describing what is available and what needs to be developed.

A final area of recommended study pertains to the protocols TCP and

IP. Each of these protocols requires a header of at least 20 bytes. In

addition, TCP requires the sending of several empty segments (headers

alone) to open and close connections. What effect does this overhead

have on network performance?
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Appendix: ANALYSIS OF SLAM DATA.
HOST A

MRATR=O. 5

CBS MDDEL MOD3DEL DIFF

1 0.3667 0.4341 0.0674
2 0.4000 0.4415 0.0415
3 0.3818 0.4368 0.0550
4 0.4213 0.4225 0.0012
5 0.3856 0.4481 0.0625
6 0.3700 0.3784 0.0084
7 0.3921 0.5585 0.1664
8 0.3875 0.4341 0.0466
9 0.3987 0.3964 -0.0023
10 0.3860 0.4914 0.1054

- ,ATEg= - -

cBS MD2DEL IWD3DEL DIFF

11 0.4105 0.5175 0.1070
12 0.4027 0.4539 0.0512

* 13 0.4109 0.4212 0.0103
14 0.4043 0.5393 0.1350
15 0.4077 0.4679 0.0602
16 0.3973 0.5012 0.1039
17 0.3994 0.4621 0.0627
18 0.3671 0.4070 0.0399

* 19 0.4076 0.4033 -0.0043
20 0.3835 0.5244 0.1409

------- MRATE=2

'"S MOD2ML M0D3DEL DIFF

21 0.3952 0.5405 0.1453
22 0.4264 0.4520 0.0256
23 0.4411 0.4474 0.0063
24 0.4095 0.4069 -0.0026
25 0.3938 0.4391 0.0453
26 0.3970 0.4134 0.0164
27 0.4172 0.4405 0.0233
28 0.3940 0.4238 0.0298
29 0.3935 0.4716 0.0781
30 0.4032 0.4051 0.0019
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Appendix: ANALYSIS OF SLAM DATA.
HOST A

*

MRATE=3

CBS MoD2DEL M3DEL DIFF

31 0.4418 0.4612 0.0194
32 0.4072 0.3965 -0.0107
33 0.3881 0.4331 0.0450
34 0.4004 0.4950 0.0946
35 0.4152 0.4370 0.0218
36 0.4076 0.4225 0.0149
37 0.4215 0.4496 0.0281
38 0.4191 0.4232 0.0041
39 0.4594 0.5672 0.1078
40 0.3959 0.4031 0.0072

MRATE=4

OS MMU2IML ID3DEL DIFF

41 0.3952 0.4333 0.0381
42 0.5016 0.4407 -0.0609
43 0.4873 0.4413 -0.0460
44 0.4117 0.4866 0.0749
45 0.4132 0.4773 0.0641
46 0.4107 0.4357 0.0250
47 0.4234 0.4221 -0.0013
48 0.3906 0.5018 0.1112
49 0.4731 0.4466 -0.0265
50 0.4677 0.4940 0.0263

IMRATE=5

CB 18 MO2DEL M.D3DEL DIFF

51 0.4260 0.4260 0.0000
52 0.4783 0.8693 0.3910
53 0.4412 0.5210 0.0798
54 0.4391 0.5442 0.1051
55 0.4330 0.4168 -0.0162
56 0.4509 0.5067 0.0558
57 0.4114 0.4838 0.0724
58 0.4548 0.4687 0.0139
59 0.4087 0.4735 0.0648
60 0.4844 0.4987 0.0143
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Appendix: ANALYSIS OF SLAM DATA.
HOST A

-------- RATE=6

CBS ODZ2DEL MOD3DEL DIFF

61 0.3843 0.4912 0.1069
62 0.3780 0.5598 0.1818
63 0.4163 0.4446 0.0283
64 0.4679 0.5022 0.0343
65 0.4117 0.6130 0.2013
66 0.4058 0.4029 -0.0029
67 0.3956 0.5451 0.1495
68 0.4441 0.4845 0.0404
69 0.4154 0.6544 0.2390
70 0.4361 0.4650 0.0289

--- RATIE=-7

CBS MOD2DEL MD3IEL DIFF

71 0.4385 0.5902 0.1517
72 0.4338 0.5120 0.0782
73 0.4551 0.5437 0.0886
74 0.5274 0.5196 -0.0078
75 0.4614 0.5364 0.0750
76 0.4769 0.5240 0.0471
77 0.4853 0.5041 0.0188
78 0.5093 0.5187 0.0094
79 0.5289 0.5259 -0.0030
80 0.4244 0.4792 0.0548

MRATE=7. 5

C8 M!D2DEL MO)3DEL DIFF

81 0.5523 0.4607 -0.0916
82 0.4431 0.6722 0.2291
83 0.4669 0.6784 0.2115
84 0.4969 0.5490 0.0521
85 0.4201 0.4625 0.0424
86 0.5024 0.4589 -0.0435
87 0.5899 0.5192 -0.0707
88 0.7042 0.5361 -0.1681
89 0.4656 0.4540 -0.0116
90 0.4970 0.5601 0.0631
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Appendix: ANALYSIS OF SLAM DATA.
HOST A

MRATE=8

CBS MC02DEL MD3DEL DIFF

91 0.5151 0.4624 -0.0527
6 92 0.5921 0.5089 -0.0832

93 0.4868 0.5475 0.0607
94 0.5112 0.4221 -0.0891
95 0.4368 0.5848 0.1480
96 0.6163 0.5048 -0.1115
97 0.5053 0.5725 0.0672

a 98 0.4669 0.5426 0.0757
99 0.4925 0.4753 -0.0172

100 0.4253 0.3983 -0.0270

9MRATE=9

O BS MIWZDEL MMDE DIFF

101 0.4796 0.5073 0.0277
102 0.5075 0.5306 0.0231
103 0.4722 0.4824 0.0102

0 104 0.6137 0.4939 -0.1198
105 0.5233 0.6174 0.0941
106 0.4589 0.5296 0.0707
107 0.6200 0.5859 -0.0341
108 0.5397 0.7224 0.1827
109 0.4876 0.4511 -0.0365

* 110 0.4768 0.5977 0.1209

MPATE=10

L BS tUM2DEL Mfl3DEL DIFF

111 0.5231 0.5476 0.0245
112 0.5856 0.4339 -0.1517
113 0.5146 0.6184 0.1038
114 0.6989 0.6585 -0.0404
115 0.5801 0.4541 -0.1260
116 0.6859 0.5693 -0.1166
117 0.6356 0.4641 -0.1715
118 0.6510 0.5497 -0.1013
119 0.5942 0.5756 -0.0186
120 0.4642 0.4233 -0.0409
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Appendix: ANALYSIS OF SLAM DATA.
!K~T A

WATE 11

OeS MOD2DRL MVD3DEL DIFF

121 0.4796 0.4751 -0.0045
122 0.5075 1.0840 0.5765
123 0.4722 0.5804 0.1082
124 0.6137 0.7522 0.1385
125 0.5233 0.5380 0.0147
126 0.4589 0.5300 0.0711
127 0.6200 0.5641 -0.0559
128 0.5397 0.5606 0.0209
129 0.4876 0.5930 0.1054
130 0.4768 0.5910 0.1142

LMRATE=12

CBS MD2DEL MOD3DEL DIFF

131 0.5606 0.4995 -0.0611
132 0.5321 0.6760 0.1439
133 0.5858 0.9094 0.3236
134 0.6363 0.4452 -0.1911
135 0.6337 0.5632 -0.0705
136 0.4899 0.6436 0.1537
137 0.7887 0.8603 0.0716
138 0.4988 0.7835 0.2847

* 139 0.5878 0.5525 -0.0353
140 0.5370 0.9875 0.4505

i MRAT.E=13

OS MD2DEL MD3DEL DIFF

141 0.5630 0.5722 0.0092
142 0.7673 0.8132 0.0459
143 0.6048 0.4457 -0.1591
144 0.6301 0.5904 -0.0397
145 0.5370 1.1270 0.5900
146 0.6360 0.6766 0.0406
147 0.6602 0.5820 -0.0782
148 1.0470 0.6377 -0.4093
149 0.5137 0.4861 -0.0276
150 0.7445 0.8139 0.0694
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Appendix: ANALYSIS OF SLAM DATA.
HOST A

- RATE- 14

CBS MDD2DEL MOD3DEL DIFF

151 0.8166 0.7485 -0.0681
152 1.1815 0.6919 -0.4896
153 0.7361 0.7050 -0.0311
154 0.7045 0.6776 -0.0269
155 1.1139 0.5590 -0.5549
156 0.5523 0.6464 0.0941
157 0.6866 0.4994 -0.1872
158 0.5004 0.7028 0.2024
159 0.6536 0.4828 -0.1708
160 0.7652 0.5059 -0.2593

MRATE=15

CBS MOW2D]L ICD3DEL DIFF

161 0.8070 0.6833 -0.1237
162 0.8102 0.7777 -0.0325
163 0.8448 0.5513 -0.2935
164 0.7612 0.5887 -0.1725
165 1.0500 0.8298 -0.2202
166 0.6733 0.6438 -0.0295
167 1.4260 0.5487 -0.8773
168 0.5828 0.6780 0.0952
169 0.7310 0.6923 -0.0367
170 0.6641 0.8270 0.1629

!RATE=16

CBS MD2Dm MOD3DEL DIFF

171 0.7887 0.6187 -0.1700
172 0.7627 0.5879 -0.1748
173 1.1144 0.5941 -0.5203
174 0.9064 0.6459 -0.2605
175 1.1001 0.4408 -0.6593
176 1.1265 0.6440 -0.4825
177 0.7442 0.7802 0.0360
178 0.8247 0.6060 -0.2187
179 1.1139 0.7628 -0.3511
180 1.1058 0.7445 -0.3613
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Appendix: ANALYSIS OF SLAM DATA.
HOST A

MRATE= 17

OBS MOD2DEL MrD3DEL DIFF

181 0.7262 0.6413 -0.0849
182 0.7319 0.6161 -0.1158
183 2.6110 1.0770 -1.5340
184 0.7512 0.7167 -0.0345
185 1.0280 0.5326 -0.4954
186 0.7695 0.9045 0.1350
187 1.0620 0.6114 -0.4506
188 0.6877 0.7198 0.0321
189 1.1030 0.5890 -0.5140
190 0.7424 0.6526 -0.0898

- MRATE=18

OBS MOD2DEL MD3DEL DIFF

191 1.0620 0.8035 -0.2585
192 0.6872 1.2980 0.6108
193 0.9135 0.7279 -0.1856
194 0.6017 0.5197 -0.0820
195 0.6880 0.6083 -0.0797
196 1.3560 0.6650 -0.6910
197 0.8608 0.6383 -0.2225
198 0.7722 0.7977 0.0255
199 0.8191 0.6115 -0.2076
200 1.8760 0.8425 -1.0335

- RATE= 19

OBS MlOD2DEL MD3DEL DIFF

201 1.4970 0.6176 -0.8794
202 1.6060 0.6635 -0.94 5
203 0.7997 0.5312
204 1.0400 0.6011 - .
205 1.1710 0.6135
206 2.6070 1.05:0
207 1.0240
208 1.3770
209 1.3820
210 .356;
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Appwix: ANALYSIS OF SLAM DATA.
HOS8TA

CB MOMI MW3DEL DIFF

211 0.8829 1.5230 0.6401
*212 1.1200 0.6497 -0.4703

213 3.5910 0.3775 -3.2135
214 1.7560 0.5999 -1.1561
215 1.3490 0.7487 -0.6003
216 1.9390 0.9538 -0.9852
217 1.4360 1.1660 -0.2700

*218 1.9680 0.7426 -1.2254
219 1.9460 0.8079 -1.1381
220 1.7610 1.1550 -0.6060
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PAIRE-DIFFR]ICE TEST
MESSAGE DELAY BY RATE

HOST A

VARIABLE MEAN SM1 RRO T M

OF MEAN

MRATE0 5

DMF 0.05521000 0.01624869 3.40 0.0079

MRATEB-1

DIFF 0.07068000 0.01572640 4.49 0.0015

- 1EATE--2

DMF 0.03694000 0.01415135 2.61 0.0283

MRATE=

DIFF 0.03322000 0.01229529 2.70 0.0243

- ~MEAB=

DIPT 0.02049000 0.01737908 1.18 0.2686

MRATE=-5

DIFF 0.07809000 0.03689763 2.12 0.0634

- MRATE:-6

DIFF 0.10075000 0.02736976 3.68 0.0051

- I9ATZ=7

DIFF 0.05128000 0.01564885 3.28 0.0096

MRATE=7. *

DIFF 0.02127000 0.04011957 0.53 0.6088

- ~~~MRAMIE8-_ _ _ _ _ _

DIFF -0.00291000 0.02725305 -0.11 0.9173
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DIP? 0.03390000 0.02761025 1.23 0.2507

* I'EATEB=1O

DIP? -0.06387000 0.02716007 -2.35 0.0432

MRATE=- 11

*DIP? 0.10891000 0.05554096 1.96 0.0815
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PAflED-DUPFURC TEST

* MESSAGE DELAY BY RATE

VARIABLZ MEAN STD ERROR T PRT
OF MEAN

MRAT2= 12

DIFF 0.10700000 0.06413159 1.67 0.1296

MRATEB-13

DIFF 0.00412000 0.07873153 0.05 0.9594

MEATHE=14

DIFF -0.14914000 0.07548339 -1.98 0.0796

?ItATB=15

DIFF -0.15298000 0.09155074 -1.67 0.1291

- MAT'E=16

DIFF -0.31625000 0.06397083 -4.94 0.0008

!fRATM 17

DIFF -0.31519000 0.15353224 -2.05 0.0703

!4?ATR=18

DIFF -0.21241000 0.13642661 -1.56 0.1539

I~ - !9ATE=19

DIFF -0.68294000 0.11969720 -5.71 0.0003

MEA7ZE=20

DIFF -0.90248000 0.31122250 -2.90 0.0176
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PAO-DIFNRNCE TEST
MISS DELAY BY RATE

VARIABLE 14 MM STANDARD MINI" MAXIMIJ

"-VIATICN VALUE VALUE

I'3ATB=0 * 5

10 0.44418000 0.05017633 0.37840000 0.55850000
?MD21lL 10 0.38897000 0.01563799 0.36670000 0.42130000

1"4?AT=1 -

; ?W3D 10 0.46978000 0.04957196 0.40330000 0.53930000
MW2DL 10 0.39910000 0.01384879 0.36710000 0.41090000

1 MRAThg=2

M 10 0.44403000 0.04002755 0.40510000 0.54050000
f WD2EDL 10 0.40709000 0.01642677 0.39350000 0.44110000

MRATE=3

MOD3 M 10 0.44884000 0.05040276 0.39650000 0.56720000
WD2ME, 10 0.41562000 0.02150461 0.38810000 0.45940000

0

14?ATB=4
M 10 0.45794000 0.02888518 0.42210000 0.50180000

11D 10 0.43745000 0.04072988 0.39060000 0.50160000

* RATB=5

,1DWE] 10 0.52087000 0.12858666 0.41680000 0.86930000
MOD2DEL 10 0.44278000 0.02526244 0.40870000 0.48440000

RATB6

1D L 10 0.51627000 0.07718404 0.40290000 0.65440000
MID2DEL 10 0.41552000 0.02763443 0.37800000 0.46790000

!'3ATB=7

; ?W33 10 0.52538000 0.02887397 0.47920000 0.59020000

OD2DML 10 0.47410000 0.03815186 0.42440000 0.52890000

. .ATEh7.5

13)D31L 10 0.53511000 0.08405890 0.45400000 0.67840000
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?WDWDH 10 0.51384000 0.08334963 0.42010000 0.70420000

* - t'ATB=-8

MD3 M 10 0.50192000 0.06237773 0.39830000 0.58480000
MODL 10 0.50483000 0.06060508 0.42530000 0.61630000
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PAIUlD-DIFFmEEE TEST
MESSAGM DELAY BY RATE

HOST A

VARIABLZ N MEAN STANDARD MINIMXL

DEVIATIONI VALUE VALUE

* I9ATE9

MwD3IL 10 0.55183000 0.08021438 0.45110000 0.72240000
MM2DEL 10 0.51793000 0.05759850 0.45890000 0.62000000

-MATM=10

mOD1L 10 0.52945000 0.08121932 0.42330000 0.65850000
MO)2DEL 10 0.59332000 0.07664317 0.46420000 0.69890000

.RATM=11

* Io3o 10 0.62684000 0.17572590 0.47510000 1.08400000
MW2EL 10 0.51793000 0.05759850 0.45890000 0.62000000

-... RAT/= 12

IWEL 10 0.69207000 0.18496091 0.44520000 0.98750000
IW2DEL 10 0.58507000 0.08735478 0.48990000 0.78870000

MfATE=13

Mc3a 10 0.67448000 0.19964505 0.44570000 1.12700000
IW2EL 10 0.67036000 0.15556636 0.51370000 1.04700000

-. ..-. A7214 -

D1EL 10 0.62193000 0.09991562 0.48280000 0.74850000
MWD2DEL 10 0.77107000 0.22005152 0.50040000 1.18150000

. .... .. .. ____ M AIATE=15

MODM, 10 0.68206000 0.10390572 0.54870000 0.82980000
MW2D 10 0.83504000 0.24317850 0.58280000 1.42600000

o MRA72=16

10 0.64249000 0.10097111 0.44080000 0.78020000
M?2DEL 10 0.95874000 0. 16737724 0.74420000 1.12650000

-MATE= 17
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IMfD3DM. 10 0.70610000 0.16504998 0.53260000 L07700000
MW2E 10 1.02129000 0.58040122 0.68770000 2.61100000

-- MRATE- 18

MDM. 10 0.75124000 0.21768273 0.51970000 1.29800000
MCOD2DEM 10 0.96365000 0.38730551 0.60170000 1.87600000
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PAIRE-DIFFRECE TEST
MESSAGE DELAY BY RATE

VARIABLZ N MEAN STANDARD) MINIltN MAX"(
DEVIATION~ VALUJE VALUE

MWDM 10 0.70303000 0.15703216 0.53120000 1.05100000
tfDDL10 1.38597000 0.49365887 0.79970000 2.60700000

M3UEL, 10 0.87241000 0.33350955 0.37750000 1.52300000
M2DL10 1.77489000 0.73884770 0.88290000 3.59100000
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Appendi.x: ANALYSIS OF SLAM DATA

Host B

MR~ATE=0.5

CBS lfl)ZDEL M13DEL DIFF

*1- 0.4082 0.4021 -0.0061
2 0.3534 0.3245 -0.0289
3 0.3193 0.3771 0.0578
4 0.4430 0.3039 -0.1391
5 0.3918 0.3314 -0.0604
6 0.4064 0.4281 0.0217

*7 0.3402 0.4074 0.0672
8 0.3195 0.4198 0.1003
9 0.3854 0.3074 -0.0780

10 0.3579 0.4224 0.0645

CBS !WD2DHL t413DH DIFF

11 0.3769 0.4117 0.0348
12 0.4563 0.4686 0.0123

*13 0.3773 0.3047 -0.0726
14 0.4094 0.3416 -0.0678
15 0.3739 0.4016 0.0277
16 0.3979 0.3017 -0.0962
17 0.4605 0.3752 -0.0853
18 0.3733 0.3204 -0.0529

*19 0.4046 0.3519 -0.0527
20 0.3712 0.4415 0.0703

MR ATF=2

CBS M?2EHL MOD3M DIFF

21 0.3823 0.4085 0.0262
22 0.4520 0.4045 -0.0475
23 0.3836 0.3445 -0.0391
24 0.4688 0.4809 0.0121
25 0.3949 0.3780 -0.0169
26 0.3784 0.3623 -0.0161
27 0.4358 0.3833 -0.0525
28 0.4159 0.3976 -0.0183
29 0.4113 0.3748 -0.0365
30 0.4819 0.3449 -.0.1370
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Appendix: ANALYSIS OF SLAM DATA
Host B

CBS MW2DEL !MUODE DIFF

31 0.4397 0.4624 0.0227
*32 0.4153 0.3875 -0.0278

33 0.3825 0.3899 0.0074
34 0.3742 0.4167 0.0425
35 0.4103 0.3911 -0.0192
36 0.3718 0.4714 0.0996
37 0.3733 0.3867 0.0134

*38 0.3751 0.4248 0.0497
39 0.4011 0.4014 0.0003
40 0.4189 0.3887 -0.0302

t'3ATE--4

CBS MOD2DL MW3DRL DIFF

41 0.4375 0.4352 -0.0023
42 0.4396 0.4349 -0.0047
43 0.4592 0.4307 -0.0285

*44 0.4015 0.4247 0.0232
45 0.4150 0.3616 -0.0534
46 0.4373 0.4217 -.0.0156
47 0.3954 0.3978 0.0024
48 0.4072 0.4194 0.0122
49 0.4285 0.4012 -0.0273

*50 0.4355 0.3949 -0.0406

t4?A7E-5

CBS MW2EH MW3DEL DIFF

51 0.3972 0.4772 0.0800
52 0.4736 0.4115 -0.0621
53 0.4316 0.4751 0.0435
54 0.4064 0.4634 0.0570
55 0.3986 0.4028 0.0042

v56 0.4364 0.6144 0.1780
57 0.4106 0.3901 -0.0205
58 0.4092 0.4056 -0.0036
59 0.4083 0.3947 -0.0136
60 0.4233 0.4392 0.0159

C
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Appendix: ANALYSIS OF SLAM DATA
Host B

MAT!=,6

CBS MC02DEL MC3EL DIFF

61 0.3726 0.5225 0.1499
*62 0.3879 0.4422 0.0543

63 0.4070 0.4438 0.0368
64 0.3516 0.5858 0.2342
65 0.4160 0.4985 0.0825
66 0.3773 0.3930 0.0157
67 0.3512 0.5016 0.1504

*68 0.4972 0.3910 -0.1062
69 0.3912 0.4778 0.0866
70 0.4478 0.4933 0.0455

OBS McV2Dm. 1  Iw3DM. DIFF

71 0.4357 0.5588 0.1231
72 0.4626 0.4524 -0.0102
73 0.4710 0.4515 -0.0195

*74 0.5410 0.6254 0.0844
75 0.4930 0.4695 -0.0235
76 0.5414 0.4682 -0.0732
77 0.4455 0.4612 0.0157
78 0.5134 0.4823 -0.0311
79 0.4694 0.4678 -0.0016

*80 0.4743 0.5622 0.0879

- MRATE=7. 5

OBS MOW2DEL MOD3DEL DIFF

81 0.6360 0.5705 -0.0655IC82 0.4754 0.6299 0.1545
83 0.4494 0.5390 0.0896
84 0.5125 0.5734 0.0609
85 0.4201 0.5193 0.0992
86 0.5024 0.5621 0.0597
87 0.5277 0.5094 -0.0183
88 0.5588 0.5689 0.0101
89 0.4665 0.4300 -0.0365
90 0.4678 0.4763 0.0085
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Appendix: ANALYSIS OF SLAM DATA
Host B

OBS MfVZDEL MIW3DEL DIFF

91 0.5225 0.5213 -0.0012
92 0.5257 0.5429 0.0172
93 0.4833 0.5585 0.0752
94 0.5295 0.7367 0.2072
95 0.4505 0.5144 0.0639
96 0.5780 0.4944 -0.0836
97 0.4879 0.4793 -0.0086

I 98 0.4531 0.5699 0.1168
99 0.5020 0.4706 -0.0314

100 0.4401 0.4836 0.0435

MRATE--9

CBS MOD2DEL MWDWEL DIFF

101 0.4854 0.5989 0.1135
102 0.4958 0.7314 0.2356
103 0.5338 0.5550 0.0212

i 104 0.5861 0.5404 -0.0457
105 0.5053 0.5761 0.0708
106 0.5220 0.5403 0.0183
107 0.5381 0.5739 0.0358
108 0.6039 0.5518 -0.0521
109 0.5101 0.6460 0.1359

* 110 0.4655 0.4737 0.0082

-RATE=10

CBS ?"2ML I0W3D DIFFC

111 0.5428 0.6223 0.0795
112 0.5427 0.5016 -0.0411
113 0.5518 0.7689 0.2171
114 0.7429 0.7287 -0.0142
115 0.5352 1.0360 0.5008

C 116 0.7292 0.6259 -0.1033
117 0.6586 0.5200 -0.1386
118 0.6316 0.6399 0.0083
119 0.5567 0.9847 0.4280
120 0.4880 0.5351 0.0471
121 0.4854 0.7095 0.2241

C
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Apperxiix: ANALYSIS OF SLAM DATA

Host B

1.EATEB-l1

CBS MOD21M. M3DMEL DIFF

122 0.4958 1.1170 0.6212
123 0.5338 0.6391 0.1053
124 0.5861 1.1080 0.5219
125 0.5053 0.5035 -0.0018
126 0.5220 0.6867 0.1647
127 0.5381 0.7837 0.2456
128 0.6039 0.7810 0.1771
129 0.5101 0.7283 0.2182
130 0.4655 0.7251 0.2596

CBS MC02DEL ?DEL DIFF

131 0.6187 0.4995 -0.1192
132 0.5945 1.5080 0.9135
133 0.5458 0.8796 0.3338
134 0.5830 0.6930 0.1100
135 0.6013 0.8362 0.2349
136 0.5722 0.7542 0.1820
137 0.8201 2.1610 1.3409
138 0.5111 1.2890 0.7779
139 0.6605 1.1650 0.5045

*140 0.6736 0.9389 0.2653

!M9A7hE13

CB MW2UKL Mu3D1M, DIFF

141 0.6185 0.8910 0.2725
142 0.7527 2.6950 1.9423
143 0.7374 0.6830 -0.0544
144 0.7020 1.7490 1.0470
145 0.5613 1.7790 1.2177
146 0.6948 0.8819 0.1871
147 0.8374 1.5380 0.7006
148 1.1510 0.7249 -0.4261
149 0.4982 0.8661 0.3679
150 0.8490 1.3200 0.4710

c
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Appendix: ANALYSIS OF SLAM DATA
Host B

@ IMRATE=I4

CBS ?W2DEL 1)3DEL DIFF

151 0.7866 0.9811 0.1945
152 1.2654 1.5250 0.2596
153 0.7537 1.1260 0.3723
154 0.6810 0.9938 0.3128
155 1.1181 1.9100 0.7919
156 0.5650 2.5040 1.9390
157 0.7694 2.1360 1.3666

I 158 0.5534 1.0280 0.4746
159 0.6086 0.9106 0.3020
160 0.7644 1.3010 0.5366

RAT:= 15

CBS M(D2DEL MM3INL DIP?

161 0.9117 2.746 1.8343
162 1.6380 2.212 0.5740
163 1.0390 2.750 1.7110
164 0.6678 1.227 0.5592
165 0.9289 4.681 3.7521
166 0.7544 1.303 0.5486
167 1.2450 1.470 0.2250
168 0.7304 1.385 0.6546
169 0.8401 3.421 2.5809
170 0.7027 3.048 2.3453

1 MRA7-=16

CBS O2DEL MID31 DIFF

171 0.9447 3.333 2.3883
172 1.1064 3.590 2.4836
173 1.1328 2.255 1.1222
174 0.9111 1.348 0.4369
175 1.1004 1.994 0.8936
176 1.1536 2.026 0.8724
177 0.9438 4.333 3.3892
178 0.9712 1.276 0.3048
179 1.1037 2.115 1.0113
180 0.9853 1.851 0.8657
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Apam~xix: ANALYSIS OF' SLAM DATA
Host B

M~ATJ1=17

CBS IW2IUL MOD3DHL DIFF

181 0.8658 3.346 2.4802
182 0.7125 2.653 1.9405
183 3.0120 4.035 1.0230
184 0.8587 2.285 1.4263
185 1.4400 1.651 0.2110
186 0.9927 3.535 2.5423
187 1.1870 3.411 2.2240
188 0.8238 1.868 1.0442
189 1.2140 4.038 2.8240
190 0.8721 2.147 1.2749

?IRATR=18

CBS MO2E MOD3 DIFF

191 1.3870 3.165 1.7780
192 0.7106 4.362 3.6514
193 1.0340 4.374 3.3400
194 0.7263 2.8w8 2.0817
195 0.7449 3.201 2.4561
196 1.2820 5.130 3.8480
197 1.0880 2.093 1.0050
198 0.8830 5.119 4.2360

*199 0.9791 4.292 3.3129
200 2.1590 4.157 1.9980

MEA79= 19

oCBS MIWDH MOW3L IP

201 1.6910 3.856 2.1650
202 1.9710 3.735 1.7640
203 0.9003 3.940 3.0397
204 1.3440 3.623 2.2790

C205 1. 3560 3.685 2.3290
206 3.5270 4.046 0.5190
207 1.6600 4.750 3.0900
208 1.4370 2.830 1.3930
209 1.8590 4.369 2.5100
210 1.6920 4.071 2.3790
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Apperxilx: ANALYSIS OF? SLAM DATA

Host B

- ?IIATR=20-

CSBS M002DEL ?WOfE DIFF

211 1.245 6.842 5.597
*212 1.380 4.399 3.019

213 3.249 5.431 2.182
214 2.261 3.058 0.797
215 1.456 4.700 3.2"4
216 2.341 5.733 3.392
217 2.482 6.919 4.437

*218 2.224 7.405 5.181
219 1.947 6.110 4.163
220 1.975 1.155 -0.820
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PAMRD-DIFFEE TIM
MESSAGE DELAY BY RALTE

* H019T B

VARIABLA1 mmA SMT ERRR T PR) T V

- tfRATSR=0.*5

DIP? -0.00010000 0.02415257 -0.00 0.9968

MRATZE-1

DIP? -0.02824000 0.01858033 -1.52 0.1629

- MRATK:2

DIP? -0.03256000 0.01404500 -2.32 0.0456

- ~MRATEI

DIP? 0.01584000 0.01268887 1.25 0.2434

MRAI 4

DIP? -0.01346000 0.00760798 -1.77 0.1106

MRATC=5

DIP? 0.0278800 0.02113379 1.32 0.2197

MRAI6

DIP? 0.07497000 0.02904757 2.58 0.0297

- I'3ATB4

e DIP? 0.01520000 0.01980573 0.77 0.4625

MRAR=7.5

DIP? 0.03622000 0.02160882 1.68 0.1280

- ~MRAIE8 --

DIP? 0.03990000 0.02595523 1.54 0.1586

l DIP? 0.05415000 0.02778588 1.95 0.0831
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-- MRATI=10

DIFF 0.10979091 0.06318247 1.74 0.1129

MtRATE1 1

DIP? 0.25686667 0.06554783 3.92 0.0044

1
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PAn=H-DIFwE 'TM
M•SAM DELAY BY RATE

IOST B

VARIABL MEAN STD - T PH> :T:
OF HEA

* ?tRATE= 12

DIFF 0.45436000 0.13840885 3.28 0.0095

MRATE=13 .

* DIF 0.57256000 0.21641260 2.65 0.0267

MATZ= 14

DIFF 0.65499000 0.17982601 3.64 0.0064

o t.ATb15.

DI]? 1.47850000 0.36658416 4.03 0.0030

-MikTATI16

* DIl? 1.37680000 0.32107501 4.29 0.0020

PATEC- 17

DIlF 1.69904000 0.26405197 6.43 0.0001

• ~MATR=18

DIFF 2.77071000 0.33292149 8.32 0.0001

-. . - -- RATM=19

c DIIF 2.14677000 0.24240040 8.86 0.0001

?ItATB=20

DI?? 3.11920000 0.62464353 4.99 0.0007
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PAIC-DIFF TEST
MESAGE DELAY BY RATE

VARIAEZR N MEAN STANDAIU) MINIML1 MAXI
DEVIATION VALUE VALUE

MPATE0. 5

MODM3E 10 0.37241000 0.05041063 0.30390000 0.42810000
• 10 0.37251000 0.04108710 0.31930000 0.44300000

?PATh= 1

* !9XJ3 10 0.37189000 0.05781800 0.30170000 0.46860000
MOD2DEL 10 0.40013000 0.03369164 0.37120000 0.46050000

1MIAT=2

?W3RL 10 0.38793000 0.03961159 0.34450000 0.48090000
* OD2EM 10 0.42049000 0.03754051 0.37840000 0.48190000

?4tATB=-3

MO! EI., 10 0.41206000 0.03175466 0.38670000 0.47140000
MOD21E1 10 0.39622000 0.02411048 0.37180000 0.43970000

MIATI=4

MIC31.. 10 0.41221000 0.02326869 0.36160000 0.43520000

M02DEL 10 0.42567000 0.02014834 0.39540000 0.45920000

• t 5ATB=5

10 0.44740000 0.06745646 0.39010000 0.61440000
MOD2L 10 0.41952000 0.02306926 0.39720000 0.47360000

MIAT--6

1CD3EEL 10 0.47495000 0.05959557 0.39100000 0.58580000
IOD2DM 10 0.39998000 0.04503280 0.35120000 0.49720000

RATZ7

-OD3116 10 0.49993000 0.06006151 0.45150000 0.62540000
MO2DEL 10 0.48473000 0.03686784 0.43570000 0.54140000

MRATE=7.5

IW3DKL 10 0.53788000 0.05669611 0.43000000 0.62990000
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M2EL10 0.50166000 0.06197114 0.42010000 0.63600000

* - ATEh=8 -

MMM10 0.53716000 0.07790388 0.47060000 0.73670000

MD2DEL 10 0.49726000 0.04309303 0.44010000 0.57800000
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MOD=. 10 1.19786000 0.67487554 0.71250000 3.01200000

* ?ItATR= 18

10 3.87010000 1.00743309 2.09300000 5.13000000

~W ~10 1.09939000 0.43723324 0.71060000 2.15900000
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PAIRED-DIFFRECE TEST
MESSAGE DELAY BY RATE

HO)ST B

VARIABLE N MEAN STANDARD) MINIMKII MAXIMII

DEVIATIChI VALUE VALAJE

-MRATHE=19

MDDL10 3.89050000 0.50450531 2.83000000 4.75000000
M1'D2DEL 10 1.74373000 0.69706001 0.90030000 3.52700000

____ MRATE=-20

M ?WEL 10 5.17520000 1.92971902 1.15500000 7.40500000

MC12DHL 10 2.05600000 0.60086401 1.24500000 3.24900000



Apperxiix: ANALYSIS OF SLAM DATA
40 HOST C

MRATE=0.5

SeS MOD2DEL MOD3DEL DIFF

4 1 0.3892 0.4311 0.0419
2 0.3795 0.4687 0.0892
3 0.3901 0.4898 0.0997
4 0.4328 0.4650 0.0322
5 0.4275 0.4744 0.0469
6 0.4061 0.4252 0.0191
7 0.4222 0.4353 0.0131
8 0.3883 0.4238 0.0355
9 0.4047 0.4058 0.0011
10 0.4156 0.4846 0.0690

MRATE 1

OBS MrA2DW M ;3DEL DIFF

11 0.4266 0.4945 0.0679
12 0.4086 0.4410 0.0324

* 13 0.4035 0.5110 0.1075
14 0.4638 0.5037 0.0399
15 0.4440 0.4733 0.0293
16 0.4871 0.4036 -0.0835
17 0.4036 0.4703 0.0667
18 0.3889 0.3728 -0.0161

* 19 0.4686 0.3985 -0.0701
20 0.3948 0.4731 0.0783

"RATE=2

OBS MrD2DEL MOD3DEL DIFF

21 0.4033 0.4650 0.0617
22 0.4402 0.5106 0.0704
23 0.4376 0.4547 0.0171
24 0.4234 0.5003 0.0769

C 25 0.4215 0.4457 0.0242
26 0.4329 0.4602 0.0273
27 0.4826 0.4555 -0.0271
28 0.4507 0.4287 -0.0220
29 0.4115 0.4729 0.0614
30 0.4170 0.5029 0.0859

1
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Appendix: ANALYSIS OF SLAM DATA

HOST C

-- ATE=3

OBS MOD2DEL MODDEL DIFF

31 0.4168 0.4611 0.0443
32 0.4564 0.4189 -0.0375
33 0.4196 0.5799 0.1603
34 0.4071 0.5362 0.1291
35 0.4042 0.4726 0.0684
36 0.3974 0.4877 0.0903
37 0.4514 0.4565 0.0051

* 38 0.4205 0.4314 0.0109
39 0.4336 0.4733 0.0397
40 0.3818 0.5183 0.1365

MRATE=4

OBS MCD2DEL MOD3DEL DIFF

41 0.4254 0.4067 -0.0187
42 0.4485 0.4786 0.0301
43 0.4281 0.4031 -0.0250
44 0.4107 0.5566 0.1459
45 0.4151 0.5137 0.0986
46 0.4845 0.4676 -0.0169
47 0.4245 0.4699 0.0454
48 0.4160 0.4671 0.0511
49 0.4414 0.4385 -0.0029
50 0.4543 0.4621 0.0078

'MRATE=5

OBS MODDEL dCD3DEL DIFF

51 0.4694 0.4256 -0.0438
52 0.4541 0.5064 0.0523
53 0.4298 0.5725 0.1427
54 0.4670 0.5164 0.0494
55 0.4643 0.4871 0.0228
56 0.4673 0.4500 -0.0173
57 0.4029 0.4171 0.0142
58 0.4567 0.4217 -0.0350
59 0.4180 0.4576 0.0396
60 0.4306 0.5162 0.0856
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Appendix: ANALYSIS OF SLAM DATA

cHs'r c

MRATR=6

CBS OD2DEL MW3DEL DIFF

61 0.4047 0.5527 0.1480
62 0.4316 0.5798 0.1482
63 0.4080 0.6180 0.2100
64 0.4417 0.5363 0.0946
65 0.4208 0.5588 0.1380
66 0.3898 0.5379 0.1481
67 0.4171 0.4602 0.0431
68 0.4244 0.5016 0.0772
69 0.4778 0.6212 0.1434
70 0.4376 0.4808 0.0432

- tMFATE=-7

CBS MOD2DEL MD3DRL DIFF

71 0.4417 0.5803 0.1386
72 0.4069 0.4543 0.0474

* 73 0.5048 0.5900 0.0852
74 0.5403 0.6011 0.0608
75 0.4830 0.4280 -0.0550
76 0.5364 0.6533 0.1169
77 0.4738 0.4855 0.0117
78 0.4734 0.5405 0.0671

0 79 0.5051 0.4825 -0.0226
80 0.4309 0.4971 0.0662

I4RATE=7.5

OBS MOD2DEL OD31EL DIFF

81 0.4856 0.6372 0.1516
82 0.4784 0.5531 0.0747
83 0.4606 0.4966 0.0360
84 0.5183 0.5697 0.0514
85 0.4501 0.4350 -0.0151
86 0.4718 0.5246 0.0528
87 0.5169 0.4795 -0.0374
88 0.6341 0.5455 -0.0886
89 0.4904 0.5755 0.0851
90 0.5191 0.5272 0.0081
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Appendix: ANALYSIS OF SLAMI DATA

HOS6T C

!4RATE--8 -

CBS IOw2DEL M1WEL DIFF

91 0.4780 0.5275 0.0495
*92 0.5932 0.4498 -0.1434

93 0.4864 0.4894 0.0030
94 0.5701 0.4982 -0.0719
95 0.4581 0.4512 -0.0069
96 0.6185 0.4634 -0.1551
97 0.5082 0.6135 0.1053
98 0.4821 0.4628 -0.0193
99 0.4670 0.4799 0.0129

100 0.3998 0.5378 0.1380

___ ___ ___ ___ ___ ___ __- MRATE--9

CBS M32= I.E 3DN. DI"F

101 0.4338 0.4635 0.0297
102 0.5468 0.6423 0.0955
103 0.5239 0.4685 -.0.0554
104 0.5384 0.5489 0.0105
105 0.5799 0.5802 0.0003
106 0.4732 0.4892 0.0160
107 0.5642 0.6277 0.0635
108 0.5360 0.5427 0.0067
109 0.5376 0.4986 -0.0390
110 0.4475 0.5035 0.0560

I4RATE 10-

CB MCW2DE Ml3DEL DIFF

i11 0.4951 0.5755 0.0804
112 0.5440 0.5820 0.0380
113 0.5041 0.7235 0.2194
114 0.5804 0.4451 -0.1353
115 0.4811 0.5072 0.0261
116 0.5724 0.5172 -0.0552
117 0.6064 0.6079 0.0015
118 0.5511 0.5423 -0.0088
119 0.5459 0.5380 -0.0079
120 0.4800 0.5248 0.0448
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Appendix: ANALYSIS OF SLAM DATA

HOST C

1'EATE=1-- -

OBS MCW2DEL MO3MELF

121 0.4338 0.5814 0.1476
*122 0.5468 1.1840 0.6372

123 0.5239 0.5188 -0.0051
124 0.5384 0.4714 -0.0670
125 0.5799 0.4602 -0.1197
126 0.4732 0.4345 -0.0387
127 0.5642 0.8688 0.3046
128 0.5360 0.4865 -0.0495
129 0.5376 0.7227 0.1851
130 0.4475 0.5098 0.0623

MRA79=12

CBS MUD2rML MwDWE DIEFF

131 0.5534 0.5930 0.0396
132 0.4730 0.7082 0.2352
133 0.5162 0.6364 0.1202
134 0.5114 0.4543 -0.0571
135 0.5583 0.7482 0.1899
136 0.4822 0.5896 0.1074
137 0.7944 0.6293 -0.1651
138 0.4544 1.0360 0.5816

*139 0.6113 0.6337 0.0224
140 0.5716 0.5094 -0.0622

- MRALT=13 -

c OS M2DfM OWDEL DIFF

141 0.6168 0.5615 -0.0553

'C142 0.6275 0.7266 0.0991
143 0.5767 0.5573 -0.0194
144 0.6904 0.5796 -0.1108
145 0.4992 0.7218 0.2226
146 0.6235 0.5195 -0.1040
147 0.6707 0.6717 0.0010
148 0.9022 0.5386 -0.3636
149 0.5119 0.5143 0.0024
150 0.7053 0.7312 0.0259
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Appendix: ANALYSIS OF SLAM DATA
IOST C

MRATh=14

CBS M0D2DEL MWD3DEL DIPF

151 0.6607 0.5295 -0.1312
* 152 1.1310 0.7609 -0.3701

153 0.4677 0.5112 0.0435
154 0.6647 0.5958 -0.0689
155 0,6622 0.6659 0.0037
156 0.5968 0.7248 0.1280
157 0.5889 0.8321 0.2432

* 158 0.5954 0.4699 -0.1255
159 0.5699 0.6122 0.0423
160 0.7512 0.6731 -0.0781

M3ATE=15

CBS M0D2I WD3EL DIFF

161 0.7144 0.7105 -0.0039
162 0.8104 0.6206 -0.1898
163 0.7066 0.7077 0.0011

* 164 0.6115 0.5548 -0.0567
165 0.b937 0.7610 0.0673
166 0.6578 0.5565 -0.1013
167 0.8465 0.8062 -0.0403
168 0.6070 0.7170 0.1100
169 0.6464 0.6795 0.0331

* 170 0.6685 0.9005 0.2320

,, MRATE 16

CBS MlW2DEL MW3DEL DI"F

171 0.6458 0.7171 0.0713
172 0.8416 0.6694 -0.1722
173 0.9316 0.7443 -0.1873
174 0.7500 0.5816 -0.1684
175 0.6795 0.5227 -0.1568
176 1.1106 0.8148 -0.2958
177 0.8136 0.8955 0.0819
178 0.8213 0.5946 -0.2267
179 0.6468 0.8177 0.1709
180 0.9979 0.7286 -0.2693
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Appendix: ANALYSIS OF SLAM DATA
HOT C

MREAT=17

CBS DD2DH M3DEL DIPF

181 0.7597 0.7737 0.0140
* 182 0.6809 0.7974 0.1165

183 1.8310 1.3990 -0.4320
184 0.5701 0.6233 0.0532
185 0.7693 0.4973 -0.2720
186 0.7954 0.8381 0.0427
187 0.8836 0.6539 -0.2297

* 188 0.6260 0.4014 -0.2246
189 0.9827 0.7156 -0.2671
190 0.6341 0.6189 -0.0152

MRATE=18

COS IDZtUL M 3L DIFF

191 0.9337 0.7485 -0.1852
192 0.6795 0.5991 -0.0804
193 0.7815 0.7572 -0.0243
194 0.5484 0.6911 0.1427
195 0.6404 0.7295 0.0891
196 0.9913 1.1430 0.1517
197 1.0110 0.6700 -0.3410
198 0.7101 1.6510 0.9409
199 0.7669 0.7296 -0.0373
200 1.5310 1.0090 -0.5220

MRAT=19

C CBS MD2OL M303IEL DIFF

201 1.1750 0.7578 -0.4172
202 1.2320 0.7341 -0.4979
203 0.8106 0.6590 -0.1516
204 0.8242 0.8974 0.0732
205 1.3080 0.8336 -0.4744
206 1.9960 1.0250 -0.9710
207 1.0230 0.8948 -0.1282
208 1.1190 0.6234 -0.4956
209 0.8859 1.0240 0.1381
210 1.1090 1.1680 0.0590
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Appendix: ANALYSIS OF SLAM DATA

HOST C

IRATE=20

CBS MD2DEL MDW3DmL DIFF

211 1.2170 0.9361 -0.2809
* 212 0.9788 0.6021 -0.3767

213 1.9900 0.6744 -1.3156
214 1.2770 0.6864 -0.5906
215 0.8755 0.6214 -0.2541
216 1.4120 1.5270 0.1150
217 1.4030 1.2520 -0.1510

* 218 1.3310 0.8736 -0.4574
219 1.2040 0.6365 -0.5675
220 1.3370 0.7485 -0.5885
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PAIRED-DIFFEFN TST
MESSAGE DELAY BY RATE

* IOST C

VARIABLE MEAN S ERF M T PR) :T,
OF MEAN

-R7EATh-0.5

DIFF 0.04477000 0.01022206 4.38 0.0018

MATHE=l

DIFF 0.02523000 0.02000740 1.26 0.2390

_- MRATE=2 -

DIFF 0.03758000 0.01271247 2.96 0.0161

I'fRATE=3

DIFF 0.06471000 0.02028782 3.19 0.0110

I'EATh-4

DIFF 0.03154000 0.01762857 1.79 0.1072

!EATE=5

DIFF 0.03105000 0.01793744 1.73 0.1175

4'fRATE=6 -

DIFF 0.11938000 0.01687385 7.07 0.0001

-- - t4-ATE=7

DIFF 0.05163000 0.01884998 2.74 0.0229

-MRATE7.5

DIFF 0.03186000 0.02158245 1.48 0.1740

MRAT-.8

DIFF -0.00879000 0.03022037 -0.29 0.7777

-------- RATE=9

DIFF 0.01838000 0.01445058 1.27 0.2353
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0

MIATE10
0

DIF 0.02030000 0.02907979 0.70 0.5028

, MRATE= 11

DIFF 0.10568000 0.07225283 1.46 0.1776

0
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PAIRED-DIPFmWICE TEST
MESAGE DEIAY BY RATE

lOST C

VARIABLE MEAN 8T T pR> : T:

OF MEAN

lM7AT12

DIFF 0.10119000 0.06580151 1.54 0.1585

RATR13

* DIPF -0.03021000 0.04826487 -0.63 0.5469

MRATE= 14

DIFF -0.03131000 0.05272642 -0.59 0.5673

,RATE= 15

DIFF 0.00515000 0.03688191 0.14 0.8920

MRATB=16

* DIFF -0.11524000 0.05134713 -2.24 0.0515

MIRATE-17

DIFF -0.12142000 0.05834593 -2.08 0.0672

* IMRATh- 18

DIFF 0.01342000 0.12321241 0.11 0.9157

-MRATE=19 --

C DIFF -0.28656000 0.10962757 -2.61 0.0281

MRATE=20

DIFF -0.44673000 0.11939377 -3.74 0.0046

C
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PAIMD-DIFFIRJCE Wr
MESSAGDELAY BY RATE

* HOfT C

VARIABLE N MEAN STANDARD MINDIMUM MAXI"
DEVIATION VALUE VALUE

MRATE=O. 5

!.wD1ML 10 0.45037000 0.02939823 0.40580000 0.48980000
IDW2DEL 10 0.40560000 0.01851660 0.37950000 0.43280000

- lMfRATE=1

* !!v31DM. 10 0.45418000 0.04801025 0.37280000 0.51100000
W)D2DEL 10 0.42895000 0.03476071 0.38890000 0.48710000

MRATE-=2
tW3M 10 0.46965000 0.02691056 0.42870000 0.51060000

MOD2DEL 10 0.43207000 0.02276098 0.40330000 0.48260000

IRATE=3

MIMDML 10 0.48359000 0.04903517 0.41890000 0.57990000
0wD2DEL 10 0.41888000 0.02328575 0.38180000 0.45640000*

- MRATE=4

MW3D3EL 10 0.46639000 0.04583088 0.40310000 0.55660000
HOD2DEL 10 0.43485000 0.02271379 0.41070000 0.48450000

- MRATh=5

MOD31L 10 0.47706000 0.05117400 0.41710000 0.57250000
MOD2DEL 10 0.44601000 0.02380114 0.40290000 0.46940000

-_- - MRATE=6

MOD L 10 0.54473000 0.05366338 0.46020000 0.62120000
OIDDEL 10 0.42535000 0.02424038 0.38980000 0.47780000

-RATE=7

MOD3DEL 10 0.53126000 0.07298094 0.42800000 0.65330000
MODIDEL 10 0.47963000 0.04393561 0.40690000 0.54030000

MRATE=7.5

C, MOD3DEL 10 0.53439000 0.05622092 0.43500000 0.63720000
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MOaDDEL 10 0.50253000 0.05218323 0.45010000 0.63410000

I4?ATE-=8

M3Dm. 10 0.49735000 0.05070788 0.44980000 0.61350000
MO2M10 0.50614000 0.06766483 0.39980000 0.61850000
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PAIRED-DIFFRECE T~gT
MESAG DELAY BY RATE

HOST C

VARIABLE N MIEAN STANDAIR) MMINII4M MAXDMU
DEVIATICN VALUJE VALUE

MRATE--9

MW3EEL 10 0.53651000 0.06353360 0.46350000 0.64230000
PM2DEL 10 0.51813000 0.04946534 0.43380000 0.57990000

I4?ATE- 10

* I.M3EL, 10 0.55635000 0.07414378 0.44510000 0.72350000
M)D2DEL, 10 0.53605000 0.04407431 0.48000000 0.60640000

- I4RATE=1 1

MI3DM. 10 0.62381000 0.23900849 0.43450000 1.18400000
MOW2DEL, 10 0.51813000 0.04946534 0.43380000 0.57990000

MRA79E-12

MW3DEL 10 0.65381000 0.15906828 0.45430000 1.03600000
MOWL10 0.55262000 0.09790302 0.45440000 0.79440000

MRATE=-13

MME,10 0.61221000 0.09008804 0.51430000 0.73120000
MW2DEL 10 0.64242000 0.11433134 0.49920000 0.90220000

to MRATE- 14

MO3DEL 10 0.63754000 0.11589092 0.46990000 0.83210000
MFD2DEL 10 0.66885000 0.17879925 0.46770000 1.13100000

MRfATE15

M3DWEL, 10 0.70143000 0.10751624 0.55480000 0.90050000
MO2DEL 10 0.69628000 0.07883170 0.60700000 0.84650000

MRA79E-16-- -

M DE,10 0.70863000 0.11788886 0.52270000 0.89550000
?K1)2DEL 10 0.82387000 0.15416258 0.64580000 1.11060000

-- --- ----- MRATE--17 ____

c-3ODEL, 10 0.73186000 0.27029169 0.40140000 1.39900000
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1.W2DL 10 0.85328000 0.36550833 0.57010000 1.83100000

* !4ATE=18 -

M3DWEL 10 0.87280000 0.31903729 0.59910000 1.65100000

M)D2DEL 10 0.85938000 0.28105128 0.54840000 1.53100000
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PAIRED-DIFFERENCE TEST
MESSAGE DELAY BY RATE

o HOST C

VARIABLE N MEAN SrANDARl MINIMULM MAXfII
DEVIATION VALUE VALUE

fRAT= 19

MDD3DEL 10 0.86171000 0.17478200 0.62340000 1.16800000
MDD2DEL 10 1.14827000 0.34284057 0.81060000 1.99600000

-- MRATE=20

M IOD3DEL 10 0.85580000 0.30817815 0.60210000 1.52700000
MDDZDEL 10 1.30253000 0.29842600 0.87550000 1.99000000

4
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Appendix: ANALYSIS OF SIAM DATA.

Host D

14?ATE=0. 5

OBS M!W2DEL MD3DEL DIFF

1 0.4095 0.4247 0.0152
2 0.3980 0.4088 0.0108
3 0.3916 0.4376 0.0460
4 0.4562 0.4133 -0.0429
5 0.3974 0.4730 0.0756
6 0.3781 0.4493 0.0712
7 0.4144 0.5180 0.1036
8 0.4165 0.3880 -0.0285
9 0.3952 0.4091 0.0139

10 0.4233 0.4846 0.0613

IM2AThE1- -

CBS I'UD2DEL I'W3DL DIFF

11 0.3988 0.4347 0.0359
12 0.4254 0.4562 0.0308

4013 0.4097 0.4679 0.0582
14 0.4693 0.4615 -0.0078
15 0.4272 0.4750 0.0478
16 0.4689 0.4090 -0.0599
17 0.4017 0.4770 0.0753
18 0.3732 0.4631 0.0899

40 19 0.4232 0.4417 0.0185
20 0.3913 0.4931 0.1018

--- I.BATE2

OBS IrV2DEL t.W3tL DIFF

21 0.4097 0.4112 0.0015
22 0.4120 0.4396 0.0276
23 0.3901 0.4534 0.0633
24 0.4594 0.5112 0.0518

Ol25 0.4363 0.3963 -0.0400
26 0.3945 0.4765 0.0820
27 0.4888 0.4505 -0.0383
28 0.4163 0.4754 0.0591
29 0.3933 0.4192 0.0259
30 0.3958 0.4266 0.0308
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Appendix: ANALYSIS OF SLAM DATA.

Host D

MRAT.E=3

OBS MODDEL MOD3DM DIFF

31 0.4327 0.4282 -0.0045
* 32 0.4839 0.4147 -0.0692

33 0.4552 0.6160 0.1608
34 0.4221 0.4653 0.0432
35 0.3925 0.4210 0.0285
36 0.4261 0.4775 0.0514
37 0.4254 0.4299 0.0045

" 38 0.4448 0.4262 -0.0186
39 0.4563 0.5896 0.1333
40 0.4148 0.4129 -0.0019

- MRATE=4

-S MD2D m MOD3DEL DIFF

41 0.4440 0.5863 0.1423
42 0.4410 0.5961 0.1551
43 0.4728 0.4074 -0.0654
44 0.3950 0.4975 0.1025
45 0.4095 0.4802 0.0707
46 0.4136 0.4532 0.0396
47 0.4218 0.4810 0.0592
48 0.4177 0.5210 0.1033
49 0.4510 0.5204 0.0694
50 0.4122 0.4973 0.0851

- - MRATE=5

OBS WO2DEL MM3DL DIFF

51 0.4277 0.5198 0.0921
52 0.4525 0.4729 0.0204
53 0.4505 0.5851 0.1346
54 0.4591 0.4994 0.0403
55 0.4525 0.4870 0.0345
56 0.4961 0.4856 -0.0105
57 0.3893 0.4594 0.0701
58 0.5514 0.4309 -0.1205
59 0.3989 0.4905 0.0916
60 0.4426 0.4315 -0.0111
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Appendix: ANALYSIS OF SLAM DATA.

Host D

, i . ATE=6

OB8 MOD2DEL MOD3DEL DIFF

61 0.3987 0.4511 0.0524
* 62 0.4111 0.4542 0.0431

63 0.4005 0.4914 0.0909
64 0.4385 0.7284 0.2899
65 0.4381 0.4754 0.0373
66 0.4188 0.5134 0.0946
67 0.4123 0.5046 0.0923

• 68 0.4197 0.5005 0.0808
69 0.4413 0.5420 0.1007
70 0.4539 0.5695 0.1156

MRATE=7

CB8 M!2DEL MWD3M? DIFF

71 0.4219 0.6696 0.2477
72 0.4229 0.5318 0.1089
73 0.4820 0.5572 0.0752

* 74 0.5501 0.8420 0.2919
75 0.4601 0.4729 0.0228
76 0.5370 0.4987 -0.0383
77 0.4646 0.5849 0.1203
78 0.4604 0.5702 0.1098
79 0.5378 0.5560 0.0182

* 80 0.4354 0.4853 0.0499

- - MRATE=7.5

098 MOD2DEL MOD3DEL DIFF

81 0.4940 0.5398 0.0458
82 0.4763 0.5307 0.0544
83 0.4446 0.5143 0.0697
84 0.5417 0.5117 -0.0300
85 0.4210 0.5467 0.1257

| 86 0.4675 0.5544 0.0869
87 0.5646 0.4846 -0. 0800
88 0.6567 0.5157 -0.1410
89 0.4204 0.4273 0.0069

* 90 0.5196 0.4884 -0.0312

_-
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Appendix: ANALYSIS OF SLAM DATA.

Host D

RATR8-8

CBS MOD2DEL MfD3DEL DIFF

91 0.5033 0.4720 -0.0313
92 0.5807 0.4633 -0.1174
93 0.4979 0.4649 -0.0330
94 0.5179 0.6161 0.0982
95 0.4409 0.5025 0.0616
96 0.5821 0.4395 -0.1426
97 0.5200 0.5595 0.0395
98 0.4830 0.4583 -0.0247
99 0.4599 0.4328 -0.0271
100 0.4131 0.6273 0.2142

?ERATE-9

CBS !.WZDHL M3DEL DIFF

101 0.4769 0.4669 -0.0100
102 0.5166 0.4871 -0.0295
103 0.5358 0.5181 -0.0177
104 0.5482 0.4615 -0.0867
105 0.5993 0.4867 -0.1126
106 0.4966 0.4854 -0.0112
107 0.5729 0.5466 -0.0263
108 0.5709 0.6269 0.0560
109 0.5906 0.4821 -0.1085
110 0.4886 0.5231 0.0345

- -ATB= 10 -

CBS MUD2DEL 3DEL DIFF

111 0.5296 0.6047 0.0751
112 0.5622 0.5825 0.0203
113 0.5173 0.5845 0.0672
114 0.5886 0.5687 -0.0199
115 0.4994 0.7090 0.2096
116 0.5628 0.5064 -0.0564
117 0.6147 0.5145 -0.1002
118 0.6011 0.4534 -0.1477
119 0.4884 0.7075 0.2191
120 0.4552 0.5053 0.0501
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Appendix: ANALYSIS OF SLAM DATA.

Host D

- - sRATE= 11

CBS M E2LJ MID3DEL DIFF

121 0.4769 0.4976 0.0207
122 0.5166 0.6508 0.1342
123 0.5358 0.4308 -0.1050
124 0.5482 0.4620 -0.0862
125 0.5993 0.4375 -0.1618
126 0.4966 0.5189 0.0223
127 0.5729 0.5988 0.0259
128 0.5709 0.6965 0.1256
129 0.5906 0.5438 -0.0468
130 0.4886 0.5647 0.0761

- MRATE=12

OBS 2E IOD3DEL DIFF

131 0.6533 0.7427 0.0894
132 0.5133 0.8541 0.3408
133 0.4985 1.8920 1.3935
134 0.4968 0.5376 0.0408
135 0.5794 0.5875 0.0081
136 0.5057 0.5020 -0.0037
137 0.8282 0.7568 -0.0714
138 0.4564 1.5560 1.0996

* 139 0.6052 0.7979 0.1927
140 0.5841 1.3020 0.7179

-- - MRATE=-13

CBS MCD2DEL MfD3tEL DIFF

141 0.5598 0.5840 0.0242
142 0.6695 0.7403 0.0708
143 0.6497 0.6660 0.0163
144 0.6028 0.7410 0.1382
145 0.4843 0.5683 0.0840
146 0.5717 0.4948 -0.0769
147 0.5823 0.6862 0.1039
148 1.0220 0.4775 -0.5445
149 0.5335 0.5898 0.0563
150 0.7381 0.5586 -0.1795
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Appendiix: ANALYSIS OF SIAM DATA.
Host D

-- ---- ?IATE-14 -

OBS It)D2DEL M'W3DEL DIFF

151 0.7722 0.5421 -0.2301
*152 1.1441 0.5811 -0.5630

153 0.5502 0.6244 0.0742
154 0.6830 0.7045 0.0215
155 0.7923 0.7177 -0.0746
156 0.5606 0.5206 -0.0400
157 0.6359 0.5664 -0.0695

*158 0.5195 0.6327 0.1132
159 0.5286 0.6891 0.1605
160 0.7207 0.7177 -0.0030

- MRA7E- 15

OBS MM2DN.. M13Dm.. DIFF

161 0.6675 0.5352 -0.1323
162 0.8500 0.6447 -0.2053
163 0.8348 0.5610 -.0.2738
164 0.5858 0.5204 -0.0654
165 0.8538 1.0240 0.1702
166 0.6130 0.7076 0.0946
167 1.0410 0.5593 -0.4817
168 0.6220 1.0120 0.3900
169 0.6811 0.6456 -0.0355
170 0.5833 0.8064 0.2231

--- MAIT=16-- - --

CBS M'W2DEL M1W3DEL DIFF

171 0.7358 0.7260 -0.0098
172 0.7595 0.7549 -0.0046
173 0.8652 0.6251 -0.2401
174 0.7647 1.1270 0.3623
175 0.6506 0.5272 -0.1234
176 0.9114 1.3380 0.4266
177 0.7761 0.7884 0.0123
178 0.7125 1.0370 0.3245
179 0.7178 1.1370 0.4192
180 0.9325 0.8865 -0.0460
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Appendix: ANALYSIS OF SLAM DATA.
Host D

! RATE= 17

CBS M0D2DEL MOD3DRL DIFF

181 0.6255 0.6472 0.0217
182 0.6769 0.8239 0.1470
183 1.5510 1.0140 -0.5370
184 0.6105 0.6160 0.0055
185 0.7509 0.5226 -0.2283
186 0.6719 0.7600 0.0881
187 0.9679 0.8882 -0.0797

* 188 0.6652 0.5522 -0.1130
189 0.9229 0.6400 -0.2829
190 0.6976 0.4711 -0.2265

MRATE= 18

CBS MODD2EL M3DOML DIFF

191 0.8933 0.7525 -0.1408
192 0.6617 0.5972 -0.0645
193 0.8333 0.6086 -0.2247
194 0.5857 0.5998 0.0141
195 0.6362 0.5721 -0.0641
196 0.9538 0.7806 -0.1732
197 1.0200 0.5899 -0.4301
198 0.6829 0.9500 0.2671
199 0.9261 1.0030 0.0769

* 200 1.4770 0.5228 -0.9542

MRATE=19-

CB OW2EEL MO)3DEL DIFF

201 1.0540 0.7060 -0.3480
202 0.9905 0.8132 -0.1773
203 0.8341 0.6290 -0.2051
204 0.8890 0.7406 -0.1484
205 1.0400 0.7122 -0.3278
206 2.4620 0.7365 -1.7255
207 1.1980 0.6219 -0.5761
208 1.0100 0.5391 -0.4709

209 1.2040 0.7537 -0.4503
210 0.9427 1.1130 0.1703
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Appendix: ANALYSIS OF SLAM DATA.

Host D

- -- fRATE=20

OBS MOD2DEL 1IC3DL DIFF

211 0.8972 1.2630 0.3658
*212 0.8217 0.5262 -0.2955

213 2.0490 0.6694 -1.3796
214 1.3860 0.5955 -0.7905
215 1.1360 0.7007 -0.4353
216 1.2200 0.6036 -0.6164
217 2.0410 0.9582 -1.0828

*218 1.2390 0.9436 -0.2954
219 0.9996 0.5920 -0.4076
220 1.0410 0.9519 -0.0891
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PAIRED-DIFRECE TEST
MESSAGE DELAY BY RATE

HOST D

VARIABLE MEAN STD ER T PR> :T:
OF MEAN

---- MRATEO. 5 .

DIFF 0.03262000 0.01488637 2.19 0.0561

-MATB= 1

* DIFF 0.03905000 0.01519025 2.57 0.0302

-- M-ATE=2

DIFF 0.02637000 0.01308244 2.02 0.0746

, MRATE=3

DIFF 0.03275000 0.02195932 1.49 0.1701

MRATE=4

I DIFF 0.07618000 0.01939511 3.93 0.0035

--- ?RATE=5

DIFF 0.03415000 0.02266327 1.51 0.1661

*! MRATE=6

DIFF 0.09976000 0.02267643 4.40 0.0017

-- - RATE=7

DIFF 0.10064000 0.03233972 3.11 0.0125

-RATE=7. 5

DIFF 0.01072000 0.02588866 0.41 0.6885

MATE=8 ----- ----------

DIFF 0.00374000 0.03304383 0.11 0.9124

-- ------------------- MRATE=9-------------------------

DIFF -0.03120000 0.01784514 -1.75 0.1143
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_____ !1ATE-1O -

DIFF 0.03172000 0.03806218 0.83 0.4262

-- MR- -AT 11

DIFF 0.00050000 0.03126859 0.02 0.9876
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PAIRED-DIFFERENCE TEST
MESSAGE DELAY BY RATE

*HOST D

VARIABLE MEAN ST ERROR T PR> T
OF MEAN

MIATEB 12

DIFF 0.38077000 0.16277445 2.34 0.0441

I4,ATE=13

DIFF -0.03072000 0.06421847 -0.48 0.6438
*

- MRATE=14 -

DIFF -0.06108000 0.06575663 -0.93 0.3772

MRATIA=15 --- ------

DIFF -0.03161000 0.08178488 -0.39 0.7081

MRATE=16

DIFF 0.11210000 0.07773700 1.44 0.1832

MRAT= 17

DIFF -0.12051000 0.06460055 -1.87 0.0950

-RAT:R=18 ----

DIFF -0.16935000 0.10513094 -1.61 0.1417

-RATE=19

DIFF -0.42591000 0. 15891465 -2.68 0.0252

- MRATE=20 -

DIFF -0.50264000 0.15727101 -3.20 0.01094'
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PAIRED-DIFPJCE TEST
MESSAGE DELAY BY RATE

H6T D

VARIABLE N MEAN STANDARD MINIM MAXI"
DEVIATION VALUE VALUJE

- - MRATE=0.5-----

M0D3DEL 10 0.44064000 0.04059221 0.38800000 0.51800000
p,D2IWEL 10 0.40802000 0.02163319 0.37810000 0.45620000

- ' - MRATEl 1
MID3DEL 10 0.45792000 0.02410863 0.40900000 0.49310000
M0D2DEL 10 0.41887000 0.03127747 0.37320000 0.46930000

--' MRATE=2

M0D3DEL 10 0.44599000 0.03486059 0.39630000 0.51120000
rMDEL 10 0.41962000 0.03262006 0.39010000 0.48880000

MRATE=3

MCD)3DEL 10 0.46813000 0.07427929 0.41290000 0.61600000
J MD2DEL 10 0.43538000 0.02561444 0.39250000 0.48390000

MRATEE44

MOD3DEL 10 0.50404000 0.05667492 0.40740000 0.59610000
MODZDEL 10 0.42786000 0.02355519 0.39500000 0.47280000

RI4ATE=5

MD3DEL 10 0.48621000 0.04478245 0.43090000 0.58510000
,!MD2DEL 10 0.45206000 0.04631780 0.38930000 0.55140000

- -- - ------- -- MRATE6----------- --

M0O3DEL 10 0.52305000 0.08084053 0.45110000 0.72840000
MOD2DEL 10 0.42329000 0.01867407 0.39870000 0.45390000

SMRATE=7 ------------------

MD3DEL 10 0.57686000 0.10911812 0.47290000 0.84200000
MDD2DEL 10 0.47622000 0.04888248 0.42190000 0.55010000

------ ATE=7.5

M4JD3DEL 10 0.51136000 0.03744798 0.42730000 0.55440000
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MOD2DEL 10 0.50064000 0.07314162 0.42040000 0.65670000

- - ItRATE=8

.WD3DEL 10 0.50362000 0.07178505 0.43280000 0.62730000

.'D2DEL 10 0.49988000 0.05470110 0.41310000 0.58210000

p
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PAIRED-DIFFERENCE TEST
MESSAGE DELAY BY RATE

HOST D

VARIABLE N MEAN STANDARD MINIMUM MAXIMUM
DEVIATION VAUE VALUE

- MIATE=9-- - -

MOD3DEL 10 0.50844000 0.04930493 0.46150000 0.62690000
MOD2DEL 10 0.53964000 0.04378273 0.47690000 0.59930000

MR4ATE=10------------- --------

" iD3DEL j 0.57365000 0.08470417 0.45340000 0.70900000
MOD2DEL 10 0.54193000 0.05246809 0.45520000 0.61470000

---- -- AT-- - -- -- - - - --

MOD3DEL 10 0.54014000 0.08919923 0.43080000 0.69650000
MEOD2DEL 10 0.53964000 0.04378273 0.47690000 0.59930000

- -- ----------- 4ATE12 ----

MlVD3DEL 10 0.95286000 0.47060681 0.50200000 1.89200000
"OD2DEL 10 0.57209000 0.10842995 0.45640000 0.82820000

S- MRATE=13

MOD3DEL 10 0.61065000 0.09390863 0.47750000 0.74100000
EID2DEL 10 0.64137000 0.15198245 0.48430000 1.02200000

-- --- MRATE=14 ------

VOD3DEL 10 0.62963000 0.07497693 0.52060000 0.71770000
MlD2DEL 10 0.69071000 0.18819340 0.51950000 1.14410000

S------ MRATE=15-------------------------

,fOD3DEL 10 0.70162000 0.18803741 0.52040000 1.02400000
MEID2DEL 10 0.73323000 0.15322139 0.58330000 1.04100000

S- -------------- IATE= 16 ------ ------------

MOD3DEL 10 0.89471000 0.25745503 0.52720000 1.33800000
IlOD2DEL 10 0.78261000 0.09159438 0.65060000 0.93250000

S-------MRATZ= 17

M0D3DEL 10 0.69352000 0.17374988 0.47110000 1.01400000
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Mi2D2DEL 10 0.81403000 0.28564133 0.61050000 1.55100000

- -- ------ R~fATE= 18------------------ ------~

?i)3DEL 10 0.69765000 0.16744767 0.52280000 1.00300000
MO2DEL 10 0.86700000 0.26178928 0.58570000 1.47700000
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PAIRED-DIFFEENCE TEST
MESSAGE DELAY BY RATE

* HOST D

VARIABLE N MEAN STANDARD MINIMUJM MAXfI"I
DEVIATION4 VAUE VALUE

---- MRATE=19

1MKI)DEL 10 0.73652000 0.15388477 0.53910000 1.11300000
MO2DEL 10 1.16243000 0.47167106 0.83410000 2.46200000

IMtATh=20 ------- -

M OWDDEL 10 0.78041000 0.23682943 0.52620000 1.26300000

M0JD2DEL 10 1.28305000 0.43460862 0.82170000 2.04900000
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Under the current implementation of the DoD Internet, a gateway's
response to congestion is to discard datagran.. Discarding datagrans
increases message delay and wastes network resources. Several
congestion control methods have been proposed to improve the performance
of the Internet. This study looked at two; Nagle's Fair queueing and
Zhang's Metered queueing.

Nagle proposes to replace the single queue per outgoing channel
with multiple queues, one for each source with datagrams passing through
the gateway. Datagrams are removed from these queues one at a time in a
round robin fashion. This procedure ensures each source is allotted a
fair share of the channel bandwidth. The study found, through
simulation, that this method insulated well behaved host fron the
presence of a badly behaved host. Badly behaved host are in effect
punished through increased delay while well behaved host receive their
fair share of the network resources. This researcher recommends Nagle's
method be implemented for testing on the Internet.

Zhang proposal is basically a feedback method of congestion
control. This method allows a gateway to control the rate at which host
send datagrams through the gateway. This requires modification to the
IP modules in the hosts and gateways and modification to the Source
Quench message. These modifications will allow the gateways to sense
traffic levels and to tell the host what rate to transmit at and for how
long. However, Zhsng did not define two parameters which are critical
to the performance of her method. Both of these parameters depend on
the Internet traffic profile which is not known at the present. Because
these parameters are not defined, this study could not simulate the
performance of Zhang's method.

0

4

4_

'ioA



-. -M

/LMU7

A.,

-d 
%


