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Abtract

In-flight simulations are normally accomplished by using

mcdel-following control laws which depend on accurate knowledge of the

stability derivatives of the host aircraft. Degraded simulation

performance may result if the stability derivatives deviate considerably

from their presumed values. Gain scheduling is often employed to

compensate for plant parameter variations, but this form of open-loop

compensation usually requires extensive flight testing for proper fine

tuning. This thesis implements an adaptive, fast-sampling control law

to compensate for changing aircraft parameters. The step-response .

matrix which is required for this implementation is identified

recursively using a recently developed technique which does not require .

special "test" signals and which automatically discounts old data

depending on the input excitation detected. Tracking fidelity is

maintained despite parameter changes which occur either abruptly or

slowly. Simulations are conducted, using a model of the AFTI/F-16

aircraft and the control design package MATRIXx, to test the resulting

adaptive system. Actuator position and rate limits are discussed. The

performance of the resulting system is excellent and demonstrates the

relative advantages of adaptive controllers for in-flight simulation.

Recommendations are made for future analysis including the use of

moving-bank estimators.
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PARAMETER-ADAPTIVE MODEL-FOLLOWING FOR IN-FLIGHT SIMULATION

I. Introduction

1.1 Background

Flight simulation plays an essential role in the development of

modern day aircraft as well as pilot training. It can be conducted in a

A-. ground based simulator, or in actual flight, with a special class of

/'aircraft called in-flight simulators. An in-flight simulator is an

aircraft whose stability, feel, and flying characteristics can be

changed to match those of another aircraft. This is accomplished by

interfacing the pilot to the aircraft by means of a "fly-by-wire'

variable stability flight control system and a programmable artificial

feel system. As the pilot moves the controls, the aircraft responds as

the simulated vehicle would. The pilot experiences the real flight

motions and handling qualities of the simulated aircraft (29:38).

* In-flight simulators are essential tools in the research and development

process that provide the capability to realistically and safely evaluate

new or modified aircraft and weapon systems before first-flight and

before committing to production (9). They have been used in the

development of the F-16, YF-17, F-18, A-10, B-1, and Space Shuttle.

Other uses invole many types of generic research, especially handling

qualities, and for several types of specialized training, particularly

* . at the Air Force and Navy Test Pilot Schools (29:38).
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An NT-33A in-flight simulator (Figure 1-1), owned by the Flight

-w ::V Dynamics Laboratory at Wright-Patterson AFB and operated under contract

by the CALSPAN corporation, has served effectively as a research tool

for over 28 years. As new aircraft concepts become more complex, the

limitation of the NT-33A to provide an in-flight simulation capability

have become apparent. The NT-33A is becoming deficient in three areas:

basic performance limitations, variable stability system limitations,

and logistic supportability (8).

* I

Figure 1-1. NT-33 In-Flight Simulator

A new in-flight simulator, which is based on present-day technology,

will eliminate the mentioned areas of deficiency, and inherently

accommodate the requirements of the foreseeable future. This advanced

in-flight simulator, called VISTA (Variable stability In-flight

2
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Simulator Test Aircraft), will meet future research needs by providing

upgraded simulation capabilities (Figure 1-2). This will be

accomplished by modifying a modern, high performance fighter aircraft

with variable stability controls and a reprogrammable cockpit (Figure

1-3).

1.2 Problem Description

The dominant performance features of the VISTA/F-16 are likely

to be a wide range of operating conditions in an expanded flight

*envelope (Figure 1-4), and large amplitude maneuvering (8,42). Both of

these situations produce large variations in the stability derivatives

of the host aircraft. This variation ofl parameters, coupled with

initial uncertainty on their exact values, may adversely affect the

fidelity of in-flight simulations (given a fixed parameter control law).

The fidelity of an in-flight simulation is highly dependent on the

ability of the variable stability system to either complement the

natural stability derivatives of the host aircraft until they match

those of the simulated vehicle (response feedback mode), or to establish

a unity transfer function between the responses of a computer model of

the simulated vehicle and the responses of the host aircraft

(model -fol lowing mode) (39). In both cases it is necessary to have

detailed knowledge of the host aircraft stability derivatives to perform

a satisfactory simulation (39,42). Althoughn gain scheduling is often

used to alleviate plant parameter variation problems, this can at best

be considered open-loop compensation which may require extensive flight

testing for proper fine tuning.

3
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1.3 Approach

Adaptive control is a promising approach to deal with the

problem of maintaining a specified level of tracking performance, and

therefore simulation fidelity, throughout the operating envelope. The

primary reason for considering the use of an adaptive controller for the

VISTA/F-16 is the wide range of dynamic characteristics assumed as the

operating point changes. Rather than designing off-line, fixed point

control strategies, i.e. control strategies designed for a specific

operating condition, and attempting to chose the appropriate strategy to

meet the current conditions, the basic idea is to perform on-line system

identification and control design simultaneously. As the operating

0 conditions change, so does the system being identified, and appropriate

changes are made to the control law. Thus, the control system is

adapting to the changing environment. The identification subsystem uses

0 the inputs and outputs of the plart in order to identify an equivalent

input-output model for the aircraft dynamics. The identified parameters

are then used to calculate a set of time-varying controller gains, which

in turn are used to compute the current control inputs to the plant.

The structure of such a system is shown in Figure 1-5.

Much effort has been devoted recently to the investigation of

* adaptive control laws based on the application of recursive parameter

identification algorithms. Positive results have been reported in the

literature on the use of such adaptive control schemes for aerospace

applications (20,41,48). New theoretical developments in the area of

parameter identification (19), and advances in microprocessor technology

(1,12,26,47), make the alternative of parameter-adaptive control

7



.:

ADAPTATION MECHANISM

ip
%

CONTROLLER PARAMETER V
DESIGN ESTIMATION I

,.Ym d l Y ost .
mode, CONTROL AIRCRAFT -
+ ALGORITHM DYNAMICS

Figure 1-5. Parameter-adaptive control system. Ym,
model motions; V noise signals.

increasingly viable. J-

1.4 Problem Statement

The purpose of this thesis is to test the effectiveness of

digital parameter-adaptive control laws in maintaining tracking

performance for an in-flight simulator, despite plant parameter changes.

The use of parameter-adaptive control laws will alleviate the

requirement for accurate knowledge of the stability derivatives of the

host aircraft and offer the potential of increased fidelity for

in-flight simulations. The design techniques of Professor Brian Porter

(31-38), are used to develop longitudinal control laws for a

model-following application. These new techniques use on-line,

recursive, step-response matrix identifiers to update the control law

gains as needed to account for plant parameter variations. A parameter

identification algorithm recently developed by T. Hagglund (19) is

8 €-V.
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A. .

. chosen for this implementation. This algorithm allows for

"a. identification during general aircraft maneuvering by updating the

parameter estimates only when adequate input-output activity is present.

1.5 Scope

Because of budgetary constraints, the initial VISTA will be

developed without side-force surfaces and wingtip speed brakes, in a

configuration such as the one depicted In Figure 1-6. Since aerodynamic

data is not yet available for the VISTA/F-16, and because of the

similarity between its proposed physical configuration and that of the

Advanced Technology Integration F-16 (AFTI/F-16, Figure 1-7), this

thesis adresses the development of adaptive multivariable tracker

control laws using the AFTI/F-16 as the host aircraft. The

investigation is limited to the linearized, longitudinal, rigid body

dynamics of the AFTI/F-16 using perturbation equations of motion at a

nominal flight condition of Mach 0.9 at 10,000 ft MSL.

This thesis accomplishes the following objectives:

1. Successful control of the linear aircraft model including

actuator dynamics with position and rate limits.

2. Determines the feasibility of using fast-sampling

multivariable tracker control laws in a model-following

configuration for in-flight simulation.

3. Successful implementation of state-of-the-art recursive

identification algorithm for on-line tunning of control law

gains.

9
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4. Assesses the improvement in tracking performance and

'~ '~'**simulation fidelity by using an adaptive system.

5. Studies closed-loop system performance under simulated

output measurement noise conditions

1.6 Overview

The material in this thesis consists of a brief summary of

current model-following techniques presented in Chapter II. This

chapter also provides a description of the multivariable design theory

developed by Professor Brian Porter of the University of Salford,

England, presented here as an alternate approach to the model-following

problem. Chapter III then discusses the recursive technique used to

identify the step-response matrix elements required by the control law.

Chapter IV presents details of the design procedure used in the

development of the control law and recursive identification algorithm,

as well as a description of the simulation setup in which the parameter

identifier is coupled with the control law to form an adaptive system.

The capability of the model-following system to adjust itself to

changing conditions is analyzed through the use of the MATRIXx software

package (23). Chapter V presents simulation results and compares the

performance of the adaptive controller to that of a fixed gain system.

Finally, a summary of the simulation results, as well as conclusions and

recommendations for further studies are presented in Chapter VI. Four

appendices are included as supplementary material to the body of the

thesis. Appendix A provides data for the state space and difference

equation models representing the equations of motion of the AFTI/F-16

aircraft. Appendix B details the equivalence between the step-response

12



C matrix and the matrix coefficient B, of the vector difference equation

N..* describing the input-output dynamics of the plant. Appendix C covers

implementation details of the recursive parameter identification

algorithm, and Appendix D presents the results of a root-locus analysis

and some of the time responses used for assesing the implications of

functional uncontrollability on the closed-loop system.

0
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II. Control Law Development
y.

2.1 Introduction (39:21-22)

The concept of using a stability augmentation system to modify

the dynamic characteristics of an airplane is not a new one. The same

concept can be used to adjust the terms in the equations of motion of

the variable stability airplane to match the corresponding terms in the

equations of motion of the simulated airplane. This technique is known

as the "response feedback" approach to in-flight simulation. A response

feedback variable stability system can be described as a generalized

stability augmentation system which has wide ranges of adjustment so

that large variations in airplane response characteristics can be "

produced (Figure 2-1). A response feedback system operates by adding to

or substracting from the airplane's natural stability and control

characteristics. Thus it is necessary to know accurately the stability

and control characteristics of the host airplane at all flight

conditions of interest. Also, it is difficult to calculate exactly in

advance the variable stability system gain settings which will

simultaneously produce correct values of the many parameters which

define the aircraft dynamics. Thus in-flight calibration of the

configurations that are to be evaluated is generaly necessary for

fine-tuning of the system in order to match the motions of the simulated

aircraft.

A different approach to in-flight simulation uses the idea of

"model-following". In this type of system, the signals coming from the

14
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evaluation pilot's cockpit are fed as inputs to a computer which has in

it the equations of motion of the airplane to be simulated. The output
O

of this computer is a set of time histories describing the motion of the

simulated airplane to the inputs applied by the pilot. The task of the

variable stability system then is to automaticaly operate the control .
I

surfaces of the host airplane in such a way that its motions (at the

pilot's station) duplicate those of the modeled airplane. The

mrdel-following concept is illustrated in Figure 2-2. The
I

model-follwing approach permits the computer that defines the simulated

aircraft to be set up and checked out on the ground prior to flight.

Although less sensitive to host airplane parameter variations than the

response feedback technique, the model following approach still requires

an accurate knowlwdge of the host airplane's stability derivatives for

good model-following performance as is shown next.

2.2 Summary of current mcdel-following techniques (39:21-28) "

Under the assumptions presentea in Etkin (15:121-189) the host

vehicle dynamics at a particular flight condition can be represented by

a linear matrix differential euation of the form

Xp(t) = Ap Xp(t) + Bp up(t) (2-1)

and the dynamics of the simulated vehicle by the linear matrix

differential equation

Xm(t) Am Xm(t) + Bm Um(t) (2-2)

where Ap, Am, Bp, B0 are matrices of stability derivatives, Xp and X0

16
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I

are the states, Up and um are control surface deflections and the

subscripts p and m denote the plant (host) and model airplane

respectively. Assuming that the simulation is started with the host and

the simulated aircraft at the same initial conditions, a control law for

exact model-following can then be obtained by simply substituting the

state, and rate of change of the state, of the model into Eqn (2-1) and

solving for the control input up(t):

km(t) Ap Xm(t) + Bp up(t) (2-3)

or

up(t) = Bp1 Xm(t) - Bp1 Ap Xm(t) (2-4)

up(t) = K1 km(t) - K2 Xm(t) (2-5)

%"-

Equations (2-4) and (2-5) define the control inputs to the host aircraft

in terms of the model states and rate of change of those states. Both

of them are available from the equations of motion of the simulated

vehicle that are contained in the variable stability system's simulation

computer (Figure 2-3).

km(t) ______

PILOT K1  +1 -OS plL

INPUTS i, MODEL HOS
AIRCRAFT Xm(t) -- AIRCRAFT
DYNAMICS L--n-K 2

I
........ ----- K2

Figure 2-3. Explicit Model Following System

18
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Equation (2-4) also demonstrates the requirement for accurate knowledge

of the stability derivatives of the host aircraft.
1

To reduce the sensitivity of this control scheme to plant parameter

variations, a feedback loop is introduced around the plant with a gain

matrix Kp (Figure 2-4).
S

PILO-T
PILOT km( ) ____

INPUTS MODEL ) KHOT XP(t)
)AIRCRAFT Xm(t) + rz ICAT-
DYNAMICS K2  -

K~

Figure 2-4. Improved Explicit Model Following System

The feedforward gains are now determined as follows:

K1 :B-
I  (2-6)

K2 = BI Ap -Kp (2-7)

The feedback around the plant is arbitrary, subject to the requirement

that the regulator loop must be stable. It can be shown that by

selecting K2  as in Eqn (2-7), the dynamics of the tracking error

become

&(t) : (A~p Bp Kp) e(t) (2-8a)

- Ae e(t) (2-8b)

.. 19
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I f Ae is stable, the error is driven to zero. By selecting large

*values for the gains in the matrix Kp the regulator loop becomes

increasingly tight, making the system less dependent on the gain matrix

K1  and reducing its sensitivity to plant parameter variations. This

reduces the requirement for accurate knowledge of the plant's stability

derivatives. In practice, concerns for closed-loop stability, sensor

noise, structural limitations, etc. determine how high the feedback

gains can be, thus restricting the amount of desensitization (to plant

parameter variations) that can be provided.

The feedback gains can be selected based on the maximum gain

available that will not significantly compromise closed-loop stability

or result in undesirable control surface rates of motion which could

place excessive demands on the hydraulic system used to actuate the

=.control surfaces of the plant. Usually they are designed as constants

to reduce system complexity, however, it important to note that the

effect on the output of the control surfaces is a function of dynamic

pressure since the actual control effectiveness of the surface is also a

function of dynamic pressure. Thus the aerodynamic gain will vary with

flight condition. This increases the actual feedback gain as dynamic

pressure increases and could result in closed-loop instabilities. This

condition can be minimized if the feedback gains are selected at the

highest dynamic pressure to be encountered in the simulation, although

this may compromise performance at flight conditions characterized by

low dynamic pressure. An alternate solution is simply to use gain

scheduling, but this approach may require extensive flight testing to

determine an appropriate Schedule for the large number of possible

.3; 201



flight conditions likely to be encountered during simulations.

2.3 Porter's Method

2.3.1 Fixed Gain Control Law. One of the many alternatives for

aci:ieving model following is the use of fast-sampling multivarible

control laws in a configuration similar to a command generator/tracker.

C. crol laws such as the ones developed by Prof. B. Porter can be used

to make the plant follow the time histories generated by a computer

model of the simulated vehicle.

The basic longitudinal equations of motion of the host aircraft in

this thesis are assummed to be completely controllable and observable,

and described by state and output equations of the form

X(t) A X(t) + B u(t) (2-1)

y(t) = C X(t) (2-9) -

where the subscript p has been droped for notational convenience, and

A is (n x n), B is (n x m) and has rank "m", C is (m x n), y(t) and u(t) ...

are (m x 1).

The A, B, and C matrices are partitioned according to the control

input matrix (B) to yield the following equations:

SI +u(t) (2-10)

and

y(t) = IC Cj t (2-11)

21
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IM

where x,(t) is (p x 1), x,(t) is (n-p x 1) and B, is (n-p x m) with

"* rank "m". The equations defining ,(t) are kinematic relationships with

no forcing function present. For the aircraft longitudinal equations of

motion the kinematic equation is e = q, where o is the pitch angle and

q is pitch rate. The resulting state vector has the form:
I

x,= [ ] deg (2-12)

x= [ u a q ]T fps, deg, deg/sec (2-13)

The plant is considered "regular" or "irregular" depending on

whether or not the first Markov parameter , CB, has full rank equal to

"m". For "regular" plants (rank(CB) = m) with stable transmision

zeros, the control law is a discrete proportional-plus-integral (PI) -

output feedback control law expressed as

u(kT) (lI/T) [ K, e(kT) + K2 Z(kT) ] (2-14)

and

u(t) = u(kT) for tE[kT, (k+l)T) (2-15)

where

k = integer

T = I/f is the sampling period,

K and K, are (m x m ) controller gain matrices,

e(kT) = r(kT) - y(kT) is the ( m x 1) error vector

r(kT) = Ymodel(kT) is the reference vector

Z(kT) is the digital integral of the error vector, defined as -

Z[(k+l)T] = Z(kT) + T e(kT) (2-16)

22
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For "irregular" plants, a proportional plus integral plus derivative

-.. ~.-'(PIO) controller structure can be used as described in References (31),

(32) and (33). The input-output configuration in this thesis provides

for a "regular" design. 
'.

The plant state and output equations may be discretized for the

sampling period T using the relationships

= xj l (2-17)[21 Ai~ 2 1x{ A , IT

and 
a

= Texpl[A A i BI dt (2-18)

The resulting sampled data state and output equations for the plant are

x,[(k 1)TI j I 1 (D12 tx,(k)1 P, (-9

xkT)
y(kT) =[C, C, xk) (2-20)

The augmented closed-loop state and output equations for the control

law of Eqn (2-12) are given by (36)

23
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2" {(k+1)T} 1 m -TC, -TC2  Z(kT)
x,{(k+1)T} : f,K 2  ,-fKC ,2-fqK,C x,(kT)

x2 { (k+l)T} f 2 K 2 ( 2 ,-fk2KC 2 2 -f 2 KC 2 x2 (kT)

TIM

+ fIFK, r(kT) (2-21)

ff T 2 K,

and

"" Z(kT)

y(kT) = [ 0 C, C, x(kT) (2-22)

X,(kT)

where f is the sampling frequency. A transformation is introduced

0 (27) which block diagonalizes the state and output equations so that

they assume the form

0 x{[(k+1)TI A1 01 -i(kT) 1+
x t(k+l)T} = 0 x x (kT) + g r(kT) (2-23)

J pT:2 x,(kT)
,y(kT) C I C2 C I (kT) (2-24)

where

•x, (kT) = x, (kT) (2-25)

x(kT) = x,(kT) (2-26)

C,=[K.K , 0] (2-27)

C, (2-28)
/

A = T 2 0 (2-29)TA,27K.IK I m  + A - TA1 2 CIC,

24



B T A, , C-1 (2-30)

A, = Im - BK C, (2-31)

B= BK, (2-32)

As the sampling frequency is increased (f - '), the closed-loop

transfer function assumes the asymptotic form (37)

F(z) = r'(z) + Fr(Z) (2-33)

where z is the discrete transform operator and .

r (z) C,(zIn-In-TAo)-1 TBo (2-34)

F,(z) : _C(zIm-m-A,)-IB, (2-35)

with

K-1-:|

A, = K- K (2-36)A , 2 c 1 K 1 1 K 2 A , -A , 2 C 2 1 C. - -

Bo : (2-37)A, 2C 1 ..

A, =-BKC, (2-38)

F(z) and r (z) are the slow and fast mode transfer functions

respectively. The slow modes can be grouped into two sets Z, and Z.

and are given by

25



-',= {ZEC: Izlm-lm+ TK,-1K, = 01 (2-39)

and

Z, = {zEC: IzIn-m-In-m-TA,,+ TA, 2C-
1CI 01 (2-40)

The fast modes are given by

Z = {ZEC: Im-Im+ CBK,I = 0) (2-41)

Because of the form of Ao , Bo , and C , the eigenvalues of A,

are uncontrollable or unobservable. Thus, as the sampling frequency

increases, the slow transfer function asymptotically approaches 7Pon and

the overall system transfer function contains only the tast modes, as

given by r,(z) which can be put in the equivalent form

r(z) = r(z) (zIm-Im+ CBK,)-ICBK, (2-42)

The controller matrices K and K, are then given by

K,= [CB,] (2-43)

K pK, (2-44)

where P is any positive scalar greater than zero, and F is a

diagonal tuning matrix. Both p and E are chosen by the designer to

achieve the desired tracking characteristics.

Although the method just outlined provides robust control

26



characteristics, some degradation of performance is inevitable when

F " ed with large parameter variations in the plant. To avoid this "'

performance degradation, adaptive control techniques may be used to

adjust the control law parameters as necessary and maintain tracking

performance.

2.3.2 Adaptive Control Law. An alternate way of defining the

control law gain matrices of Eqns (2-43) and (2-44) is by the use of the

step-response matrix (34) defined as

T
H(T) = O exp(A(t-r)) B dr (2-45)

For small sampling periods H(T) TCB , and the control law can be

expressed as

n(kT) =Re(kT) + K2Z(kT) (2-46)

where

K= H-I(T)E (2-47)

K, pK, (2-48)

The significance of using H(T) is that it can be obtained from

real-time input-output measurements to reflect the current

characteristics of the plant (31,32), thus forming the basis for an

adaptive system. In order to do this, an autoregressive difference

equation is used to represent the open-loop dynamics of the host

aircraft. This is accomplished in the next chapter.

27
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III. Recursive Identification

3.1 Introduction

In recent years numerous new developments for

parameter -adapt ive control algorithms based on parameter estimation

techniques have taken place. Recursive Least Squares identification

algorithms play a crucial role for many problems, not only in adaptive

control, but also for adaptive signal processing, and for general model

building and monitoring problems. Today, with the aid of an on-line

* digital computer, it is possible to use an empirical model to represent

a non-linear plant in a sequential manner. Specifically, a low order -

linear model can be selected to represent the dynamics of the system.

By use of the proper estimation algorithm, the computer is able to

provide updated parameter estimates for the empirical model at each

sample instant. This quasi-linearization procedure permits the use of

advanced control techniques such as the self-adaptive strategy, which

uses the information about the empirical model to update control law

parameters, thus allowing improved performance over a wide range of

system parameter variations. This chapter presents a short description

of the procedure and algorithms used to carry out the identification

part of the adaptation mechanism.

The identification problem considered i n this thesis i s the

following:

Given a discrete input-output time history of the airplane

longitudinal dynamics, determine the parameters of a suitable linear

28
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model that best describes the characteristics of the airplane (according

-. ". to a given criterion) at its current operating condition. Furthermore,

the identification must be done "on-line" with a minimal amount of data

storage (recursive algorithm implementation), and using only the normal

control inputs to the plant.

Section 3.2 of this chapter describes the process of selecting the

structure of the input-output model used in the identification

procedure. Section 3.3 then sumarizes the commonly used Recursive Least

Squares identification algorithm, its characteristics, and some of its

limitations. This leads the way to Section 3.4 which sumarizes a

modified version of the Least Squres algorithm developed by Hagglund

(19) which overcomes some of the limitations of the basic Least Squares

approach. For this investigation, it will be assumed that the

computational time involved in the execution of the control and

identification algorithms is sufficiently short (compared to the

sampling time, and variation of plant parameters) as to introduce

negligible time delay effects. This assumption is justified by the

availability of sophisticated microproccesors such as the ones described

in References (12), (26), and (47) which may allow fcr fast execution of

these algorithms.

3.2 input-output Model Specification

The first step of the identification problem is the

specification of an algebraic structure between the input and output

variables to describe the behavior of the plant. This model is

postulated a priori and can be based upon knowledge of the underlying

theory governing the dynamics of the plant. The discrete nature of the

29



control laws being considered here, in which input-output data is

gathered by the on-line computer for the control process, suggests that

the most convenient model is in the form of difference equations.

One of the posibilities for the derivation of a difference equation

model for the open-loop longitudinal dynamics of the host airplane is

based on the discrete state and output relationships given in Eqns

(2-17) and (2-18). These equations can provide the desired input-output

relationship by simply taking their Z Transform and obtaining a transfer

function model (22) as follows:

X {(k+l)T} = D X(kT) + T u(kT) (3-1)

y(kT) C X(kT) (3-2)

Y(z) = [ C [zI - ]-1 P ] U(z) = G(z) U(z) (3-3)

The m x 1 vector Y(z), the m x m matrix G(z), and the m x 1 vector

U(z) are given by:

Yl(z)

Y(z) = Y2(z) (3-4)

Ym(z)

-a

•Gll(z) G12(7) ... Glm(-,)

G*) G*.. . . .. .. ... . . . .(3-5)

Gml(z ) Gm2(Z )  ... Gmjm(z )
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U1 (z) -

U(z) = U2(z) (3-6)

Um( z)

where Gij(z) is the transfer function relating the output Yi to the

control input Uj and is of the form

b1 zw + b2 z
w -1 + + bw z + bw+1

Gij(z) = (w < n) (3-7)
zn + al zn-I + -. , + an_1 z + an

By dividing each numerator and denominator in G(z) by zn  the

transfer matrix G(z) is transformed into the delay operator form

b1 z
w -n + b2 zW-n-1 + ... + bw+ 1 z-nBGij(z ) +wl - (w < n) (3-8)

1 + al z-1 + ... + an_ 1 zn+l + an zn

At this point, the input-output relationship of the open-loop plant may

be obtained by grouping the coeficients with the same amount of delay in

every transfer function Gij(z), and taking the inverse Z transform to

yield the following Nth order vector difference equation model

y(kT) = B1 uf(k-l)T} - A1 y{(k-1)T} + .

+ Bn u{(k-N)T} - An y{(k-N)T} + E(kT) (3-9)

or equivalently
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y(kT) = TT(kT) o + c(kT) ER m  (3-10)

where

E(kT) is an equation error term assumed to be a zero mean

Gaussian white-noise vector with elements of variance a2 i,

added to account for modeling errors that may arise from

applying a linear model structure to a possibly nonlinear

plant, or mismatch between the real system order "n" and the

difference equation order "N"

TT(kT) Rm x l is a matrix of past values of {y(kT)} and {u(kT)}

the matrices Ai E Rmxm ( i = 1,2,...,N), Bi Rmxm

( i =1,2,...,N) and the vector 0 e Rlx1  are the parameters

of the Nth order difference equation

By defintion of the step-response matrix it can be shown (Appendix B)

that

H(T) =B1 TCB (3-11)

thus, by identifying the matrix coefficient B1  in real-time from

input-output data, and invoking the certainty equivalence principle (6),

updated step-response matrix estimates can be provided for the control

law design calculations (Eqn (2-47)) (31,32,34).

It is important to note that all the parameters of Eqn (3-9) must be

identified to obtain the step-respcnse matrix denoted by B1 . Ideally,

in the case a transfer matrix model reduced to the same denominator, the

3 2



order "N" should be the same as the discretized plant model order "nl"

(Eqns (2-17) and (2-18)) to avoid biases in the estimates resulting from

trying to fit a reduced order transfer function model to the plant

dynamics ( this assumes of course that a model of order "n" is true )

A model in which "N" is large however may represent a problem, since the

computational effort and the convergence time of the identification

algorithm depends, among other factors, on the number of parameters to

be identified. It is important therefore to keep the number of

id&_rtified parameters to a minimun. This fact seems to oppose the

desire of having "N" equal to "n", favoring the use of reduced order

models. A reduced order model may be appropriate for certain situations

depending upon the tracking performance required and desired gain

margins. Compensation for biases in the step-response matrix can be

introduced by increasing the overall loop gain of the system. However,

0 it is highly desirable to achieve the desired tracking behavior with the

lowest amount of gain possible in order to provide satisfactory gain

margins in the system. A solution is then needed that per-mits the

reduction of biases in the parameter estimates associated with reduced

order modeling, while also providing for a small amount of parameters to

be iden~tified. It is recognized that a diference equation model derived

from a transfer matrix does not provide for a minimal number of

parameters to represent a system (17,18), however, it facilitates the

identification procedure by providing for decoupled equation error terms

which in turn allow for a simple scalar measurement update procedure

(10, 30, 43, Appendix C).

Since only B1 (=H(T)) is required for the control law calculation

33J
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of Eqn (2-47), a possible approach to solve the aforementioned problems

is to identify only the elements of B1  leaving the rest of the

parameters in the full order model ( N = n ) fixed. It is assummed for

this investigation that the appropriate parameters for the fixed portion

of the model of Eqns (3-9) and (3-10) (representative of the current

flight condition) are available for use in calculating the plant's

output predictions and residuals needed in the identification algorithm.

This approach is justified in light of the results obtained in

references (3), (21), and (46), where multiple models are employed for

identification based on a-priori data. This a-priori data can be

provided from information gathered by stability and control derivative

prediction methods, wind tunnel tests, and preliminary flight test data.

Selection of the best performing model could then be based upon on-line

calculation of a probability of correctness associated with each model.

Furthermore, the same input-output data used in updating the estimates

of the step response-matrix elements can be used to update a full order

model that may be evaluated on a background proccesing mode. This

information can eventually be used in refining the models selected

a-priori for improved performance. The computational effort involved in

the multiple model approach is easily accomodated by pararallel

processing techniques and should not produce any significant

computational time delays.

The procedure of identifying only B1  causes the following

partition of Eqn (3-10)

y(kT) = yT(kT) o' + u(kT) + ,(kT) R1 (3-12)

in which the knc.n or fixed parameters in 0 have teen deleted to form

34
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o .This is also done with the corresponding elements in r(kT). These

non identified parameters and appropriate delayed measurements are then

collected into the vector Q(kT). The vector 0' thus contains only

the elements of BI and T'(kT) the corresponding elements of T(kT).

Additional details are given in Appendix C.

Having settled upon a model structure to represent the plant

dynamics, it is now necessary to choose a recursive algorithm to

identify the required elements of the step-response matrix. Sections

3.3 and 3.4 are devoted to this subject.

3.3 Recursive Least Squares Identification 1 (28)

Given a linear model of the structure described by Eqn (3-9),

our goal is to find an estimate of the parameter vector o such that it

minimizes the following weighted quadratic cost criterion on the

* •parameter vector estimate

N
J= : { [ y(kT) - TT(kT) o ]2 } (3-13)

k=O

where N represents the total number of measurements, and the quantity

within the brackets is the error between the measurement of the actual

output of the system and the predicted output based on the current

estimate of c. Differentiating the cost function with respect to the

1 This discussion pertains to a single-input single-output

difference equation model although the multiple-input multiple-output

case can be easily accomodated by performing a scalar measurement update

procedure (10), (28), Appendix C ].
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parameter vector (o) and after some derivations (28), the recursive

16 least-squares (RLS) identification algorithm is obtained

R(kT) = R{(k-1)T} + kT [ T(kT) T(kT)T - R{(k-I)T} ] (3-14)

T(kT) = y(kT) - T(kT)T of(k-Z)T} (3-15)

e(kT) = o{(k-1)T} + k-T R(kT) 1 T(kT) -- (kT) (3-16)

-A

where R(kT) is the information matrix, and T(kT) is the prediction

error. Though these equations are recursive, they are not well suited

for on-line implementation since at each step a matrix inverse is

required. However, taking the advantage of the fact that the update to

- the information matrix ( R(kT) ) is of rank one, the matrix inversion

lemma can be used to exchange the matrix inverse for a scalar division

in the propagation of the parameter covariance matrix as shown in Eqn

(3-17)

P(kT) = P{(k-1)T} - P(k-I)T} (kT) fT(kT) Pj(k-1)T} (3-17)

1 + TT(kT) P{(k-I)T} T(kT)

where

P(kT) kT R-I(kT) is the parameter covariance matrix

36
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The parameter update equation is

o(kT) = e[(k-1)T} + P(kT) '(kT) T(kT) (3-18a) -

of(k-l)T} + P{(k-l)T} T(kT) T(kT) (3-18b)
1 + fT(kT) P{(k-I)T} (kT)

The previous equations weight each measurement equally and assume that

the parameters and measurement noise levels are constant over time,

though the estimate o(kT) is certainly a time-varying quantity. The

interpretation given to 6(kT) is that of the best estimate of the

constant parameter vector given all the past information up to time kT. 0

A more realistic approach allows for time varying noise levels

and/or parameter vector. Such is the case in the weighted least-squares

approach where the cost function is modified as follows:

N

11 -i

k=T y(kT) - 'T(kT) o ]2 } (3-19) S
k =

where the weights W(kT) are to be selected in such a way as to

indicate the degree of confidence that can be placed on the individual

measurements, or equivalently, the amount of uncertainty associated with

a particular measurement. A desirable choice for the weights W(kT)

would be the variances of the corresponding measurements. A key problem

in identification of time-varying systems is, however, the lack of

knowledge of these variances (19:21).
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Assuming that an estimate of the noise variance is available, the

RLS algorithm is given by:

^ ^ P{(k-I)T} c(kT) T(kT) "
o(kT) = ®{(k-I)T} + (3-20)

v(kT) + yT(kT) P{(k-1)T} T(kT)

P(kT) = P{(k-1)T} P{(k-l)T} r(kT) fT(kT) P{(k-1)T) (3-21)
v(kT) + TT(kT) P{(k-l)T} f(kT)

where v(kT) = W(kT) is an estimate of the noise variance at time kT.

Although this algorithm still assumes that the parameters are constant,

it allows for time varying noise characteristics.

In order to allow for time-varying parameters, past information must

somehow be deweighted and greater emphasis placed on more recent

information.

A common and simple way to accomplish this goal is by modifying the

cost function to include a "forgetting factor" to cause an exponential

deweighting of data and place more emphasis on recent measurements. The

cost function then becomes:

N1
J =0 vkT- { [ y(kT) -yfT(kT) o ]2 xN- k } (3-22)

where 0 < x 1 is the forgetting factor. This cost function leads to

one of the most commonly used version of the RLS algorithm:
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' ° :.-:"x v(kT) + fT(kT) P{(k-1)T} f(kT) ;

1 PT){(k-1)T})}- P[(k-1)} T(kT) y(kt) (3-23) .

P(kT) P{(k-1)T) 1 (3-24)
x v(kT) + TT(kT) Pf(k-1)T} T(kT) ,

The use of the RLS algorithm is subject to a number of preconditions

and limitations. A principal assumption is that the time variations of

the parameters, and noise level, are slow and/or seldom compared with

the time constants of the system (19:25); in other words, that large

step-like changes in the parameters may not occur frequently.

An important requirement is that of "presistency of excitation" of .. #

the input data. To estimate a model of the plant dynamics that is

satisfactory, the input signals to the plant must have sufficient energy

and rich frequency content within the control bandwidth of interest. S
-.

The conditions on persistency of excitation are related to the

complexity of the estimated model. This implies that the requirements -.

on the input signal become more severe if the model order (or the number 5

of identified parameters) is increased (45). Since the input signals to

the plant are generated by feedback there is no guarantee that these

signals will be persistently exciting. On the contrary, good regulation •

may give a poor excitation (5, 45) since the algorithms usually extract

information from the perturbations of the input-output signals around

the nominal set-points. In that case the perturbations can be small, S

unless the command signals themselves are dynamic enough to provide the

necessary control activity. This however is not always possible or

practical.
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To track parameter variations it is necessary to discount old data

by means of the forgeting factor in Eqns (3-22) and (3-24). The choice

of a suitable forgetting factor is usually the result of a compromise

between fast adaptation and high stationary accuracy of the parameter

estimates. If the forgetting factor is small, old data is discounted

quickly and the estimated parameters will converge rapidly towards the

new values. However, the accuracy of the estimates will decrease. A

high value for the forgrtting factor ( x 1 ) on the other hand will

make it impossible to track rapid parameter variations (Figure 3-1).

The final selection of a forgeting factor then reflects the compromise

between the demands on convergence rate and long term quality of the

parameter estimates. This trade-off is not always satisfactory (19:17).

It is desirable to discount old data quickly when the plant is changing

or has just changed and to discount data slowly when the parameters are

relatively constant.

Another problem that may occur when a constant forgetting factor

less than one is used is that of instabilities in the estimation

algorithm commonly refered to as "estimator wind-up" (2). Exponential

forgetting works well only if the plant is properly excited all the

time. This may not be the case if the main source of excitation are

changes in the set-points. Then there may be long periods with no

excitation, the estimator will continue to discount old information and

the uncertainty of the parameters will grow. The effect can be seen

analytically. It can be shown that Eqn (3-24) is equivalent to:

P(kT) = [ v-l(kT) f(kT) CT(kT) + x P-1{(k-1)T} ]-1 (3-25)
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If the plant is poorly excited, the input u(kT) and the output y(kT)

are small. Since the components of the vector T(kT) are delayed

values of the input and output the vector T(kT) will be also small. .

In the extreme case when T(kT) is zero Eqn (3-25) leads to

P(kT) - - (3-26) "

indicating that the matrixx P(kT) grows exponentially. If there is no

excitation for a long period of time then P(kT) may become very large S

and the estimator becomes unstable. Since P(kT) is the gain in Eqns

(3-18a) and (3-23), small prediction errors can produce large variations

in the parameter estimates. This in turn may drive the closed-loop

system unstable.

Another way of looking at the problem is from a point of view that "

considers how the information is processed in the RLS algorithm.

Equation (3-24) can also be expressed as:

P-1 (kT) = P-1 (k-1)T} - (I-x) P-I{(k-1)T} + v-1 (kT) T(kT) T(kT)T (3-27) 5

where P-1 (kT) is the information matrix. Frcm Eqn (3-27) it can be seen

that the first term represents the old information, the second term •

represents the information taken out, and the third term represents the

information that is added by the measurement. Careful examination of

Eqn (3-27) shows that data is discounted in all directions but the S

measurement is bringing information in only one direction (the first two

terms of Eqn (3-27) are full rank while the third term is of rank one).

Because of this, if persistency of excitation is not present, more I
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information will be discounted than brought in and eventually P-1 (kT)

will go to zero thereby causing instabilities in the algorithm.

There are several ways to avoid estimator wind-up. One is obviously
J,%

making sure that the plant is properly excited before performing the

identification. The condition for persistent excitation can be

monitored and perturbations may be introduced if the excitation is poor.

In cases where perturbations are not convenient, the identification

process can be discontinued temporarily. Supe-visory loops ((5, 24),

Figure 3-2) are often employed to perform these functions. The price

paid for this safeguard is the extra logic and data storage required to

perform the appropriate checks.

Another possibility of dealing with the changing demands for data

discounting is the use of time-variable forgetting factors (16) to

adjust the amount of discounting automatically. The use of variable
'0

forgetting factors, however, is often heavily dependent on the

assumptions imposed on parameter and noise level variations. Typically,

the forgetting factor is adjusted in a manner inversely related to the

prediction error or an estimate of its variance. The prediction error

can be thought of as being composed of two independent components as

indicated below:

- y(kT) - ,T(kT) c(kT) = (kT) + n(kT) (3-28)

where *m(kT) is the model error an n(kT) is the measurement noise.

In the least-squares method, each measurement is weighted according to

an estimate of its uncertainty Eqn 3-1 ), which can be expressed as
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follows:

C2(kT) , c (kT) + c(kT) (3-29)

where c2 (kT) is the estimate of the prediction error variance at time
kT, c;(kT) and c;(kT) are the model error variance and measurement

noise variance at time kT respectively. In the case of small and

constant noise levels, assuming that the plant is properly excited, any

changes in the plant will be reflected in the prediction error and the

forgetting factor will be adjusted accordingly for i-m-'->Dved convergence

to the new parameter values. The problem with this technique is that an

increase of the noise level will in most algorithms be interpreted as a

variation of the parameters, i.e. an increase in ,c7(kT). This action

is a serious mistake (19:28) since the algorithm will discount old (and

possibly good) information to favor new measure'ents with poor

information content.
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In order to avoid these problems, and the required assumptions about

,&, -" how the parameters and noise level vary, the approach taken in this

thesis is to use a modified RLS algorithm developed by Hagglund (19).

This algorithm automatically discounts old data depending on the amount

of incoming information and updates the parameter estimates only in the

direction where new information is entering. Section 3.4 discusses this

algorithm in more detail.

3.4 Hamqlund's Alqorithm (19)

To account for time varying parameters and to re-edy the

weighting problem discussed in the previous section, a new principle of

forgetting old data was presented by Hagglund (19) and used in a

modified RLS algorithm. This section summarizes the development of

Hagglund's algorithm.

0D As discussed earlier, tne purpose of the least-squares estimator is

to provide rasonably accurate estimates of the parameter vector o(kT).

To accomplish this oLjective, Hagglun approaches the infcrmation

weighting problem from a different point of view. Typically, the

information about the uncertainties in te measurements is ratoer poor.

Thus instead of using a7 L-'zticns on ho4 the parameters and noise level

vary, the information oe til t is h3nd i l reiati , the a: acY of

the parameter estimates i.e. to t!he a'ount cf iofcrmaton aailzle, ad
the incom'ning infcrmation. r 4l-o .e~e--e his aleritrm acoering to

the following prircisle:
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"Discount old data in such a way that a constant '-.

, €".: desired amount of information is retained, if

the parameters are constant (19:70)".

The amount of information is signified by the inverse of the P matrix.

The goal of the estimator developed by Hagglund is to weight the

incoming data so that the covariance matrix becomes proportional to the

identity matrix. The diagonal elements of P(kT) may be interpreted as

approximations of the variances of the corresponding parameters. The

weights W(kT) in Eqn (3-19) are chosen so that these variances get a

desired value. As a result, the amount of the data included in

calculating an estimate of the parameter vector is dependent on the

information the estimator is receiving. If there is no information

coming in nothing will be forgotten. If the incoming information is

. "0 small the convergence time will be long. However, if the information

V.' content in the data is large, old measurements will be discounted

quickly so that fast parameter adaptation can occur.

If data is to be discounted according to the new principle, the

information discounted must be the same as the information brought in by

the new measurements. Recalling from Eqn (3-27), the new information is

proportional to T(kT) iT(kT). It Lay he said that the new information

is coming in the direction ff ",T). Thus old information is to be

discounted in the sa-e drec T .n. In terms of the information matrix

this is expressed as:

P-1 (kT) = P-{(k-l)TI v-!'.T) <kT)FT(kT)
-(kT) ,km)-(kT) (3-30a)
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P-I(kT) P-I{(k-1)T} + v-l(kT) ,(kT) ](kT) TT(kT) (3-30b)

where (,(kT) is a discounting factor. Note that in the updating of Eqn

(3-30), information is removed only in the direction that information is

added. This is in contrast to the earlier discusson of the

least-squares algorithm with exponential discounting in Eqn (3-27) where

information was removed in all directions de to the second term being

full rank. The information matrix equation (3-30) gives way to the new

method of updating the covariance matrix in Hagglund's modified RLS

algorithm:

KT) =P{(k-1)T} - _P(k-l)TJ ,(kT) -T1k- ) Pik-ljT(P ' T ... . .. ... .. (3 - !

[v-1 (kT) - ,(kT)]- + YT(kT) P{(k-I)Tj T(kT)

Sirce the form of the covariance matrix update has chanoed, the

equaticn for updating the parameter estimates will also charge. Using

Eqn (-31) along with the basic definit-n of the parameter -,date

equati:n in the least-squares algorithm, H:lund derives the follcwin4

parame er estimate up e ti

-(kT) = c{(k-1)T}

+ P (' -1)T ,IkT:) ( :T) - -a

v(kT) + JT(kT) F{(k-I)T} i' T) [i-.,(kT),(kT)]

= c{(k-l)T} + F (Ki T i Tv (k T) ~Tk: k)(-'

%", , . - • .* * . . - .



. - . ° ~~~~. TO 7 . 7 7 - - -. . .-. . . . . . . .

It remains to be shown the choice of an apprcpriate discounting

factor o(kT) in Eqns (3-31) and (3-32a). Equation (3-30) shows that

a(kT) must be positive or information would be added instead of

removed. Also, if a(kT) is too large the covariance matrix could

become non positive definite. These and other considerations establish

the need for a set bounds to which the discounting factor must be

limited. In deriving a set of bounds on a(kT), Hagglund performed a

stability investigation which included showing that a proper choice of

,(kT) would ensure that the covariance matrixx remained positive

definite. The stability investigation yielded the bounds on a(kT) and

were chosen such that

0 <, o(kT) < 1(3-33)
" -yT(kT) P{(k-1)T f(kT)

Furthermore, in order to obtain a diagonal P--atrix of the form a- I

where a is the desired variance of the para7eter estimates, Hagglund

shows trat (kT) must be selected so that

-2-* (TkT) p[(k-1)T) P(kT) P!k1T <! = a (3-34)

-T(kT) P{(k-1)T} P{(k-1)T} t(kT)

Substituting Eqn (3-31) into Eqn (3-3') yie2J the following desired

value of ,(kT)

,,d(km) = v-(kT) + (3_n)
I 'd: 'kT) T(kT) P{ ;-i?; ,T

*1,
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where

(5d(kT) = 1T(kT) p3 [(k-1)T- a (3-36)
TT(kT) P2[(k-I)T} T(kT) yT(kT) P2(k-1)m} T(kT)

To gain scme insight as to the physical interpretation of the parameter

a(kT), a substitution of Eqn (3-35) into Eqn (3-31) is made. This

results in a covariance matrix update equation of the form

P(kT) = P{(k-l)T} - 6(kT) P{(k-l)T} Tf(kT) TT(kT) P((k-l)T} (3-37)

*o From this equation, it can be seen that 6(kT) can be interpreted as a

gain term for updating the covariace matrix.

Although application of Eqn (3-35) will result in the desired value

1 * of the discounting factor, because of the restrictions given in Eqn

(3-33), Eqn (3-35) cannot always be used. Hagglund shows that by

incorporating the bounds of a(kT) in Eqn (3-33) in conjunction with Eqn

(3-35) the choice of a(kT) becomes

0 if ad(kT) 0
d(km) if 0 < (kT) 1

a(kT) i 1 1 (3-38)
1 ifkT- < ad(k m ) < v-1 (kT) + Tk

0 if d > v -(kT) +  1

where

71(kT) = TT(kT) P{(k-1)T) Y(kT) (3-39)
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The prviu discussion is relevant tothe siuto whereth

parameters are constant or change slowly in comparison with the time

constants of the plant. The inverse of the covariance matrix is then a

good measure of the information content. In the case of abrupt plant

parameter changes, P-1(kT) is no longer a good description of the

information content in the estimator. It will take some time for the

algorithm to reflect the uncertainty of the old parameter estimates by

an increase of the covariance matrix. Since the covariance matrix

partially determines the gain of the of the estimation algorithm, the

low "magnitude' of the P matrix will most likely cause a slow parameter

adaptation rate. To deal with this situation, Hagglund developed a

"fault" detection procedure to speed up the adaptation in case of abrupt

parameter changes.

The problem of how to account for step-like parameter changes can be

broken down into two parts. The f irst of these is how to detect the

parameter change ( or fault ).The second part is, once the parameter

* change has been detected, what modifications to the estimation algorithm

need to be made to correctly account for these changes.

A fault detection procedure is accomplished by forming a test

sequence that is sensitive to faults. The fault detection sequence

should have properties that are significantly different before and after

the fault. Following the development of a test sequence, the sequence

is evaluated and decision theory is applied to determine if a fault has

-5. occurred.

Although the predominently used test sequence for fault detection is
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often the residual sequence, its use can cause erroneous results as

indicated in section 3.3 since an increase in the noise level can lead d

to false alarms. To solve this problem, Hagglund proposed to use the

changes in the parameter estimate vector e(kT) as the basis for the

fault detection sequence.

Hagglund shows that when using the differences between two succesive

- estimates, AO(kT) = o(kT) - o{(k-1)T}, as the basis of the fault

detection sequence, the probabilities of A6(kT) being positive versus

negative are approximately the same when the estimated parameters are

close to the true values. This assumes that the equation error term in

Eqns (3-9), (3-10), and (3-12) has white Gaussian noise characteristics.

Representing this mathematically yields

P[ AOT(kT) Ao{(k-1)T} > 0 ] P[ AeT(kT) Aof(k-1)T) < 0 ] (3-40)

When a fault has occurred, the above discussion and Eqn (3-40) no

longer hold. The estimated parameters will be driven toward the new

values and therefore Eqn (3-40) will be replaced by

P[ AeT(kT) A6{(k-1)T} > 0 ] > P[ A8T(kT) A^{(k-1)T} < 0 ] (3-41)

Instead of observing the scalar product OT(kT) Ao{(k-1)T}, it is

more efficient to observe the scalar product between AaT(kT) and a sum

of the latest estimate increments. To simplify the algorithm, Hagglund

performs an exponential filtering of the increments of the estimates
instead of an ordinary sum. This results in the function w(kT) being
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defined as

w(kT) : y1 w{(k-1)T} + AO(kT) 0 <1 < 1 (3-42)

where the design parameter Y1 controls the number of estimate

increments that will significantly influence the resulting w(kT). In

case of a fault occurrence, w(kT) can be viewed as being an estimate

of the direction of the parameter change. This leads to the test

sequence as developed by Hagglund, s(kT). The test sequence, s(kT),

is defined to be

s(kT) = sign[ AOT(kT) w{(k-l)T} ] (3-43)

The sign function makes the test sequence insensitive to the noise

da 'I variance. As was the case earlier, when the parameter estimates are in

0 proximity to their actual values, the function s(kT) has approximately

a symmetric two point distribution with mass 0.5 each at +1 and -1.

However, with the occurence of a fault, the distribution is no longer

symmetric and the mass at +1 is larger. The idea behind the fault

detection technique is then to inspect the latest values of s(kT). If

s(kT) is +1 an unlikely number of times in a row, a fault is then

declared.

To add the most recent values of s(kT), Hagglund introduces the

stochastic variable r(kT) defined as

r(kT) = Y2 rf(k-l)T} + (1-Y2) s(kT) 0 < Y2 < 1 (3-44)
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which produces an exponential smothing of the test sequence s(kT) in

order to obtain a simple algorithm. When the parameters are close to

their true values, and the equation error term has "white noise"

characteristics, r(kT) has a mean value close to zero. When a fault has

occurred, a positive mean is expected. A fault is then declared when

the value of r(kT) exceeds a certain threshold. The design parameter

here Y2 controls how many s(kT) values will be included in r(kT).
a.-

As in the case with most design parameters, there are tradeoffs to

be made when selecting the value of Y2. If a small value of Y2 is

selected, fast fault detection will result at the cost of less security v

against false alarms. In instances where the signal to noise ratio in

the system is poor, speedy fault detection is not feasible. For cases

such as this, more information is required for proper decision making.

By assigning Y2 a larger value, more information will be available for

the fault detection algorithm to determine the presence of a fault.

As is mentioned earlier, if r(kT) exceeds a certain threshold, say

rO , a fault may be concluded with a confidence determined from the value

of the threshold. The threshold r0  can be computed as a function of

Y2 and the acceptable rate of false alarms, ff, which may be chosen to

suit the particular application in question (19:40). Hagglund performed

this calculation and his results are ilustrated in Figure 3-3.

Having found a way of detecting large ( and fast ) parameter

changes, the next step is to determine a suitable way of increasing the

gain of the algorithm to speed-up the adaptation rate. To accomplish

this, Hagglund chose to add the quantity (kT) times the identity
' %a

matrix to the covarlance matrix P(kT). The covariance update equation
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Figure 3-3. The error frequency ff versus the threshold r 0 (19:41).
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becomes

K -'

P(kT) = P{(k-1)T} P{(k-1)T} pf(kT) rT~kT) P{(k-I)T) + f(kT) I (3-45)
[v-l(kT) - a(kT)]-I + (kT)

where (kT) is given by Eqn (3-39). The parameter p(kT) has the value

of zero in all cases except when a fault is detected. Then, a positive

value for P(kT) will have the desired effect of increasing the

covariance. It remains to specify a suitable choice for g(kT).

One possibility of choosing g(kT) is to let it be a function of the

current value of P(kT) and of the significance of the fault, i.e., of

the value of r(kT). In deriving the equation for p(kT), Hagglund

defines the following expression

0 if r(kT) < r0

g(kT) =(3-46)

v(kT) [ Lo(kT) - u(kT) ] if r(kT) > r0
T(kT) T(kT)

where u (kT) was shown to be an eigenvalue of the parameter update

equation that could be assigned arbitrarily to control the step length

of the algorithm ( a small eigenvalue causes bigger steps towards the

new parameter values, while an eigenvalue close to one causes smaller

steps ), u0 is the current eigenvalue, defined as

r(kT)
uo(kT )  1 (3-47)(k-v(kT) + [ 1 -(kT) v(kT) 7 i(kT)
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and ro is the fault detection threshold.

To ensure that the covariance matrix remrains pcsitie de-finte, the

eigenvalue t'(kT) needs to meet the following condltio n

0 ,(kT) <, L,0(kT) (-~

A simple way of accomplishing this is by letting .(KT) be a piecewise
linear function of the significance of the fault as depicted in Figure

3-4.

.1

.(kT)

0 P[r,<r0] 1 Piir,'r(kT)]

Figure 3-4. Possible choice of the eigenvalue L(kT). (19:52)

The above choice of t(kT) causes Eqn (3-46) to become

40 if rt(k-1)TI < r

:~kT = v(kT) L0(kT) (rt(k-1)T} ro) (3-49)
if rt(k-I)TI >,r

CT(kT) -i(kT) (1 -ro)
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also independent with respect to the cthers ( AppEr,.ix C ) the

estimation problem can be solved by adding the effects of cne output at

a time by going through the algorithm m times per time step. The

procedure is summarized with the following algorithm

At time kT ( k > 0 , where 0 is initiation time ) D

calculate for i=1, ,m (see Eqns (3-9), (3-10) and (3-12))

0'i(kT) 6'i-i(kT) + 1 Pi(kT) Lj(kT) -i(kT) (3-51)

where

Ti(kT) is the estimated prediction error

vi(kT) is the estimated prediction error variance

Pi(kT) is the estimated parameter covariance matrix

,i(kT) is the ith column of measurements in y(km)

witn initial conditions

o'0(0) initial presumea values of the step-response ,

matrix elements

vi(O) initial presumed value for prediction error

variance for i=1,... m

P0 (O) estimated covariance of the pate-':_ .

at initiation time

,i(C) vector of past measurements prior to initiation

of identification for i=1.. m

with design parameters

"a" desired variance of the parameter estimates

'il, 'Y2, ro design parameters for, a fault detection scheme

I,

.,. ~S~ 'K~ ~ K~' ~~- .:.."



3 , rl design parameters of the prediction error

* variance estimator

a7nd recursive relationships (in prope-r order of occu.rrence)

O'(kT) M km-k1)TI (3-52)

lj(kT) =yi(kT) - uiT~kT) 6Oi.jkT) + )i(kT-) (3-53)

P0(kT) =Pm{(k-I)TI (-4

7i(kT) = tiT(kT) Pi-j.(kT) ,,i(kT) (3-55)

t.i(kT) = ?.iT(kT) p2 iil(kT) Lui(kT) (3-56) p

o i(kT) = z;iT(kT) p3i-l(kT) L'i(kT) (3-57)

1 \i(kT)
- i~T) T .~T (3-58)

ro(kT) =rm[(k-I)TI (3-59)

v~~(kT) vi{(k-1)Tj + (1- 3),2i(kT-r.) if r-j(kT) <r 1, 3-0

vi[(k-1)T) if riil(kT) rl

= -1,. )id ( kT) (-1

i(kT) vi-lkT) + (i3-61)~(Y'

0 if ai (kT-) 0

ni~T) ~i(J) if 0 < i(kT)

1 1 1T (3-62)

O if 01  i(kT) ±iI~T

IdI

0 f Oi 
.. ~T) 
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t (kT)'.--

Loi(kT) = 1 - (3-63) --

* -:. vi(kT) + [ 1 - ai(kT) vi(kT) ] ,1i(kT)

0 if ri-l(kT) < r.

= vi(kT) ,oi(kT) (ri_m(kT) -RO) (3-64)kT if ri_l(kT) .> r0o-

Z.iT(kT) zi(kT) (1 - RO)

Pi(kT) Pi(kT)

+ 2?i(kT) 1 (3-65)
[vi-I(kT) ,i0 (kT)J-l + ?i(kT)

(equation (3-51) evaluated here)

wO(kT) =wm{(k-1)TI (3-66)

wi(kT) -.,l wiI(kT) + [ 'i(kT) - 'i_1.(k<T) 1(3-67)

s I('KT) s si-.n [ 6'i(kT) - 6'i-i(kT))T wi(kT) 1(3-63)

ri(kT) = 2 riI(kT) + 012) si(kT) (3-69)

I

By incorporating Hagglund's modifications to the recursive

least-squares algorithm, it is posible to account for the time variation

of plant parameters in a more efficient manner as comrpared to the

standard RLS algorithm. The major a dv an t are of using Haggiund Is

'-.q

alcrithm is that it solves the problems caused by nonuniform excitation

of the plant. This is important since it allows for the identification

*procedure to take place during general aircraft maneuvers by discounting%

*..%

*data depending on the amount of inf ormat ion available. A convenient

60
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feature is also that the 'CA s, a. h:-c or of forgettr-. faztrs

are replacedbn related ces of t desired para7eter

variaoces (19:115).

Chapter 3 has presentec the thery be1ir.d the recursive

identification scheme that, toether with the control la4 presented in

chapter 2, will allow for the developo-ent of an adaptive syste to

compensate for aircraft parameter variations. This is done in order to

demonstrate the capability to maintain good model-following performance

while conducting in-flight simulations under different flight

conditions. Throughout these discussions, many variables have been

identified as user defined design quantities. The next chapter will
provide the details of the design prc re or

prpv 1. the ures for determining the

appropriate design param:-terms for bcth the control la. , and the

recursive identification algorithm.
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4.1 Introduction

The previous chapters in this trtesis prcvi:e ssre irsicht into

the theory of both the control law an- the recursive identification

algorithm used in the adaptive system. The intent of this chapter is

twofold, namely, to present a detailed description of the procedure and

practical aspects considered for selecting the design parameters of the

adaptive system, and to provide details of the system's representation

and simulation with MATRIXX.

Although deterministic in nature, the control law design techniques

developed by Prof. Porter require some amount of trial and error in the

devecpment of a particular design. A number of variables are to be

defired by the user based on theoretical insight and experience gained

throuIhout the trial and error process. This process rmust also be

applied in adjusting the design parameters of Hagglund's algorithm to

optimize the adaptation mechanism's ability to estimate the open-loop

aircraft dynamics.

The adaptive system designs presented in this thesis are based on

the use of the linearized longitudinal equations of motion of the

AFTI/F-16 aircraft at a nominal flight condition of Mach 0.9 at 10,000

ft. of altitude. Also, a model of the aircraft at .1ach 0.3, 10,000 ft.

is used to test the system's ability to perform under changing

conditions.

This chapter begins by presenting a brief description of the



athe.atical Iodels used to "-p ...... ar :raf: CsM< ...a tt, atu.s do~c r..

in section 4.2. Section 4.3 .re.ens tne deveC - en - ttld n
• ~ ~~~ t- , a .... ttled into

I
tc.ntrol lfr design. General r t -:ical ccnsi erations, as

well as pe.uliarities of the Porter design meth od are discussed.

F SC4scin 4.4 a e sses the issue of fine tuning the estimator

design variables, and also highlights the various practical signal

processing aspects required for its implementation.

4.2 Aircraft Yodel

The airplane dynamics used in this study are represented b, a

set of first order matrix diferential equations in the state space form

of equations (2-1) and (2-9). These state space equations are obtained

from the forces and moments acting upon the aircraft, and are expressed

using the body axis system centered at the aircraft's center of gravity

(Figure 4-1). A detailed derivation of the longitudinal state

perturbation equations used in this thesis is presented in Reference 7.

Equation (4-1) shows the longitudinal state space mote -

AFTI/F-16 in terms of the primed dimensionalized stacilit,

0 0 0 1
u X , I

' . . . . .. . .. .. - " | -n i i nn , , .. . . . . .
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L k

'le

where

8 is the pitch angle

u is the forward velocity .

is the angle of attack

q is the pitch rate

6e is the elevator deflection 5

6f is the flaperon deflection l.
'p.
.- z

The equations used to calculate the coefficients in Eqn (4-1) are also

found in Reference 7. In this case, a Flight Dynamics Laboratory

aerodynamic data package for the AFTI/F-16 was used to obtain the

coeficients in Eqn (4-1) by trimming the aircraft at the previously

named flight conditions. The relevant data for these models is

presented in appendix A. " 'h

The next step is simply to define the output vectDr of the quantites

of interest. In this case, the desired outputs are flight path angle

and pitch rate. The flight path angle is defined as

r.

y = - ,(4-2) "U'..

U.
I

I
This leads to the following output equation

:'-::.

."

1 0 -1 0

q 0 0 0 1 u (43)

It
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These equations, representing the aircraft dynamics, are implemented

by means of the computer aided design package MATRIXx with its

simulation facility SYSTEM-BUILD (23). This is ilustrated in Figure 4-2

thru 4-4. Figure 4-2 shows the elements of the block "A/C" wich depicts

the overall aircraft model with a representation directly derived from

the state space equations. The different set of dynamics associated

with the two flight conditons of Interest are implemented by means of

gain scheduler functions (Figures 4-3 - 4-4) which change the elements

of the A and B matrices in the model of Figure 4-2. The elements in

the C matrix remain constant throughout the simulation.

Figure 4-2 also shows the addition of actuator dynamics into the

* aircraft simulation. These include nonlinearities such as surface

position and rate limits. Consideration of their effects is very

important, especially in the case were the control system is to provide

artificial stability to the aircraft as it is the situation here.
S.

The actuator model used in this simulation is derived from the VISTA

design requirements that call for faster actuator dynamics than those

found in the regular F-16 aircraft. For purposes of these simulations a

simple first order model will be used. The actuator model for both the

elevator and flaperon is of the form

_ 44d 44~ (4-4a)

or equivalently

S-44 + 44 cmd (4-4b)

Equation (4-4) is implemented for both actuators with the models shown

in Figures 4-5 and 1-6. Fi2',e 4-5 scws t -all actu ator mc'el as
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derived from Eqn (4-4b), with the addition of the rate and position

limiting functions.

The control surface ratc is limited simply by placing a limiter

function after the rate of Eqn (4-4b) is calculated. This is

implemented after the summing junction in Figure 4-5. The

implementation of the control surface position limiting function is

slightly more involved. It would be erroneous to simply place a limiter

after the position of the surface is calculated from the integration of

the surface rate, since this would imply that the calculated surface

rate of motion would not be zero when the surface is stuck at a limit.

Instead, a limited integrator function is implemented to calculate the

control surface position from the calculated surface rate. This is .- "

ilustrated in Figure 4-6. The rate canceler in the limiter integrator 0

(block labeled R/CANC) monitors the calculated surface position and

compares it to the surface's position limits. If the surface deflection

is at a limit, the rate canceler function negates the commanded rate at

the summing junction location. This causes the desired effects of

zeroing the surface rate and stoping the surface position calculation at

its current point until the commanded surface rate changes direction.

While the surface deflections are within the normal range, the rate

canceler simply outputs zero, thus letting the incoming surface rate be

integrated to obtain the surface position. The control surface position .

and rate limits used in this study are given in Table 4-1.

The position limits are relative from the trim position of the

surfaces. Since the simulation is based on perturbation equation of

motion at different flight conditions, these limits are scheduled

72 '5
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Table 4-1

Control Surface Position and Rate Limits

Surface Flt. Condition Position Limit Rate Limit
(deg) (deg/sec)

Elevator Nominal + 27.37/ - 22.63 90

Off Nominal + 27.06/ - 22.94

Flaperon Nominal + 22.0 / - 21.0 78

Off nominal + 7.54/ - 35.46 '

according to which model is being used at any given time. The absolute

limits are ± 25 deg. for the elevator and + 20 deg. / - 23 deg. for the

flaperon. The direction of positive surface deflection is indicated in

Figure 4-7.

Finally, consideration to imperfect measurements is given in the

design by providing the capability to inject measurement noise into the

simulation. This is ilustrated in Figure 4-8, which shows the details

of the sensor block. A simple model for zero-mean, white, Gaussian

noise is used to corrupt the individual measurements independently. The

specific noise levels used are provided in the next chapter. Figure 4-8

also shows the capability of including sensor dynamics in the

simulation. The sensor dynamics implementation in this case is limited

to simple low-pass anti-aliasing filters with corner frequency of 40 Hz.

The reason for this is that, at the time of this study, no specific

information was available on the sensors to be used in the design of the

variable stability system for VISTA.
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4.3 Control Law Design

4.3.1 Mathematical Background. Before a particular control law

design is developed it is necessary to make sure that the system for

which it is intended satisfies a number of requirements. Of fundamental - --

importance is for the plant to be completely controllable and

observable. Controllability implies that the inputs can affect all the

modes (poles) of the system, thus making it possible to alter these

modes in order to effectively modify the system's characteristics. For

a linear time-invariant system described by Eqn (2-1) controllability

can be checked by evaluating the rank of the controllability matrix

(14,40), denoted Mc, given by -

Mc =[B AB A26 . An-IB ](4-5) ;'-

were n is the number of states. If the rank of Mc is equal to n,

then the system is completely controllable. If Mc is rank defective the

system is deemed uncontrollable signifying that some of the modes cannot
I

be affected by the input to the plant. In this case the rank defect of

Yc (i.e., n minus the actual rank of Mc) tells us how many modes are

uncontrolable.
S

OCservability implies that the outputs of the plant are affected by

every mde, and that every state affect the outputs of the plant (40).

This pr-cperty is particularly important since control is to be provided

ti cit fee_.back. Although not all the states are to be measured, ".

their influence on the outputs is necessary if proper control of the ..

modes is to be achieved. In addition, observability becomes necessity

76 J.
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in this particular case where the dynamics of the plant are to be

. identified from input-output data for the purpose of applying adaptive

control. Lack of observability would imply that the plant could not be

%! properly characterized solely from input-output data. This would lead

to an erroneous plant representation and, in turn, an incorrect control

strategy. For the linear time-invariant system represented by Eqns

(2-1) and (2-9) the property of observability can be checked by

evaluating the rank of the observability matrix Mo (14,40), defined as

Mo = [ CT i ATCT I (AT)2CT I ... I (AT)n-ICT ] (4-6)

Analogously to the controllability check, if the rank of Mo  is equal

to n then the plant is deemed fully observable. If this is not the

case, then the rank defect of Mo  indicates the number of unobservable

modes.

Controllability and observability are checked for the two sets of

dynamics used in this thesis (Appendix A). This is done with the aid of

the matrix manipulation and control design functions of the MATRIXx

package. Both models satisfy the full controllability and observability

conditions.

Another important consideration in the Porter method is that of the

location of transmission zeros. The transmission zeros of the plant,

defined as zeros of the equivalent transfer function representation that

block particular modes frcm the input, are regions to which some of the

slow roots of the closed loop system migrate as the gain approaches

infinity. Output feedback does not alter the location of transmission
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zeros, therefore it is desired that these zeros be stable in order to

insure system stability at high values of gain. This however does not
I

guarantee stability for lower values of gain for which the system roots ,.

may pass through unstable regions before approaching the transmission

zero locations. It is therefore imperative that the system's roots be

checked throughout the design stages to verify the stable location of

the closed-loop roots. This task is easily accomplished with the

analysis tools provided by MATRIXx.

Of particular interest is the existance of a transmission zero at

the origin. This condition results from the inclusion of the pitch rate

in the output vector. The presence of a transmission zero at the origin

suggest that the system is unstable and uncontrollable (35) because of

the )ocation of a closed-loop system root at the transmission zero

location. An analysis of this situation is required at this point. As

pointed out by Barfield (7:83-85) the transmission zero at the origin

results from the assumptions made in forming the equations of motion for

the aircraft in which the following relationship between the pitch rate
I

and pitch angle is established

q (4-7) "W
I

If q is to be commanded with step functions, wcu d ramp to infinity

due to the integration caused by the pole located at the transmission

zero location. Thus some of the system's responses are unbounded for

bounded inputs. For any practical maneuver, q CC7'a7-nS resemble pulses,

more than steps, or perhaps some other shape applied for a finite amount
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of time that produces a bounded pitch angle response. This is precisely

what is expected given the relationship of Eqn (125).

A by-product resulting from the eIstance of the transmission zero

at the origin is that the introduction of integral action in the control

law produces what is termed a "functionally uncontrollable" system (35).

The vector integrator that is part of the control law introduces

additional dynamics in the control loop. As part of the design

procedure, it is necessary to check for controllability of the augmented

system composed of the control law and plant dynamics (which may include

the actuators and sensors). A simple check for this is performed by

satisfying the following rank test (38)

w.

B A:
rank =n + m (4-8).'-0 -C,

Executing this test for the aircraft mooels of this thesis results in a

rank deficiency of one for both models in question. Again, additional

discussion is required at this time. A rank deficiency of one implies

that only one closed-loop pole is uncontrollable. An analysis of the

behavior of the closed-locp poles of the system ( rpendix D) reveals

that the uncontrollable mode corresponds to cne of the poles at the

origin introduced by the vector integrator of the control law. This

uncontrollable closed-loop pole at the origin accounts for the

integration that takes place due to E'n (4-7). The fact that the -"

location of this root cannot be changed merely reflects the case that

the definition given in Eqn (4-7) must prevail in the resilting pitch
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angle response. The other roots of the system are controllable and

their asymptotic behavior follow*s the theory presented in chapter 2.

The condition of functional uncontrollability is not considered an IY

adverse indication in this design but rather a reflection of the

assumptions made in defining the dynamics of the problem. The system is

then deemed conditonally stable for the particular design in question, I

and thus considered satisfactory for purposes of this study.

4.3.2 Design Variables. The key elements of the proportional

plus integral control law of Eqn (2-46) are the proportional gain matrix

K, and the integral gain matrix K. Once the step-response matrix of

the aircraft model is known for a particular flight condition and

sampling time, the gain matrices are calculated according to Eqns (2-47)

and (2-48) using the following design variables:

= the diagonal weih ting matrix, dia-,

= the ratio of integral to prc ortional control

The values of c , , and are chosen so that se.eral c-_jectives are

satisfied; the first of which is to statilize the aircraft. After this

is accomplished the controller is tailcred to ce the desired

tracking characteristics. The see:tizn c- tve~e . pora-eters in

this thesis is based on the us;e cf an ai at oc h.9

and 10,CCO ft. altitude, with a saplir ti7e of 0.01 sec. for the

control lT3. The vaLe coe , foL the Sr';:2i-: ti-e is c=nsiderei

sufiZ.enly snort as to be p::s e to c:,er .e a re 'e.r- n:oes of

the open-lc:p plant, a-J is ,thr te of tre

state-cf-the-art in fl i .. c..- c,

.".
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The Porter design technique is based primarily on the assumption of

linear plant models, and the availability of sufficient control

authority. The limitations imposed by control surface deflection and

rate limits make the system nonlinear. This situation imposes
d..

additional constraints in the design task. The problem then becomes the

formulation of a control law that provides for sufficiently fast

responses, with an acceptable level of tracking error, and while staying

within control surface deflection and rate limits. A trial and error

procedure is used to achieve this purpose.

Initial guidance in the trial and error process can be gained by v
considering the asymptotic characteristics of the closed-loop system. Y

Recalling from the discussion in chapter 2, as the sampling frequncy is .,l

increased the closed-loop tranfer function matrix (Eqn (2-42))

approaches the diagonal form

-(z) = diag • - + 7'3z- (4-9)

which contains only the fast roots of the system This relationship

provides the insight as to how the system exhibits increasingly tight

and deco, pled centrol witn ir..c-easin gain. It is obvious then that by

propter selectcn of the elements of the Z seihting matrix the

trarsient resc;nses can be n adjusted, ad thus the speed at

*hlch tr.e cu%_ ts fcl:? t1-e1r c1:re:p nr ccm-anJ signal from the

mcd"el aircrat. Treh l.. c' e'r in tre re_ cnses can then be

adusedb9 t.ne se 'e-ticr t,-,a~ cf p~~'~nlto inte-,ral

c ontrl ( ). This ra". : o:'c"Ys s:-"- ic- t-e s1c., roots of the .

.. 1 .

*1
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system. Although not present in the asymptotic transfer function, at

finite values of gain these slow roots become observable and thereby are A

present in the outputs.

The control law representation in MATRIXX is given in Figure 4-9.

Its implementation follows directly from Eqn (2-46) with the exception

of the block labeled "INTLIM" that stands for integration limiter. The
intent of this function is to stop the integration of the error signals

if any control surface is commanded to a position limit. The integration

of the error signals continue once the affected surface(s) leave the

maximun deflection position. This action can improve the closed-loop

system response signicantly (see Appendix D) in a manner analogous to

that discussed in the implementation of the actuator models.

All of the elements of the MATRIX, implemetation discussed so far

are now collected in the closed-loop simulation diagram of Figure 4-10.

IVAThe block labeled A APT2 implements the recursive identification .

algorithm and is discussed in section 4.4. The simulation setup of

Figure 4-10 permits a trial and error evaluation of different

combinations of weighting matrix elements and proportional to integral

control ratios. At each design iteration, and prior to any simulation,

the poles of the closed-loop system are checked as a first means of

assesing the the stability of the design. If the particular selection

of design parameters produces a stable location for the closed-loop

poles, then a time response analysis is conducted via simulation. This

is necessary since tne close-locp pole location analysis can only be .

done for the linear representation of the system. The nonlinear effects

can be better acounted for in simulations.
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4.3.3 Command Maneuver. In the case of a model-following

control law, the command inputs are typically a set of time histories

coming from a model of the simulated vehicle that is being tested by the

evaluation pilot. These model responses have to be modified by a number V

of transformations that account for differences in geometry, attitude,

and speed between the model and host aircraft (Figure 4-11). To

simplify the design procedure, this thesis addresses the case in which

the host aircraft is following a model of itself at an identical flight
D

condition throughout a particular maneuver. This has the effect of

making the aforementioned transformation equal to identity. This action

is practically motivated since, in the case of the actual flight test 7:
D

program of the VISTA it will provide a highly controlled experiment to . -

evaluate and validate the model of the host vehicle. The model of the e-
p C

host vehicle will be required for ground simulation efforts and variable

statility system control law develop*ent.

The flight path angle and pit:n rate time histories used in this

thesis were obtained from a real-time simulation of the AFTi/F-16, %

conducted at the Flight Dynamics Latoratcry's Control Synthesis Branch.
% P

These time histories are shown in Figures 4-12 and 4-13.
.

4.3.4 Desin Si- ' . A r_- er of prelimirary design

t'ials are acI mplished using PMAT R and its simulation tool

S'TE .I LD. Variatic- s cf the elements of the z weighting matrix

ard are e e UL tre repnses c te plant follcw closely the

mocel co-m-:-s. Vales for toe e '+nt; c e S e eected from a

range of 0.1 to 0.5 fcr ard 0.4 to :.3 f-" - T,-e prcp-ortinal

to intecral ratio ( ) w s ,a-ie. fr - 0.5 to 1.2.
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Figures 4-14 thru 4-69 show a representative sample of the design

simulations conducted.

To assess the tracking performance of the system, a model following

performance index is calculated for each of the commanded quantities.

It is desired that the average response error absolute value of each

output quantity should not exceed the average absolute value of ten ,

percent of its corresponding reference signal. This is expressed as

follows .S

ttf
It t f

.01

where the subscript m indicates a model output, the subscript h

indicates a host airplane output, tf the ending time of the maneuver,

and the index i pertaints to the ith element of the output vector. In

addition to a model-following tracking criteria, the control surface

deflections are checked for possible reaching of position and/or rate

limits.

Based on the results of these simulations a final controller design

is chosen that satisfies the desired performance specifications without

putting serious demands upon the actuator deflections and rates for the

specific maneuver used. The selected controller design parameters are

given in Table 4-2.

Table 4-2

Final Control Law Design Parameters

10.3 0.0
1 0.0 0.7 = 0.8

88 %
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4.3.5 Parameter Variation and Sensor Noise. To assess the

'- capability of the resulting fixed gain control law design in the

presence of plant uncertainty, the controller resulting from the design

p raleters of Table 4-2 is subjected to step changes in the plant

dynamics by using a model of the AFTI/F-16 trimmed at a flight condition

of mach 0.3 and 10,000 ft. MSL. This is to represent either uncertainty

on the knowledge of the stability derivatives of the aircraft, or simply

a change of flight condition of the host aircraft during a flight. In

add ition, several simulations are conducted with the inclusion of

various levels of sensor measurement noise. This is done either

independently, or jointly with plant step changes in order to determine

their effect on simulation fidelity. Results of these tests are

d 4in chapter 5.

F -;7-.- 4' ic~ ' ie 2;7-S I

.iAltmouh seemingly c.)7pie the

r=:crsi icentificaticn al,;:ritn-m proposed by Ha::lund has relatively

Scs ; n ariales. Their specification is mostly based on experience

. 1y trial and e:rr and a few analytical relationships as it is

sI .r, Et. Recalling from chapter 3, these design p arameters are

a esrd 1aiac of thie paraee siae
- IC I_ p -a-,= = esti- tes

,I , r0 design para-eters for a fault detection sche--e

3 - , r i design parname:ers of the preliction error
va,-iaroe est" .....

T e next para:ras vvi1 a1 ' '1 a s s briefly t.e ciff .7-e. aspects in ol.
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in their final selection.

4.4.2 Parameter Estimate Variance. The first of the design

parameters to be considered is the desired variance of the parameter

estimates ( "a" in Eq (3-53)). Simply stated, this design parameter

correspond to a specification of how precise we wish the parameter

estimates uo be. The selection of "a" is conceptually a simpler

choice cc pared to the selection of the forgetting factor in the

standard RLS algorihtm, since it is not based on any assunptions of the

rate of change of plant parameters.

Typical considerations for the selection of "a" are the relative

magnitudes of the parameters to be estimated and the noise level in the

input-output data used in the algorithm. It may be argued that these

considerations are themselves subject of speculation by the designer in

" the case of unknown plants, however, t,;is issue is not consaier -

critical one due to a peculiar property of the algorih-.cm used. Gi',en a

particular level of plant e.\citaticn and signal to noise ratio, the

algorithm does its best to converge to the specified parameter variance

by adjusting its time horizon for convergence. Stability analysis

conducted by Hagglund indicate however that if the signal to noise ratio

wres to be larger than the one assumL_, the F matrix will r-t

con'verge to a-I, but it will be actually smaller (19:Si). This is

* ,ry any problem since the algorithm will then provide a hicner

anur'ac'v for the estimates than the one specified. A fey design

iterations can easily reveal a suitatle choice :cr "a' The particular

value selected for this investigation is 5.0 E-5.

--.



4.4.3 Fault Detector Design. The next design step is the

selection of suitable parameters for the fault detection algorithm. Its
b

design begins with the selection of the integrator gain yl in Eqns

(3-42) and (3-67). The value of yl controls the number of most recent

parameter updates that affect the estimation of the average direction in
S

which the parameter vector is updated. It is desired for yl to be

relatively high ( close to 1 ) so that a sufficient number of samples

are included in the estimate of the update direction, but not so high
S

that it would delay the detection of direction change due to plant

parameter changes. After conducting various simulations, the value of

yl = 0.85 Was found to give satisfactory results for the particular f.

case considered here.

The selection of Y2 in Eqns (3-44) and (3-69) is based on the same

rationale used in selecting l. Hagglund indicates (19:39) that a

. ... . .. 4L ... . . 4,, € , , , . '5 f ..w

the most recent values of s(kT) in determining the stochastic variable

r(kT). This is considered satisfactory for this study since it only

introduces a detection delay between 20 and 30 samples.

The remaining design variable, the threshold ro, is assigned a

value that depends on the value chosen for Y2, and what is considered

an acceptable rate of false alarms for the particular degign in

question. If a small value is selected for the threshold it is possible

to detect faulIts quickly, but the false alarm rate will be high. The

chart produced by Hagglund, ilustrated in Figure 3-3, shows the

compromise on false alarm rate versus the value of the threshold ro,

for various values of 12. For this study it is considered that an

A.' 1-!.0.
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expected false alarm rate of one in one thousand samples is

satisfactory, given the length of the design simulations. Using Figure

3-3, and the values chosen for '2 and ff, a value of r0 = 0.5 is

selected.

4.4.4 Noise variance estimator desin. The design of the

*- noise variance estimator is composed of the selection of the residual

weighting coeficient y3, the time delay compensation parameter T, and

the threshold rl in Eqns (3-50) and (3-60). Initially, Eqn (3-50) is

evaluated independently in several design simulations with a Gaussian

white noise source of known variance. These simulations are used to

determine a suitable value for ',3 that produces results as close as

posible to the known variance of the noise generator. This is done with

set to zero. A value of >,3 = 0.95 is found to produce satisfactory

resu .

The time delay compensation parameter is easily adjusted,

recalling that the selection -,2 previously mentioned caused a

detection delay of approximately 20 to 30 samples. The parameter 7 is

therefore assigned a value of 20. Finally, it remains to assign a value

for the threshold r1 . This is done on a trial an error basis by

re~ezj simulation with the entire alrithm, a-" noticing how the

fluctuations in the parameter estimates affect te signal r(kT). The

threshoId r, is usually chosen smaller than r0  sinne it is desired to

e< lt , the effects of parameter estimae--, e trans-e:s on the residuals

used to estimate the noise variance. These transiernts are typical in

this type of estimation algc-rith-ms, but are not necessarily the result

of plant parae-:ter cha7 es. The threshold r -I C2. is used in this

120)
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study.

This concludes the dicussion on the selection of the primary design

variables of the identification algorithm. Several practical

considerations however, make necessary the use of additional signal

processing techniques to complete the implementation of the

identification algorithm. Section 4.4.5 discusses this topic.

4.4.5 Practical Signal Processinq Considerations. In order to

implement ( and in some instances improve the performance of ) the

identification algorithm, it is necesary to use a series of additional

filters to ensure that the signals used in the identification and the

control law design process are well conditioned for such purposes. For

example, the estimation algorithm is designed to use perturbations of

the plant's input-output signals, however, the sensors typically provide

data on "absolute" measurements. In other words, the measurements

U(kT) and Y(kT) are composed of nominal values U.(kT) and Y.,(kT),

and perturbation signals u(kT) and y(kT). This can be expressed as

U(kT) = U.(kT) + u(kT) (4-11)

Y(kT) = Y.(kT) + y(kT) (4-12)

n. tce c. sigf31, tl-e nc.inal a>.e Y.,(kT) may be

as tr-e cc-_'-aed quantity. Then Eqn (4-12) r'ay be used to

cbta~~r t-ne~rrtc's. Unfct-_Lrately, tnie prce-ure for obtalning

U.(kT) would involve invertirg the m'ocel of the plant which is of course

hlat we are tryn toD It is _ 2 des~ra:2e to use a

. .- ... . . .. .
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*' technique that does not requires knowledge of the nominal measurements.

Assuming that any changes in the nominal values (caused by the maneuvers

of the aircraft) are slow compared to the sampling period, so that they

remain relatively constant between any two consecutive sampling -"

instants, the perturbations may be approximated using the differences

o..

U(kT) - U{(k-1)Tj u(kT) - u{(k-1)T} u(kT) (4-13)

Y(kT) - Y{(k-1)T} y(kT) - y{(k-1)T} y(km) (4-14)

f.

These differences essentially produce a high-pass filtering effect on

the measured quantities, thus removing their nominal components.

Instead of u(kT) and y(kT), the signals Au(kT) and Ay(kT) are

useJ for the parameter estimation (25).

S Anoter consideration in the condriticnin4. of input-output data,

especially in the case of a tracking control law, is the effect that

changes in the command signal have on the parameter estimates. Because

of the high-pass filtering effect of Eqns (4-13) and (4-14), abrupt

chances in the command signals to the closed-loop sdstem produce spikes

in the input-output differences Au(kT) and .%y(kT). These spikes are

reflected in the residuals that are used to update t'e parameter and

noise variance estimates by virtue of E -,s (3-51), (3-E3), a-d (3-EI);

thus producing spikes in the paa'aheter esti - ot - tel.eTs

fft ... is highly undesirable, hc',,e.er-, a rofucti ,- of t e para'eter

variations can be achieved by filtering tth t,,e irpt and cotput

differences with identical lew pass filter ai:: rto's. Various forms of

Ici pass algcrithms may Le useJ for t!lis Cu.p:-e. Tc c-e selected for

*.**.%~, -. ' S. * %* * '. .. . . . . . . . ,*. . . . . . .. . . . . . . °.-
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this application is of the form

af(kT) = (1 f) f{(k-l)T} + _ a(km) (4-15)

where

A(kT) = input(output) difference signal

Af(kT) = filtered input(output) difference signal

filter constant

Sd".

The filter constants must be identical in order to preserve the

input-output relationship that defines the plant. The value of is

selected again by trial and error as a tradeoff between the desire to

attenuate noise spikes in the input-output data, and the need to

maintain sufficient excitation in the input-output perturbation signals.

The value of = 0.2 represents an acceptable compromise for this

I 'study.
,L U

To deal d-irectly with the problem of noise spikes, and/or abrupt

variations of the parameter estimates in general, the estimates

the-seles are filte-eu Lefore tlhey are used for any control law

calculation. The form of the low pass filter chosen for this function

is a discreti'-ed versicn of a simple first order analog filter given by

s +-16)

>:.3 diZenii[s iS a:::-2jhc-: , h 1  j uS ir' tv .... in tra~sm ati' ' on

.•
(L-1 7)

-.5.5-=.' 7 I
-..-... ..... .. -, .- .-Z -. .-



where s is the Laplace operator, T is the sampling period and z is

the discrete Z transform operator. This results in the following

filter algorithm

Of(kT) = ql Of{(k-1)T} + <2 [ c(kT) + O{(k-1)T} ] (4-18)

with

2+ T
1 -2+(4-19)

* <2 2+ T

r'2 -+ T (4-20)

where 0f(kT) is the filtered parameter estimate.

Although this low-pass filtering helps, often the transients are of

such magnitude that the filter may "charge-up" to a very large offset as

compared to the magnitude of the correct parameter estimate. In that

case it may take the filter a Icng time to return to the nominal

estimate depending on the value chosen for =, even though the estimator

itself may return quickly to the correct value. This situation can

cause a slower rate of adaptation than desired. A very simple way of

solving the problem is to implement a rate limiter at the input of the

parameter filter to restrict the magnitude of the fluctuations in the

incoming estimates. Because the relative magnitude of te individual

parameters may vary significantly, the rate limit is not set to an

absolute quantity, but rather expressed as a perce-taoe variation from

%'.%
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the last input received to the parameter estimate filter. The final

version of the parameter estimate filter is then given by the following

algorithm

For each element oi of the parameter vector 0, iterate thru

IF oi{(k-1)T} > A THEN (4-21a)

AO1RL(kT) = io{(k-1)T} 100 (4-21b)

(iRL(kT) = CiRL((k-1)T} +

MAX - iRL(k )  MIN o(kT) oRL{(k-)T) RL(kT) (4-21c)

ELSE

A-L T(kT) (4-21d)

EDIF

Oif(kT) = l if{(k-l)T } + -2 [ QiRL(kT) + OiRL{(k-1)T} ] (4-21e)

where

I is a very small number ( le-6)

. iRL(kT) is a rate limited parameter estimate increment

is the allowable percentage of the last input to form the
rate limit

01RL(kT) is a rate limited parameter estimate

*125 ;
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and oif(kT) f 1 2 are defi:red as before. The magnitude test in the

begining IF statement is necessary in case the parameter estimate passes

through zero. If this test were not included, because the maximun and

minimun limits in Eqn (4-21c) are dependent on the magnitude of the last

incoming estimate, the filter would "lock on" to a value of zero.

Therefore, when the estimates are within a very small band around zero

the limiter is bypassed and the estimates are fed directly into the

low-pass filter as Eqn (4-21d) indicates.

The filter pole location and the input rate limiter percentage

value are both design parameters and are adjusted by trial and

error. The values of = 2.25 and = 25 are used throughout the

study. The filtering procedure just discussed helps in preventing

transients to be passed on to the calculation of the control law in Eqns

(2-47) and (2-48) and therefore improves the performance of the adaptive -

control system.

Another way of improving the the performance of the estimation

algorithm in the presence of noise is by proper scaling of the parameter

vector 0 and measurement matrix Although not formally a signal

filtering technique, the scaling of these variables helps to increase

the dynamic range of the identification procedure in regards to noise

level effects. When the standard deviation of the noise level is

roughly the same order of magnitude of some of the elements in the

parameter vector, the estimates of those parameters may suffer from

large transients and biases that m_-y lean to close-loop instability.

This is specially true for para-'ete"s that are very close to zero, for

example, elements of the step-respon7se matrix correspondinr. to a model

,, 125 -



of an aircraft at a flight condition characterized by lo dynamic

pressure and low control surface effectiveness. If an estimate of a

particular element of H(T) goes to zero or oscilates suostantially

around that region because of noise or poor input-output excitation, the

control law gains become undefined or vary wildly because of the inverse
I

relationship between H(T) and the control law gains. This situation may

then lead to instability if proper precations are not taken.

The scaling of o and T may be used to help reduce the effects of

I
transients, and it can be carried out In various ways. The method used

here comes from Eqns (3-9) and (3-11). If one considers the response of

the dicrete system given by Eq (3-9) at t T ,with zero initial

conditions and input u(O), we have

y(T) = B1 u(O) + ,(T) (4-22a)

TCB u(O) + (T) (4-22b)

:%

Eqn (4-22) can also be expressed as

y(T) TCB T u(O) + (T) (4-23)

which suggest that by multiplying the ele-'ents in c by the sampling

fre ..ency (f = scale factor), and the measurement m , atrix f by the

sa'pling time, toe 7rni tude of the parameters can be scaled away from

the noise le.el while maintanin the sa-e inptoti. t relationship.

Other scale factors may Le a7 l ie- , h:.~e ccns!-atlon must be given

-7
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always to avoid making the magnitude of the elements of measurement

•'. matrix too small. The scaling procedure makes it possible for the '"

algorithm to provide Letter performance in environments with increased

sensor noise by reducing the effect of parameter estimate transients in

the closed-loop response of the system.

The case in whi-h the estimates go to, or pass through zero

momentarily are handled by evaluating the step-response matrix before it

is used in the control law calculations. Parameter estimates resulting

in a singular step-response matrix are discarded and the control law

gains are not updated until new estimates are obtained which result in

an invertible H(T).

As it was mentioned in section 4.3.2, all of the elements composing

the identification algorithm and control law design equations are

implemented in MATR!Xx in the block labeled "ADAPT2" (Figure 4-10). A

4 more detailed look of which is shown in Figure 4-70. The delay blocks

labeled "DEL U" and "DEL Y" generate delayed samples of the input and

output signals used in forming the measurement matrix . The block

labeled "ADAPT" is a FORTRAN subroutine that implements the estimation,

filtering algorithms and safety checks just described, and the block

labeled "P INDX" implements the calculation of the model-following

criteria given by Eqn (4-10) as sheo.n in Figure 4-71.

To consolidate the discussion on the design of the recursive

identification algorithm, a list summarizing the values of the design

parematers used for the estimation, and the signal conditioning filters,

is provided in Table 4-3. Chapter 5 will summarize the results obtained

comparing the performance of both, fixed gain, and adaptive controllers

I
.
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Figure 4-70. Identification Algorithm implementation in NATRIXx.

129

1291

I
'#~~~~~~~~.-".. -. '."..,., ....... . .. . . -..... ...- ,<-', ..-..-.. ' ,." , . .. -r

" ' / "



So mp 1 ing I n te r va: 0 0 1 O Is Sample: .12

G A I.

R~c i ie

Cp

c HI-

Fiur 4-1 Pr'7'ac

13-- '12I



Table 4-3

Final Estimation Algorithm Design Parameters

Parameter Estimation Algorithm Input/Output Perturbation Filter

a =5.OE-5 =0.2

Fault Detector Parameter Estimate Filter

=0.85 2.25

>2 = 0.95 =25 %
ro= 0.5

Noise variance estimator
. 3 = 0.95

20

r1  0.2

under conditions of plant paraceter chan-es a -j sensor noise2.

%I



V. Results

5.1 Introduction

This chapter presents the simulation responses obtained by

applying the design procedures described in chapter 4 of this thesis to

an AFTI/F-16 aircraft model used as representative of the VISTA/F-16

dynamics.

The main objective of this study is to determine the effectiveness

of a parameter-adaptive control system in maintaining model-following

fidelity for an in-flight simulator under changing conditions. This is

accomplished by properly adjusting the control law based on information

derived from input-output data measurements that reflect the current

characteristics of the host vehicle.

This chapter is divided into two main sections corresponding to the

evaluations performed on a fixed gain, and a parameter-adaptive control

system. Each section in turn includes responses detailing the

individual system's behavior under conditions of plant parameter changes

and sensor noise. This is done to establish a comparative base upon

which the virtues and deficiencies of each approach can be pointed out.

5.2 Fied Gain Controller Resconses

5.2. 1 Plant Parareter chance. To assess the effect of either

planrt uncertainties or changes in the model following tracking

performance, a fixed gain control law base' on the design parameters of

Table 4-2 is teste.d. The input commands of Figures 4-12 and 4-13 are

132
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used. At six seconds into the simulation the plant dynamics are changed

from a model at Mach 0.9 to one at Mach 0.3 (both at 10,000 ft.), to

obtain information on the robustness properties of the control law. The

simulation responses are shown in Figures 5-1 thru 5-8.

Figure 5-1 shows both, the flight path command input (solid line)

superimposed on the host aircraft response (dashed line). It is obvious .

from this plot that the control law offers sufficient robustness to

maintain the level of tracking for this command input. This is also
I

exemplified in Figure 5-2, which shows the model-following criteria as
.

calculated from Eqn (4-10). The solid line represents the average error

absolute value response, and the dashed line represents the average

absolute value response of ten percent of the reference signal. The .

error response is clearly below the performance limit specification.

In the case of the pitch rate response, the situation changes

drastically as shown in Figures 5-3 and 5-4. These Figures follow the..-

same notaticn, as Figo res 5-1 andl 5-2, as well as all the remaining

aircraft and performance index plots in this thesis. Although the

response of Figure 5-3 demonstrates the ability of this particular

control law design technique to provide satisfactory control in the

presence of plant parameter uncertainty, the magnitude of the change in
I

plant dynamics is sufficient to violate the m.tel-following performance

criterion, as depicted in Figure 5-4. Fiures 5-5 and 5-6 shod the host

aircraft's elevator deflection, and elevator dflection rate. Those

corresponding to the flaperon deflection and deflection rate are shown

in Ficures 5-7 and 5-3. All of these control srfa-e responses are well

within bounds, and considered acceptable.

133
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5.2.2 Plant Parameter Change and Sensor Noise. In addition to
%p

robustness to plant parameter changes, it is important to demonstrate

the influence of sensor measurement noise in the closed-loop system
,.

response. Each plant output measurement is corrupted by zero-mean,

white gaussian noise added to the simulation by the "noise" block 5

location in Figure 4-8. Figures 5-9 thru 5-16, and 5-17 thru 5-24 show

two representative samples of the fixed gain system responses to noise

levels with standard deviations of 0.0573 deg (deg/sec for pitch rate),

and 0.314 deg (deg/sec for pitch rate) respectively.

The most noticeable effect of sensor measurement noise is that of

increased control surface deflection and deflection rate activity,

particularly the latter. The effect on tracking performance, however,
is hardly noticeable.

S..

Although the control surface rat.s sho,4n in these Figures are below

the specified limits, the sustained level of effort required from the

actuators indicated by these Figures may represent a severe demand on

the aircraft's hydraulic system. These results merely reiterate the

need for high quality sensors, in combination perhaps, with

coplementary filter functions to achieve lcw noise level

specifications. This is particularly appropriate in cases where high

.. :v n control laws like the ones usei in this thesis are applied. The

Sree for Ic serscr noise levels will become rcre evicent when the

i nput-out ut reasurerents are used to update the control law gains as in

the case cf the .t adaptive c:ntrol law which is prese:nted next.

ogS.
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5.3 Parameter-Adaptive Controller

5.3.1 Fixed Plant Dynamics. To become familiar with the

characteristics of the parameter-adaptive system under various

conditions, its performance is tested in several stages. The adaptation

mechanism is first tested with simulations in which the dynamics of the

aircraft model (at MACH = 0.9 , 10,000 ft.) are kept constant. The

purpose of this test is simply to verify the capability of the

identification algorithm to track the parameters of a known model.

Initial testing is done without scaling the difference equation model

(see section 4.4.5). The identification algorithm is initialized in all

simulations with the parameter vector obtained from the transfer matrix

of the indicated model (see appendix A). The covariance matrix is set

to a.I, and the prediction error variance is set to 1 x 10 deg 2

(deg2/sec 2 ). The adaptation mechanism is not switched on until two

seconds into the simulation to allow time for the measurement matrix to

fill up with past input-output data and for the prediction error

variance calculation (Eqn 3-60) to stabilize.

Figures 5-25 thru 5-32 show the aircraft responses in this

simulation. As expected, these do not show variation in tracking

performance from those of the nominal design case of Figures 4-22 thru

4-29. The only noti ce-ie difference is a slight increase in control

surface deflection rae:s. Tnis is attributed to the transients that

occur in the filtered paraeter estimates that are used to update the

. control law gains. Ficure 5-33 she..s the fault detector test signal

r(kT). Althcuch the sinal sncws several significant peaks, it remains

at all times below the selected threshold of r0 = 0.5, thus indicating

*. '7S
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Adaptive control law. No plant parameter change.

F igure 5-9. Elevator deflection t (degs).
Adaptive control law. No plant parameter change.
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Figure 5-32. Flaperon deflection rate (deg/sec).
Adaptive control law. No plant parameter change.
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Figure 5-33. Fault detector test signal.
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that no abrupt plant parameter changes are reported. This is also

expexted since no chanre in aircraft dynamics has taken place. Figures
I

5-34 thru 5-41 show the estimates of the elements of the step-response

matrix, both filtered (solid lines) and unfiltered (dashed lines), and

the correspcnling dia!-:ral elements of the parameter covariance matrix.
I

Although these plots show the estimates undergoing several transients,

their average values remain close to the actual parameters. The %

variations in the magnitude of the filtered estimates are considered
I

tolerable given the robustness properties of the control law.

The periods in which the estimates show the greater deviations are

usually associated with the instances where the control surface

deflection rates undergo spikes. These spikes are due to abrupt changes

in magnitu,,le and/or direction in the command signals. Here in

particular those of the pitch rate command. W'hen the estimation

algorit m detects the higher level of excitaticn to the plant, it

qu ioky discounts old data to keep up with possible changes in the plant

dynamIcs. Ho',-ver, th-e sudden removal of that excitation (surface

defl-c-ion rate spike eds) causes the algorithm to slow down (or stop)

m.met arily its discounting of old information to match whatever

information content the current input-output data might bring. This

also, repreos_ a sl-V -en in adapt- ion rate. Tiils action may happen

at a m e.t cre, estimates are far a,,ay from the true

paraeters de to t.e agr it om's search in different directions of the

t tt_ _ t i th.e leas-s.uares cost function.

That ei'ng t'e ca , - t...-e some time, for te aloorithm to acquire

nouoh infxr'acion for it to provie mre . test-imates as'ain.
1I

p -*
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5.3.2 Fixed Plant D),r-,4cs and Sensor Ihie The previous

simulation setup is used here again, this time to assess the effects of

sensor measurement noise in the identification Beced're. teca se of

the relatively small magnitude of some of the elem-ents of the

step-response matrix, the noise level that can be t:'.e-ated (without any

additional safety net type features) is significantly smaller than that

of the fixed gain system. Figures 5-42 thru 5-53 sho,.i the results

obtained with a noise standard deviation of 0.00181 deg (deg/sec).

The aircraft's responses in this case are almost identical to those

in the previous simulation with the adaptation mechanism, but with still

higher control surface deflection rates due to the corrupted

measurements and transients in the parameter estimates discussed

earlier. Despite this, no degradation of tracking performance occurs.

-.., In contrast to the tracking performance, the responses of the

identification algorithm are sinnificantly differe t from the previous

ones. The fault dete-tor signal, for example, is shifted in mean value

from zero to -0.5. The reason for this behavicr is that the fault

detector algorithm is derived un -r the assumption of an equation error

term with "white" noise characteristics around the nominal parameter
estimates. The introduction of the input-output perturbation filter

given by Eqn (4-15) has the sioc- effect of reduci... the noise spectrum,

thus producing data ccrrupt -d L "colored" noise irstead.- It is a well

known fact that "colored" noise produces biases in toe parameter

estimates, and it is those biases which are being reflected in the mean

of the fault detector signal. It is i-mprtant to rote that the

property of the test signal as an indicator ofa,.... plant pa.rameter

-%. 7
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Figure 5-42. Flight path angle command and response (deg).
Adaptive control law. No plant parameter change and sensor noise.

(std. dev. = 0.00181 deg).
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Figure 5-44. Pitch rate command and response (deg/sec).
Adaptive control law. No plant parameter change and sensor noise.(std. dev. 0.00181 deg/sec).

2 12 Iz1 I

Figure 5-45. Pitch rate tracking performance index (deg/sec).
Adaptive control law. No plant parameter change and ser,-r noise.

(stL'd. dev. :0.00181 deg/sec).
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Figure 5-46. Elevator deflection (deg).
Adaptive control law. No plant parameter change and sensor noise.

,-.-(std. dev. =0.00181 deg (deg/sec)).
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Figure 5-47. Elevator deflection rate (deg/sec).
Adaptive control law. No plant parameter change and sensor noise.

(std. dev. = 0.00181 deg (deg/sec))
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Figure 5-48. Flaperon deflection (deg).
Adaptive control law. No plant parameter change and sensor noise.

(std. dev. = 0.00181 deg (deg/sec)).

4 3 , -__ _ __I

I I

-L-.3

F, ~ T S 1 E Z

Figure 5-49. Flaperon deflection rate (deg/sec).
Adaptive control law. No plant parameter chane and sensor noise.

(std. dev. : 0.00121 deg (de7/sez)).
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Figure 5-53. Estimate of step-response matrix element h j(kT) with
sensor noise. (std. dcv. =0.00181 deg (deg/sec))
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Figure 5-54. Covariance matrix element p'v-(kT) with sensor noise.
(std. dcv. =0.00181 deg (defg/sec)).

165



.13

-. 3s

-. 3 .

-. 3 ,,

senso nose std de.:001 14 eg 20gsc!T

Figure 5-55. Estimate of step-response matrix element h21kT with

. 3 1 -A

Figure 5-56. Covariance matrix element P33(kT) with sensor noise.

(std. dev. =0.00181 deg (deg/sec)).
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changes remains unchanged. The shift in the mean value of r(kT) is

.. , easily compensated for by simply adjusting the threshold levels of r0

and rI to account for the new mean signal value of -0.5. This action

takes place a few samples after the algorithm is started, to allow for

initalization transients to fade out.

The parameter estimates in this simulation show considerable noise

jitter superimposed onto them with a corresponding increase in their

uncertainty as signified by the plots of their respective covariance

matrix diagonal elements. The fluctuations of these estimates around

their nominal values however, are significantly smaller than those of

the simulation without noise. The reason for this is the additional

excitation that the plant is receiving from the control surfaces, which

helps the identification process. This additional control surface

activity is the result of the control law trying to maintain tracking

S performance despite the fluctuations of the measured variables due to

sensor noise.

5.3.3 Plant Parameter Change. The next step in the testing of

the parameter-adaptive system is to assess its capability to track the

changes in plant parameters and consequently maintain the tracking

performance at a specified level. This is accomplished by running the

simulation and specifying a change in the plant dynamics model to occur

at six seconds into the simulation. The new set of dynamics corresponds

to those of the AFTI/F-16 at a flight condition of mach 0.9 at 10,000

ft. MSL (Appendix A). The simulation responses are shown in Figures

5-59 thru 5-75. When identification of the step-response matrix I
elements takes place, the tracking performance improves dramatically as

163
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Figure 5-59. Flight path angle command and response (deg).
Adaptive control law. Plant parameter change.
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Figure 5-60. Flight path angle tracking performance index (deg).
Adaptive control law. Plant parameter change.
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Figure 5-63. Elevator deflection (deg).
Adaptive control law. Plant parameter change.
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Figure 5-64. Elevator deflection rate (de.;/sec). -1'
~Adaptive control law. Plant parameter change.
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Figure 5-6. Flaperon deflection t (deg.c)
Adaptive control law. Plant parameter change.
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Figure 5-65 Fiapern deflection t (deg/).
Adaptive control law. Plant parameter change.
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- N..Figure 5-70. Estimate of step-response matrix element hl2(kT).
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Fjure 5-71. Covariance rnatrix eler-'ent p-2-(kT).
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Figure 5-72. Estimate of step-response matrix element h21 (kT).
Plant parameter chnage.
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Figure 5-74. Estimate of step-response matrix element h22(kT).
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I

shown in Figures 5-61 and 5-62 for the pitch rate response. This is in

comparison to the performance of the fixed gain system in Figures 5-3,..0%

and 5-4.

Another noticeable characteristic in these aircraft's reponses is

the encountering of flaperon deflection rate limits. This is attributed

to the change in direction of the pitch rate command at those particular

instants, in combination with fluctuations suffered by the parameter

estimates at the new flight c ona The new set of plant dynamics is

characterized by a step-response matrix with significantly smaller

elements than the previous one. Fluctuations in these small numbers are

bound to produce large variations in the control law gain matrices, and ,

therefore larger deflection rates. The encountering of flaperon rate

limits however, is not considered a severe problem in this simulation

since the instances in which the flaperon is rate limited are very '
short, therefore not affecting significnatly the stability of the

sine proneo the insacsinwihefcapeon isgortem imitedsiared very ii

system.

The performance of the identification algorithm is considered very

good. The fault detection algorithm in this simulation clearly

indicates the abrupt change in the plant dynamics as shown in Figure

5-67 by the peak of r(kT) exceeding the threshold r0 = 0.5. The )

abrupt change in the plant's step-respcnse matrix elements, togethe

with the identification cf the new parameters and parameter variances is

shown in Figures 5-63 thru 5-75.

5.3.4 Pla-t Para'eter Ch.ze ai Sensor N-ise. To present a

worst case scenario to th:e adaptatiOn 'ecnanism, the silatin with

atrupt plant prmtrcaesis n eze wt ,e af~n

:.~~ A 4,.......... . .- ~ .. .. . . ..... -
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Figure 5-76. Flight path angle command and response (deg).
Adaptive control law. Plant parameter change and sensor noise.

(std. dev. =0.00181 deg).
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Figure 5-80. Elevator deflection (deg).["

Adaptive control law. Plant parameter change and sensor noise.,-,
, (std. dev. =0.00181 deg (deg/sec)). [.
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Figure 5-82. Flaperon deflection (deg).
Adaptive control law. Plant parameter change and sensor noise.

V (std. dev. = 0.00181 deg (deg/sec)).
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Figure 5-85. Estimate of step-response matrix element h1 (kT) with
sensor noise. (std. dev. .0.00181 deg (deg/sec.* 
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Figure 5-87. Estimate of step-response matrix element hj2 (kT) with
sensor noise. (std. dev. = 0.00181 deg (deg/sec)).
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Figure 5-91. Estimate of step-response matrix element h22 (kT) with
sensor noise. (std. dev. 0.00181 deg (deg/sec)).
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sensor, measurement noise. The system's performance in this simulation

is very similar to that of the previous one until the last few seconds,

where the closed-loop system develops an instability in the aircraft's

responses. The instability is the result of control surface rate

limiting. This condition is caused in turn by noise induced

fluctuations in the filtered parameter estimates, at a time when these

estimates are extremely close to the zero axis. As it was mentioned

earlier, the situation just described causes large changes in the

control law gains which are responsible for driving the control surfaces

to their motion rate limits.

To alleviate this problem the simulation is then executed with

scaled parameter vector and measurement matrix as described in section

4.4.5. The results are ilustrated in Figures 5-93 thru 5-109. The

responses of the closed-loop system are stable and tracking performance

is maintained as desired. The performance of the identification

* alorithm is clearly better when scaled variables are used. The fault

detec.tor test signal in Figure 5-101 shows a prominent peak shortly

after the time of the plant dynamics change, indicating unmistakably the

occurence of the fault. The parameter estimates themselves exhibit a -

," significantly smoother behavior (Figures 5-102, 5-104, 5-106, and

5-IC3), thus the filtered estimates are virtually free of oscillations

or fluctuations around the zero axis. This behavior accunts for the

improved performance of the closed-loop system responses over the ones

sh..n using the unscaled algcrithm, for the level of noise used.

The scaled version of the alsorithm is aoain tested, this time with

a higher noise level of standard deviation of 0.C.'3 deg (deg/sec).
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% Figure 5-93. Flight path angle command and response (deg).
Adaptive control law. Plant parameter change and sensor noise.

(std. dev. = O.001131 deg). Scaled algorithm (SF = 100).

Figure 5-94. Flight path angle tracking perfcrmance ince (de).

Adaptive control law. Plant parameter change and sensor noise.
(std. de,,. = O.O1 deg). Scaled algcrit', (SF = 1C).
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The closed-loop system response still exhibits a satisfactory behavior,

although with noticeably higher levels of flaperon deflection rates

(Figure 5-117). The bursting type of behavior shown by the faperon

deflection rate between seven and eight seconds in the simulation has

its origin in the fluctuation of the filtered estimate of h12 (kT) close

to the zero axis during the same period of time. Overall, the

performance of the identification algorithm is good with considerably

less noise superimposed on the estimates, although the level of noise in

this simulation seems to be approaching the limit for which adequate

protection (against fluctuations close to the zero axis) can be provided

with the scaling used (scale factor = 100 = (1/T)).

To verify if any additional beneficts can be obtained with increased

scaling, a simulation was executed with a scale factor of 125. All the

responses were identical from those of the simulation done with the

scale factor of 100. All of the simulations executed with sensor noise

seem to suggest that additional safeguards are needed in the case of

step-response matrices with elements that are very close to zero.

5.3.5 Identification of Entire Parameter Vector with Full, and

Reduced Order M4odels. As a final test of the adaptation

... nanism,_the estimation of the plant dnamics is carried out le '1tn

all cf the elements of the parameer vent:r to "ficat" i.e. estimat . , ng

all the parameters in the vector diferece epuation mdel of Eqns (3-9)

ar (3-10). This was done for a full order model ( N = 4 ), and reduced

order models of third ( N = 3) and seccnd ( N = 2 ) order. All Df the

tests resulted in unstable aircraft respnses. This is because the

parameter estimates undergo larc.e transients, partcularly

Vaaee siae ,.
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around Zero. As e,.Plalned before, these trorsients drive th-e cont1.rol

siurfaces to their- deflecticn rate limits for too lonrg. This results in

an, e.,-esi, e pha-:se la-. for the control action, and th-e enc--un tering cf

surTf ace defilect ions imi t s. All of the,4-se factocrs s -bse~uently result1 in

loss of control of tn-e oe-lo unstable plant.

Th -e lar-ge transien--ts and- th'e Seem71n 'y long co3nvergenoc tim~e for th-e

estimates are- mainly the'-, result of t~o conditions. First, the larger

%7umoer of paaetr to b idnfidputs adiinldemands on tne

level of &-citation reurdfor good ice,-ntifoatio-n to take place (see

section 3.3). With an exoitaticn level smaller tnani the ideal (for the

particular nr-'ber cf para3-eters i.cd)t -e estimatocr will tak e a

*lonoe;:r t~m to con~e: s-- t'at it can, rc~mit cno iormatI

that allss th aocai"o a resno~pe eestim ate.
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c,,tains more parameters than the minimun necessary to desoribe it,

-terefore it requires consi l, e more exc itation for proper

ioe,-iricaticn. If icentifica ica o all te t t

toe pl nt is necessar, a uiu ief'ere omsn s

' .._~_a a-utoreoressive r-Z.i 2 a.eram 2  (;, '.,2 cifferenoce e:xati,-

so'miz be used (11, 17, 1B). unen vat toe c-_:rai scpe of t nis

,Cf t v.as to identify only the ele-erts of the macrtS coefficient H

one selection of an A,-,.,A form or a transfer r ix derived mote

structure is of no consequence since the B!  coefficient is the sa-e

for btln representations.

S..

°°- 5

"°i '1"

".'.",",.",,:.-'".",..,..':': ...:-bL¢",': " ",''".'F,.' °s,'.'v .. •" " ,'.;.'."-,". ..".A



T.r r rrRw1yx

a- - .'. . ~ a~ ..- . . . . . ---- -- -- --- V- -

Th i s ha s e,. , -t ed t e u S o preI i nar d

l ,s fo-a n f l -l -lla ic pl c t c _

7- 7 eT - r L

vi. ,- roromton ar e: - ss o t e nt~q

-a 747

N.0



its tolerance to h irer noiset les, tre re-:ion o f parame ter

-~~ v- estimate transients and teirefec-ts on cce-oppromne

in AenWDshowC that s 1c-n ica inicmt ca n be ac h ieve b Ly

- enieusedj in tn-is inesti 3att i s based st> on cStcp4in; tn e

calcua t ion of the itecral o f tr ercr int coro 2e he

Cntro Srfac e de7fleto litS a!eree c.~eadtsa

S terefiots may be obtaine--d by nzIi tne oontro-er's inte~ral action,

V in a difrn antCcnsicer4tt E-,ns and e-press

t- Ye oo la.v as a sa-;este tna ptmt% A I

wYoe-c ce t eur:0ce, sesresnseto
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for a scalar, an-d

STu) S.T u2 (-)

for a vetor. The v a Ies u~ and L', j are crhcs;en to correspo nd to

*the a:tua2tor- li- t&

(6-Ia) ar,-d (6-2) reduce to the standard ccntrol laws giver, by Eqns (2-16)

a ard, (2-46). H e er, oc e a control Is rface (or SuTrfac-es) reach a

ec c ~ t, the' tijrd term in E (I-a) b g ns to mo.dify t he

6 ~ ~~ ~ i~e~ ac: cf th cc~~l -. E 6I)sc~ that, by prope:r

c t-- --7a-.
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M'ost of the problems noted in tesmlioshav e their root- in the

mall F agnitud4e of the elmnsOf t t-p-respor--e ratrix. (H(T)), and I
the irn,.Perse relationship Lbetcn, H) aT tne- control la,~ ga ,

arcs. Fcr that, es3, i t i s i 3- eaie t o a o i ficatn I ~ tht

t .. ' ge- .-- rt.'2:l LS7~ u" 2~ ~ ~ u

Of s. per-visor-y type fu c i n tt ni r tr cs n t e pa a t r
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This input-output model structure involves t.e esti otion of El1  which

)C

contains "large" numb-ers as compared with those in B1 , thL's prcmising

improved noise level tolerance, and less f ot..otsr in t'e prae r

estimates for a given noise level. If ne essary, scalir.o of to e

p 2!-a t e rss andme.suremnts may still S 1-i7 " . ... to

that descriued in chapter 4.

The identifiability problems, lcn ccnvere<.oe tine, and 1age

fluctuations in the parameter estimates en-unt -re .ej ,hen id_.tificac--7' "I "

of the entire para-eter vevtor was considered can be reduced by

emloi a canonical R,A model representation for the plart d, 7a cs

as me t'Ined in chapter 5. This m el ,'e structure provides for the

mnm r. ..... of pr . s re rired tc resrese't th pa:.tt:s
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This increase in estimator gain may be appropriate for some parameters, -

but excessive for others. In cases when a large number of parameters

are being identified but only a few may be changing significantly, this .

action may indeed slow down the identification procedure or cause

unnecessary transients. It therefore seems reasonable to use a "vector"
S

fault detector scheme that can identify changes in the individual

elements of the parameter vector. Then, the appropriate elements of the

P matrix can be adjusted in a manner proportional to the magnitude of

the change.

To deal with the problem of measurement noise directly, the

identification algorithm can be modified to employ instrumental varibles

(IV) and extended least squares (ELS) techniques (28) that are better

suited to handle noisy data with characteristics different from those of

white Gaussian noise. These techniques include provisions that account -1

for the shape of the noise spectrum, or correlate out the effect of

noise in the parameter estimates thus reducing biases that occur when

the RLS algorithm is used in a "colored" noise environment. .I

Further extensions to this research should consider the

modifications named above, in addition to study problems such as the

identification of non-linear models, command limitirg schemes, control

reconfiguraticn strategies, and the use of multiple-m.,el moving bank

estimator tech:niques (21). it was assumed for tnIs investigation that

the parameters for the fixed portion of the difference equation model

(representative of the current flight ccndition) were available in an

Jfcrt to r.uce the number of parameters that needed to be identified.

.: u-ing probabilistic weightings to several m-eelF, it may be

.

.. . .. . .. . .. . . . .... .. .. .. ..

L,



possible to select the best 'fixed portion' of the parameter vector for

* .4.,a given flight condition. Research investigating the refinement of this

technique is in progress. The use of reduced order models of a

canonical ARt.1A structure also needs to be addressed as an alternative to

multiple models scheme proposed above.
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-.. Appendix A

Aircraft Data for State Space Models

Tables A-I through A-3 give the flight parameters, aerodynamic

derivatives, and diference equation models for the flight conditions
used in this thesis. The aerodynamic data was obtained from a
simulation data package program for the AFTI F-16 aircraft, available at
the Flight Dynamics Laboratory's Control Synthesis Branch. The
difference equation models were obtained by taking the aircraft state
space models and generating the tranfer matrix from their discrete time
equivalent representations. This was done with the aid of MATRIXx, and
its model manipulation functions "DISCRETIZE" and "TFORM" (23).

TABLE A-1

AFTI/F-16 Aircraft Data

Aircraft Parameters

c (Wing Ilean Aerodynamic Chord) = 11.32 ft.

S (Wing Surface Area) = 300 ft2

b (Wing Span) = 30 ft

w (Weight) = 21,018 lbs

Mcments of Inertia

Ixx = 14,145.68 slugs-ft
2

lyy = 59,596.68 slugs-ft
2

I- = 70,887.00 slugs-ft
2

Ixz= 720.00 slugs-ft 2

244



Table A-2

,' Aircraft Data for 0.9 Mach, 10,000 ft

q (dynamic pressure) = 825.33 lb/in 2

VT (trim velocity) = 969.66 ft/sec

CT (trim angel of attack) = 1.4 deg

6eT (trim elevator deflection) = -2.36 deg

6fT (trim flaperon deflection) = -2.00 deg

6TT (nominal engine thrust) = 5650.445 lb,

Longitudinal Body Axis Primed Dimensional Derivatives

X* = -32.1643219 Za = -.0008136 MO = .0002939

Xu = -.0157924 Zu = -.0000361 Mu = -.0005463

X, = 44.494278 Z, = -2.08S9i77 M,, = 5.5969896

Xq = -23.7776337 Z= .999958 = -1.0057726

X,= -.6077153 = -.2098655 M' = -31.939163
e e e

X6f= 19.4285583 Z')f= -.3693079 M' = -9.9644833

Difference Equation Model Parameters

r-3.9697145 0 B .00206579 .003651341A, = !B1 = I

0 -3.9697145. -.3178785 -.0992575'

A 5.90880295 0 = -.0062434 -.0109394A2 = B
0 5.90880295 .94689976 .29550238

A -3.90846236 0 3 .00622259 .01090232A3 =B 3 =

0 -3.90845236 -.9401651 -.2932328

9693739519 0 -.002045 -.0036142A4 =B

0 .9693739519 .31114387 .09698786
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Table A-3 ~".

Z.K Aircraft Data for 0.3 Mach, 10,000 ft

q (dynamic pressure) = 100.02 lb/in 2

VT (trim velocity) = 337.56 ft/sec

aT (trim angel of attack) = 7.7 deg

6eT (trim elevator deflection) -2.05 deg

6fT (trim flaperon deflection) 12.46 deg

6TT (nominal engine thrust) = 2538.243 lb

Longitudinal Body Axis Primed Dimensional Derivatives

X= -31.8838959 Z= -.0127706 Ma = .0007531

Xu = -.0122359 Zu = -.0002911 Mu = .00006

X, = 17.7885132 Z' = -.4893466 M, = 1.7894831
oX

Xq = -45.3607635 Zq = .9999136 Mq = -.3870971

X' = 1.6643476 Ze -.0770782 Me = -3.2519884

= -4.29844 f -.0691358 .3253066

Difference Equation Model Parameters

A1  -3.99131 0 1.000768645 .000689631

0 -3.99131 -.03246486 .00324069

A2 =5.97377273 0 2 =-.00230457 -.0020662:
0 5.97377273 .097218426 -.0097182.

A3  3.9736152 0 B = .002301487 .0020636"

l 0 -3.97361521 -.09704231 .00971431

A4  [.991152575 0 B4 = -.00076556 -.0006870,
0 .991152575 .032288744 -.0032368.
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Ecuivalence Bete..'en the SteD-Resconse Y7_;trix and the Difference S
Equation Ve's Y atrix Coefficient 6I

In chapter 2 of this thesis we saw how the use of the step-response

matrix ( H(T) ) provides an alternate way of defining the control law

gain matrices. The use of H(T) also provides a convenient way of

relating these gain matrices to the matrix coefficient B1 of the vector

difference equation used to represent the aircraft open-loop dynamics. ,1'

In order to ilustrate this relationship, it is convenient to consider .-

the significance of H(T) and how it relates to the design of the

* fixed-gain control law.

ConsiL first the solution of the matrix differential equation

OF given in Eq (2-1), and the output relationship given by Eq (2-9). For

any arbitrary input, the output response is given by (14:98-102)

y(t) = C exp(A t) x(O) + C exp(A (t-r)) B U(7) d (B-i)

Uncer the ass'mption of zero initial conditions for the plant (x(O) = 0,

y(t 0 0) = 0), and with the input held constant between samples by the

controller, the response of the plant at t =T, for a given u(0) isI

y(T) = C exp(A (T-7)) B u(O) d- (B-2a)10

H H(T) u(O) (B-2b)
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Thus H(T) is the matrix multiplier that relates the irpt o(C) to the

S .' output of the plant at t T.

The open-loop plant may be represented by a vector differerce

equation form given in Eq (3-9). For the same inputs and initial

conditions as before, and neglecting the zero mean equaticn error term,

Eq (3-9) gives the following output relationship at t = T

y(T) = BI u(O) (B-3)

If the output in Eq (B-3) is to be the same as that of Eq (B-2), for the

same arbitrary input, we must then conclude that H(T) = B1.

The question of how H(T) is related to the design of the control

law gain matrices can be seen simply by assuming that B remains

constant between any to given sampling instants, and doing a series

expansion on the matrix exponential in Eq (5-2a) as follows

y(T) = I exp(A (T-7)) d7 B u(O) (B-3a)

1*0

C I+ A (T-.-) A2(T- + H.O.T. } d- B u(O) (B-3b)... = ) I0 1! + 2!

For small sampling periods, the contribution of the terms beyond I in

the series is relatively small and may be neglected. This lead to the

folowing approximation for the output y(t)

y(T) - C I d- B L(O) (B-4a)
0

y(T) T C B u(O) (B-4b)
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Th js

H(T) T C B(-)

I Reccgn i ing that

H-lI(T) T [C BI]~ (B-6)

H(T) can thesn be usei for d-finling tre control laq gain nratrices as

shoc.n in Eqs (2-46) thu (2-48).-
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This appe'-ix is intsded to suplement the material presented in

chapter 3 of this thesis by providing additional details on the

implementaticn of the recursive iCentification algorithm. The first

secticn will address the structure of the difference equation model, I
while secticn two will emphasize the actual implementation of various

equations in the alg:ritm.

A. St-Lture of ti;e -. i-ference Eacaticn Model

As dsrbdin Ch-apter 3, the differ-ence e,;uat ion model used

in this thes--s to represent the plant dynamics has its origin in the

transfer ratr~x obt" ie frcm the discretized state space model of the

plant. Th-e transfer matri,,, representation leads to the moldel structure

given in Eqn (3-9). In order to use the difference equation in the

estimation algorithm, it must be expressed in the form of Eqn (3-10).

This is done by combtining all the delayed input-output measurements in

the matrix T(kT), and the elements of the parameter matrices Ai and

Bi (i = 1,2,.. ,t) in the parameter vector C. In forming the

parameter vector C e take advantage of the fact that the matrices Ai

are diagonal, and are of the form ai*I (see Appendix A), to reduce the

number of elements neeced in 0. The reason for the form af the

matrices A i is that the nL.,m-ers al represent the coefficients of the

characteristic equaticn of the discrete transfer matrix. Eqn (3-10)

then assumes the form give-n in Eqn (1), whhich ilustrates the case fcr

2 I



a second order model, and where the sampling ti---: refere7nce i-_

C-.. dropped for notational convenience.

y1(k) U1(k-1) u2 (k-1) 0 0 -yk1) --- b I

yik)0 0 ul(k-1) U2(k-1) --Y2(k-1) --- bi,

r. (k-1) (k-2 al~,

;b 2(1 I.
b2 )

-a S

I + ,(C-I)

12(k)

The "blank" section of nT(kT), underscored by (k-), simply i.. - - ..

that the arrangement of input-output data underscored by (k-lj is

repeated as many times as required by the order of the differ&ee

equation.

To perfor m the scalar measurement update of the parameter e:r

the contribution of each output is added one at a time. This i s tse

assuming that the equation error terms in Eqn (C-1) are statist"-illy

independent from each other. This is considered a reasonable assu-,t~cn

since the control law~ used, pr:)d'uces decoupled output responses. In that]

case, each out put pre crie and residual is gene-rated by taK thke

correspcndino- rcw of TT)multiplied by the cur-rent estimate o:7 th-e

parameter vec:cr c. The scal1ar Lpaeo stenpromder

4 st

- - *,- "• -



t i-cc a as there a-e i n -< : t.:. 4~c ~- a i f eh

de§ic~.~ a mrulltiP~e-ir pa: si~ 7,7,! teaprcrat

Althou-h the update cf t-,- -te co.,arianr-e is oc.-reotly
gien in E-n (3-65), this 4 r cs to be rcdifi f o acua

imple7Ertation. In S t a T-c.a3r--y Ccn-'it i.e. when the plant

p ar ameters hav e not changed-- a--, crs t an t l evelI of excitation is

maitaiedthe value of irT) 41-_~ t so that oi(",T) = v-1(kT).I

0This ccr-d iticn means that the-.- -- :- cof informati' on totenters the

estimato i s throw'n a.eay ( se c(-?. 4n this happ ens, th ,e

de nomi na tor of the seco-- nd temirc,3-5 ppocesifnity th US

c a s n, P toc rem- ain a, t :-, a le.el. T hi4s i S th e des ired

efect, bt it is hardlIy ipjtne in practi*ce. To solve the

*problem, Haqqlund rede f ine d toneca e ~a t i 0n.S for t-e parameter

e s tima--1te-s and pa r aet er c ov a r i d (19:E-3) by a sille alg-ebraic

* trans-formation that avoids tne sna rl]condition. Tr e resulting

expressions replace Eqns (35) arc1 (3-65) in the idCentification

al. :~ and are give-n as foilc,.s

i(' '-~T kT) -4 *Gk) -ni(kT) (C-2)

=i T Pj-j(kT)

i +NT i(1,7) 1 (C-3)

.' . . .. .~ . .. .
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Kalman-filter-type update equations like E,4ns (C-2) and (C-3) are renoun

for having bad numerical properties, mainly because the covariance

update equation may contain differences bet.veen two almost equal terms.

Com-uter rourdoff may then deteriorate the estimation.

It is often n-ore convenient to emplo' factor i.-;t ion techniques for

the upd4ate of the covariance matrix. A comm 7only used factorization is

knoc.n as %U-D factorization' in which tie covariance matrix is expressed

C as follc."s

P(kT) =U(kT) D(kl) UT(kT) (C-6)

where U(kT) is an upper triangula-r matrix with all diagonal elements

equal to 1, and D(kT) is a diagonal matrix. The updating of the

covaniance matrix is done by upd-ating, the U arc D fa: s r ath ,e r

that updating the P matrix directly. Tr-e U-C faotc-rizat4cn has goocd

numerical stability and enhances th e algoih' toeacLfrudf

errors (10,28,30 )

Detailed discussions on the U-C lorr can be founrd in rfrne

4 4



and cov~riance marixUptSWlhteLCazrIfTeua c 1c

Cweightedl GrmScmd ctccali zt icr 1 rc-eC,42 c atcr

the Ccntc-iLufcn of teftdeczrt-, toe cc.,inerIt u-

The i stig i s lmtct: t rue sec~r c- ccewtnae

El 26 KKT1K7PRC THE UPDATJE FOR EACH
I CTPJT MEASUREMENT 9:;T

CO 30 1=, I Vt - TOTAL # CF PARAM.'ETERS

D0 30 J=1,1-1

F(I) =0.03 E ELAE E~ E5Oa in (19:39)

DO 35 01',I If = UpjkT) ,I(kT)

35 F(I) F FI) uTRA,0)*CRA:M:(J3,-Jl)

I ETPFl 0.0

00 40 I=1,1%]'

G(I) = (I)tF-(I) Eq ( C-L,) in (19:39

FTPF1 FTPF1 + F(I)t3(I) Tj i+T) PI-lkT) i(kT)

40 r-. r- C D IK ''I



CJ ,. '0, -ZZ,IEF,) E7n (3-Es) ' 3-2

= 1.0 - :'-: KJT)*. ,' ) .E;. (C-4)

E:TA"), = (-', -i T) Eqn (-5), Eqn (5-k'g) in (19:90)

00S 45=  ! I , -:.

E:TA(J) BETA(J-1) + F(J)*G(J)*ZETA

IF (BETA(J) EQ. 0.0) THEN (19:365-366)
Update the D(kT) matrix

D(J) = IIN(CREG,D(J))

ELSE

D(J) = tMIN(CREG,(BETA(J-1)/BETA(J))*D(J)) Eqn (360h)
in (19:90)

E',' TF

J\u) = G"J)

IF (BETA(J-1) .EQ. 0.0) THEN

IU(J) = 0.0 E,- (, - .

ELSE

SE- -F

I 1 ~~V I -r l ili lm ii -
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IF (J EQ. 1) THEN

GO TO 45

ELSE

DO 50 I=1,J-1

UP(I,J) = UTMI(I,J) + V(I)*MU(J) I Eqn (5-60j) in (19:90)
Update U(kT) matrix

50 V(I) V(I) + UTM1(I,J)*V(J) I Eqn (5-60d) in (19:89)

ENDIF

45 CONTINUE

DO 55 I=1,IEND I Eqn (5-60k) in (19:90)

V(I) = V(I)/BETA(IEND)

DELPAR(I) = V(I)*ERROR(KNOUT) Calculate parameter vector
I increment

55 PARAM(I) = PARAM(I) + DELPAR(I) Update parameter vector

Calculate 3i(kT) per Eqn (3-64) and then ....

00 68 I=1,IEND Add 3 from fault detector
if fault has occured

68 BV(I) = B

CALL MWGS(BVIENDUPDCREGIERR) I Use Modified Gram-Schmidt
orthogonalization procedure

00 69 I=1,IEND Update last U(kT) matrix

00 69 J=I+1,IENO

69 UTM1(I,J) = UP(IJ)

26 CONTINUE I with next measurement update ...
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DOUBLE PRECISION W(8O,40),UP(40,40),D(40),OB(8O,TEMIP,

*CREG,B(40)

See (28:333-334)
D0 1 J=1,N

DB(J) D (J)

DB(J.N) = 1.0
00 1 I=1,N

W(I,J) = UP(J,I) .

IF (I .EQ. J) THEN

W(I+N,J) =SQRT(B(I))

ELSE

W(I-.N,J) =0.0

* ENDIF

1 CON~TINUE

00 2 J=N,2,-1

D(J) 0.0

00 3 K=1,2*N

3 D(J) O(3) + W(K,J)*DB(K)*W(K,J)

D(J) =MIN(CREG,0(J))

00 4 I=1,3-i

TM P =0.0

00 5 K=1,2*N

5 TEMIP =TEMP, + W(K,I)*CE(K)*W(K,J)

IF (D(J) .EQ. 0.0 THENJ
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UP(I,3) =0.0

GO TO 4

ELSE

UP(I,J) =TEMP/O(J)

ENOIF

D0 6 K=1,2*N .~

6 W(K,I) =W(K,I) -UP(I,J)*W(K,J)

4 CONTINUE

2 CONTINUE

TEMP = 0.0

D0 7 K=1,2*N

7 TEMP =TEMP + W(K,1)*O8(K)*W(K,1)

D(l) =MIN(CREG,TEMP)

RETURN

END



J..

4Appendix D

Root-Locus Analysis and Time-response Checks with Regards to Functional
Controlabil1ity

A. Root-Locus Analysis

Early in the design stages of this effort, concerns were

brought up as for the significance and effect on the closed-loop system

behavior of a transmission zero at the origin that leads to functional

uncontrolability. To learn more about this condition, a root-locus

analysis of the of the closed-loop system was conducted with the

aircraft model corresponding to mach 0.9, 10,000 ft. This was done by

individally varying the design parameters 0I, c2, and p in the

control law, and observing the location of the closed-loop system roots.

To simplify the problem, actuator and sensor dynamics were not included

in the analysis. A sample of the results is shown in tables D-1 through

D-3. In these tables, R1 and R2 are the fast system roots and R3

," through R6 represent the slow system roots. R5 and R6 correspond to the

Table D-1
dp

Root-locus Analysis, 71 gain sweep (02 = 0.7 , p = 0.8)

roos I Cl = 0.3 =0.4 =0.5 0.7

Ri .2977185S5951 .297714217964 I.297705241223 .286779451772

R2 .637034443-9 .587157197317 .497207541951 .298180935417

R3 .996119634 .9910-92),41014 .991908999372 .991930277332

R4 .9032391024 .993115732E0 .993057794613 .992988911001

d-: R9 3.999534957328 .999S34958967

R6 1.0 1.0 1.0 1.0
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Table D-2

Root-locus Analysis, 92 gain sweep (g1 = 0.3 , p 0.8)

024 c2 = 0.4 c2 = 0.5 c2 = 0.7 1 2 = 0.8
roots

R1 .596920647772 .497341971943 .297718585951 .197827609203 or

R2 .687308842456 .687155621738 .687084484379 .687070672164

R3 .991843993749 .991853164897 .991868119634 .991874333508

R4 .993793593327 .993522421431 .993208391024 .993108852556

R5 .999847457184 .999841354479 .999834953500 .999833067057

R6 1.0 1.0 1.0 1.0

Table D-3

Root-locus Analysis, p gain sweep (c1 = 0.3 , G2 = 0.7) S

pos j = 0.6 p = 0.7 = 0.8 p = 0.9
roots _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

RI .295710430846 .296713062375 1.297718585951 .298727026744

R2 .685130298700 .686104281008 i.687084484379 .688071029587 _

R3 .993924862324 .992898588723 .991868119634 .990833375662

R4 .995108546177 .994161375687 :.993208391024 .992249858364

R5 .999840396440 .999837226695 .999834953500 .999833244131

R6 1.0 1.0 1.0 1.0

roots introduced by the vector integrator of the control law.,

As shown in these tables, the roots RI and R2 approach the

asymptotic values defined by Eqns (2-41) and (4-9) given by

= 1 - i = 1,2 (D-1)
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The slow roots R3 and R4 approach those of Eqn (2-39) which by virtue of

Eqn (2-44) reduces to

x i  1 - T p i : 3,4 (D-2)

while the remaining slow roots R5 and R6 correspond to the roots of Eqn

(2-40). In this case, R5 approaches a transmission zero of the plant

located at 0.99982119878, while R6 sits on top of the transmission zero

at the origin produced by the selection of pitch rate as an output -

quantity. It is obvious that the pole-zero cancelation occuring between

the transmission zero at the origin and a pole from the vector

integrator does not allow this system root to be placed arbitrarily.

This situation renders the system functionally uncontrollable, however,

this is to be expected given the kinematic definition used in the
,

state-space model of the aircraft. The status of functional

uncontrolability in this example does not necessarily implies that

satisfactory tracking performance may not be achieved, but simply

expresses the invariability of the kinematic relationship between the

pitch angle and pitch rate responses. Throughout the analysis, all

system roots behaved in a predictable way and remained at or within the

unit circle as desired. Satisfactory tracking performance can then be

achieved provided one considers the kinematic relationship just
"'

mentioned when generating the input to the closed-loop system.

B. Time Respcnse Cheks,

Another concern regarding the issue of functional

controlability was wether or not the closed-loop system was capable of

following independent cc-2'.ran inputs tut condition is not met.
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Since the command inputs used throughout this thesis were not the result
.%

of decoupled motion from the AFTI/F-16, it may be argued that these %
I

signal are "related" to each other and thus not address the situation in

question. To that effect, the command inputs were modified and applied

to the same aircraft model of part A with the nominal control law design %

of chapter 4. The results are given in Figures D-1 through D-32.

Figures D-1 through D-8 present the case where the flight path angle

command is temporarily "clipped" to hold a maximun value of 2 deg. while

the pitch rate command remains unchanged. The responses show no

noticeable tracking performance degradation.

Figures D-9 through D-16 show the responses to a flight path command ".

of 0 deg. while the pitch rate command again remains unchanged. In

this example, the control law contained no anti-windup provisions.

Figures D-9 and D-10 show relatively good tracking performance for the

flight path angle response. However, the pitch rate response suffers

from a short period of instability caused by deflecting the flaperon to

its position limit. The larger control surface deflections are

attributed to the bigger demands on control action imposed by the

decoupled maneuver. Aside from the instances where the flaperon is at

its deflection limit, the responses exhibit good tracking behavior.

Thus the condition of functional uncontrolability is not seen as the

cause of the problem.

The previous maneuver was repeated, this time with the integrator

limiter mentioned in chapter 4. This is to test the effectiveness of

the antiwindup protection scheme. The results are s!c.an in Figures 0-17

throLgh 0-24. These ilustrate that, althcu-.n the flapercn deflecticn

2C1
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Figure 0-10. Flirnt patli arngle tr'acking performance index (deg).
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-> Figure 0-11. Pitch rate command and response (deg/sec).

--' Flight path commnad = 0 deg. No integrator limiter in control law.
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Figure D-13. Elevator deflection (deg).

Flight path command = 0 deg. No integrator limiter in control law.

'7,I

Figure 0-1'. Eie,.ator deflection rate (deg/sec).
Flight path command = 0 de-. Io integrator limiter in control law.
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"'"Figure D-15. Flaperon deflection (deg).
,'.'.Flight path command = 0 deg. No integrator limiter in control law.
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Flight path command = 0 deg. No integratcr l imiter in control la..
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reaches its limit, in this occasion the a,'cunt of time that the surface

r- .. remains at its m-ai mum defiecticn is con.sicerably less than in the

e. s s i-ulation. Corseen t lj, te aircraft reponses exhibit

i vrved beh avicr with r;-ar to t e shortir duration of the
S.6

jstablity, ar toe go:c traokin] perf--marce t-ot follows once the

~cmmrnJ. control surface deflections fail tack within the given

constraints for this exa~ple.

Finall, the system is tested with the pitch rate command set to 0

des/sec, while the flight path command is set as in the original

rraneuver. Tre inteo ;=ratcr limiter is also used in this simulation. The N.

aircraft responses for this simulation are are presented in Figures D-25 N"

t"r n D-1. Tra Kir, perfcrmance is considered good, despite the

p'reoer:e of a s- 21 trarsient in the pitch rate response caused by a

sat uratiosn of the flape-cn deflectico.

.e,-at, ese t. res-_ses ioiate t:°-3 gi.en sufficient control

,.-.e a,:-. co-an: ma ers It-at are wion t e capanilities of the host

vehicle, toe issue Cf funtional u' .. 4aoliy (as it applies in this

sS I S rt precluces to:e trackin of: ce cu led command inputs.
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Abtract

In-flight simulations are ncrmally accomplished by using
model-following control laws which depend on accurate kncwledge of the
stability derivatives of the host aircraft. Degraded simulation
performance may result if the stability derivatives deviate considerably
from their presumed values. Gain scheduling is often employed to
compensate for plant parameter variations, but this form of open-loop
compensation usually requires extensive flight testing for proper fine -

tuning.

This thesis implements an adaptive, fast-sampling control law to
compensate for changing aircraft parameters. The step-response matrix
which is required for this implementation is identified recursively
using a recently developed technique which does not require special
"test" signals and which automatically discounts old data depending on
the inDut excitation detected. Tracking fidelity is maintained despite
parameter changes which occur either abruptly or slowly. Simulations
are conducted, using a model of the AFTI/F-16 aircraft and the control -

design package MATRIXX, to test the resulting adaptive system. Actuator
position and rate limits are discussed. The performance of the
resulting system is excellent and demonstrates the relative advantages
of adaptive controllers for in-flight simnlation. Recommendations are
made for future analysis including the use of moving-bank estimators.
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