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I. INTRODUCTION

This final report summarizes work performed during the period March

1986-December 1986 under Visidyne contract No. F19628-83-C-0149, MRC work

order 15105 WPR.

The purpose of the study is to investigate properties of the laser-

induced plasma in the LINUS experiment in order to test its validity as a

benchmark source for a plasma plume model and as a basis for more

sophisticated model development. Plasma recombination processes are

responsible for the large amount of radiation (ultraviolet, visible, and

infrared) generated in a plasma initiated by a laser beam. The spectral

information gained and the processes responsible for their generation are

important in their potential application to understanding the spectral

emission arising from an actual nuclear airburst. The results may be

oU benchmarked against Sanpenfield's plasma radiance model[l] which has been

extrapolated to the infrared regime where there is little data available.

However, before any comparison can be made, we must first complete a full

detailed analysis of the laser-induced plasma.

Section 1I discusses the hydrodynamics in LINUS. Section IlII

presents a Stark calculation for application to analysis of LINUS.

Section IV deals with the kinetic effects and Section V shows the

calculations of various important issues in LINUS.

Section VI discusses the Excede and Arctic codes which are important

in their application to LABCEDE, a LINUS-related low density plasma

project. The LABCEDE experiment employs an electron beam to excite

atmospheric gases the purpose of which is to validate and develop

atmospheric weapons effects codes. The Arctic code calculates radiance

arising from electron excitation of atmospheric gases in an aurora and may

be useful in the analysis of linear and non-linear effects in LABCEDE.

The primary interest in relating LINUS and LABCEDE is that atomic oxygen

emissions seen in LABCEDE have some common characteristics with those in

LINUS[2].

I
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II. HYDRODYNAMICS IN LINUS

A. INTRODUCTION

This section summarizes the preliminary investigation into the

dynamics of the discharge region in the LINUS experiment. The

-hydrodynamics study is important for understanding the general morphology

of the plasma expansion and the effects on recombination and radiative

properties. Furthermore, gradient profiles of electron density and

te".-rature are required to characterize the laser induced plasma. The

important hydrodynamical processes to be examined are the generation of

shock fronts and initial expansion due to laser energy deposition, shock

front effects, post-shock cooling, and pressure reco,'.'P,-y.

We have initiated the calculations of the shock frot and expansion

characteristics assuming simple ordinary fluid dynamics. The code which

is used for this purpose is the Simplified Arbitrary Lagrangian Eulerian

(SALE) code originally written by Amsden et al.[3] from Los Alamos

Scientific Lab (now LANL). SALE is a general fluid code which uses a

simplified numerical fluid dynamics computing technique to calculate two-

dimensional fluid flows. It can handle flow speed from the incompressible

to the supersonic limit in the Lagrangian or the Eulerian mode, or

anywhere in between. In the Lagrangian mode, the cell vertices move with

the fluid whereas in the Eulerian mode, the grid vertices remain

stationary with respect to the fluid. The code has been widely used and

well tested. Its major limitations for the present application are the

treatment of only one species and no allowance (yet) for energy loss.
The code is based on the solution to the Navier-Stokes fluid equation

of motion and the mass and internal energy equations. One begins by

specifying the geometry of the computing mesh which is a set of

quadrilateral cells. For each cell, the code calculates momentum,

position, volume, energy, mass density, and pressure. The pressure is

calculated from the specified equation of state. Input variables are the

initial time step, the initial density and specific internal energy. All

subsequent time steps are automatically adjusted. The code calculates all

the above parameters for every cell and each time step until it comes to

the terminating time (input by user).

2
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B. RUNNING ON THE PC

The code resides on the Los Alamos Cray computer. We have been able

to convert the code to run on the PC. The Cray is about 160 times faster

than the PC but to run a job is considerably more expensive and less

accessible. The SALE code is about 2000 lines and the executable image is

about 340K bytes which is well within the memory buffer (640K) of the PC.

In the test case the initial parameters are -1 gJ of energy deposited

into a focal region of 50 Am by 120 jim. Although the initial test energy

was lower than that in LINUS, the morphological results should be similar.

This sample case was run on both the CRAY and the PC. The results are
identical except for differences which have been attributed to round off

effects. These calculations are shown in Figs. 1 and 2 which represent

contour plots of pressure, density, energy, and speed. The time it takes

to run this particular sample case is 30 seconds on the CRAY and 1.25

hours on the PC.

C. APPLICATION TO LINUS

1. Initial Parameters

Historically[4,5,6], the focal length of the lens used in the
experiment has been reported to be 5.6 to 5.8 cm and the laser power
absorbed is -10 %. Recent measurements in a new configuration[7] show

that the focal length is 4.1 cm and the laser power absorbed is -40 %.
Since the calculation shown here precedes the new determination, the

numbers used are all based on the earlier measurement.

The dimension of the focal region where the laser energy is deposited

is calculated from the focusing lens formula (see Section V.B). With a

5.8 cm focal length lens, it results in a focal radius of 15 4m and length

of focal region of 110 1Lm. The measured initial laser energy is 1 J but
the use of 100 mJ and greater energy input to the code resulted in an

error during runtime which still waits to be resolved. However, the code

runs successfully when the energy input is reduced to 10 mJ. Therefore,

the amount of energy deposited used in the calculation is taken to be 10I mJ and is assumed to be uniform and instantaneous. The energy deposited

is entered as a multiplier of the initial specific internal energy. All

the units in the code are in the cgs system.

3
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Using the ideal gas law with an initial pressure of 150 torr of
oxygen gas at room temperature, the initial mass density 4s 2.4x10 4g/cm3 .

The ideal gas equation of state is assumed throughout the calculation.

The computing mesh in cylindrical coordinates is shown in Fig. 3.

This is a 20x40 grid with each cell defined by a 10 pm square. The laser

propagation axis is the left boundary which is also the symmetry axis in

the cylindrical coordinates. Laser energy of 10 mJ is deposited into a

focal region of 10 gm by 120 pm. An implicit Eulerian calculation is

performed up to 5 nsec.

2. Results

Figs. 4, 5, and 6 show the results of the calculation at 1, 3, and

5 nsec respectively. One can clearly see the pliasma expansion and the

shock front propagation as time proceeds. The initial region for energy

deposited is cigar-shaped and it quickly expands spherically to 0.4 mm in

less than 5 nsec, thus the full size of the spark (2 mm) may be reached in

-20 nsec. This implies that it may not be feasible to use the optical

multi-channel analyzer (OMA), which has a 30 nsec time resolution, to

study the expansion behavior of the plasma.

The density plots show a drop of about an order of magnitude in the

core region. This means that the effect of the laser energy deposition is

to rapidly sweep the gas outward, as one intuitively expects. In

addition, the figures show that the shock front velocity is on the order

of 106 cm/sec. This may be compared to values obtained by other

researchers. Wilke[8] reported a value of 5.7x10 5 cm/sec in 50 torr air.

Askar'yan[9] gave a value of 10 cm/sec. Laser/foil target plasma

experiments in NRL[10] measured a value of 3x1O 7 cm/sec in 15 mTorr H2
I with 10 J of laser energy, although this experiment was with a solid

target implying different energy accomodation. The value presently

calculated is thus very close to previously reported numbers. The

velocity of sound under the initial conditions is about 4x1O 7 cm/sec.

Blast wave theory[11] gives a formula which relates the shock front

velocity to the pressure behind shock, which is

PS =  
+1 Po dt]

12
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where Ps = pressure behind shock

-y = ratio of specific heats

Po = initial density

r = shock front radius

t = time.

Calculation of the shocK front velocity at various times using the above

equation is shown in Table 1.

TABLE I

T(nsec) V(shock)(SALE) 10 cm/sec v(shock)(theory) 106 cm/sec

1 3.5 3.6

3 1.8 1.9

5 1.2 1.4

We can clearly see the excellent agreement between the shock velocity from

SALE and from theory -- the difference is less than 20%. The reason for

the close agreement is that modified blast wave theory does not have any

loss mechanism and it assumes a constant ratio of specific heats --

assumptions which are also used in the present SALE calculation, but which

will be modified for a more realistic treatment.

The calculations at 5 nsec show distinctly the reflection due to the

.* presence of the boundary. We plan to couple the code to a regrid routine

-* and perform a regrid with coarser grid size before the shock wave reaches

the boundary in order to avoid any boundary effects. Another method would

, P.; 4o start with coarse grid size, but the limit on the coarsest grid size

is the focal radius of the laser beam, i.e. 15 gm.

From the pressure and density output, one calculates the kinetic

teMperature of heavy particles behind the shock front to be 106 K. One

can also calrulate this temperature using the velocity plots since

velocity is propn rtlorda to the square root of the tempprature. This,

valIp is an upper limit to the temperature since no radiation Il,

-rocesses have yet been included.
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3. Spark Dimension

In order to obtain an estimate of the time scale of emitted

radiation, Sowle and Sappenfield[12] have suggested a crude calculation.

This results in an esti"'ate of the spark dimension which is very close to

the actual observed spark size. The assumptions made in this calculation

are: (1) all excitations result in radiative transitions, (2) no

distinction is made among the different ionic states of atomic oxygen, and

(3) the emitted photon energy is 10 eV. This means that the oxygen atoms

are emitting radiation as hard as possible, i.e. one photon is emitted per

colli sion.

Since the largest possible electron excitation rate coefficient

expected is -I0-8 cm3/sec and the assumed photon energy is 10 eV, the

emission coefficient is -10-7 eV cm3/sec. Multiplying by the oxygen

density of 5x101 8 cm-3 (P=150 torr at room temperature) gives an energy

emission rate of 1.5xi0 12 eV/sec. The SALE calculation is performed up to

5 nsec, by which time the energy expended is 8xl03 eV.

The energy being input to the gas is 400 mJ (using the new

measurement). Energy deposition calculation (see Section V.C) shows that

this results in an energy input of 1.3xi0 7 eV/atom. The SALE calculation

for 150 torr pressure shows that the shock front radius, r, at 5 nsec is

. 200 4m. We know that the energy loss, which is a measure of volumetric

radiance, is directly proportional to r3  Therefore, if we were to

increase the radius by a factor of 10, i.e. to r=2 mm, the energy loss

would increase by a factor of 1000. At this radius, the energy loss is

approximately equal to the energy input. Hence, the calculation shows

that substantial energy dumping would not occur until the shock radius is

. 2 mm. This value is reasonably close to the observed spark size. Thus it

ap 'ars from this calculatio that the assumption of no energy loss at

o ar', times is valid.

6

D. RECOMMENDATIONS

I portart information was gained in thvs study of the discharq.,

region. However. this initial study has not a(counted for many processes

which are known to occur in the LINUS experiment, of which the main ones

re the optical loss processes and the presence of plasma chpmistry.
27

I,5

6.,

*# ,,I /



-. --- - - -- -- -.. t s- v-'r ,r r~w c~g v~-'w' -~-~ -. % VV Vrflrw-.- -' z~t~-w .. ~W '.. F - - - J -M

II

Radiation loss is a major cooling channel in an actual airburst and

accounts for about 80% of the energy loss[13]. In the laser produced

plasma, uv and x-ray emissions are major cooling mechanisms which are

certain to reduce the temperature behind the shock front. The SALE code

in its present form does not allow for any energy loss. For it to be more

applicable to the analysis of the LINUS experiment, it is necessary to

account for energy loss due to dissociation, excitation/ionization, and

h r cem caI reactions. In additior, we plan to include uv and x-ra,

deposition and prt" dosing of the gas zh-ough which the shock propagates.

Laser induced plasma contains more than one species. For the LINUS

experiment we have a pool of electrons, positive atomic ions(the highest

charged species identified is 03+), and oxygen i it-al. A tremendous

amount of chemistry goes on among these species. A i these chemical

spec es should be incorporated into the code. In addition, the ideal gas

equation of statp does not account for intermolecular force- and is

Lictly only val id at low pressure and temperature. Since the I INUS

plasma is high ir both pressure and temperature, a more realistic equation

)f state should be incorporated.

fAnother feature which has been disregarded in the calculation is the

laser pulse shape and duration. The present calculation assumes an

instantaneous deposition. However, the result shows that the shock is

expanding so rapidly toward the laser that the high density shock front

might interact further with photons present at later time. Previously[4]

the pulse shape of the laser has been measured to be spikey in normal

operation with no etalon in the oscillator cavity. The pulse width given

,, specification is 10 nsec. Because the pulse shape is spikey, the

effect]ve pulse width is most likely less than 10 nsec. A new

:tte!-mination[7] gives a pulse width of 20 nsec and a smooth profile withK .li-me of -2 nsec and decay time of -5 nsec. The new measurement is

ntra '_ n the old one and may he due to an unaccounted time constant

! • sy -,em. It is suggested that the measurement be repeated and the

. laser pulse shape be incorporated into the SALE code.

A rprrid routine will be coupled to the code to calculate expansion

:t lV'r times. [he purpose of the regrid routine is to minimize the
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number of cells in the calculation and hence shorten the runtime of the

problem. Initially, one can use a small number of cells with fine grid.

As the expansion develops and approaches the boundary, a regrid with

coarser grid will allow the expansion to continue with no interference

from the boundary.

To study whether the structures observed on the contour plots are

authentic (see Figs. 4-6), one must perform sensitivity tests to see if

they change as a function of grid size or number of cells or if some other

parameters or effects are responsible for them.

The shape of the spark has been measured at 200 torr to show evidence

for a donut around the waist of the discharge[5]. Since the focal region

of the laser is bow tie shaped, the donut could arise due to interaction

of shock waves moving away from the focal region (see Fig. 7). It is

recommended that the rectangular focal region input to the SALE code be
Freplaced by a "bow tie" shaped region, which is closer to reality, in

order to test for effects of shock wave interaction. Should this

interaction occur in the calculation, it suggests a major set of

relatively inexpensive experiments for LINUS in investigations of

interacting shock fronts.
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Fig. 7. Bow Tie Geometry for Laser Focal Region Illustrating
Shock Wave Interaction.
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III. STARK BROADENING IN HIGH ANGULAR MOMENTUM STATES OF ATOMIC OXYGEN

A. INTRODUCTION

This section describes research leading to an understanding of line
7broadening of high angular momentum states of atomic oxygen emitted

radiation under plasma conditions. The experiments, based on the LINUS
experiment, yield time resolved spectra in the infrared in the 4 gm to
10 gm spectra] region. It is hoped that results will lead to measurements
of electron densities of the plasma electrons, and an understanding of
properties of high angular momentum states of atomic oxygen and its ions.

For this Study we have computed dipole matrix elements for an expanded
basis set of up to 18 oxygen atom energy levels for the quintet states
(6h, 6g; 6f; 5g; 5f; 4f; 7i; 7h; 7g; 7f; 5d; 4d; 8f-, 8g; 8h; 8i; 8j; 6d),
and have worked on an improved lineshape program.

The lineshape function is given by

% % S(W) = j -W-Rar~I>aI~.>a - _ >dc Wio- (e)±t , ><t .1j<

where in second order

* 47tne (ey <,,,* f(v) rdp , ~ ,
= - -- rv I-V)<alrAa>(I'rrlot'>>dv - LM[(z,z'+iB(z,z'),

3 ~h) " v jP

and where oA(zz' + iB(zz'au represents electron atom collision

integrals, f(v) the electron velocity distribution, W(E) the electron
microfield distribution, and other terms have their usual meanings. The

term represents a linewidth term.

We are working to apply this expression to the near degenerate cases
of high principal quantum nimber and high angular momentum states. At the

present time, electron collision processes are represented by a single

,eaxation time, T, and the observed linewidth is caused by this

relaxation time, the spontaneous emission time. and instrument resolution.
--cause of the near degeneracy and the great number of J substates, and

Stherefore the sensitivity of the system to electric field perturbations.
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our spectral model consists, at this stage, of the large number of

transitions possible from the perturbations of the electric microfield on

these high n, high 1 levels.

The interaction Hamiltonian for the atom in the presence of a static

field is given by

H Ho + ezE

where Ho is the Hamiltonian for the fr-ee atom. The eigenvalues for these

states are the known energy levels of atomic oxygen while the

eigenfunctions are unknown. We have assumed hydrogenic type

eigenfunctions as a first approximation. The states under consideration

yield a number of transitions in the infrared from 2 gim Lo 16 gm. Fig. 8

shows these transitions for zero plasma field and 18 basis states.
0Transition probabilities are obtained using appropriate hydrogenic type

wave functions. In the presence of the electric microfield these basis

states are connected by dipole matrix elements and the states mixed, or

scrambled, becoming linear combinations of each other, 4 i>=nI1n><nji>

where <nvi> are mixing coefficients relating the eigenfunctions of the

Stark problem to the basis states. These eigenfunctions are determined by

diagonalizing the Stark matrix. Because of state mixing, previously

forbidden transitions are now possible. The strengths of these forbidden

transitions will depend on the Stark field through the mixing

coefficients. For example, the transition "6h" - "5f" is proportional to

I<T5fir!h2 = :nk<5fn><Onr1lk><kI6h>j2

where the 6h, 5f refer to parent states that are now "mixed" by the plasma

electric field with other states and where the matrix elements for the

basis states have been calculated as a part of the Stark effect

SOinteraction. The mixing coefficients, as mentioned, are field dependent

The work done has been concerned with the calculation of these dipole

matrix elements between all appropriate JMj states, the extention of the

calculation to larger basis sets, the inclusion nf J substates, and

finally the inclusion of Mj substates.
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B. STARK CALCULATION

We have divided the Stark problem into two parts, the electron

microfield that the atoms interact with, and the resulting atomic states

responsible for transitions.

1. Atomic State Matrix Elements

We must calculate all matrix elements <0nJMLSjrg10nJMLS>

using appropriate wavefunctions. These matrix elements will be used to

construct the matrix for the Stark Hamiltonian,

Oeo'<0nJMLSjrA10nJMLS>'

and they will also be used to compute radiative transition probabilities.

Diagonalization of this matrix results in eigenvalues and eigenfunctions

for a given electric field. Thus, for each field we obtain eigenenergies

and transition probabilities and thus a Stark spectrum. The convolution

of all these thousands of lines using the fundamental widths caused by T1

processes results in a Stark broadening line profile.

2. Tne Electric Microfield

In order to find the electric field, E, we need to consider the

problem of a fluctuating charge density (the plasma in our case). There

are two traditional approximations where either the ions are stationary

relative to the electron motion (high frequency approximation) or the ion

motion dictates the time variation of the system (low frequency

approximation). The essential physical picture is that of a sphere whose

radius is given by the Debye length, XD = (kTe/47nee 2)I/2 , the "thickness"

of the ionic atmosphere surrounding the point of interest (centered at the

emitter) through which electrons travel. The electrons of density ne have

a mean radius rm = [3/47ne]1/3 . An electron penetrating the Debye sphere

at a distance re from the e-iitter provides an electric field of strength

e/re2. The volume containing such charges (and hence the number

distribution) depends on the radius re* Electrons outside the

characteristic distance are exactly balanced by the background of positive

charges. The actual condition is quite complicatr so we shall rely on

the computations of Baranger, Hooper and others for values of the field

distribution. The parameter of the distribution is the ratio of the mean
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electron distance to the Debye length, a = rmW'XD (a function of the

electron number density, ne, and the electron temperature, Te) and the
redfaced electric field variable ciE where E = e/rm 2 . We have chosen to

fit the points calcul ated by Hooper to a convenient function for use in

the Stark calcula oen. The Stark calculation begins by choosing the

electron number density ne. the electron temperature Te, an electronic, or

spectroscopic, temperature 1el with subsequent calculation of the

microfield distribution, computation of the Stark matrix followed by

matrix diaqoca~ization. For each point on the microfield d(1-tribution

there corresponis a probability of occurrence and a reduced electric field

strength. The field at the emitter is the reduced field multiplied by the

mean field co = e/rm 2. This field becomes the T i ,d part of the Stark

matrix. Subsequent diagonalization gives eigenvalues, transitions and

transition probabilities

'".. R = W0,~ )  <T ijrl~k> 2

frr eacn point of the microfield distribution. These data are introduced

into a line shape program that assumes a Lorentzian shape whose area is

proportional to the transition probability weighted by an appropriate

Boltzmann factor and whose width is given by relaxation processes and

instrument resolution (,/I = 1/Ti f N gv +

The results for 18 states are shown in Fig. 9 for several electron

densities. These are preliminary results since a number of approximations

an, omissions exist. First, we are considering only S = 2, the quintet

states. second, we hd e not taken degeneracies into account, nor in these

spectra, existence of . suDlevels. Thus, the intensities are relative.

Fur-.nermore, we have parameterized electron collisions treating the

problem a, a static one consisting of average fields at the emitters. The

es -erityal conclusion is that the line positions are very sensitive to

'-7ectrnn - :on rofieid strength, as expected from the near degeneracy of many

of the energy levelis. From a comparison of these results with the LINUS

data, we conclude that the electron density is in the neighborhood of 1O
electron,/cm 3  at. a delay time of 6 gs after initiation of the plasma.
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IV. KINETIC EFFECTS

Preliminary modelling of the kinetic effects has been described in

detail (4]. The initial concentrations assumed, based on energetics, are

80% 0+, 15% 0 and 5% 0 The reaction set, which includes

recombination and reionization, is shown in Table 2. The 12 kinetic

equations are solved by PCCHEM, a numerical integration routine written by

Gene Adams at Utah State University which has been modified by Armstrong

for this calculation.

Previously[5], the time history of the species concentration was

calculated by assuming an exponential temperature profile. We have now

performed a new calculation using a new temperature profile obtained semi-

empirically by assuming that the electrons are in collisional equilibrium

with the dominant charged state. This means that the electrons are

coupled with the highest charged state observed at early time (i.e. 03+)
and with the lowest charged state observed (i.e. 0+ ) at late time. The

temperature profile is then determined from the latest available data on

spectroscopic temperature[14] shown in Table 3. From examining this

table, one observes that at early time the 0 temperature is on the order

of 105 K and decreases sharply. At 100 nsec the 0+ temperature is about

3x104 K and from then on varies slowly. The temperature for 0 neutral at

late time is determined to be -8000 K[15]. Thus, we assumed a temperature

profile which has an exponential function from 0 to 100 nsec and behaves

linearly from 100 nsec to I Asec. The analytic form of the new

temperature profile is

T = To[exp(-t/2.7xlO 8 )-2.2xlOst+0.3]

and is shown in Fig. 10.

* The results of the new calculation at 10 and 100 torr are shown in

Figs. 11 and 12 respectively. The general trend of the time profile of

the species concentration is the same as before. One can see that 0

V neutral does not dominate until t>0.2 jsec at which time 0 and 02+ are

* no longer important. Again we see the dip in 0+ at t>1 nsec accompanied

by an increase in 02+ which is attributed to reionization of 0+.
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TABLE 2

REACTION SET FOR LINUS RECOMBINATION

RXN k(T):A(T/300)be-c/T

1. 03+ + e +--> 02+ + e kt  1.9E-18 -4.5 0

2. 03+ + e -- > 02+ kd 6.2E-11 -1.5 5.6E3

3. 03+ + e -->02+ kr 3.2E-11 -0.7 0
Ir

4. 02+ + e e -->0 + e ki 5.6E-19 -4.5 0

5. 02+ + e -->0+  kd 2.8E-11 -1.5 5.6E3

6. 02+ + e 0+  kr 1.4E-11 -0.7 0

7. 0+ + e+e -->0+e kt  7.0E-20 -4.5 0

8. 0+ + e -->0 kd 6.9E-12 -1.5 5.6E3

g. 0+  e -->0 kr 3.5E-12 -0.7 0

10. 0 + e -->0 + e+e ki  1.7E-12 1.5 1.6E5

11. 0+ + e -- > 02++ e + e ki  6.4E-13 1.5 4.0E5

12 02++ e -- > 03++ e + e ki  4.1E-13 1.5 6.4E5

T T. [exp(-t/2.17E-8) - 2.2E5t + 0.3]

t-three-body, kd-dielectronic, kr=radiative, ki-re-ionization
Ir

i

fl ..59



W.X~ .* r. 'J Q r.-. - wwrrpr r

0 0 (N (N r- -4 -4 - -4 kD z z z

Nn N n o 0 U') mn C

-< 0 -1 -4 1-4 C C

r- 0 r, In r- en - 0 m~ Ch -

z
< LIn Lf In) In %D 0

xn 0n 1 - r r O

*1.
> 0

( N I4 %D 0D N w 4 (n N V0

+ N M .O n LO

C4 0 .- 4 1-4 -4 O- C CO r- z. .O z

Em r - - LO ) O 0 0 en

w f 0 '-4 co V;O O

(N 14 -r~ LC) In %D O
+

0 9 .-4 0; 14 In In '.0 C 4

CL0

0 ~ N 0 m' co m co LC) -4 0 O 7% .-4

0. 0- 0 ~ In L s' U 1 In I

0 U-4
Z p

p - r- co 0) t- (n N 0 co CC) m

z CL 0 N rN N l N N m N C

fx (N M( U 0 0I0j + 0 * 0 Q . 0 0 0 0
4E- 0 z Io In) In Z z In z

II 00 rI 0
V+ 0 In o 0 0 O 0 0 0n 0 En

0. 0C -1 N. r~ rq M -t %D ON Z Z

53~

.,o %
%z z



LINLJS 7EPEA7RE PROFLE

ieeeee.ee

90ee.e 101sue eceauePoiefrKntcCluain

*Z IdL r-



.LINJS 10 Tr OXYGEN

9.0

17_._0_0_

L;e

14.00__ ____ ____ ____ ____

LOG Tr ' SEC

13 03+ AC2+ 00+ XO +a-

gl. I1 Calculated log density of species as a function of time for 10 torr oxygen.

ia:. 55



LIIJJS 100 TRR OXYGEN

,'-

l,..

4-.0

..." . l

a,. 0-

-8 e e-

-10.00 -9.;a -9.0Q -G.;0 -6.00 -7. E; -7.00 -6.50 -6.00
SLOG TIME (SECD

Z"003+ A02+ 00+ XO +a-

% .1NdFig. 12. Calculated log density of species as a function of time for 100 torr oxygen.

%W

J96

' '

-- -- - - .a .. - a. - . - . - . -



"*-. Because the new profile has lower temperatures throughout most of the
time domain, two differences in the new calculation are observed. First,

we see a general trend of compression for all species at early time.

Second, the electron and 0+ densities are higher by a factor of 5 at 1

-sec in the new result. The two differences can be explained by the fact

that the dominant three-body recombination rate is an inverse function of

temperature. The recombination rate using the new profile is higher and

hence accelerates the early time build up of lower charged species.

Similarly, the temperature of the new calculation at 1 Isec is higher

(8000 K vs. 4000 K). Hence, the slower recombination rate results in a

higher electron and 0+ densities at late time.

The assumptions used in this calculation may be incorrect but they

give us a good place to begin the model and will help us in pursuing

further more detailed modelling which will include time dependent terms

for all the excited states in each species.
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V. MISCELLANEOUS ISSUES

A. Spherical Aberrations

The purpose of this calculation is to determine whether the lens used

in the LINUS experiment is a source of spherical aberration.

The number of wave 2ngths of spherical aberration is given by[16]

*. l(p) -(ap) n2  n (n+l) 2

m = - [+ _- -- - ]
.X 8Af3  4(n-1) 2  4(n+2) n(n+2)

where m = aberration number(wavelengths)

p = r/a = radial distance(cm) from optical ax; at front lens

surface divided by lens radius(cm)

= wavelength(cm)

.0 n = index of refraction of lens material

f = lens focal length(cm).

For n = 1.55, this reduces to

m = f(r)/X = -3.056r4/8Xf 3 .

For rmax = beam radius = 0.3 cm,

m = -0.166 wavelengths (minus sign means towards the beam source).

This result is consistent with figure 9.2, p. 722 from Morgan's

article[16] which shows that for a 6 mm beam at 1.06 gm wavelength, 4<0.2

at a 5.6 cm focal length. For a 4.1 cm focal length lens, m = -0.42

wavelengths. Thus the calculation shows that spherical aberration caused

by the present lens is negligible.

. B. Focal Volume Description

The radius of the focal volume is given by the thin lens

approximation from geometrical optics[17]. The thin lens approximation is

valid if the lens thickness is small with respect to the focal length.

For the LINUS lens, this ratio is <0.1 so the thin lens approximation is

probably valid. In this case one obtains for the beam diameter

tan9'2 = (d/2)/f
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where f = lens focal length

0,'2 = half-angle laser beam divergence(radians)

d,2 = half-diameter focal waist

which, for small angles reduces to

d/2 = r = f(0/2)

For LINUS, 0,2 0.25 milliradians, and f = 5.8 cm, thus r z 15 4im.

For the focal length, 1, the general definition is given as that

distance where the intensity drops to half of that at the focal plane.

Again, from the thin lens approximation and geometrical optics

argum-ents[ 16],

= 2(/2 - 1)f20/D

where the variables are defined above and

D = unfocussed beam diameter at the lens surface.

For our case, D z 6.5 mm, thus 1 z 110 /Im.

For the new focal length measurement, f = 4.1 cm, r = 10 gm and

1 54 gm.

These numbers are valid to the extent that the thin lens

approximation is appropriate and to the extent that self-focussing is

unimportant. However, any uncertainties in these numbers are likely to be

much less than uncertainties in other areas that are more critical to our

analysis.

C. Energy Deposited per Molecule

Given an initial laser power, it is instructive to calculate the

maximum amount of energy which could be deposited onto each 02 molecule.

The number of molecules in the laser focal volume, n, is given by

n = NV,

where N = number density of molecules, and

V = focal volume of laser.

For a pressure of 150 torr at room temperature, N=4.8x1018 cm-3 . The

focal volume, V, is
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V - lr 2 l

where r = foca rci is, and

I ] length if the Focal region.

The two parameters, and I, can be calculated using the focusing lens

formula (see Section V.B). For the lens used in the experiment (focal

length of 4.1 cm), r=10 /im and 1=54 /im. This results in a focal volume of

2x10-8 cm3 . Hence, the number of 02 molecules in the focal volume is

-10]  The in'tial laser energy is -1 3 per pulse and typically 40% of

this energy is absorbed[7]. Therefore, the maximum energy deposited is

-107 eV per 02 molecule.

The dissociation energy is 5.2 eV. The fit t, second, and third

ionization potential of 0 atom are respectively 13.6, 35.?, ind 55.0 eV.

Thus the generation of two 0 ions from one 02 molecule requires energy

- of 213 eV. This quantity is a minute fraction of the initial laser

-energy. This implies that most of the energy is going into PV(pressure

volume) work.

D. Momentum Transfer

Another issue which needs to be addressed is the shift of the spark

location as a result of momentum transferred from the high power laser

beam to the gas. The momentum of a photon, M, is given by

M 2E/v,

where E=hv is the photon energy and v=c is the velocity of light. For

photon of wavelength 1.06 Am, M=.3x -2  cm/sec.

The distance shifted due to photon momentum imparted to the

molecules, 'x, is

' x M!'t/m,

jher" teffecti ie pu I , width is assumed to ho 2 nrc nd mmass of 02

moiecules in the focal volume(P=l50 torr arid 1::298 K) is 5xlO 2 .
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Therefore. Ax is 5.2x1020 cm per photon. Since the amount of energy

contained in a 1.06 gm pho'on is 2x10-12 erg, the initial laser energy of

400 mJ is equivalent to 2xi0 18 photons per pulse. The final distance

shifted due to momentum transfer should be I mm; however, no such shift

has been detected by eye. In fact, the shift may be offset by laser-shock

front interactions which cause the spark to elongate toward the laser.

Thus this issue is yet not fully resolved.

E. Continuum

If data on early time continuum can be described by bremsstrahlung in

the field of an ion, then values for electron density and temperature can

be obtained. The spectral emission coefficient for free-free transitions

in the field of an ion, E, is given by[11]

m2•32 2 112 e6 2Ni
7 -- --3I Ne  exp(-huv kT) Z N

3 3mkT mc

where m = electron mass

k = Boltzmann's constant

T = electron gas temperature

e = electron charge

c = velocity of light

Ne = electron density

h = Planck's constant

v = frequency of transition

Zi = charge of ith ion

SN i+ = density of ith ion.

Since the highest charged state observed in the line spectra is 0 we

assume that early time continuum is also dominated by 03+ With this

assumption, the summation in the above is reduced to one term: Zi= 3 and

- =(1,/3 )Ne The equation is then simplified to

. constant x N 2  T-1 /2  exp(-hv/kT)
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Fig. 13 is a plot of the emission coefficient on a relative scale as a

function of wavelength. The spectral region covered is 3000 to 5000 A

with the electron density being 1014 cm-3. We can see from the figure

that the functional form of the emission coefficient changes for different

values of the electron temperature. Therefore, by obtaining emission

coefficients from experimental continuum spectra, we can compare the

functional form of the experimental coefficients to sets of curves of

calculated coefficients for different temperatures. The calculated curve

which most cioseiy matches the observed form wiIi give value fur the

electron temperature.

For a fixed temperature the effect of varying the electron density is

to change the absolute scale of the emission -oefficient with the

functional form remaining unchanged. Thus to obtain electron density one

would need an absolute calibration of the experimental emission

coefficient.

F. CVF vs. SPEX

The purpose of this calculation is to determine whether there is any

real advantage in using the OCLI CVF over the SPEX 1870 spectrometer in

the LINUS experiment. Two approaches are used: one calculates the net

radiance reaching the detector and the other calculates the net

throughput.

1. Net radiance

a. Spectrometer

The SPEX 1870 is a 0.5 m monochromator which consists of two mirrors

and a grating in a Czerny-Turner configuration. Its f/# is 6.9 and is
4

related to the solid acceptance angle, P2, by

, [,/(4f,/# 2) = 0.017 sterad.

The slit width used in the LINUS experiment is 3 mm and this corresponds

to nominal resolutions of 0.02 tim in the SWIR and 0.04 tim in the MWIR and

LWIR.

If we start with a point source of radiance, NP, and using a lens

which matches the f/; of the spectrometer, the radiance rontering the
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monochromator is (0/47)Np = (1/16f/# 2 )Np. Assuming that the loss of the

grating is 18-25% and the loss of each mirror is 5-15%, the net radiance

reaching the detector, Nsp, is

Nsp = RMIRM 2RG(Q/
4 r)Np, where R = reflectance.

best case Nsp =(0.95)2(0.82)(Q/4ff)Np = 9.7xO-4N

worst case N (0.85)2(0.75)(0/4r)N 7.1xO 4N
sp =(.52p Np.

Thus, the amount of radiance after passing through the monochromator is

-1/1000 of the source radiance.

b. CVF

The CVF which we are considering consists of three 80# segments

covering wavelengths from 2.5 to 14.5 gm. The front view[18] is shown in

Fig. 14. Its specifications, which are valid for normal incidence and

, room temperature, are

D tcvf

Segment Wavelength(I) Half-Bandwidth(%) Peak Transmittance(%)

I 2.5-4.5 (SWIR) <1.35 >25 -

II 4.4-8.0 (MWIR) <1.35 >30

III 7.9-14.5(LWIR) <1.8 >30

If we deviate from these conditions, typical wavelength shifts as a

function of incident angle and temperature are shown in Figs. 15 and 16.

From the half-bandwidth, we calculate the optimum resolution to be

0.05(SWIR), 0.08(MWIR), and 0.20(LWIR) gm.

The optimum angular slit width in degrees of a CVF, topt, assuming a

collimated and normal incidence beam, is[19]

opt = D*H*(A/(max- min)

where D is the half-bandwidth and H is the angular length of linearity in

degrees. Using the optimum slit width results in maximum energy
throughput without loss in resolution. The opt's are shown in the

following table:
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Segment X(u) topt(deg)

I 2.5 1.35

3.5 1.89

4.5 2.43

II 4.4 1.32

6.2 1.86

8.0 2.40

III 7.9 1.72

11.2 2.44

14.5 3.16

From the average angular slit width of 2.10, the average linear slit

width is calculated (assuming radius of 1.6") to be 1.5 mm. From Fig. 14

we can see that the useable slit height is 0.3". Thus the optimum useable
02area of the CVF with a rectangular slit is 0.11 cm2 .

Two optical systems may be conceived to accommodate the CVF in the

- LINUS experiment. The first one is to use a single lens to focus the

light onto the CVF (see Fig. 17). In order to avoid wavelength shift due

to off angle incident beam, a f/8 or f/9 system is required. The net

radiance in this case is

Ncvf = tcvf(l/16 f/#2)Np
= 2-3xlO- 4Np.

Thus this CVF arrangement has no advantage over the spectrometer.

The second arrangement is to use a fast lens, a collimator, and a

slit (see Fig. 18). In this case the amount of light reaching the

detector is

Ncvf = tcvfRc(1/16f/#2 )(Aslit/Acollimator)Np,

xIf we place the collimator at a position such that its effective diameter

is approximately the same as the slit height (7.62 mm), then the ratio,

Aslit/Acollimator, is about 0.25 for 1.5 mm slit width. Assuming a f/I

lens and Rc 85-95%,
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Fig. 17. Optical System Using One Lens for Using CVF in LINUS.
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Fig. 18. Optical System Using Lens, Collimator, and Slit for Using CVF
in LINUS.
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Ncvf = 3.3-4.5x0 .3N
p.

Thus if we use the optimum slit width, the gain of the CVF over the

spectrometer is about a factor of 5 with a corresponding resolution loss

* of factors of 2(SWIR), 2(MWIR), and 5(LWIR). If we use the same slit

,' - width as the spectrometer, i.e. 3 mm, the gain of the CVF is approximately

an order of magnitude, but with an even greater loss of resolution than

babove.

2. Net Throughput

The throughput, U, is defined as

U = AQ2, where

A = entrance aperture area

P. = acceptance solid angle.

a. Spectrometer

-7 The throughput of a grating spectrometer, Usp, is

Usp = slit area * acceptance solid angle

= hAx(It/4f/# 2)

where h and Lx are the slit height and width respectively. With h=0.2 cm

and Lx=0.3 cm, the throughput is 0.001 cm2-sterad. Taking into account

the loss on the three optical elements, the net throughput is

Usp(net) = (0.95)2(0.82)(0.001)

= 7.3x10 4 cm2 -sterad(best case).

Usp(net) = 5.410 -4 cm2-sterad(worst case).

b. CVF

The throughput of a C'iF is the lame as that for an interferometer.

This is given by

Ucvf = 27TA/RK where R=A/LA is the resolving power. The net throughput is
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Ucvf(net) = tcvf(2AA/R).

Using the optimum slit area of 0.11 cm2 , the net throughput for the three

segments is

Segment Ucvf(net)(cm 2-sterad)

I 2.4xlO- 3

,i 2.8xi0 -3

III 3.7xi0 -3

The throughput of the CVF is about a factor of five higher than that of

the spectrometer. If we use slit width of 3 mm, the throughput gain of

the CVF is an order of magnitude. These results agree with the net

radiance results. The comments on the resolution loss also apply.

From the above calculations we conclude that the CVF does have

throughput advantage over the SPEX 1870 but this occurs only with a

simultaneous reduction in resolution. Thus if one requires more

throughput and if the resolution is not a critical factor in the

experiment, then the CVF might be considered if a factor of 5-10 will be

important.

3. Recommendations

The LINUS experiment might be improved upon by making the following

two changes:

a. Use a focusing lens which matches the f/# of the monochromator will

help the light collection efficiency and permit the slit width to be

reduced(discussed in more detail below).

b. The focal waist of the focusing lens, r, is diffraction limited and

is given by[20]

r = 1.22fX/d.

Assuming properly matched optics, r 70 jim at X 8.5 gm. At present, a

3 mm slit width is used in the LINUS experiment which is much larger than

the optimum slit width of 140 gm. Thus it might be worthwhile to close

"V 70
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',.::down the slit to the position where the intensity begins to decrease in

~order to minimize scattered light.
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VI. EXCEDE and ARCTIC

A. EXCEDE

We have acquired the EXCEDE[21] and ARCTIC[22,23,24] codes in order
to pursue their applicability to the LABCEDE experiment.

Traditionally, energy deposition problems have been treated using the

continuous slowing down approximation(CSDA), by solving the Focker-Planck

cr Boltzmann equations, or doing a Monte Carlo calculation. The EXCEDE

code (the special ARCTIC code which was applied to the EXCEDE project)

employs a different theory of energy deposition to calculate energy

deposition rate from which the radial distribution of electron density may

be derived. This code was written by Tarr[21] ar important in its

potential application to the LABCEDE electron scatterin problem. The

code was previously operated on the VAX 780 and we have been successful in

converting it to run on the PC. Agreement between the results of a test

case which ran on both computers is excellent. The theory is as follows.

If one starts with an electron beam incident on a gas, the code

calculates the dynamics of electrons undergoing n number of collisions

with the scattering gas. The parameters of interest are position(x),

pathlength(l), energy(E). and angles of velocity vector (0,0). After n

collisions the ensemble of electrons has a spread in the above parameters

which may be represented by a probability distribution function, Z. If we

Know F, we can calculate quantities such as flux, @, energy deposition

rate, d /dt, and radial distribution of electron density, G(R). These are

'-' @ = Jo jFdl

d /dt = JoXfWFdldEd5

G(R) = f(d /dt)dz

where J = electron current density

= mean free path

W = probability that electron of energy E losing energy f.

The code assumes a form for F and uses moments to define the assumed
distribution. The moments are generated by differentiating the
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!h'racteristic functions of the random variables. To simplify the

e' lrivatior, of the equations, the assumption of many number of scattering

- .vlts was made. It is this restriction which hinders the applicability

of the code in its present form directly to the LABCEDE electron

scattering problem because the LABCEDE experimental conditions give rise

to only a few number of collisions. In order to apply the theory to the

olBPEDE problem, the moment equations must be rederived without the

assumption of many scattering events and the equations must be recodod.

-ri. 19 shows the output of the EXCEDE code for the case of 4.5 keV

~~r-ons and 10 colli-1si on events for N2 gas . We see that the radi al

electron density has dropped by two orders of magnitude as the radius

varies from 0 to 65 m. This is in vast contrast to experimentally

obtained radial electron density in Fig. 20 which shows that the same drop

occurs over a distance of 0.1 m[251. This is not surprising from the

0 discussion above. To apply the EXCEDE code to the electron scattering

problem, we must rederive the set of moment equations without making the

assumption of many number of scatterings.

B. ARCTIC

The ARCTIC code is a general purpose routine designed for calculating

production rates and chemistry when a flux of auroral electrons bombards

the atmosphere under ambient and disturbed conditions. The section on

energy deposition is based on the electron energy loss program written by

Peterson et al.[26]. The code is composed of a main driver program with

49 subroutines which control data input and output, and calculate volume

-roduction and emission rates. The code was originally programmed to run

on the CDC 7600. Subsequently it was modified to run on the VAX 780.

However, the core of the program remains in Fortran 66. This presents

most of the problems when c-mpiling the program on the PC(supports Fortran

77). Linktime errors --ise from calling routines which are not supported

on the PC. Runtime e-rrors cai be attributd to either the architecture of

the PC or idio,.yncrasies of the fortran copiler (IBM Professional

Fortran).
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After making all the necessary changes, the program is tested by
comparing to the results of a [LIAS drizzle case from the VAX. Agreement

between the ca'Iculations ising the two computers is excellent.

Differences occur in the last decimal place, i.e. less than 1% error. On

the VAX this problem, l,.pically takes -2 hours to complete. On the XT, the

production rates calculation takes -21 hours and the chemistry code takes

11/2 to 1 hour per print time. On the COMPAQ 286, the running time reduces

to 17 hours. The size of the *-,/',cutable version of the code is -600
Kbytes which -is ,ust oelow the PC memory capacity of 640 K.
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