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Final Technical Report

The research efforts supported by AFOSR Grant AFOSII-84-0381 were directed

towards development and analysis of robust estimation techniques for autoregressive

(AR) and autoregressive-moving average (ARMA) models. Work on related system

theoretic problems associated with parameter estimation problems for time series models

and on square-root filtering for least squares state estimation applications was also car-

ried out. Finally, an adaptive estimation technique for a class of piecewise (in time) sta-

tionary signals was developed. The motivation for our research arises from applications
in sgnpj prrwes sing inrlnipng linear nrpdirt.ivp sjgngl mnrplin, signa! rlptprtion, dvnamic

state estimation (Kalman filtering), and spectral analysis. The general goal of this

research has been to put together ideas and techniques from statistics, signal processing.

and system theory to bring new perspectives to such problems.

Our research on various autoregressive modeling problems resulted from a desire to

relax some of the assumptions made by previous researchers, in order to broaden the

domain of application of the basic technique which has proved to be useful in a range of

signal processing tasks. In particular, our eflorts have been directed at the goal of'

obtaining allowing robust estimates in the presence of outliers in the observed signal and

in modeling of signals whose spectral characteristics change abruptly from time to time.

These two situations provide models that have wide applications to signal processing

problems encountered in practice. First, outliers represent a particularly deleterious form

of noise with respect to destroying the quality of least squares estimates (as is well

known in many contexts), yet models of isolated "bursty" noise effects are appropriate in

nearly all signal processing applications. Second, abrupt changes in signals occur as the

result of system failures (e.g. changes in dynamic response of a structure due to failure of

some part) or as the result of different signal propagation paths. Failure detection and

diagnosis for complex aerospace systems is a main motivation for the study of models for

abruptly changing signals.
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Our work has made extensive use of a particular model structure, the so-called lal-

tice structure, for autoregressive processes. Many advantages of the lattice structur,

have been recognized for some time, as evidenced by the vast literature that has been

built up on this topic. Nevertheless, we have made several new and important applica-

tions of lattice filters in the research supported by AFOSR. These will be explained ii

the course of the discussion of our various research results in what follows.

A major portion of our work dealt with the use of lattice filters in robust estimation

for AR and ARM4 time series models. Here a main accomplishment was to reduce the

computational complexity of the iterated, reweighted least squares approach to outlier

suppressiom: our first wnrl- on this w s limited t.n AR models ard rport pd in II .h'lh-

quently, we were able to expand this approach to handle ARMA models as well: this has

been reported in [6', and a paper describing the approach is presently under revision after

review 19'. For the AR case. the lattice structure makes crucial use of partial autocorre-

lations to parametrize the autoregressive model, resulting in a decoupling of the least

squares problems. Results in [1I show that just one or two iterations of the basic "data

cleaning" procedure provides estimates with much better performance than least squares

The extension to more general ARIvLk models involves the use of lattice filters of length

p+q, the sum of the AR and M-4, orders, together with an important discovery of the

explicit relationship between ARMA parameters and partial autocorrelations 4

"7 he work reported in 14l was directed at a special ARMA estimation problem.

namely the use of the lattice structure to obtain estimates of the AR part of an ARMA

model. Such a problem arises when applying linear prediction (autoregressive modeling

for spectral estimation of sine waves in additive white noise. We showed in J41 that it is

not necessary to solve a sequence of least squares problems (of order greater than or

equal to the autoregresive order) to get consistent estimates; rather an extended lattice

filter may be transformed to give the estimates from the solution of a single set. of linear

equations (or order equal to the moving average order). This result is shown to be alge-

braically equivalent to solution of the extended Yule-Walker equations. However, the

formulation in terms of partial autocorrelations rather than in terms of the ordinary

autocorrelation sequence turns out to be the crucial factor in providing good estimates
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(This was discovered during the studies which led to J9'.) Thus not onlY doe., the lattice

filter approach provide a computationally efficient estimation method, but it pro-vne.s :,

much more accurate method than the "classical" extended Yule-Walker mnethod Of

course, the principal advantage still comes when we apply the robust estimation tech-

niques already mentioned to this more general estimation problem. since the Yule-Walker

approach does not lend itself to efficient "robustification" by iterated, weighted leas.

squ ares.

The final step involved in this research was the discovery that some of the inter-

mediate quantities obtained in the fitting of the (p-+q)--order lattice filter could be used

1co uubaLeu ainie1 01 Lth :'" paraietersmrect, '. t N 1" "i'.I1the estimateS are ciearly

biased, the fact that they are obtained without much additional computational cost

makes our approach attractive for estimation of general ARNLA, models in short-to-

moderate data lengths where highly accurate MA estimates are (essentiallv) impossible to

obtain by any means. In summary, all of the ingredients have been put together for

robust ARNLA parameter estimation, as described in 191.

Two subsidiary topics were also the subject of some research. First, to visually

demonstrate how parameter estimation accuracy depends on AR parameter values, the

study reported in ,74 was carried out. In terms of a mean square prediction error distor-

tion measure, performance contours were obtained numerically for second order models

The results agree with intuition obtained gained from a knowledge of the Cramer-Rao

bound on parameter estimation accuracy, namely that models with poles far apart and

close to the unit circle correspond to models where high arcuracy can be obtained

Second, as the result of research on robust state estimation for linear systems (i.e. robust

Kalman filtering), a new linear filtering formulation in the square-root information filter

family was discovered. The method has computational efficiencies in certain applications.

especially where singular state transition matrices are encountered. Work on the

development of this new filter was recently completed and will soon appear 8;.

The final research topic on time series modeling is concerned with modeling of sig-

nals with abruptly changing statistical characteristics. The approach adopted, a.-



reported in 10, was to model such a signal as piecewise-autoregressive. Adaptive lattic.

algorithms for time-varying AR models have been widely studied in the signal processing

literature. The new feature included in our approach to this problem is to add a second

level of adaptation by switching the "forgetting factor" in the adaptive algorithm

between large and small values according to whether or not a change in statistics ha-

been detected. Various detection statistics have been subjected to experimental (and

some analytical) evalu" clon. those chosen are all readily computed from signals that

arise in the gradient r.. iptive lattice algorithm. The switching between large and small

adaptation gains allows close, highly accurate tracking of parameters during periods of

stationarity and fast response to abrupt changes that are detected

Our research also involved a second general topic, nanly tlie formulation of signal

modeling (parameter estimation) problems in a system-theoretic context. \e begin our

description with some notation. Let ('. L,'2, } be a sequence of observed random

variables whose probability distributions are described by a parametrized family of den-

sit" functions {Pk(u l , k- tt O)}. 0 Ve assume that there exists a sequence of sufficient

statistics for 0, (T 1 ( Il), T4( 2 U2 1,- )., so that all of the information about tlh,

parameter 0 available in the observations up to instant k is preserved in the (fixed

dimension!) statistic Tk. This formulation is applicable to many parameter estimation

probl.ms arising in applications, including linear predictive (i.e. autoregressive) modeling

of signals

In the study of problems where the observation record increases, it is a natural s's-

tem theoretic view to regard a sequence of sufficient statistics as delining thc

input/output map of a dynamical system. In work done in collaboration with Eduard',

Sontag of Rutgers University, we have developed some realization theory for nonlinear,

time varying systems that can be applied to the study of state space models for sufficienl

sequences [2'. The importance of state space models should be clear: they provide a

recursive means of updating the sequence of sufficient statistics as more observations are

made. Actually, for this to be the case, it is necessary that the state space models be

fnite dimensional. Results in 12 indicate classes of systems for which finite dimensional

realizations may be obtained and give a criterion for verifying that a (nonlinear, time

ll l l i ll lliIa- m



varying) state space model is a minimum dimension realization of its input outpul Inal

The latter is an appropriately formulated theorem of the usual kind: rontrollabilhy anld

observability of a realization imply that the realization is minimum dimension

In !2' we adopt-d the framework of nonlinear filtering theory, i.e. the Bayesian per-

spective, and proved that 3 p+1 is the minimum dimension realization of the recursive

Bayes estimator for the parameters of a puh order autoregressive process. This estimator

is based on reproducing (or conjugate) families of densities, but it is equivalent, at least

for long observation records, to the usual least squares estimates used in liJJear prtdicii\e

modeling

Another subject considered in 2' is the relation of the notion of realizability of a

sufficient sequence with other properties introduced in the statistics literature, especially

transitivity. We showed that realizability has some important practical implications

through its connection with (finite dimensional) recursive equations for updating the

sequence of statistics that are not necessarily associated with transitivity.

We followed up our work on realizability with some further study of its implic;-

tions and limitations. The theory in 12' requires that realizations take the forTn,

Xk+ 1 = ' (X k . k )

Tk = '7k(Xk,[:k )

where the functions c and 17 are taken to be differentiable, since we need some kind of

smoothness condition to make sense out of the notion of dimension. In 121 we gave the

following example to show that there are sufficient sequences admitting no smooth finite

dimensional realization. For observations from a stationary Gaussian process with unk-

nown mean and known, nonrational power spectral density function, there is a one-

dimensional sufficient sequence defining a linear input/output map that has no smooth

finite dimensional realization, linear or nonlinear. Viewed from the perspective of the

observed proces, this result, is perhaps not unexpected, since there is no smooth finite

dimensional model which generates such observations.

.,.,.- ---,~ i ali ii l m i im i



In following up on this example, we investigated its essential feature, namely thai

there is no finite dimensional model for the observation process, and we showed that thi-

is the underlying feature of any example of this sort. Specifically. a realizabilitv assurup-

tion, in conjunction with existence of a sufficient sequence, implies that the observation,

process is equivalent to one that is generated by a finite dimensional dynamical sysitcn

driven by a sequence of independent random variables. (Hlere equivalence is ill t he

natural sense for stochastic processes, namely the same family of distribution function..)

These results are described in 3> along with a discussion of how parametrized fariilie! of

systems play a more natural role for the notion of "finitely generated" stochastic proces
.3 _ . 4__'_ -:

tail tlt appruatl ill\ UIN Ing ZSU lmlirwl SaequelCt>.

In further work, reported in summary form in '5,. we have extended our approach

to deal with the problem of prediction (where the parameters of the joint probabilit.

density function of the observations are of no interest). In practice, prediction problem-

usually arise in connection with a growing observation record instead of a fixed one. A,

described above, if there exists a sequence of sufficient statistics for the parameter. as in

the case of an autoregressive process. then the sequence may be viewed as the input-

output map 9f a dynamical system and the question of finite dimensional realizability

may be investigated. For prediction problems, there are interesting relationships between

realizability and a property called total sufficiency. For autoregressive processes, thi>

property holds and provides one way of obtaining parameter-independent predictions.

Uniftrtunately. it appetarb to be a -vtry diffiruh cumputatlunal task, being highly ii n-

linear, to obtain "optimum" predictors based on sufficient statistics. Whet'ier this

approach can be transformed into a useful one by reformulating it with a better

parametrization, e.g. the lattice filter, remains as a challenging problem for further

research. We remain convinced of its importance as a basic part of the understanding of

how to do robust prediction.
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Applications of Lattice Filters

in Estimation of Time Series Models

Sluping Li

Abstract

lb s dIs~rt i tRni, (w~n('ernl d with estirnmat in pro blems in volv'in g Af I?

miodels and sorne generalizations of* AR~ models using lattice filter algorit hms I'll,

izeneralizations of AR models considered are AlR pro'cesses in addinxivv no),,e anli

piecewise AR processes

After an mnt rduct ion. in Chapter 2 wve present a new, mt li-d ico estimate I Ii.

parameters of (Gaussian stationary ARMA models based on an iterated te:x. -

squares regression approach. It is shown that a (p~q~l-stage lattice whitening filter

can be used to obta-in consistent estimiates of the Alt parmeters ol ati

ARMA~p . q ) model It is also shown that a set of MAk parameter estimates can 6b

obtained using this approach with little added computation

in Chapter 3. we consider the problem of estimating the AR parameters of ati

ARNMk process in independent additive noise of two types For white Gaussiall

additive noise, it is shown that, the results obtained in Chapter 2 cant be used( I-

estimate thbe AR parameters consistently-, for additive outliers, robust estimates of

the AR parameter- are obtained using a data cleaning operation 10 remove the Con-

tamnin ation

In Chapter 4, we define a new model, a piecewise AR process, for a class 0t

time Series whose the statistical properties may change abruptly ("jump") at sonic



un known time poin ts. 1 or such a miodel we conisid er the prolcr em> j111111,

tion and fast tracking of the eliaiuwang paran1('ter , A 11(1lIUhn'' b'ii - Ij- :e Lip-

tive least. squ ares lattice filter algorit hmn is propoysed to sojlv tehe proli-miw Th,

method automatically detects the occurr-ence:- of jumips and adjusts the adalt;O11

rate of the least squares, adaptive killti aigrit Liii so both A(-( tr:114, est ini;t U :11-

fast tracking ability is achieved

In Chapter 5. wve consider the problem of joint prediction and parameter esti-

mation for Gaussian Al? processes using the INiAl criterion. It Is showtin that thef

estimales obtained can be expressed in terms of a set sufficient st:alistics for Oh,

parameters and predict ion IHow.ever. exact \LAY' est imat)ion m-, i difuIt notih ljiiPAir

problem Some siriUlation results are presented to provide a comparison o

approximate \L-kl estimates with estimates derive-d from conv-ntional least squarf->

method>




