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EXECUTIVE SUMMARY

The Strategic Defense Initiative (SDI) research efforts are directed at

a number of system architecture options involving space, airborne, and ter-

restrial platforms. A major consideration in the system architecture is the

resolution of the battle management (BM) concept. To resolve the many com-

plex issues, the Strategic Defense Initiative Organization (SDIO) has recog-

nized the )eed for a real-time test facility. A common requirement in all

of the architectures is the need for communication, command, and control

(C3) data links between the various platforms. The link or communication

channel conditions are relatively benign during peacetime; however, in war-

time situations, during pre-, trans-, and post-attack periods, the channel

conditions degrade rapidly causing severe disruptions in C3 . The approaches

to battle management, as they are tailored to the various architecture

options being considered, will depend heavily upon the communication link

integrity. This research is significant and timely in that it relates to

the National Test Bed (NTB), in support of the SDI full-state development

decision process. The NTB program is presently being undertaken by major

contractors and involves the design, development, and installation of both

experimental and simulation capabilities at the National Test Facility (NTF)

and at remote facilities to form the NTB.

This Phase I research effort takes a major step in configuring a Real-

Time Stressed Channel Simulator (RTSCS) to evaluate BM/C 3 concepts for the

SDI program.,1 The RTSCS consists of a personal computer (PC) and a hardware

channel simulator. The PC computes the disturbed channel parameters, from

operator s ecified conditions, and controls the hardware simulator, which in

turn disturbs the signals under test as they would be in a real nuclear

disturbed environment. The channel parameters are updated by the PC as the

real-time dynamics of the link evolve. Radio frequency systems operating

from ultra-high-frequency (UHF) to extremely-hijh-frequency (EHF) are accom-

modated by both the PC computational algorithms and the hardware equipment.

An alternate configuration of the RTSCS consists of the PC and a host com-

puter. In this configuration, the PC computes the channel characteristics
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for the software simulation of equipment and network concepts by the host

computer. Although much of the discussion in this report is centered around

communication links and networks for C3 application, the RTSCS can also be

used to evaluate radar and active sensor waveforms in a stressed

environment.

The two principal objectives of this research effort have been success-

fully completed. First, the software code, enabling the PC to evaluate the
necessary channel parameters between arbitrarily specified platforms under a

variety of nuclear scenarios, was completed. Secondly, several hardware

channel simulators were identified and considered in terms of the PC inter-

face requirements. The hardware simulators are: the Advanced Channel Simu-

lator (ACS) built by MAXIM Technologies, Inc. and the Nuclear Effects Link

Simulator (NELS II) built by the General Electric Co. Both of these simula-

tors were developed through sponsorship by the Defense Nuclear Agency (DNA).

In applying the results of this research, whether it be for the purpose

of experimentation or simulation, the operator must specify (for example) a

satellite constellation, together with airborne and terrestrial platforms as

may be required. A communication path, consisting of communication links

between satellites (crosslinks) or between satellites and airborne or

terrestrial platforms, is then identified. A nuclear scenario, based upon

the geographic location and yield of a nuclear detonation, is then selected.

The PC software program will evaluate the time evolution of the necessary

communication link parameters for direct application to the test being

performed. Typical parameters are: the absorption in dB, total-electron-

content (TEC), the Rytov scintillation index (X 2), and the decorrelation

time (r0). The time evolution of the various link parameters involves the

satellite(s) motion in the orbit(s), the terrestrial and airborne platform

motion, the earth's rotation, and the expanding electron density contours as

a function of the time-after-blast (TAB). The satellite orbit specification

is very general and allows for elliptical, circular, polar, equatorial, or

inclined orbits with arbitrary perigee altitudes. A major emphasis is
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placed on the operator interface and the graphical display of the dynamics

of the communication links with the passage of time. In this regard, the

graphical display depicts the satellite motion around the earth, the nuclear
disturbed region, and the selected link path(s).

The Phase I research effort discussed in this report provides an impor-

tant first step in characterizing many of the concepts involving the RTSCS.
In addition, a great deal of the computer code for the Stress Channel

Computer (SCC) is complete. Throughout this research, dialogues with

Department of Defense (DoD) agencies and contractors provided direction

towards real applications. The Phase II research will complete these first

steps and result in a fully operational RTSCS. The major areas of focus in

the Phase II research are: 1) interface the SCC with a hardware channel

simulator and demonstrate the disturbances to a test signal, 2) build or

purchase a low cost flat fade (non-frequency selective) hardware simulator,

3) develop a user friendly data input capability for the SCC, 4) expand the

capabilities of the real-time graphical display and include split screen

depiction of scenario graphics and the graphing of selected channel

parameters, 5) expand the nuclear scenario data base, and 6) refine and

extend the signal processing functions within the SCC to include three-

dimensional electron density data profiles. The refinements will include

curve fitting in time and space to result in smooth transitions between and

within the stored data files.
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1.0 INTRODUCTION

The Strategic Defense Initiative (SDI) research efforts are directed at

a number of system architecture options involving space, airborne, and ter-

restrial platforms. A major consideration in the system architecture is the

resolution of the battle management (BM) concept. To resolve the many com-

plex issues, the Strategic Defense Initiative Organization (SDIO) has recog-

nized the need for a real-time test facility. A common requirement in all

of the architectures is the need for communication, command, and control

(C3) data links between the various platforms. The link or communication

channel conditions are relatively benign during peacetime surveillance;

however, in wartime situations during pre-, trans-, and post-attack periods,

the channel conditions degrade rapidly causing severe disruptions in C3.

The approaches to battle management, as they are tailored to the various

architecture options being considered, will depend heavily upon communica-

tions link integrity. For these reasons, the SDIO has sponsored this

research to determine the technical merit and feasibility of a Real-Tine

Stressed Channel Simulator (RTSCS). To accomplish this task, two principal

objectives were established. The first objective involves characterizing

arbitrarily specified communication channels for nuclear scenarios aimed at

disrupting strategic or tactical communications. The second objective

involves identifying existing hardware channel simulators, which will use

the resulting disturbed channel parameters for the purpose of evaluating

signal and network performance in a battle management test facility.

This research characterizes the spatial and time evolution of a nuclear

disturbed environment and evaluates the impact upon communication links

involving satellite, airborne, and terrestrial platforms. The disturbances

to the communication signal, often referred to as scintillation, result frcm

high concentrations of electrons along the communication path. The electron

distributions in space and time are quantified in *-erms of the location and

yield of a nuclear detonation using elaborate computer codes. The resulting

electron density profiles are then stored on standard 360K byte floppy disks

for use by the RTSCS. The RTSCS consists of a personal computer (PC) and a

hardware channel simulator. An alternate configuration consists of a PC and

a host computer. The PC computes a variety of channel parameters from the
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electron density data base and user specified link geometries. The channel

parameters are then used to control the hardware channel simulator or,

alternately, the host computer channel processing. The channel parameters

are updated by the PC as the real-time dynamics of the link environment

evolve. Radio frequency systems operating from ultra-high-frequency (UHF)

to extremely-high-frequency (EHF) are evaluated by the RTSCS. This Phase I

study has identified the Defense Nuclear Agency (DNA) Advanced Channel

Simulator (ACS) and the Nuclear Effects Link Simulator (NELS-II) as existing

hardware simulators. Both the ACS and the NELS-II are large hardware

simulators which provide for frequency selective fading of the signal under

test. Considerable economies can be realized in the hardware simulator by

providing a flat (non frequency selective) fading characteristic which

applies to a number of communication applications. In the remainder of this

report, however, we shall refer to the channel simulator as the Advanced

Channel Simulator or simply ACS. Throughout this report, the application of

the RTSCS is focused on communication links and networks for C3 ; however,

the RTSCS is equally applicable to the test and evaluation of radar and

active sensor signals. A functional description of the RTSCS, as it relates

to the ACS, is shown in Figure 1.

Apart from using the ACS, the RTSCS can also be configured to interface

directly or indirectly with large software network simulation programs.

This configuration is referred to as the simulation test configuration. The

functional description of the simulation test configuration with a direct

interface to the host computer is shown in Figure 2. In the indirect inter-

face configuration, the time history of the channel characteristics are

computed off-line by the PC and placed on magnetic tape or diskettes, which

are subsequently used by the host computer. The large programs of the host

computer typically evaluate message throughput and reliability using multi-

layered protocols which connect many users through a variety of communi-

cation links employing different modulation wavefo.,ms and operating fre-

quencies. In this configuration, the performance results may not be

processed in real-time, depending upon the speed and size of the host

computer.
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This research is significant and timely in that it relates to the

National Test Bed (NTB) program (Ref. 1) in support of the SDI full-scale

development decision process. The NTB program is presently being undertaken

by major contractors and involves the design, development, and installation

of both experimental and simulation capabilities at the National Test

Facility (NTF) and at remote facilities to form the NTB. Initially,

dedicated service is planned to connect the NTF at Falcon Air Force Station

(AFS), Colorado with: (1) the Strategic Defense Initiative Organization

(SOIO), Washington, D.C., (2) the Army Strategic Defense Command (SDC),

Huntsville, AL, (3) the Naval Research Laboratory (NRL), Washington, D.C.,

(4) the Dept. of Energy, Los Alamos National Laboratory (LANL), Los Alamos,

NM, (5) the Air Force Electronic Systems Division (ESD), Hanscom AFB, MA,

(6) the Air Force Rome Air Development Center (RADC), Rome, NY, and (7) the

Air Force Space Division (SD), Los Angeles, CA. The purpose of the NTB is

to provide a comprehensive capability to compare, evaluate, and test

alternative system and battle management/command, control, communications

(BM/C3 ) architectures for defense against ballistic missiles, as well as to

evaluate various defensive technologies in a system framework. The RTSCS

will provide a major data base for assessing the BM/C 3 in either natural or

stressed channel environments.

The remainder of this report is organized as follows: In Section 2.0,

the RTSCS is discussed from an operational point of view. Both the

experimental test facility (Figure 1) and the simulation test facility

(Figure 2) configurations are included in this discussion. The interface

requirements and the preliminary design of the interface for the DNA-ACS are

also reviewed in detail. Section 3.0 outlines the software code develcped

during this research to characterize the communication cnannel. The

considerable amount of detail supporting Section 3.0 is relegated to

Appendices A through C. Section 4.0 summarizes the results and conclusions.
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2.0 Real-Time Stressed Channel Simulator (RTSCS): Confiquration and

Opuration

The communication link design for the Space Defense Initiative (SDI)

must maintain channel robustness during benign and/or wartime situations.

It is therefore necessary to emulate natural and nuclear disturbances and

study their effects upon various communication links under consideration.

Figure 3 depicts a typical satellite communication network showing the

regions in which the channels are disturbed. In effect, the RTSCS 6ill pro-

vide a means for evaluating the communication network performance by model-

ing the channel disturbances within the framework of the various government

test facilities (e.g., the National Test Bed).

C•SSL-K SATELLITE

A B P 0 STUR-7eED

//

GP $L I NK S 0C I',- F P 0

ECUATOR

G.P. = Ground Platform

A.B.P. = Airborne Platform

Figure 3. Satellite Communication Links
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The RTSCS emulates a variety of signal disturbances encountered along

real communication paths. The propagation disturbances are classified as

those resulting from an increase in the mean electron content and those

resulting irom spatial variations in the electron content which give rise to

a non-homogeneous or striated propagation media. These generally give rise

to static and dynamic signal disturbances. Examples of static signal dis-

turbances are: absorption, noise, phase and doppler shift, time delay, and

dispersion. Dynamic disturbances include: amplitude and phase scintilla-

tion, angular scattering, and time delay jitter. The stressed channel simu-

lator will have, in memory or on floppy disks, the spatial and temporal

electron density profiles for various detonation scenarios. The computer

controlled simulator uses the operator selected communication path and

electron profile geometries to compute the appropriate parameters which

control the hardware (or software) elements of the channel simulators. This

allows the operator to enter a nuclear scenario by the detonation yield and

location and thereby examine the robustness of various communication links

and their impact on battle management concepts. Figure 4 represents a

collage of photographs of the existing hardware, which, when integrated

together, form one of the RTSCS configurations. Referring to Figure 4, the

Stressed Channel Computer (SCC) generates the channel parameters necessary

to evaluate the system under test. The computational algorithms and

parameters are discussed in detail in Section 3.0.

In setting up a test, the operator first selects a nuclear scenario.

The electron density profiles for the scenario are loaded from a floppy

disk. Typically, each scenario consists of five or six sets of electron

density contours covering a period of time up to two or three hours after a

blast. Following the scenario selection, the data necessary to completely

define the communica-Lion links must be entered. The necessary parameters,
with a brief description, are tabulated in Table I.
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Table I. Data Entry Parameters

Function Description Designation Unit Comment

right ascension Relative to
of degree vernal equinox
ascending node at reference

Satellite meridian.
orbit
orientation 0* = equatorial

inclination i degree orbit
900 polar

longitude of
perigee w degree

Satellite
orbit Normalized At reference
orientation Greenwich N.G.M.T. - meridian
(continued) Mean Time normalized

to tp = 24 hrs.

O e 1
eccentricity e - 0 = circular

Orbit orbit
shape

Altitude at ALT Km
perigee

Satellite Time of Normalized
position perigee Tn to orbital
in orbit passage period T.

Number of Satellites are
Satellites satellites per NSAT Satellite equally spaced

orbit in longitude.

Number of Identical orbits
Orbits orbits per NOBT Orbits equally spaced

constellation in longitude.

Blast Magnetic BLNG degrees
point longitude

Receive/ Latitude TLAT degrees For fixed
Transmit terrestrial
Terminal Longitude TLNG degrees terminal.

Altitude TALT Km

9



Table I. Data Entry Parameters (cont'd)

Function Description Designation Unit Comment

Transmit/ Reference NRS - For orbiting
Receive Satellite satellite
Reference reference.

By selecting (2 and the Normalized Greenwich Mean Time (N.G.M.T.) rela-

tive to a reference meridian, the satellite position above a rotating earth

is established in an absolute sense. The reference meridian can be chosen

to pass through a prominent location like Washington, D.C.; the blast point

or a fixed terrestrial terminal meridian may also be chosen for determining

the reference meridians. The blast point altitude and magnetic latitude

influence the electron density contours and therefore are implicit in the

scenario selection. By identifying the "receive/transmit terminal" and the

"transmit/receive reference", the operator identifies a particular communi-

cation link along which the propagation disturbances will be computed.

Although the entries in Table I suggest a link between a terrestrial termi-

nal and a satellite, any combination of communications platforms can be

selected. For example, if the "receive/transmit terminal" were identified

as another satellite, the communication link would represent a satellite

crosslink. In addition to characterizing a single link, the operator can

also select a number of links to configure a communication network.

When the scenario and other test conditions have been entered into the

SCC, the operator simply executes the program to begin the test. The SCC

computes the parameters describing the disturbed channel for the specified

link (or links) and outputs the parameters through an RS232 interface to

either the ACS or the host computer, depending upon the test configuration.

When configured with the ACS, the parameters are updated in real-time using

the SCC internal real-time clock. Two major temporal events determine the

parameter updating. The first event is the changing communication link

geometry relative to the disturbed region. This is caused by the satellite

and terminal motion along their trajectories and may require updating every

4 10



several seconds. The second event is the changing size of the disturbed

region caused initially by the forces of the blast and, in latter times, by

natural drift and recombinations of electrons. The updating for the

disturbed region is dependent upon the selected scenario. Shortly after the

detonation, the updating may be required every several minutes, diminishing

to half-hour intervals at latter times. When interfacing with the host

computer as in the simulation test configuration, the update times can be

appropriately normalized to accommodate non-real-time performnvnce

evaluations.

A very useful capability provided by the SCC during the execution of

the the test is the computer generated graphical display of events and

parameter values as the test progresses. An example of this capability is

shown in Figure 4 by the photograph of the operator's screen. In this

photograph, the display shows the link between the satellite and a ground

terminal at a point in time. The shaded area represents the disturbed

region of the channel and the elliptical satellite orbit path is seen to be

inclined relative to the geocentric coordinate axes. The graphical display

provides system engineers with a means, to rapidly assess the test results

as they relate to the disturbed channel.

The remainder of this section describes the two configurations of the

RTSCS: (A) the Experimental Test Configuration using the ACS and (B) the

Simulation Test Configuration using a host computer.

A. RTSCS - Experimental Test Configuration

The Experimental Test Configuration is intended for scientific or

developmental engineering tests of hardware or software for the purpose of

demonstrations or evaluating performance capabilities. Individual experi-

ments may focus on one or more elements of the strategic defense system,

ranging from the component level to integrated systems. The elements being

tested may be brassboards, mockups, or development models. In this con-

figuration, the RTSCS will interface with the radio frequency (RF) or inter-

mediate frequency (IF) of the elements being tested. The communication or

radar equipment may or may not be the principal subject of the test. For



I I EU i o I.-- _ I I I |. 1' , . .

I

example, if several RTSCS are configured as a network involving sensors,

radars, and C3 , the experimental test can evaluate BM software concepts,

including network control software. As noted in Figure 1b, the input may in

fact be the downlink of an orbiting satellite. In any event, the principal

function of the RTSCS is to evaluate the impact of the disturbed channel on

the equipment or software being tested.

In the Experimental Test Configuration, the RTSCS consists of off-the-

shelf equipment and customized software design packages. A full complement

of equipment consists of:

1. Stress Channel Computer (SCC)

2. Defense Nuclear Agency (DNA)

Advanced Channel Simulator (ACS)

3. RS232 interface cable

4. RF Mixers

5. Data Modem

6. Data Control Multiplexers

The last three items are required under special circumstances. The RF

Mixers are required when the input and output RF test signals are not in the

range of the ACS. The Data Modem is a standard 1200 or 2400 bps modem and

is required when the SCC is remote from the ACS, as might be the case in the

experimental test of a BM network. The Data Control Multiplexer is required

when the SCC is to control more than one ACS, as would be required in a

network evaluation. The SCC is a PC with a standard PC communication

protocol package. The customized software for the SCC is the principal

focus of this study. The RS232 interface cable is a standard 25 pin cable

and provides a direct interface between the PC and the ACS.

The ACS is designed to emulate the fade characteristics of a typical

Satellite Communication (SATCOM) channel caused by natuiral multipath effects

or nuclear propagation disturbances. The ACS is a programmable channel

simulator and provides a real-time modeling capability for nuclear and

12



ionospheric link effects. Figure 5 shows a block diagram of the ACS. The

modeling effects include:

1. Signal absorption and blackout

2. Time delay and doppler

3. Dispersion

4. Flat and frequency selective fading (multipath)

The ACS has a simulation bandwidth of 76 MHz and a tuneable center

frequency covering the range from 70 MHz to 8.5 GHz. Therefore, it can

interface directly with the incoming RF signal or with the IF downconverter.

The ACS fade parameters can be directly controlled by the ACS keypad, floppy

disk, or remotely programmed via the RS232 interface. The programmable

channel fade parameters include:

1. Decorrelation time - TO

2. Decorrelation frequency - fo

3. Time history - N1

4. Rayleigh frequency - fr

5. Signal attenuation - KA (for blackout simulation)

6. Noise Degradation - Additive-White-Gaussian-Noise (AWGN)

The ACS typically interfaces with the IF downconverter of the receiving

RF antenna, but it can also interface directly with the incoming RF signal.

As long as the signal is within the adjustable frequency range of the ACS,

no other external equipment is required. The user can remotely program the

ACS for the incoming signal frequency. If the incoming signal is outside

the range of the ACS, a mixer with appropriate filtering can be inserted

between the ACS and the receiver to shift the signal within the frequency

range of ACS. The nominal input power level is -10 dBm; however, the range

is adjustable from -50 to -10 dBm and can be placed under program control.

Table II summarizes the characteristics of the ACS.
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Table II. ACS Characteristics

Parameter Specification

Instantaneous 76 MHz
Bandwidth

Decorrelation 1 msec to 100 sec
Time (1 O)

Decorrelation 89 KHz min.
Frequency (fo)

Update Interval 60 sec. min.
Fading Dynamic +7 to -40 dB

Range
Doppler and Rate -20 to +20 KHz, 80 KHz/sec max
Delay and Rate 0 to 10 jsec, 20 psec/sec max

Blackout Effects

Attenuation Range 0 to 90 dB
Resolution 0.5 dB
Update Interval 0.5 sec.

AWGN Generator

Output power -135 dBm to 0 d~m
Stability 0.1 dB
Bandwidth 100 MHz
Noise Floor -43 dBm

Programmable RF Converter

Input Tuning Range 70 MHz to 8.5 GHz, 1 KHz steps
Bandwidth 70 MHz to 300 MHz, 40 MHz steps

300 MHz to 8.5 GHz, 100 MHz steps
Input level -50 dBm to -10 dBm
Noise Figure 12 dB
AGC Software controlled

15



B. RTSCS - Simulation Test Confiquration

The Simulation Test Configuration is intended for the execution of one

or more software programs for the purpose of predicting the performance of

various components of a strategic defense system. Figure 2 depicts the

RTSCS in the Simulation Test Configuration. The RTSCS interfaces directly

with a host computer which uses the communication channel parameters to

evaluate communication networks or equipment. In this configuration, the

host computer contains the appropriate software to model the system

functions being tested.

As an example application of the Simulation Test Configuration, suppose

that a BM network concept is being evaluated and that the host computer

contains a data base for the performance of a communication modulator/

demodulator (modem). The modem is described in terms of the types of wave-

form modulation, error-detection-and-correction coding (EDAC), time and

frequency diversity combining, data rate, etc. The performance of the

modem, which forms the data base, is the bit, character, or message error

probability, the acquisition time, etc. which are charEcterized in terms of

the disturbed channel parameters. Examples of typical data bases are shorn

in Figures 6 and 7 for differentially-coherent binary phase-shift-keying

(DC-BPSK) waveform modulation. In both figures, the amplitude variations

caused by the channel disturbance correspond to the Rayleigh regime, for

v,hich #2 >0.1. The results of Figure 6 correspond to a rate 1/2, constraint

length 3 convolutional EDAC code, and Nc = 2 bit non-coherent combining.

The performance will not continue to approach the ideal performance with

decreasing ro/Tb, as shown in the figure. Instead, it will abruptly degrade

for To/Tb < 2 because of the lack of phase coherence between adjacent bits.

Figure 7 shows the improvements to be gained using a rate 1/2, constraint

length 7 convolution EDAC code with several conditions of non-coherent hit

combining (Nc). The data bases, represented by Figures 6 and 7, are simply

representative of commonly used schemes to increase the throughput and

reliability of communication links. Similar data bases must be developed

for a variety of SDI links and stored at the various network nodes for

evaluating the SDI network and link design concepts.
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With the performance data base for each link node stored in the host

computer, the data flow throughout the network can be evaluated based upon

the network protocol software instructions. For example, suppose that crit-

ical satellite sensor data is to be sent to an earth terminal for evaluationi

at the National Command Facility (NCF). The originating satellite may

broadcast the data to a neighboring satellite on an EHE communication cross-

link and to an airborne terminal via a UHF downlink. This situation is

depicted by the heavy lines in Figure 3. If the crosslink uses DC-BPSK

waveform modulation, the data base at the relay satellite will be as shown

in Figures 6 or 7. Typically, a variety of downlink waveforms are avail-

able, so the airborne terminal and the NCF receiver terminals will utilize

the appropriate communication link data base. As the sensor data arrives at

the various nodes, after an appropriate delay, the probability of receiving

the data without errors is computed for each individual node. From the

results, the network simulator can then assess the probability of correctly

receiving the sensor data and the resulting throughput delay. In this man-

ner, the RTSCS will provide a valuable asset in evaluating various network

concepts for the SDI program.

In the above examples, the communication data bases are assumed to be

available. In fact, the Simulation Test Configuration of the RTSCS can also

be used to establish the data bases. In this regard, the host computer

software can simulate the modem functions and evaluate the error performance

of the modem under a variety of channel conditions as provided by the SCC
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3.0 Stressed Channel Computer (SCC): Processing Overview

The purpose of the Stressed Channel Computer (SCC) is to compute the

disturbed channel parameters and provide the results to either the ACS or

the host computer, depending upon the configuration of the RTSCS. The dis-

turbed channel is characterized by a concentration of electrons in the iono-

sphere. Although the electron concentrations occurring in the natural iono-

sphere can interrupt communications, the principal interest here is the

affect of high-altitude, hijn-yield nuclear detonations, whose purpose is to

disrupt critical communication during wartime conditions. Extensive

research has been conducted to characterize a nuclear detonation and the
resulting impact upon RF propagation. These research efforts, principally
sponsored by the Defense Nuclear Agency (DNA) and the Air Force Weapons

Laboratory (AFWL), have matured to tne point of influencing systems designs

and specifications. The results presented in this section utilize this bod,

of experience to model the behavior of communication links operating from

UHF through EHF.

The electron concentrations, following a nuclear detonation, are cear-

acterized by large computer codes developed largely under DNA sponsorship.

Quantitatively, the disturbed environment is described by spatial and te..c-

ral electron density contours. Although the computer codes compute the

electron densities in three-dimensional space, the data is stored in data

files as arrays of two-dimensional profiles representing "cuts" in three-

dimensional space, as shown in Figure 8. A major role of the SCC is to gen-

erate the three-dimensional contours from "he two-dimensional data files and

then project the contours onto an oblique two-dimension plane containing the

propagation path. A unique, although frequently encountered, situation

arises when the electron density profile data is available only as a single

two-dimensional data file. In this situation, the SCC generates the three-

dimensional contour by rotating the data through an elliptical path. In

this research, the electron density profile data is characterized in the

magnetic field plane along a specified magnetic meridian, although some

flexibility is available in applying the data to any magnetic meridian.
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(a) (b)

Figure 8. Electron Density ( ontours (CM-3),
(A=ixlO-4 , B=3x1O - , C= x 1 , etc.).
(a) TAB = 30 S., (b) TAB = 2 min.

The channel parameters, which characterize the communication link, are

dependent upon the manner in which the propagation path intersects the

three-dimensional electron density profiles. With regard to the media, the

channel parameters are essentially dependent upon the total-electron-content

(TEC) and the variation of the electrons along the propagation path, Lp.

The relationships used in this section to describe the parameters are taken

from reference 12. The TEC is denoted by NT and is expressed as

(L P 2
Nl = J ne(z)dz electrons/
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where ne(z) is the electron density. The variation in the electron density

is denoted by the variance ae = Ane . Because the small-scale electron
density fluctuation, Ane, is not readily available, it is conservatively

taken to result from 100 percent variations in the electron concentrations

(i.e., Ane = ne). The parameters required to control the ACS are listed in

Table II and their functional dependence upon the media and communication

link characteristics are,

15 ~f
7- 6.07 x 1015 2 (seconds) (2)

p e

f= 4.35 x 10 40 -- (1z) (3)Lz LP ae

f= [2.6 max 2 .I "ro] (Hz) (4)

KA  116 1 - 19  NTf1.16x10 N (dB/m) (5)

g

where

L L2 26)

X 2 1.138 x 10- 32  L f (6)
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The constant v in equation (2) is the relative velocity (in meters/sec) of

the communication platforms and the media drift in the plane of the

receiving antenna. The parameter fg is the operating frequency of the com-

munication platforms expressed in GHz and the formulas generally apply from

0.3 fg 300 (i.e., from UHF through EHF). The parameters Lx, Ly, Lz are

propagation path-aligned scale sizes of the structured media and are related

to the magnetic field aligned scale sizes Lr, Ls, Lt, having typical values

10, 1, and I Km respectively. These parameters form orthogonal coordinate

systems in which Lz is aligned with the propagation path and Lt is aligned

with the magnetic field line. A conservative characterization of the chan-

nel results when Lx=tr, Ly=Ls, and Lz=Lt under all geometric conditions.

The geometry of a typical situation is shown in Figure 9, in the frame-

work of the geocentric magnetic coordinates Xm, Ym, Zm. The magnetic coor-

dinates are used as the reference simply because the electron density con-

tour data is stored relative to the earth's magnetic field. The electron

density contours are characterized by plumes which extend into the magneto-

sphere. These plumes generally follow the earth's magnetic field lines and

thus bend toward the magnetic equator, as shown in Figure 9. The point B

denotes the point on the earth's surface directly under the blast point and

the points S and T denote the satellite and terminal points, respectively.

The satellite is shown to be in an orbit inclined with parameters (O',i',

w') which are the magnetic coordinate counterparts of (0, i, w), defining

the orbit in geographic coordinates. Appendix A discusses the details of

the transformations between coordinates and Appendix B discusses the

satellite orbits and their specification. The Magnetic Field Plane (MFP) is

defined as a plane containing the magnetic meridian of the blast point and

passing through the origin, "0". The propagation plane is defined as the

plane containing the propagation path and passing through the origin. A

line of fundamental importance is the line-of-intersection (LOI) of the MFP

and the propagation plane. The point E is the intersection of the LOI with

the earth's surface. The terminal point may actually be another satellite

and the direction of propagation is of no consequence, so that transmitters
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or receivers, or both, may exist at any location. An important point to

note from Figure 9 is that the disturbed region has no thickness except when

both S and T are in the MFP. This is due to the fact that the electron

density contours are specified only in the magnetic field plane. As

mentioned above, the SCC will generate the contours having thickness along

any propagation path by using an elliptical rotation of the MFP data.

Because the disturbed region is generally narrower, for a single deto-

nation, across the magnetic fields, the minor axis of the rotation ellipse

is taken to be normal to the MFP. In this regard, a conservative method is

to use a circular rotation into the propagation plane. When the electron

density contour data is stored in three-dimensions, other curve fitting

methods will be adopted to determine the electron density contours in the

propagation plane. The details of the various coordinate transformations

required to obtain the electron density contours in the propagation plane

are discussed in Appendix C. The end result is that the desired contours

are expressed relative to the propagation path. An example result is shown

in Figure 10.

zp

A PROPAGATION

B PATH

C
D A

TERM I HAL SATELLITE "

10 P

Figure 10. Example of Electron Density Contour in the
Propagation Plane
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The axes in Figure 10 are designated Ye" Zr," with the origin at the

terminal point. The Ypaxis is along the propagation path pointing towards

the satellite at S. In this example, the two distinct contour segments

result from the manner in which the propagation path is oriented relative to

the disturbed region. This is not a typical result, but it does demonstrate

the complexity of profiles along the propagation path. The axis orientation
" it shown in Figure 10 is convenient because it simplifies the next task of the

SCC, which is to compute the lEC (i.e. NT) and the variance ore of the elec-

ron fluctuations along the propagation path. The results, together with

the determination of Lx, Lyr Lz, and Lp and the specified operating fre-

quency, are then used to evaluate equations (1) through (6) for controlling

the ACS or the host computer.

The SCC must repeat the above evaluations for each link connecting

various operator specified communication platforms. The SCC must then up-

date the results with the passage of time based upon the dynamics of plat-

forms, the earth, and the evolving electron density structure. In addition,

the SCC must control the operator's display console, depicting the geometric

encounters as shown in Figure 9, and provide other useful data for a real-

time assessment of the performance.

A PC, using an 80287 math coprocessor and a 10 MHz clock, requires 4.0

seconds to compute the channel parameters for a single link under the worst

conditions. To relate this to the real-time parameter update rate, consider

a satellite in a 1100 Km altitude circular orbit for which the orbit time is

4636 seconds. Using the criterion that the Rytov index (X ) is not to
change by more than a factor of 3:1 between updates, the maximum update

interval is 17.6 seconds. Therefore, up to four link paths can be processed

by the computer in real-time. In the case of higher orbit altitudes, the

maximum real-time update interval increases. For example, applying the

above criterion to a 9600 Km altitude orbit, the maximum update interval

becomes about 55 seconds, allowing up to 13 different links to be evaluated

simultaneously in real-time. It should be pointed out that the update rate

is not related to the scintillation correlation time parameter -r0 , which may

26



be only a few milliseconds. It is the job of the hardware channel simulator

to disturb the test signal at these relatively fast rates. The SCC, on the

other hand, must only update the channel parameters at a rate commensurate

with a change in the parameter specification.

A. Samplie SCC Results

Several example results are presented in this section to demonstrate

the way in which the channel parameters affect the communication link per-

formance. The first example represents a worst case situation, in which a

reference satellite is in a polar orbit along the same meridian as the

detonation. This satellite is communicating with a ground terminal directly

under the blast point. There are a total of 5 orbits equally spaced around

the equator with progressively staggered perigee points. All the orbits are

circular polar orbits at 9600 Km altitude and each orbit contains 6 equally

spaced satellites. The reference satellite is considered to be the first of

5 equally spaced satellites in orbit number 1 and is designated as (orbit,

satellite) =(1,I). As the satellites travel across the sky, the SCC

computes the parameters necessary to characterize the communication
-2performance. The X parameter is illustrated in Figure 11. In this

example, the X2 parameter is computed for each communication path between

the reference satellite and the ground terminal and between its three

nearest neighbors and the ground terminal. In Figure 11, the X2 parameter

is normalized to the cube of the operating frequency, (c.f. eq. (5)).* The

abscissa represents the angle from the ground terminals zenith to the

reference satellite (1,1) and - 90* represents the terminal horizon when

looking south. The ordinate normalization also represents the actual X

index at fc = 1 GHz and severe scintillation occurs for x > 0.1. The

points at which severe scintillation occurs is indicated on the right side

of Figure 11 for fc = 1 GHz, 20 GHz, and 40 GHz. As the reference satellite

*These results are for Lx =Ly 1 kmn, Lz = 10 Kin, and the magnetic and

geographic poles are colocated, i.e., 00 9Qo, No =0*.
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crosses the southern horizon, satellite (3,4) is the nearest of 3 neighbors

having the lowest scintillation index, although severe scintillation occurs

on both links at 1 GHz. In fact, severe scintillation occurs at 1 GHz for

all satellites throughout the entire scenario. At 20 and 40 GHz, however,

no problems have developed at this point. As the reference satellite

reaches about -73*, satellite (4,3) has the lowest scintillation index of

the three nearest neighbors. A satellite is dropped if it is no longer a

nearest neighbor or it is no longer in view of the ground terminal. At 20

GHz, the reference satellite encounters severe scintillation between -660

and +280, although data can be communicated through various nearest

neighbors provided they are operating above 7 GHz. For this same example,

Figure 12 shows the normalized signal absorption through the channel.

Signal blackout will occur whenever the absorption exceeds the link design

power margin. For a power margin of 3 dB, it is seen that blackout will

occur between -.450 and +130 for the reference satellite operating at 1 GHz.

The corresponding absorption for the nearest neighbors is less than 0.1 dB.

Above 2 GHz, blackout does not occur for any of the satellites.

As a second illustration of the SCC computations, consider two satel-

lites spaced 600 apart in a circular orbit. As in the previous illustra-

tion, the orbit plane is taken to be a polar orbit along the same meridian

as the detonation. The satellites travel counterclockwise along their orbit

path and the leading satellite is considered to be the terminal which

receives (or transmits) data from (or to) the reference satellite. In term's

of the orbit and satellite designations used previously, the communication

path is between satellites (1,1) and (1,2). The geometry, together with the

normalized scintillation index (which is plotted as a function of the refer-

ence satellite position angle, 0s), is depicted in Figure 13. The results

are shown for two different satellite altitudes, IlCO km and 9600 km. For

the 9600 km orbit, the communication link intersects the upper edges of the

electron plume, although no scintillation is encountered at the typical

crosslink frequency of 60 GHz. The 1100 km orbit exhibits two distinct

peaks in the scintillation index. These peaks arise because the communica-

tion path intersects the electron plume in the region of the highest
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concentration of electrons. This region is illustrated by the darkened

region of the plume in Figure 13. The relatively low scintillation index,

around zero degrees, which distinguishes the two peaks, results because the

communication path intersects the plume under the highly disturbed region.

The normalized absorption factor KA f 2 has a similar relationship with O

in that peaks in KA correspond to peaks in X.For the 9600 2km altitude

situation, the maximum normalized absorption is 0.8 dB - GHz2 and occurs at-

s=3470. This corresponds to 0.8 dB at 1 GHz and, above about 3 GHz, the

absorption is less than 0.1 dB. For the 1100 km altitude orbit, the

normalized absorption has two peaks: 8.9 dB - GHZ 2 at 34.30 and 6.7 dB -

* GHz2 at 347o* For operating frequencies above 9.5 GHz, these results

correspond to less than 0.1 dB absorption.

Although very informative, the results of these illustrations are not

an end in themselves. The principle purpose of the numerical values of the

various parameters is to control the ACS or the host computer software in

the evaluation of equipment, software, and concepts for the SDI program. On

the other hand, plots similar to those in Figures 11-13 will be displayed on

the operator's console to provide insight into the channel conditions during

the evaluations.
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4.0 CONCLUSIONS

The real-time stressed channel simulator (RTSCS) will be a valuable

asset to the SDI program in assessing BM/C 3 hardware, software, and con-

ceptual designs in a stressed communication environment. Of particular

importance is the utility of the RTSCS in supporting the objectives of the

National Test Facility (NTF) and various remote facilities which form the

National Test Bed (NTB). In this regard, the RTSCS will provide an impor-

tant vehicle to compare, evaluate, and test alternative system and Bt.I/C3

architectures for defense against ballistic missiles. In addition to C3

applications, which have been emphasized in this report, the RTSCS can be

used in the evaluation of radar and active sensor signals in a stressed

environment.

The two principal configurations of the RTSCS are referred to as the

Experimental Test Configuration and the Simulation Test Configuration. In

the Experimental Test Configuration, the RTSCS controls the hardware channel

simulator for evaluating the impact of stressed communication links on vari-

ous hardware equipment, either in a laboratory environment or in an "in-

circuit" setup. The "in-circuit" setup allows for the RF signal from (or

to) a satellite to be disturbed in a controlled manner. In the Simulation

Test Configuration, the RTSCS inputs data to a host computer for the simula-

tion of stressed channel affects on software models of equipment or net-

works. In this configuration, the processing is performed at a speed com-

patible with the host computer and may not be in real-time.

The common denominator in both configurations is the Stressed Channel

Computer (SCC). The SCC is a personal computer (PC) with software developed

under this research effort. The PC computes the necessary channel para-

meters for the ACS or as input data for the host computer. In addition, the

SCC provides a dynamic graphical display of the scenario and selected numer-

ical graphs so that the operator can assess various test results during the

testing. In settibg up a test scenario, the operator must identify the

yield of the nuclear detonation, the location of the blast point, and the
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communication links which are to be evaluated. The nuclear detonation char-

acteristics identify a library of data files for use by the PC. However, if

files for a particular event do not exist, they must be created using other

computer codes* which do not run in real-time. The communication links can

be selected from any combination of ground, airborne, or satellite plat-

forms. In a severe channel environment, the PC requires four seconds to

compute the link parameters necessary to control the ACS. For low orbiting

satellites, which require the shortest update interval, the PC has time to

compute parameters for up to four individual links. For orbit altitudes

greater than 9600 Kin, the PC can compute the parameters for more than 13

individual links.

The Phase I research effort discussed in this report provides an

important first step in characterizing many of the concepts involving the

RTSCS. Throughout this research, dialogues with Department of Defense (DoD)

agencies and contractors provided direction towards real applications. The

Phase 111 research will complete these first steps and result in a fully

operaticnal RTSCS. The major areas of focus in the Phase 11 research are:

1) interface the SCC with a hardware channel simulator and demonstrate the

disturbances to a test signal (Two large existing channel simulators are the

Advanced Cha-'mel Simulator (ACS) and the Nuclear Effects Link Simulator

(NELS-Il)), 2) build or purchase a low cost flat fade (non-frequency

selective) hardware simulator, 3) develop a user friendly data input

capability for the SCC, 4) expand the capabilities of the real-time

graphical display and include split screen depiction of scenario graphics

and the graphing of selected channel parameters, 5) expand the nuclear

scenario data base, and 6) refine and extend the signal processing functions

within the SCC to include three-dimensional electron density data profiles.

The refinements will includ1e curve fitting in time and space to result in

smooth transitions between and within the stored data files.

*MICE and SCENARIO are computer codes developed under DNA sponsorship for

characterizing the nuclear disturbed region.
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APPENDIX A

SATELLITE ORBITS

The satellite orbits used in this report are based on the two-body

problem stated by Sir Isaac Newton. The detailed computations are based

upon Newton's three laws of motion and Kepler's laws of planetary motion.

For further elaboration on Newton's and Kepler's laws and subsequent mate-

rial discussed in this appendix, the reader is referred to reference Al.

When many earth satellites are considered, the mass of each satellite is so

small relative to that of the earth that the many-body problem is appro-

priately treated as many two-body problems. In applying Newton's laws, thle

earth's gravitational field is assumed to control the orbit of the satellite

with the earth and satellite represented by point masses. As such, several

other influences are neglected: (1) second and higher order effects when

the earth is not considered to be a point source, (2) the gravitational

attractions of the sun, moon, and planets, (3) the earth's atmosphere, (4)

the earth's magnetic field, (5) solar radiation, and (6) the influence of

charged and uncharged particles. Neglecting these secondary effects is

certainly justified when one considers that the primary investigation

involves examining communication link characteristics between widely sepa-

rated satellites. Therefore, small and slowly varying changes in the satel-

lite orbit will not significantly influence the communication links. In the

context of the above discussion, Kepler's first IdW can be applied to earth

satellites: the orbit of each satellite is an ellipse with the earth at one

focus.

The orbit and position of an earth satellite are described in terms of

six orbital elements. The first three are the angular parameters fl, i, and

w, which fix the orbit plane relative to the geocentric coordinates. The

next two parameters are designated "a' and "e" and cienote semi-major axis

and the eccentricity of the elliptical orbit path. These two parameters

determine the size and shape of the orbit. The sixth parameter, ",-', is the

time of perigee passage, which, together with the absolute time, determines

the position of the satellite in its orbit. These parameters are depicted

in Figure Al.
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The celestrial equator, shown in Figure (Ala), represents the projec-

tion of the earth's equator onto the celestrial sphere. The celestrial

sphere is a fictional sphere surrounding the earth, on the inside of which

the stars and other heavenly bodies are projected. The point "0" denotes

the origin of the geocentric coordinates, the X-axis of which passes through

the First Point of Ares (T) or the vernal equinox. The vernal equinox is

the reference point chosen to establish absolute time. Using Greenwich Mean

Time (G.M.T.) or Universal Time (U.T.), one tropical year is defined as the

interval between successive passages of the sun through the vernal equinox.

A 24-hour day in G.M.T. begins when it is mean midnight at the Greenwich

meridian. To account for longitudes around the earth, civil days are

defined when mean midnight occurs over meridians spaced 150 (1 hour) around

the surface of the earth. This division results in Stand Time (S.T.) zones

with the Greenwich Zone having bounding meridians Oh3OmW and Oh3OmE. The

relation beLween G.M.T. and S.T. is

G.M.T. = S.T. + longitude (A-i)

where the longitude of the meridian is added when west and subtracted when

east. The ascending node is the point at which the orbit crosses the

celestrical equator as the satellite passes into the northern celestrical

hemisphere. The angle 0 is the right ascension of the ascending node, i is

the inclination of the orbit plane, and w is the longitude of perigee. When

the inclination is 00, the satellite is in an equatorial orbit and when it

is 900, the satellite is in a polar orbit. Using these angles, the

coordinates of satellite orbit plane (X',Y',O) are translated into the

geocentric coordinates using the relationship

X all a22 [ ]1

a2 a22 (A-2)

Z a31  a3 2
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a11 = cos(O)cos(w) - sin(O)sin(w)cos(i)

a12 = cos(A)sin(w) - sin(O)cos(w)cos(i)

a21 = sin(fO)cos(w) + cos(fO)sin(w)cos(i) (A-3)

a22 = -sin(f)sin(w) + cos(O)cos(w)cos(i)

a31 = sin(w)sin(i)

a3 2 = cos(w)sin(i)

To account for the earth's rotation with the passage of time, the geocentric

coordinates (X,Y,Z) are rotated into the earth stationary geocentric

coordinates (Xe, Ye, Ze) as

Xe 1 cos(O(t)) sin(8(t)) 0 X

Ye = -sin(O(t)) cos(O(t)) 0 Y (A-4)

Ze  0 0 1 Z

where

6(t) =2Y -~-- (A-5)

and Td represents the 24 hour duration of a mean solar day expressed in the

appropriate units of time.

Referring to Figure Alb, the equation for the position cf the

satellite, S, in the elliptical orbit, expressed in terms of the polar

coordinates (r,f) is
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U - - - -

r a (1-e 2)(A6

1 +- e cos(f)

The ellipse is horizontally symmetrical about the XV axis and vertically

symmetrical about a vertical axis passing through the point C. The semi-

major axis, a, is defined as being equal to the length CA = CA' and the

eccentricity, e, is defined as the ratio CO/GA. When e = 0, the satellite

is in a circular orbit. The time for the satellite to complete one orbital

revolution is given by

T = 2T a3  (A-7)
,G (Me+ms)

where G = 6.668 x 10-8 dyn-cm2gm-2 is the constant of universal gravitation,

Me = 5.98 x 1027 ginl is the earth's mass, and ms is the mass of the

satellite. Since typically ms << Me and the satellite mass can be neglected

in computing T. The angle f is called the true anomaly of the satellite and

the satellite coordinates are given by

x'= r cos(f)

(A -8)

y'=r sin(f)

Figure Alb also shows the tangential velocity, V, of the satellite which is

at an angle 0 relative to the radius r. In terms of the satellite

coordinates, the velocity components are given by
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Vx = -V cos(O-f)
(A-9)

Vy sin(O-f)

In evaluating equations (A-8) and (A-9), the parameters r, f, V, and

must be determined. The solution involves defining the mean anomaly, M, and

the eccentric anomaly, E, which are used as intermediate parameters. The

details for the following computations are found in reference Al. First,

calculate the mean anomaly as

M= (t - ) 7 t < T + T (A-I)
T (

recalling that T is the mean orbital time, r is the time of perigee passage,

and t is the absolute time. The mean anomaly is used to solve for the

eccentric anomaly using Kepler's equation

M = E -e sin(E) (A-11)

This is a transcendental equation for which a variety of techniques can be

used to obtain a solution. The value of r and f are now computed as

r = a (I - e cos(E)) (A-12)

f = 2 tan-e tan(E/2)j (A-13)
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It is important that the proper quadrants be preserved in these computa-

tions. Substitution of equation (A-13) into equation (A-6) to verify the

value of r provides a good check. The velocity equations are computed using

2 1 12
I =G (Me m,) r a (A-14)

and

sin1 { fa2(1 -e2] 1/2} A5= -M 1r(2a - r) )I(A-15)

Considerable simplification occurs for a circular orbit. Under this condi-

tion, e = 0, f = M = E, r = R constant, the desired parameters are

evaluated as

f 2Tr(t-

1/2 for

V G(Me + m) circular (A-16)

R orbits

= 90 degrees
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APPENDIX B

TRANSFORMATION BETWEEN GEOGRAPHIC

AND GEOMAGNETIC COORDINATES

This appendix discusses the transformations required to convert from

the geocentric spherical coordinate system (R,0,1) to the geomagnetic

coordinate system (R,' ,A). The geocentric and magnetic radii are both taken

to be equal to R. For points on the earth's surface, assumed to be spheri-

cal, R is equal to the mean earth radius Re = 6378.12 Km. The plane through

the center of the earth and perpendicular to the axis connecting the north

and south geographic poles is the geographic equatorial plane and the circle

formed by its intersection with the earth's surface is the geographic equa-

tor. The geographic latitude, 0, is measured in degrees north (positive) or

south (negative) from the geographic equator. The geographic longitude X is

measured east (positive) from the Greenwich meridian. The magnetic field is

assumed to result from a geocentric dipole the axis of which intersects the

earth's surface at the north and south magnetic poles. The north (or

Boreal) magnetic pole is at 78.6*N, 69.80W and the south (Austral) magnetic

pole is at 78.60S, 290.20E. The plane through the center of the earth and

perpendicular to the dipole axis is the dipole equatorial plane and the

circle formed by its intersection with the earth's surface is the dipole

equator. The dipole latitude, t, is taken in degrees north (positive) or

south (negative) from the dipole equator. The dipole longitude, A, is mea-

sured east (positive) from the dipole meridian passing through the magnetic

poles and the south geographic pole. These relationships are depicted in

Figure Bi, where P and K denote the north geographic and magnetic poles,

respectively. The north magnetic pole is expressed in terms of the geo-

graphic latitude 00 78.6*N and longitude X0 = 69.8*W. The point, X, is an

arbitrary point identified in terms of the geographic coordinates (0,x) and

it is desired to transform X to the magnetic coordinates ($,X). The angles

Xo, X, and t are measured east from the respective meridians.
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Figure 81. Relationship Between Geographic and
Geomagnetic Coordinates
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a. Geographic-to-Geomagnetic Transformation

When the geographic coordinates (O,X) of the point X, shown in

Figure BI, are given, the geomagnetic coordinates ( ,A) are computed using

spherical trigonometry with the aid of Figure BI. To obtain the geomagnetic

latitude, $, of the point X, the law of cosines for spherical trigonometry

is applied to the spherical triangle PKX in Figure Bi. The result is

cos(9O-0) = cos(gO - o)cos(gO - 0) + sin(90 - 00)

sin(90 - O)cos(X - Xo) (B-i)

which simplifies to

sin( ) = sin( o)sin(O) + cos( o)cos(O)cos(X - Xo) (B-2)

The magnetic latitude is then simply given by

0 = arcsin(sin(o)) (B-3)

In a similar way, the geomagnetic longitude is obtained by applying the law

of sines with the result

sin(180 - A) sin (X - Xo)
(B-4)

sin(90 - ) sin(90 -)
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which simplifies to

cos(O)sin(X - Xo)
sin (A) - (B-5)cos(c)

At this point, the geomagnetic longitude could be determined as A arcsin
(sin(A)) by using

cos() I - sin 2 () (R-6)

together with equation (B-2). However, if this approach is taken, care must

be taken in determining the correct quadrant for A: 1) 2700 < A < 3600 for

points lying in the geographic quadrant between two great circles that con-

nect the north and south (dipole) magnetic poles and that cross the equator

at 69.8 4 and 159.8 0 W; 2) 1800 < A < 2700 for the geographic points between

the two great circles that cross the equator at 159.8°W and 249.8°W; 3) 0' <

A < 900 for the geographic points between the great circles that cross the

equator at 69.8'W and 20.20E; and 4) 900 < A < 1800 for the points between

the great circles that cross the equator at 20.2°E and 110.2°E. A simple way

to resolve the quadrants in a Fortran computer program is to use the

ATAN2(Y,X) intrinsic function. This can be used by first computing cos(A),

as follows. Apply the law of cosines to the spherical triangle in Figure Al

solving for the side cos(90 - 0) to obtain

cos(90 - ) cos(90 - @)cos(90 - 00) + sin(90 - O)sin(90 -

cos(180 - A) (B-7)

which simplifies to

sin(O) = sin( )cos(oo) - cos( )cos(oo)cos(A) (B-8)
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Solving equation (B-8) for cos(A) gives

sin(O)sin( o) - sin(O)
cos(A) - (B-9)

cos( )cos(oo)

Equation (B-2) is now substituted into (B-8) and after some manipulation the

desired result is obtained as

sin( o)cos(O)cos(X - Xo) - cos( o)sin(o)
cos(A) = (B-i0)

cos( )

Equations (A-5) and B-10) form convenient quadrature components for

evaluating A using the ATAN2 (Y,X) function. The result is

A ~lO~AIAN2 [ cos(O)sin(X - X0),sin(O 0 )cos(O)cos(X - X0)

18- cos( o)sin(O) )

The factor (180/x) converts the angle to degrees for which the values of A,

resulting from equation B-li, are in the range 00 A < 1800 and -180 ° _ A

00. The positive values carrespond to east and the negative values corre-

spond to west magnetic longitude relative to the magnetic meridian.
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b. Geomacinetic-to-Geographic Transformation

When given the geomagnetic coordinates (t, A) of the point X, the
geographic coordinates (0, X) are computed using spherical trigonometry with

the aid of Figure 61. The procedures are similar to that described above in

determining 0 and A and, therefore, only the key results are given. First,

from the law of cosines, the geographic latitude is given by

0= arcsin(sin(o)) (B-12)

where

sin(O) =sin( )sin(00) - cos(c )cos(O 0)cos(A) (-3

Using the law of sines, sin(X - X0) is found to be

sin(X -Xo) c's( ) sin(A) (B-14)
cos(O)

Applying the law of cosines to solve for cos(X - X0) gives

cos(X _ Xo) = sink ) - sin( n)sin(o) (B-15a)
cos (O) cos(O)

sin( ) + sin(oo)cos ( )cos (A)
(B-15b)

cos(O)

Using equations (B-14) and (B-15b), the intrinsic Fortran function, AIAN2

(Y,X), is used to determine the geographic longitude. The result is
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X0 + ( 3ATAN2 rcos(f)sin(A), sin(O)cos(o0 ) + cos(O)

sin(O0)cos(A) II (B-16)

The factor (180/x) converts the result to degrees and positive (negative)

values refer to east (west) longitude from the Greenwich meridian.
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APPENDIX C

STRESSED CHANNEL COMPUTER (SCC):

PROCESSING DETAILS

In this appendix, the details of the various coordinate transformatiors

and other algorithms required to obtain the electron density characteristics

along an arbitrary communication path are discussed. The SCC program starts

with the electron density profiles generated from computer codes- developed

largely under DNA sponsorship. The basic inputs for these codes are the

location of a detonation, the yield, and details concerning the fission

debris. The resulting electron plume is influenced by the geomagnetic field

lines and is characterized by contours of constant electron density. The

contours are usually expressed in terms of horizontal and vertical displace-

ment relative to ground zero. In this appendix, all the input coordinate

information is in terms of the magnetic dipole coordinates, for which the

necessary transformations are outlined in appendix B. Although the contour

data is computed in three-dimensional space, the data is stored in data

files as arrays of two-dimensional profiles representing various cuts in

three-dimensional space. The major role of the SCC is to reconstruct the

contour data as a three-dimensional plume of electron densities and then

project these contours onto a plane intersecting the plume at an oblique

angle. The oblique planle is uniquely identified in that it contains a line

representing the communication path and passes through the geomagnetic

origin. The situation is depicted in Figure C1, where S is the location of

the satellite and T is the terminal location. The lines designated as A, B,

C, and D represent contours of constant electron density. Frequently, the

electron densities are characterized in a single plane containing the

meridian corresponding to ground zero of a detonation. In this situation,

*For example, MICE is a magnetic hydrodynamic computer code primarily for
high altitude phenomonology and MR HYDE is a three-dimensional magneto-
hydrodynamic computer code used for numerically investigating high-altitude
nuclear weapons effects and SCENARIO provides three-dimensional electron
density contours based on the yield and location of multiple nuclear
detonations.
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Figure Cl. Projection of Electron Density
Contours onto Oblique Plane
Containing Propagation Path.

which is the focus of this appendix, the three-dimensional contours are

reconstructed by rotating the contour data out of the specified plane using

an elliptical curve fitting path. The major axis of the elliptical curve

fit is aligned in the magnetic field plane (MFP) because the electron plumes

are characteristically elongated in this north/south direction. In this

regard, a worst case environment for a single detonation can be evaluated by

using a circular rotation of the contour data. The circular case is simply

a special case of the elliptical curve fit for which the major and minor

axes are equal. Figure C2 depicts the situation in which the disturbed

region is characterized by an electron density plume in the MFP. The points

T, S, and 0 identify the propagation plane and the point B represents ground

zero. The line-of-intersection (LOI) identifies the intersection of the MFP
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and the propagation plane and is an important reference used in the subse-

quent analysis. The point E is the point at which the LOI intersects

earth's surface. The Y-axis of the reference coordinates is aligned with

the dipole meridian. The angles 0', c', and w' define the satellite orbit

in the magnetic coordinates. The remainder of this appendix describes the

details of various steps in obtaining the quantitative results

for the total electron content (TEC) and the variance of the electron

densities () from which the disturbed communication path is characterized.

A. Calculation of Anqles Involvinq the MFP and the Propaqation Plane

In this section, the geometry of the points B, S, and T and the LOI is

established and several key angles are computed for use in subsequent sec-

tions. With the points B, S, and T identified in terms of the correspondin:

geomagnetic coordinates (Xm, Ym, Zm), the first step in the computations is

to determine the LO. It is convenient to rotate the coordinate points

through the angle AB so that the MFP contains the new Y-axis as shown in

Figure C3. This transformation is given by

0 Y

Figure C3. LOI in the (X,Y,Z) Coordinates
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X Cos(AB) sin(AB) 0 X m
Y -sin(AB) cos(AB) 0 Ym (C-I)
Z 0 0 1 Zm

In terms of the new coordinates, the points S and T are identified by (Xs,

Ys, Zs) and (Xt, Yt, Zt), respectively. The angle OLOI uniquely identifies

the LOI in the MFP and the angle 0o is the angle between the MFP and the

propagation plane. As stated above, the propagation plane contains the

points S and T and passes through the geomagnetic origin. The equation for

the propagation plane* is given by

aX + bY + Z =0 (C-2)

where
ZsY t -YsZt

a s Yt _ s t (C-3)

ZsXt XsZt
b X X(C

Y t xs y t

Because the LOI is in the (Z,Y) plane, the equation for the LOI is deter-

mined by setting X equal to zero in equation (C-2). The result is

Z = - bY (C-5)

from which the angle OLOI is found to be

OLOI = -tan-l(b) (C-6)

*Kells, L.M., Analytic Geometry and Calculus, Prentice-Hall, Inc., New York,

Chapter 23, 1955.
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The angle 00 will be used to determine the angle through which the contour

data points must be rotated to obtain corresponding points in the

propagation plane. 00 is computed as the angle between the vectors Vm and

Vp, normal to the MFP and the propagation plane, respectively. Since the

MFP is the (Z,Y) plane, the vector Vm is given by

Vm = I Px + 0 Py + 0 1z (C-7)

where ax, ay, and pz are unit vectors along the indicated axis. The vector

VP is obtained from the direction cosines cos(a) = a/d, cos(fi) = b/c, and

cos(7) = I/d, with d l 2 + b2 + 1 , where a and b are given by equations
(C-3) and (C-4). The result is

,= I d] ) + [ td_)ly + 1I-j Jd (-8

so that the angle 00 is determined from

cos ( o) = Vm " Vp (C-9)

a (C-10)

a2 +b 2 +1

The angle 0 identifies the line in the (X,Y) plane formed by the intersec-

tion with the propagation plane. This angle is computed using equation (C-

2) with Z = 0 and is expressed as

6= tan- ( 3 (C-11)
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B. Translation of Contour Data Points in the MFP

The contour data points are specified in the MFP in pairs in such a way

that the line connecting pairs of points is normal to a line through the

center of the plume. A typical pair of data points, designated as A and A',

is shown in Figure C4.

TYP ICAL C E,11TE,

CONTOUR0 C.: P L ,,7
A'

S LO I

0 Re

Figure C4. Geometry in the MFP
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The data is stored in a file as a magnitude and phase angle relative to the

axes so that for the point A, the coordinates are

A = MA sin(OA)

(C-12)

iqA = MA cos(OA)

In terms of the Y,Z axes, the point A is expressed as

ZA J sO5(B) sin (OB) 1 A 1(C-13)
YA [-sin(OB) cos(OB) Re + nA

The point A' is transformed in a similar way. The rotation of the points A

and A' into the propagation plane is performed relative to the point-of-

intersection of the LOI and the line connecting A and A'. This intersection

is the point I in Figure C4. The line connecting A and A' is expressed as

Z SY + Z0  (C-14)

with

S A- A (C-15)
YA YAt

and

Z = A - SYA (C-1)
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The point Yl is determined by equating equations (C-14) and (C-5) and

solving for Yl with the result

-Z
YI - (S + b) (C-17)

and from equation (C-5)

ZI = -bY1  (C-18)

The point A, expressed by equation (C-13), is now translated to the point I

and rotated through the angle OLOI. The result is

A c°S(OLOI) sn(OLOI) YA - YI
: (C-19)

A ] -sin (LO) cos(OLOI) Z A - Z(

Transforming the point A' in a similar manner, the situation is depicted in

Figure C5 in terms of the , coordinates. Figure C5 also shows the

propagation plane. However, the points A and A' are in the ( ',r') plane

and form an angle 0 with the ' axis.
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Figure C5. Typical Data Point Pair in the (9',.) Plane with
Corresponding Points in the Propagation Plane

The point X in Figure C5 is centered between A and A' and forms the

center of the rotation ellipse for determining the corresponding points A
I

and Ap in the propagation plane. The (&",/",") coordinates are aligned

such that the " axis lies along the line from A to V and " lies along the

' axis. The desired rotation of A and A' into the propagation plane is

accomplished by rotating through the angle 0 in the ( ", ) plane where 0 is

determined from
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cos(O) = sin2 () + Cos2(0) coS(Co) (C-20)

with

,=tan-1 [ (C-21)

and cos (00) is given by equation (C-10). For the situation being consid-

ered, in which contour data is characterized only in the MFP, the rotation

is readily accomplished by computing the ( ",5") coordinate solutions for

the intersection of the line Ap - Ap with the rotation ellipse. The geome-

try is shown in Figure C6.

Referring to Figure C6, with ae representing the length of the major

axis of the rotation ellipse and p the ratio of the length of the minor axis

to that of the major axis, the equation of the ellipse is given by

C,2 (,-d e) 2

(pae/2)2 + (a e/2) 2  1 (C-22)
eI

Also, the equation of the line A - A is given by

P P

= KC" (C-23)

-Ahere K = (tan(o))- 1 .
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Figure C6. Rotation of A and A into A and A
in the ( ', ) plane. P p

Substituting equation (-23) into (C-22) and solving fcr the poirts

and {2 gives

,, P, deK;2 = I(deK p2 )2 _ p2 (1 + K2 p2 ) (d2-(a /2)2)

1' 2 I + (Kp) 2

where de is the displacement of the point X from the point I and is gcven b',

d A A' 2 A + A 
( 2 3)
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When the argument of the radical in equation (C-24) is negative, the

rotation does not intersect the propagation plane and another pair of data

points is considered. When a solution is found, the distances d1 and d2,

shown in Figure C6, are computed as

= K cos(p)

(C-26)

d K cos()

Referring to Figure C5 the points A and A are expressed in the propagaticn

plane coordinates (Zp, Yp) as

Zp = dI cos(O)

(C-27)

IYPI 
=  dl sin(O)

and for the point Ap

7~2 d2 cos(C
zP2 d2 CO(O)

(C-2S)

P2 =d2 sin(O)

At this point in the computations, the new data points are in the propaga-I I

tion plane relative to the (Xp,YpZp) coordinates whose origin is at I. To

simplify the numerical computations in computing TEC and a2 , it is conve-

nient to translate the origin to the terminal poiut T in such a way that aif

new Y axis is directed towards the satellite. The required transformations

are discussed in the following section.
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C. Transformation to the Terminal Point Origin.

Before making this final transformation, it is necessary to transform

the points S, T, and I into the propagation plane. Referring to Figure C3,

these points are first rotated through the angle 0, given by equation (C-

11), into the (X',Y',Z') coordinates Lising the transformation.

X cos(O) sin(G) 0 X

Y -sin(O) cos(O) 0 Y (C-29)
Z 0 0 1 Z

In this new coordinate system, the equation of the propagation plane is

expressed as

a'X' + bY' + Z' = 0 (C-3C)

where

I I I

S S Y T -YS ZTa - ,- (C-31)

z S X T " XS zT

I I I I

b-- , 
x
, , , (C-32)

YS XT- XS YT

The Y' axis must now be rotated into the propagation plane by rotating about

the X' axis through the angle P. The angle p is obtained from equation (C-

30) by setting X' = 0, so that

p = tan - I  (-b') (C-33)
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Therefore, the points S, T, and I must undergo the final rotation into the

propagation plane coordinates given by

Xp I 0 0 X
Yp 0 cos(p) sin() y (C -3 4)

ZL 0 -sin(p) cos(p)

The situation is shown in Figure C7.

PP

Yr

A TYPICAL

TS CONTOUR

xP

Figure C. Geometry in the Propagation Plane
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It remains to translate the points Ap and Ap, represented by equations (C-
II I, ii

27) and (C-28), to the final coordinates (Xp,Yp,Zp) having the origin at T.

To accomplish this, the angles 01 and OTS shown in Figure C7 are computed as

01 = tan -1  - j (C-35)

and

TS= tan -  -Y XpT (C-36)

I

Using these results, the contour data point A corresponding to (Y PI ZPI)

is transformed into the (ZpYp) coordinates using the relationship.

I I ] I f
Y I cos(OTS - 1) sin(OTS - 1) YPI

Zpl J -sin(OTS 01) cos(TS - 0 )  ZPJ

(C-37)

+ cos(OTS) sin( TS) 1 XPT - XPII
-sin ( TS) c Os ( TS) YP T -YP I]

In a similar manner, the point Ap is transformed to the (Zp,Yp) coordinates.

In using equations (C-35) through (C-37), the points Xpj and Ypj result from

transforming the point I = (0, YI, ZI), where YI and ZI are given by equa-

tions (C-17) and C-18). The points (YPT, YPT) and (Yps, Xps) result from

the transformation of the points T = (XT, YT, ZT) and S = (XS , YS, ZS),

respectively.
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The processing described above represents the transformation of a sin-

gle pair of data points, originally specified in the MFP, into an oblique

propagation plane. To transform the entire electron density profile, the

processing must be repeated for, typically, 50 data points for each of,

typically, 5 electron density contours. The resulting electron density

profile in the propagation plane will usually contain fewer data points

because the elliptical rotation may not intersect the propagation plane.

Figure C8 illustrates the complexity of the propagation plane contours which

may result. In this case, the original electron density profile consisted

of 5 individual contours nested one within the other.

z

A PROPAGATION

B PATH

C
D A

TERM NAL B SATELLITE
-a- Y

T

Figure C8. Example of Electron Density Contour
in the Propagation Plane

Transforming the results into the (Zp,Yp) coordinates, as illustrated

in Figures C7 and C8, greatly simplifies the numerical integration of the

electron densities along the propagation path in the computation of TEC.
2Also, the variance ae , of the electron densities is related to the maximum

of the electron densities which intercept the propagation path. Therefore,
2 , I

the computation of oe is also straightforward in the (ZpYp) coordinates.
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