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Our study has/shown that using x 9cty o tO estlmate(and R for small sample sizes,

produces e\tu}'}g{/es that are too consérvative when compared to Bartholomew's exact
method. If \“”‘1\ used to estimate § and /R, optimistic estlmates \Mll be obtained.
Better oqtlma((\ can be obtained for sma]l }mple sizes by using x ar +J\ Therefore. for
small sample sizes, we recommend using x 2c +1 instead of X'2c + 2 ‘or X 2:
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During our- ctud\ much %o our surprise, we_found that the lower confidence limits 3
could not be camputed for all realistic values ofJ in Bartholomew’s exact method. This ;

occurred when @approached its maximum theoretical value for very small sample sizes.
An explanation for this has not yet been determined by the authors. ,
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I. INTRODUCTION

The problem of estimating reliability using censored data and determining a lower
confidence limit on reliability is discussed in this paper. Censoring occurs when testing
is terminated before all items have failed. There are two basic methods of censoring:
(1) Type I censoring. where testing is terminated at some predetermined time: and (2)
Type II censoring. where testing is terminated after a preassigned number of failures.
When failures occur, either an item is replaced or it is not replaced. For this paper, we
are interested in Type I censoring without replacement for small sample sizes (less than
25) with one or more failures. Suppose we have n items on test until time T (censored
time). Each item is tested until it fails or the ¢ failures occur at times. t;. to. - - - t.

where tl < tl +1 < T.

One could simply ignore the failure times and just consider that ¢ failures occurred
out of n items. then use the binomial distribution to put a lower confidence limit (L.c.1.)
on reliability. However. too much information is ignored and the confidence bound is
very conservative.

A better approach would be to utilize both number of failures and failure times. If
the failure times (t;) are assumed to be exponentially distributed, the probability density
t

t
1 -7 C e n
7 e ?  and the reliability is R(t) =e ¢, t > 0.0 > 0.
In a 1960 paper. Epstein! gave estimation procedures for both point and confidence limit
estimates for 6. For Type I censoring without replacement of the failed items. the
exponential parameter @ can be estimated by its maximum likelihood estimate, (m.l.e.).
which is

function {pdf) for t is f(t) =

f=AJc (1
where
A= VN t;+(n-¢)T = Total amount of test time
i=1
V" t; = sum of the failure times for the ¢ items that failed

n = total number of items on test
¢ = total number of failures

T = censored time

(This i~ a biased estimate: E(f) = 1/c [VE(G) + (n - ¢) T

=1

=1/clc0+(n ¢)Tj=0+ (n—(;)—’]‘)
-

1

fptein Benjamin "R timanien frem Life Test Dara™ Technometries. Vol 2 Ne 4 Nov 1960
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Then the lower 100 {1 - a ) percent confidence interval for 8 is estimated by
Oy + 2 = 2A/\"5c 4 ola) (=)

where XQQC+2(0) is the upper a percentage point of a x° distribution with 2¢ + 2

degrees of freedom. Therefore, the lower limit on reliability using this l.c.l. for 4 would
t

be Ro, +olt) =e "% Epstein's approximate procedure is the most commonly used
and is cited in text books such as Bazovsky?; Mann, Shafer, and Singpurwalla®; Hahn
and Shapiro?; and others.

In lieu of the many approximations that exist for the l.c.l. of 6. the exact distribu-
tion of 6 can be found. This exact distribution of § was derived by D.J. Bartholomew”
for small sample sizes where at least one failure occurs, i.e., ¢ > 0.

Bartholomew’s exact method of calculating the lec.l.. 6 for the exponential

exact:
parameter. 6. is the solution to
. 1 n ¢ i .
Prigg>0)=————NV(,) () (1B (3)
1 - eVnT/am c=1 1=0
= a
where
T T
B = exp [ _ (n--(‘+l)‘f P(X-?C)d\oz(.
l exact ’ X - -
ana

x:.Q(‘ <(‘9~-’C£(nc+i)> .

exact

The symbol <-> means that the expression is to be taken as zero
if the contents are negative. Subscripts on #'s indicate Le.l. (except
for 6,) and subscripts on \ indicate degrees of freedom.

Ba-oveky, Igor "Felatility Theerv and Prastice ™ Prentice-Hall, Inc | 1961
Mano, N R Schafer. R E and Singpurwalla 20D "Methods for Statistical Apalysis of Relabidity and Life Data ™ Wilev 074
! Halbu and Shapire "Stanisneal Models in Eugineening.” Wilev 1967

5 .o . . . - S e
Bartholomew D Jj. "The samphing Distriburticn of an Estimate Ansing 1o Life Testing ™ Technometnes Vel & a3 Syeyer
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2y This equation is a weighted sums of \>,, integrals. This is quite cumbersome without
N the aid of a computer. especially when n > 2. It is obvious that even for a sample size
R{ of two. Bartholomew’s exact method is quite complicated. Complications and
M - . . . . .
. complexities using istribution theory leads, in most cases, to the use of asymptotic
& arguments for il ienee about parameters. However, because we are only interested in
;_ small mmplv\ asvmptotie results are not applicable. Therefore, we decided to compare
) Bartholomew's exaet method with Epstein’s method and variations of Epstein’s method.
'y
0
’«!.
" [I. SIMULATION
o . ! . S . .
o A simulation study of the exponential distribution was performed with § = 1 and
5, Tt = 1. We first chose a = 0.05 and then chose a = 0.10 while leiting the sample
) . - . . .
i size. n. range from 2 to 20. For each sample size, 2000 simulations were run.
N Uniform random numbers were used to generate random exponentially distribute |
‘C- times. After each exponential time was generated it was compared to T = 1. [If the
e exponential tinie was less than T = 1. then it was considered to be a failure ocenrring
o at t;. After n of these times were generatvd with ¢ failures, A and 0 were calculated.
- ¢ Lower confidence limits for # were then calculated using Bartholomew's exact method.
s f.¢aci- and using Epstein’s method with modifications in the degrees of freedom for \*
2 ‘The subscript on # indicates the degrees of freedom for \2. Thus lower confidence limits
’\
o 8. +o B9 41, and 6, were calculated.
N ) . . . vy . v
’ The lower limit on reliability was calculated using the computed lower confidence
: limit for 6 in the following equation
>
: T
. _ i
o — L
RL(T) = e (1)
where
vy T = Censored time
Q §; = Computed lower confidence limit.
K)
Kt [I. DISCUSSION OF RESULTS
& .
" For those simulations where a = .05, we would expect 6 to exceed 0 only 3¢ of
" the time. i.e.. (0, > 6) = .05. Since there were 2000 cases for each sample size. we
. would expect 100 of our 6 to exceed § = 1. Table 1 shows the number exceeding 1
s
[ S
oy t Ope micety 1 that A and O ccate propertionally <o f T — 60 hours f = 300, then 0L — 1833901 1T and B4 o 0
Y by divioding by o 'I' 1 and - 050 then 0[ = 30565 which 12 18 33901 = 60 Thus we chose to keep T I for cour
examples and = mularions
N
b=
.-‘ R
Do, * S
e
)
A
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TABLE 1. Simulation Study with a = 0.05
Observed Cases where 6 > 6
Expected Number = 100

n oe‘mv( 02(: 02c + 1 02c +
2 76 0 0 0
3 95 0 0 f]
4 &7 261 6 0
5 102 123 118 13
6 7 162 57 7
7 104 136 108 35
& 105 156 80 69
9 111 155 110 37
10 gx 134 82 51
15 g% 121 &R 63
20 29 106 83 63

The results obtained forn = 4. 5. 6. 7. 8 9, 10. 15 and 20 for the 09\” are tyvpieal
of what one expects. However. we see that for n = 2, the exact is ccnservative. By
conservative we mean that the lower limit tends to be too low, since in less than 5 of
the simulated runs. Hexm > 6 but 0o, by 4 1, and By, + 2 are extremes, i.e.. for n = 2
and 3 therc are no § greater than 0 = 1. We can see that f, +2 I8 very conservative,
with 0% 1 bemg better. For 0%, we get more than 100 lower limits exceeding the true
value, except for n = 2 and 3.

Similarly. simulations were run with a = .10. Here we would expect 200 cases of
the bL to exceed 0. Table 2 gives the actual number of cases for each sample size.
Again we see that f,. overestimates the number of lower confidence limits of 0, which
exceeds the true value of 0 which equals 1 for sample sizes except n = 2. 03,,+3 IS very
conservative and ?)f_,‘,_H is less conservative (except for n = 2 and 3).

Another observation made from the simulations for computed values of 9 was that
for each value of 6. the lower limit on # tended to follow the pattern;

02c+ 2 < b2c+l < bexacb < é‘lc : (5)

Examples of this can be observed for n = 106 and 20 by examining Figures 1 and 2
This indicates again that 0% + o and 0% + 1 are conservative, i.e.. they underestimate (/ :
On the other hand. ., overestimates g slightly.

The UL < were used to establish a lower limit on reliability, R . at time T. Sclected
values of 9 were plotted against the R's for the four methods under study. The plots
appear in Figures 3 and 4 for n = 10 and n = 20, respectively. We can see that for
small valwes of 6. the four methods give approximately the same lower limit on
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TABLE 2. Sunulation Study with a = 0.10
y Observed Cases where §; > 6
Expected Number = 200

" - - - -

:' n gexzmt 0% 02r'+l 02f‘+2

i 2 || 174 0 0 0

b 3 || 190 | 274 0 0

i 4 121 252 193 2

' 5 192 280 126 114

b 6| 120 | 263 | 180 | 67

g 7| 188 | 258 | 152 | 123

K & || 201 | 279 | 198 | 110

. 9 193 254 163 130

2 10 1x3 225 171 112

:' 15 194 232 167 125

¢ 20 170 203 158 117

[ reliability. For larger values of f. we can see that Ry, lies above R,,,. everywhere, with
r Ro. ., ; and Ru. 4 o lving generally below R, .. We also can see that R,., | is much
_’. closer to R,,., than the other two. especially for n = 20.

. For each sample size, the maximum absolute difference in lower reliability estimates
: were computed, ie., |R, . - Ral. |Re,(aCt Ro., 1| and | R - Rocy ol These
' differences are plotted versus sample size in Figure 5. We can see that the differences
y were larger for small sample sizes (n = 2 and n = 5) and generally Ry , 5 differed the
' most {rom the R.,,.. As the sample size got larger (n = 10, 15 and 20). all the reliabil-
' ity estimatres converged i.e.. the differences converged to zero.

L)

o Earlier in the report it was mentioned that one alternative to this confidence limit
K estimate problem would be to ignore the failure times and simply use the number of
: failures to put a binomial lower confidence limit on reliability. To show how conserva-
. tive these binomial limits are, we used the minimum and maximum lower reliability esti-
“ mates obtained from Bartholomew's exact method (2000 simulations; n = 10) and com-
" pared thern to the binomial lower confidence estimates. These comparisons are shown in
| Figure 6 for the various number of failures observed. We can see that the binomial lim-
X its are always at or below the minimum calculated using Bartholomew's method. Thus
! by ignoring the failure time information, we are lowering our estimate of reliability.

s'

R

D)

\

L

!

L}

[)

)

A

L)

[}
A

M

RN D CaLn Tt oS '\“'*\."\. "‘\“\’ LR ~ AR R N
o"c“.u' ‘d?’n‘, !.:l'.’t‘._ AN .‘“ ."” » .‘L“‘ ) 02.. V\,. . N IR 1- \ \i& AR AN Y



T w YAl -, WTong" la B e " A Ba Bl "y e R RSy DAL L S A Yk T T

2

-
Pl =
Y4 N

T -
. .
* '}_-"
y I ]

s

_ SN My

2.0~

a "i;‘l }'l

LEGEND

’
R

. 1.6

0.8

- L - , {
AL AN

SR

-

0.4+

Jl_‘iul,

A

R
o
o
c
n
N
(o]
N
o
[
o
W
o
o
.
N
oo
[

5 @5
D

o:'.' Figure 1. Lower 95¢ Confidence Limits on 8. Exact vs Estimates (n = 10).

'1!4. 7.

Y x X x 1
L

R ..
"
A '
(e,

'H

K Mo
v "‘h‘. ". '.h'.'c‘."“ “'0 -'..."‘ 4y JO' 7, Y '!‘.‘0..'}. Al :'! .'O.."‘"O. '




bl Calint it tab anh Gl B Sl 8 o 4"'\"1'!"‘-1

]
b
::»
¥
v 2.0+
| LEGEND
1.5T by o, - L //
1.2+
OL T
0.8 4
0.4
0.0 T T T T 71 T nl
0.0 0.4 0.8 1.2 1.6 2.0 2.4 2.8 3.2 3.6

<D0

Figure 2. Lower 95°¢ Confidence Limits on 8. Exact vs Estimates (n = 20).

B A AR s ]



0.6

0.5+

3 0.4

a0 6.0 0.8 1.6 2.4 3.2 4.0 4.8

Q)

e Figure 3. Reliability Lower 957 Confidence Limits. Exact vs Estimates (n = 10).

v,

AT RERETA IV S SNty - R R N R R R R R, CR L R R L N L SRR TR (R T
e e e T e e e sy D N S e AT AR



a5

e g e - -
Yals

'-

i
- ’I ’ .

TIIIX

;""-"i.

n“:‘:

;!.Q 0.6']

0.5

LEGEND

<S4

0.0 0.6 1.2 1.8 2.4 3.0 3.6

Pl
[ %4

{ Figure 4. Reliability Lower 95¢¢ Confidence Limits. Exact vs Estimates (n = 20).

P LT P PO G A A e R N SR R W S R TE, TR
AT AT AN N G U P N T i N I I N M M AT ALY R PoR N e
,'t- O.Q\ﬂ, 4% 3% 4%, Wy Wy, l."‘.‘t ) A2 1t -.o.. .. s.- Ko ...l. s

AN



bl Sa8 2.8 B A Aoas-i ol all ai e avA aAd AR ian LN Ae- ot dee sie £d Aee iag ang ok haa AR S s A e A A3 S0 A AGn Al Ak i 'uﬁ

h
;
"
I
b2
'\
.'\
e
)
"
)
: LEGEND
? Iy & A
: 0.50 4 D:'Ram_R’kl
" ] x:IRm-Rh«fl'
o 0.45 1 +=lRmd‘R2c+2'
H% o X
0.40
f 1
N S .
0 8 0.5 - +
" ] + O
W 8 +
! S 030 , +
: = : ~ X
i PES %
X Q 4 X
N 3 - +
0.20 -
: '3 ] 0 +
' 2
. 4 X
o % 0.15 a 0
| O X
T O‘IO_j O &]
! 1
; (22
* 0.05 X m
X X X v
" 0.00 I T T | SRS G A T T T T Y T T T T T s 2]
« 0 2 4 6 8 10 12 14 16 18 20
o n
b Figure 5. Maximum Absolute Difference in Reliability Lower Confidence Limits for
b a = .05.
M)
"0
N
"
l
K
'l
- 10
5

AN \ s T, B S e T S T e N ) L A S L LA S AN N A A A Y
. '?:lf’t"“.'a‘:'n'. v-‘,'l’:.'"?t'. -‘:‘a'nfe".l':?l':?a':fn;:',:':?t'- DRy Il *mmm ﬂﬁﬁﬁﬂf&iﬁm




MR WUTW VS EFUN-FE T W --T

5 1.07

0 LEGEND
) 0.8 - o - BINOMIAL
‘ x = EXACT

T

S

Ox X

),, U.U —1‘**--—7 T 4 T~ T Y T T Y v T Y T \ =
;'.: 0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0
$; FAILURES

" Figure 6. Comparison of Binomial with Maximum and Minimal Exact Reliability Lower
K 95%% Confidence Limit.

g

N - "
Al ORI
LCre it Sl nto e Wt et G




IV. UNRESOLVED FINDING

During the simulation it was noted that on occasion we were obtaining estimates of
forac that were greater than 6. Some Bexms were several magnitudes greater than 0,
Then there were a few instances where computer error messages were obtained instead
of an estimate of 8, . .. Looking into the problem we noted these anomalies were occur-
ring when € approached its maximum value.

Take for instance the case whenn =2, ¢=1,606=1,T = 1 and a = .05. \We can
obtain a closed form for P {6, > 016} = a. However, this is not a continuous func-
tion: there are three ranges:

p - 1 _0 b Y .
For0 <0< 5. ¢ =——s— —e 0 4 (22 4+ 1) e/ (6)
| = 1-e3/g ( 0 )
~ 90 4 9 o
For[5 <6< 1), a=— {206 o264 (2052 ) oips (%)
1-e/9 4
| , [
Forll < <2 n=—="o— e e (R)
1-¢2g

The discontinuities at 0 . 1 and 2 can easily be seen by looking at the maximum
and minimum values that # can take on. Recall that

h=2 (9]
¢
Nt+n-oT
_i=l
= -
Let ¢ be a very small time, T = 1. and n = 2. Then for one failure (¢ = 1) near T,

0 =1{T-¢)+(n 1)T]/1 =2 ¢ is the maximum value that § can assume. Por tw.,
failures near T.

0= (t, + ts)/2 (10)
= 2T - ¢)/2

=1-c.

Assume one failure occurs near time 0, § = [(0 + ¢) + Tl/l =1+ ¢ for two failures
near 0. f = (0 + 2¢)/2 =0+ ¢. The maximum value of 8is 2 - ¢. This indicates that
the fatlure occurred only ¢ time hefore the censoring time T.

To <tudy the problem. we sclected 8 = 1.95 and started at fl)emr, = 0.2 and ~ohved
for o. Then 0,.,., was increased by increments of & = .2 until 6, reached 2,00 the
theoretical maximum. The largest a obtained while solving for a at each increment was
less than 0.03 (See Figure 7). To get an a= 0.05 for = 1.85. it was determined tha
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Figure 7. Alpha Level versus §; (0 = 1.95).
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0. .. Would have to be greater than 500. This means that 0, acy sOlved in the equation
would be much larger than the set value. Similarly, when n = 3, 4, and 5 there were o
RN few cases where 6,.,., > 6. This phenomena did not occur vwhen n = 6. 7. & 9, 10. 1)

and 20. At a = 0.10. this also occurred for n = 2 thru 7. Similarly we selected 0 =
) 1.9% and solved for a. The largest a obtained was less than 0.015 (See Figure ®). Yet
we have not been able to explain this anomaly.
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Figure 8. Alpha Level versus @L (6 = 1.98).
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