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Our study has,'shown that Using X't2c + 2 to estimate~ rand R for small sample sizes,
produces estim 4 s that are too conservative when compared to Bartholomew's exact
method. If X ~is used to estimate O01and ,foptimistic estimates W:ill be obtained.

Bettr etimte, ca beobtained for salmpesizes by usinji y(~ .J.1 Therefore, for
Bette 2maiIf i

small sample sizes, we recommend using x~2 in stead of X 0c + r x)2C + I c+ c

During our 'S tudy, much to our surprise, wefound that the lower confidence limits
could not be computed for all realistic values ofJO in Bartholomew's exact method. This
occurred when lapproached its maximum theoretical value for very small sample sizes.
An explanation for this has not yet been determined by the authors..
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1. INTRODUCTION

The problem of estimating reliability using censored data and determining a l(,q,,.
confidence limit on reliability is discussed in this paper. Censoring occur, when te,,lig
is terminated before all items have failed. There are two basic methods ,f (en,,,r1i)(:
(1) Type I censoring, where testing is terminated at some predetermined time: and (21
Type II censoring, where testing is terminated after a preassigned number of failures.
When failures occur, either an item is replaced or it is not replaced. For this paper, we
are interested in Type I censoring without replacement for small sample sizes (less than
25) with one or more failures. Suppose we have n items on test until time T (cen.,ored
time). Each itni is tested until it rails or the c failures occur at times. ti.t2 .
where ti < ti + I < T.

One could simply ignore the failure times and just consider that c failures occurred
out of n item. then use the binomial distribution to put a lower confidence limit (I.c.I.)
on reliability. However, too much information is ignored and the confidence bound is
very conservative.

P"

A better approach would be to utilize both number of failures and failure times. If
the failure times (ti) are assumed to be exponentially distributed, the probability deirei

*t t

function (!)df) for t is f(t)= e and the reliability is R(t) = e, t > 0. 0 > 0.

.-" In n 1960 paper. Epstein 1 gave estimation procedures for both point and confidence limit
estimates for 0. For Type I censoring without replacement of the failed items, the
exponential parameter 0 can be estimated by" its maximum likelihood estimate(,il..).
which is

0 = A/c (1)

where

A ti + (n - c) T = Total amount of test time
i. i

Sti  sum of the failure times for the c items that failed

n = total number of itnb on test

c = total number of failures

T cen,,red time

(This i , biased estimate: E(0) 1/c [ _ E(ti) + (n - c) Tj
1=!

= 1/c +cO+(n c)T=0+ (n )
(.

41 [.t BR" jarm 'L 1 nat wji frcnm Ife T,-t Fat a' Technomel ricr. Vol 2 No 4 Nov 1966
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Then the lower 100 (1 - o ) percent confidence interval for 0 is estimated )y

0 2 = 2A/ '2 + 2(a) (2)

where X2 + 2() is the upper k percentage point of a ) 2 distribution with 2(" + 2
degrees of freedom. Therefore, the lower limit on reliability using this I.c.I. for 0 would(

be R2 c + 2(t) = e Epstein's approximate procedure is the most commonly used

and is cited in text books such as Bazovsky2 ; Mann, Shafer, and Singpurwalla: Ihaihn
and Shapiro 4; and others.

In lieu of the many approximations that exist for the l.c.l. of 0, the exact distribu-
tion of 0 can be found. This exact distribution of 0 was derived by D.J. Bartholomew
for small sample sizes where at least one failure occurs, i.e.. c > 0.

Bartholonew's exact method of calculating the l.c.l.. 0exact" for ttl, ext)(,nXilal
parameter. 0. is the solution to

Pr (0o > V ( N I c I (- 0' B
- e- nT/, C

w'here
" T Ck o N2

B exp (n -- c + i) d

c <. >

bexit c

The synbol <-> means that the expression is to be taken as zero
if the contents are negative. Subscripts on 0's indicate l.c.l. (except
for 00) and subscripts on \ indicate degrees of freedom.

-' a c ky. Igor - F -'iIlirv T he, r and Pra -v i i rent ice-Hall, lnc 1961

% .3 ~~Mannr N R Schaft-r. R E and i ingpurm alla 1) 'Met hcd6 for St at i?t ical .1,nalvF iq of Reliabilit v anrd Life Dat a

.iahr and hapirrc - tar - oc l ",, l n ''&15g iN V 'il~v 1967

uart holomew D . "The earnphng Dtr riur ,on f a ri Et mate Ariwing in Lire Tet itng" Tec hnonet n ' , u- ,
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This equ at loll is a we1it ed sur ns of X 2, integrals. This is quite cumbersome withloir
the aid of a comnpiifer. especially when n > 2. It is obvious that even for a sample size
of two. Kiri htdminw exact met hod is quite complicated. Coniplicat buS,- and
comiplexitf, litiriulti t heory leads, in most cases, to the use of a-v rupt olic

argumntrl f *r i if. ;-, il" lit parameters. However, because we are only interested iM
small sam pl-~.:i. nit -oi rsi ts are not applicable. 'Therefore, we decided to c~omipare

B~art insisl\ - ~:tret 1i d %%ithI Epstein's met hod and variations of Epstein's nieth110(

[1. SIMIULATION

A ,initilallion sturdy of thle exponential distribution was performed with 0i9 andl
Tt 1. We first chose o = 0.05 and then chose a = 0.10 while letting the samiple
size. n. range from 2 to 20. For each sample size, 2000 simulations were run.

IUnifurit rjnri sin tlilr'. Nkc ii erl to generate random exponenill1\ i11tikut( 1
ime,, Afte r ca cc expc n en Ii :l timie was genierat ed it was compa red to TI If il

A ~~exponenftiali ie was less thIian T = 1. t hen it was considered to( be a1 fail iirs e Ir ii

at ti. After n of these times, were generated with c failures, A and 9 were c'alciLitcul.
Lower con fi 3en 'i-I miilts for 9 were thien calculated using Bart holon)T\h'\- tX :1 1 tn t ih~

0..t and using Epstein's method with modifications in the degrees of freedoml lor
The, -Ubscript on 9 indicates the degrees of freedom for \2. hslwrcniec int

0-+ 2' 02c + 1' and Oq, were calculated.

The low, er limit on reliability wvas calculated using the computed lower ('onfilence

limit for 0 in the following equation

T

RL(T) = e OL()

where

T (Coiorecl] time

OL Computed lower confidence limit.

1ll. I)Is CUSSION OF RESULTS

For thocse, simulat ions where o =.05, we would expect 9Lto exceed 0 olv1 '7) (of
thle time. i.e.. 1 (01 > 9).= .05. Since there were 2000 cases for each samiple size. Me

* . would ex 1tI0() of ouir 9L tit exs 9== 1. Table 1 shows the number excc(cliln; 1.

O Cne ve-etvI- rL1 Y 0 9 old 9b 5ral p ror criisorsalv o if T -- 60 houri 9 300, the- OL -19 .339(11 1 f 'F rd
tv div. brg v % I arid 0 0 t b hrit 9 I i6 which 1! 18 11901 + 0 Tbu5 we cbo~e to keel T i

X iml and rnuip 1 ii
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TABLE 1. Simulation Study with a = 0.05
Observed Cases where 0 L > 0

Expected Number = 100

n OeIt Oe 0c+ 1 02 +
2 76 0 0 0
3 95 0 0 0
4 87 261 6 0
5 102 123 118 13
6 87 162 57 47
7 104 136 108 35
8 105 156 80 69
9 111 155 110 37

10 98 134 82 5-1
15 0S 121 88 63
20 $9 1106 83 163 1

The results obtained for n 4. 5. 6. 7. 8, 9, 10. 15 and 20 for the 0 exay are typieal
of what one expects. However. we see that for n = 2, the exact is conservative. BI
conservative we mean that the lower limit tends to be too low, since in less than 5"( of
the simulated runs. 9exact > 0 but 0,, 0 2, + I, and 0 2c + 2 are extremes, i.e.. for n = 2
and 3 there are no 0 L greater than 0 1. We can see that 2c + 2 is very (c.,iirvat i\ c.

with 0, + I being better. For 0,,, we get more than 100 lower limits exceeding the true
value, except for n = 2 and 3.

Similarly. simulations vere run with o = .10. Hlere we would expect 200 ca,s of
the 0L to exceed 0. Table 2 gives the actual number of cases for each sarnpl, iz,.
Again we see that 02¢ overestimates the number of lower confidence limits of o4, wich
exceeds the true value of 0 which equals 1 for sample sizes except n = 2. 0,2+ is ery

consorvative and 02 .+, is lesps conservative (except for n = 2 and 3).

Another observation made from the simulations for computed values of 0 was that
for each value of 0. the lower limit on 0 tended to follow the pattern;

02 + 2 < 02c + I < bexact < b2c (5)

Examples of this can be observed for n = 10 and 20 by examining Figures 1 and 2.
This indicates igain that 0." + 2 and 0,, + are conservative, i.e., they' underestinmte[.
On the other hand. 0.% overestimates 0L slightly.

The ()L's were used to establish a lower limit on reliability, IL. at time T. Selected
values of 0 were plotted against the RL'S for the four methods under study. The plolts
appear in Figuros 3 and 4 for n = 10 and n = 20, respectively. We can se(v that fnr
s11all values of 0. the four methods give approximately the same lower liniit oii

4



TABLE 2. Simulation Study with (t 0.10
Observed Cases where OL > 0

Expected Number = 200

n t xt 0" 0"'2+1 0",.+"

2 17.1 0 0 0
3 190 27-1 0 0
4 181 252 193 2
5 192 280 126 114
6 180 263 180 67
7 188 258 152 123
8 201 279 198 110
9 193 25-1 163 130

10 183 225 171 112
15 1 101 232 167 125
20 170 203 158 117

reliabilitv. For larger values of 0. we can see that IR2, lies above e everywhere, with
1I), + I an d '2, + 2 lying generally below W. We also can see that 1,,, + is mumh
closer to Rxact than the other two. especially for n = 20.

For each sample size, the maximum absolute difference in lower reliability estimlates
were computed, i.e., I Rexat - 2c Iexact - R2c + II and R ,,act - li2c + 2 1. These
differences are plotted versus sample size in Figure 5. We can see that the differences
were larger for small sample sizes (n = 2 and n = 5) and generally R2c + 2 differed the
most from the Rexact" As the sample size got larger (n = 10, 15 and 20). all the reliabil-
ity estimates converged i.e., the differences converged to zero.

Earlier in the report it was mentioned that one alternative to this confidence limit
estimate problem wsould be to ignore the failure times and simply use the number of
failures to put a binomial lower confidence limit on reliability. To show how conserva-
tive the.e binomiial limits are, we u,',,d the minimum and maximum lower reliability eli-
mates obt:iined from Bartholomew's exact method (2000 simulations; n = 10) and wmi-
pared them to the binomial lower confidence estimates. These comparisons are shown in
Figure 6 for the various number of failures observed. We can see that the binomial lim-
its are always at or below the minimum calculated using Bartholomew's method. Tlus
by ignoring the failure time information, we are lowering our estimate of reliability.
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IV. UNRESOLVED FINDING

During the simulation it was noted that on occasion we were obtaining estimate,, (of
0 exact that were greater than 0. Some 0exact's were several magnitudes greater tlami 0.
Then there were a fe%% instances where computer error messages were obtained in'l:i
of an estimate of 0.L..,. Iooking into the problem we noted these anomalies were (ocur-
ring when 0 approached its maximum value.

Take for instance the case when n = 2, c = 1, 0 =-- 1, T = I and a = .0"7. We can
obtain a closed form for P {00 > 010} = a. However, this is not a continuou, fin.c-
tion: there are three ranges:

For [0 < < 1 ., + +(2-+ 1) ()-- 1 - e2/0 9

For[.)<O< I1 o 2e 1/ _e-2/ + 20+ 1 e 2/7Fore[5 < L< 9 1) =(7J
F.1 '/ 1e-0/0e /

For f < 0 < 21. = . (8)e-1 - /e 1 /e

The. discontinuities at 0 1 l and 2 can easily be seen by looking at the maximIum
and mtninium valtes that 0 can take on. Recall that

0= A Il

C
\ t i + (n - c) T
i=l

c

Let ( be a very small time, T = 1. and n = 2. Then for one failure (c = I) near T.
0 = [(T - () + (n I )T[/1 = 2 C is the maximum value that 0 can assuni. l'r tkk,,
failures near T,

0 = (t, + t)/2 (I)

- 2(T 0)/2

r-- 1 (.

Assiine one failure occurs near time 0, = [(0 + () + T[/I = I + (: for t w() failur,,
near 0. = [(0 + 20 /2 = 0 + (. The maximum value of 0 is 2 - f. Th. inli'ale, that
the failure occurred onily time b~efore the censoring time T.

To 'I uidl the prolem. w% e s( lected 1 !.95 and started at 0.2 aid

for o. Then 0,,,,,-, was inc'reased bV increntents of .1 = .2 until 0, reache, 2 0. Ili,

the(retical maximurn. The largest n obtained while moving for n at each inicruit,,. \:I-
less than 0.03 (Se, Figure 7). T,, get an o= 0.05 for 0= I.*5. it was, dtermn, wh ili:,t

12
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bexact w~ould have to be greater than 500. This means that bexact solved in I lie- eqti;~ilion
would he much larger than the set value. Similarly, when n = .3, .1, and 5 t here wro n
few cases where O~x, ~> 0. This phenomena did not occur w~hen n = 6. 7. 8, 9), 10. 15
and 20. At a = 0.10. this also occurred for n = 2 thru 7. Similarly. we selected 0
1.98S and solved ftur (k. The largest a obtained was less than 0.015 (See Figure 8). Yet
wve hzive no-t been able to exllailn thl, anomaly.
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NOMENCLATURE
I,,,J

.].e, - maximum likelihood e.stinate

l.. - lower confidence limit

0 exponential parameter

0 m..e. estimate on 0

L  - l.c.l on 0

- L.e.l, on 0 using Bartholomew's exact method

0, I c.l. oil 0 li ng Epstein's method - subscript indicates d.f. for \,

S0"...l on 0 using Epstein's method (modified) - subscript indlicf,, ,1.f. f,,[ \r:

,. c. on 0 using pstein's method (modified) - subscript indicatc.- d.f. f,r \2

L) computed t.c.l. on reliablity using Ot

- I.c.l. on reliability using 0,xact

I?..- I.c.!. on reli:bility using O

t , ± l.c.l, on relial)ility using , +

P, + 2 - .c.1. on reliability using 0,, + 2
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