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. 1. INTRODUCTION: [
I’ :‘g‘q v"‘
! o
o The research objective of this project is to develop a system zo as- EES.
:: sist a photointerpreter to understand, interpret, and report the contents of Ry,
. a (digitized) photograph more rapidly and more consistently. and to reduce
: s
g‘ the degree of personnel expertise necessary. E;_ >
K The research reported here was begun during the 1984-85 academic hjcﬁg
. RS
) year under the direction of Professor Herbert Freeman. The two compleced ﬁggj:
subprojects are summarized below and the complete reports are included in ki’.
. the attachments. Professors J. Modestino and G. Nagy took over in the Fall &F{:
L8 'y
s 1985 and developed the detailed plans reported in Section IV. :::w'::\‘:
ﬂ_ ""\ i)
¢ The ancillary objective of che grant is to incrpase the number of ggﬁﬁi
qualified personnel in the general area of artificial intelligence. The ::
fﬁ three major ways in which we seek to accomplish this, as described in Volume :f;i i
5 I of the Annual Report, are: NN
A NN
; G
il ! ‘}
1. Improve and coordinate the Al-related courses at RPI and develop ngm
£ a comprehensive graduate-level curriculum in Knowledge ;{5%3
& Engineering. éh*:’k
) _‘.,."\'J'~
; EIN Y
: o

2. Extend faculty opportunities for Al-related research.

LS

, ')

A 3. Improve communications among Al researchers, including graduace AR
' (SRS
~ students. We have alrecdy held a number of meetings bringing ‘liﬁi
‘\.‘ AU T
> together faculty who were previously unaware of common NN,
¥ interests. We are now institutionalizing the interaction and ;!
‘) are - extending it to nearby organizations outside cthe RPI :¢::J

& NN

: umbrella. AR
W e
N ' :‘,\ Wl
- This report 1is organized as follows: Section II is a summary of a o

o S LA
o transform-based invariant feature extraction method for objects in digital AN
5 . . . . NI
«$ images. Section III is a summary of the development of a simple inference ;23:
V -.'-Q ..l
s engine for image interpretation. Section IV is an outline of the work cur- {:;:;
el rently underway, which will form the bulk of our activities in 1986.

>,

fl
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II. TRANSFORMATION INVARIANT ATTRIBUTES FOR DIGITIZED OBJECT CUTLINES.

R PR |

Two methods for automatic recognition of objects based osn ==e!

e

closed chain-code boundary description were investigated. Granlund 5 anc

Zahn and Roskies {13] both derived expressions for Fourier descriptors cF
closed boundary objects which are invariant under scale, rotation ard
translation. Persoon and Fu [ll1] reported good results using Fourier
descriptors to perform character recognition and machine parts recognition

Wallace and Wintz [12] obtained good results using Fourier descriptors :c

recognize three dimensional views of aircraft boundaries. A differen-=
method for computing a scale-, rotation-, and translation-invariant descrig-
tion of an object boundary 1is given by Hu [7}.

11962]

This method is based or
invariant moments. ale derives moments invariant under an affine
transformation [3] (i.e., they are invariant to translation, scale, and
"stretching"” and "squeezing" along the horizontal axis, but are not in-
variant under rotation). Dudani, et al.[4] reported good results in
automatic identification of aircraft using the invariant moments of Hu.
Other approaches are described in [9], [12].

To test the invariance of both the Fourier descriptors and moment

invariants, the capability to both rotate and scale a digitized object was
programmed. To facilitate this process, several small command processing
language programs were written.

The 1invariant attributes for 6 different scales and oriencations of

two objects’ outlines were compared. The Fourier descriptors seem to be

more sensitive to scale and orientation than do the invariant moments. The

higher-order moments were alsc inconsistent.

A fuzzy isodata clustering analysis [2] of the invariant attributes
for 20 aircraft outlines was performed (in LISP) on the Fourier and moment
descriptors. The full 16 member attributes vector gave the best clustering

of the test patterns. Neither the area, perimeter or Fourier descriptor at-
tributes are capable of detecting the "delta" wing aircraft typified bv the
F-16XL (8], whereas the moments do seem able to group them together. The
details are provided in [10].

A fuzzy clustering analysis of 4 basic shapes (rectangles, squares,

triangles, and circles) was also performed. With this method, it was hoped

to enable statements such as "this closed boundary is 0.3 like a rectangle

t
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and 0.6 like a triangle", which falls very naturally from the fuzzv clus:zer-

ing approach. Unfortunately, the method was not even able to discing.isn
squares from circles. It was determined that the prodlem is wizh :he
original invariant moments and Fourier data. This data is not similar for
similarly shaped objects.

The invariant moments and Fourier descriptors for several "blon”
shapes were also analyzed. A successively larger amount of noise was added
to the outlines of 2 different blob shapes. The analysis shows that the in-
variant moments are, on average, more susceptible to noise than are :zhe
Fourier descriptors. In addition, slight systematic variations in the ou:z-
lines of the 2 original blobs were made to see how the invariant moments ard
Fourier descriptors reacted to them. The Fourier descriptors were again
less sensitive to the systematic noise.

In summary, both the invariant moments and Fourier descriptors seem
to be invariant under scale and rotation changes for simple objects such as
the rectangle. For more complex shapes, the first 3 invariant moments seem
to be more stable than the Fourier descriptors. . The best clustering of the
aircraft is obtained using all 16 of the attributes. Clustering of the
basic shapes did not work due to the inconsistency of the Fourier descriptor
and invariant moment data. The blob analysis showed that the Fourier
descriptors wused here are less sensitive to both random and systematic
noise.

The fuzzy clustering analysis of the attribute data is a good way to
make decisions about an object’s shape without having to consider the actual
raw data values themselves. This is particularly true with an expert svstem
where one wishes to write rules which are easy to interpret and maintain.
Neither the invariant moments nor the Fourier descriptors used here seem o
be the ideal raw data values on which to base the decision about shape.
Along with such measures as area and perimeter they do provide some help as
shown by the fuzzy clustering of the aircraft outlines presented in
Attachment B.
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IZI. DESIGN OF AN INFERENCE ENGINE FOR AN IMAGE INTERPRETATION ZXPE2T ".;'.,':'.:\3.}'
SYSTEM e
_ A combination of backward-chaining and forward-chaining strateg:y has :-—“:":}
" been implemented. Two kinds of rules are introduced: IF rules are used for i:_':\j
\ backward-chaining and WHEN rules are used for forward-chaining. Primizive o \‘»}"
certainty factors are associated with each fact. The truth value of false Al
is indicated by -1, true by +1 and O indicates not known. i"v*:*
To introduce more flexibility into the environment, provision has ::.;*.'f
been made to attach VERBS and PREDICATES to antecedent and consequent \r:::- :
clauses of each rule. The VERBS are used to take some action on the conse- :‘.\
quent clauses and PREDICATES control the manner in which the antecedent .'"-: v
clauses are satisfied. ::“.‘:ti
The VERBs implemented are: :EEEEE-\.
1. WRITE: <to insert a fact into the list of facts, " $
2. CLEAR: to delete a fact from the facts list, -".P*',‘"
3. DISPLAY: to show a fact with all its attributes to the user. S"Ehz*
4.  ASK-Y: to ask the user a question and assign a true certainty factor, :'::::"'-
if the reply is yes. r‘:?:- :
The PREDICATEs implemented are: V_J.W
l. 1S-TRUE: to check whether the certainty factor associated with a fac: :‘:s:
is +1, R
2. IS-FALSE: to check whether the certainty factor associated with a fact tﬁh
is -1, and o
3. ASK-Y: to ask the user whether the fact is true. ::"::-r.,
A rudimentary explanation of the conclusion has been incorporated. :‘{Z:E )
This involves listing and displaying all the rules wused to derive a ::j'sj\
conclusion. This provides some glimpse of a train of thought. A record is 'M.\
also kept of the usage of each rule. This may be used to assist some meta- 'ﬁ
rules in the fucture. :*3‘\:
A BEHAVIOR switch 1is provided with the backward-chaining inter- ;-3'.: N
| preter, which can be toggled by the wuser. This causes the system to M.
:_";: alternate from behavior Bl to behavior B2. Behavior Bl is the default, ::.:\:-
E: where if a needed fact is not known, the system will first cry to prove it ::i:fz
E:-_S and if that is not feasible, it will ask the user. Bl has the advantage of CQE:E:
“_? minimizing the amount of questions asked to the user, but it also treats the \‘;'\
v NN
:ii ¥
> 472 Re
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user at the lowest level of input data. In the automatic image interpre:a-
tion expert system, this could directly be translated into a reques: Ior
specific data from the image processor. Behavior B2 also checks whether the
needed fact 1is known, but if that is not the case. it will ask the user
directly. If the user does not know the answer, then the system will :zrv o
infer it wusing the rules. B2 involves the user at higher levels of dif-
ficuley, but it also asks too many questions and it may not be useful for an
automatic system. However, it serves as a debugging aid for the rulebase.

The syntax adopted for the rules is given below:

<RULE>--> ( <RULE-ID> <CODE> )

<RULE-ID> --> unique-id

<CODE> --> <RULE-TYPE> <PREMISES> <CONSEQUENTS>

<RULE-TYPE> --> (IF/ (WHEN))

<PREMISES> --> <CONDITION> <PLREMISES-REST>

<PREMISES-REST> --> ( <CONDITION> <PREMISE-REST>)

<CONDITION> --> ( <PREDICATE. fact) )

<PREDICATE> --> IS-TRUE / 1S-FALSE / ASK-Y

<CONSEQUENTS> --> ( <ACTION> <CONSEQUENTS-REST>)

<CONSEQUENTS-REST> --> ( <ACTION> <CONSEQUENTS-REST> / )

<ACTION> --> (( <VERB> fact) <CF> )

<VERB> --> WRITE / CLEAR / DISPLAY / ASK-Y

<CF> -->+1 /-1 /0

The general form expected for a fact is an object-attribute-value
tuple. However, this is not very rigid and facts can also be represented in
other ways. A label indexes facts in the fact base. The object-atcribute-
value tuple, the certainty of the fact and an indicator showing the origin
of the fact (the image processor, the user or the inference engine itself)
for explanation purposes are tagged as the property lists of the label.

The LISP functions that carry out the above-mentioned functions are
given in Attachment A.

By introducing greater flexibility in certainty factors with a de-
pendence parameter D, it is possible to take into account the differing
statistical dependencies amongst the evidences. But it may be difficult for
the expert quantitatively to assess the statistical dependencies, as such
assessment is no longer intuitive. It is easy to implement though but ics

adequacy to take care of both the necessity and sufficiency conditions may
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require versions of che same rule but with different dependence paramecers
and certainty factors.

The subjective Bayesian method is the easiest <o implement
However, it requires expertise ¢to assign values to the sufficiencr arnc
necessity factors in a way that reflects the true association. This is com-
plicated by the fact cthat multiple evidences may point <o the sare
hyvpothesis. If new premises have to be added to an existing rule., the suf-
ficiency and necessity factors may need to be appropriately modified. [:
was found that judging the relevance of different evidences to the conclu-
sion requires a considerable amount of ctrial-and-error attempts. One
distinct advantage of this method is that it is impervious to the order in
which the probabilities of the evidences change. Besides. there are the as-
sumptions that the hypotheses should be mutually exclusive and exhaustive,
and all evidences should be conditionally independent under each hypothesis.

The Dempster’s rule formulation is commutative and associative and
thus the order in which inferences are drawn is not critical. The probabil-
icy range (0, 0) corresponds to no knowledge at all and will result from any
attempt to apply an inapplicable rule. Even if such a rule is applied, it
has no effect on the eventual conclusions. Also, (a, 0) + (¢, 0) = (a + ¢ -

ac, 0). The probability ranges (a, 0) and (¢, 0) indicate no disbelief in
the corresponding rules; in this case, the probabilities combine in the
usual fashion. It is opossible to use this for dynamically changing

evidences because the inverse of the combination can be applied. This
enables us to retract the conclusion of an earlier inference without in-
fluencing conclusions drawn by other means. However. £o reduce computational
time complexity, the evidences are required to be independent and :he
hypotheses mutually exclusive. Also the normalization process may lead to
incorrect results.

In conclusion, the uncertainty associated with some types of
evidence or facts is complex and it is unlikely that a single, uniform rep-
resentation will ever be sufficient to model ict. The necessity and
possibility theory, proposed by Zadeh [33], extends the Dempster-Shafer con-
cept to handle the case when the evidence is a fuzzy set. In this approach,
the normalization is not required and thus may prove valuable. It may be

worthwhile to try it as an alternative for this expert sysctem.
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As a comparison between backward-chaining and forward-.chaining g B
2

b,

strategies, it has not yet been ascertained which approach is more suizab
for cthis project. If there is no division of rules, a forward-chairing ap- ‘.a’l.u.:
proach brings out the dominant features in the evidence, whereas a backwarc- ,'\3 ?ﬁ\
chaining approach may be becter suited to answer ¢the user’'s specific '.»
queries. A combination of both approaches is implemented, but a more clear- BN
cut strategy may be desirable. It may perhaps be forward-chaining in the NS
preliminary stages, thresholding the probability estimates, and then -‘JQ.P‘- e
backward-chaining on a separate set of rules more pertinent to the user’'s A 'C.l":
interest. If the rules incorporate variables, the matching procedure be- My ‘::‘\":
tween the facts and either the consequent or the antecedent clauses need o '\*‘v.

have a unification algorithm. A
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1. CURRENT PLANS:

To reach our primary objective of automated photointerprezation. we

e
'.-'.:"P‘" >

have decided that it would be most effective to establish a number of inter- E":*\f
mediate goals which can be pursued simultaneously. Broadly speaking. these f v :ﬁ
sub-goals can be divided into research on fundamental problems which mus:t >e i
solved to achieve success in automating photointerpretation tasks (tasks 1 - N (et
4 Dbelow), and the development and adaptation of mathematical and sof:ware Ef:itgst
tools to build a demonstration system (tasks 5 and 6). At cthis time., the :$~l*¢‘:
various tasks are deliberately formulaced independently of each other in or- 5E:$§9
der to allow separate groups to make progress without interdependence and . :}:Hggﬂ
draw on the current skills of the participants even as new skills are ::::i:vl
acquired. These diverse endeavors will be gradually integrated by the ::::::“:
principal investigators to (emonstrate both significant research contribu- ;E:f&i
tions and a prototype photointerpretation system. ¢\T$$_
AR,
The major research tasks are the following: E,Ei;::.‘
N
L. Probabiliscic model of images based on neighborhood-induced ran- o e
dom fields. Random fields are the two-dimensional equivalents of g&: 4&{
Markov  chains. Their potential usefulness in digital image Q&ﬁnz:
registration and filtering arises from cthe fact that they allow a N N
precise mathematical characterization. with a relatively small num- .
ber of parameters, of the objects under consideration. This ailows hﬁ:,z
the application of formal techniques to analvze =he performance of }E;E;E
competing classes of algorithms. Our objectives here are to extract a};;i*
the relevant image parameters from real images and to compare the
predicted performance of image-processing algorithms on the model g;;::}
with the experimentally-observed performance on the images. Various S;j%,\
E sets of model parameters would be part of the knowledge base of an 'tE}?@hl
F expert system and would allow the selection of the most appropriate S ;
E algorithm according to the statistics of <the images under ;ﬁﬁaﬁif
: consideration. :;:%:::
: R
d 2. Model for ctopographic terrain features. Peaks, ridges and val- Hi it
g leys are considered significant terrain features, but most current c}gia‘
t= N
ﬁ - 480 ;itggjl
) .'f-.’.
o s R T R I
SRR :
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4 ic = T ing. A large amount of research has seen :qhiks
accomplished in recent vears dealing with what might be callec AV,
; numerical image processing. Here, individual pixels are represenze: o o 4
¢ . Ay
X by real-(or integer-) valued numbers and che images are operatec y ﬁ%ﬁ
. . . L AINOS
X upon by signal processing techniques suitably adapted to two ‘anc ~ azgﬁ
sometimes higher) dimensions. Typical numerical signal processing Pl

3 techniques include: image enhancement and restoration, edge dectec-

°

'

&
-
[d

tion and contour extraction, texture classification anc

discrimination, etc. More recently, a body of techniques is being

DL
X )
'k.‘

developed which might properly be called gymbolic image processing 8 s..hf
in distinction to the now classical pumerical image processing F\“:!%
techniques. In this case the image is no longer represented at che ;Ekﬁ{g
; pixel level but at a higher level in terms of symbolic construccs. e&&i\ﬂ
The symbolic representation generally requires less storage and/or ;;figi
transmission and is typically in a form more useful to subsequent \1r!'
2 image exploitation tasks. However, the distinction between these :25;5;
i two types of image processing is somewhat cloudy since often pumeri- :::j:::
b cal techniques are used to obtain the symbolic representation of an é?:iﬂ,:
image. The purpose of this task is to investigate the use of Al '._Qv

G
U ;, .’

techniques in symbolic image processing within the context of image

exploitacion applications. More specifically, we intend to explore

I
e
ol X

' symbolic representation and processing techniques useful in experc:

5%
YN
A
-

‘ systems for image exploitation. ®
? m-w
: AR
) The principal development tasks are: ﬁSﬁ%ﬁ:‘
: o
O
2. Relaciopnal dacabase system for images. Database systems for °
images have traditionally been customized, "home-grown" systems with :"“ht
‘.
i' restricted application to selected image formats. Current database > e
f

technology offers, however, significant advantages for photoin-

5%

215
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terpretation, including high-level data modeling, file integracion,

: L
B . w o -
3 individual user views, query optimization, independence of physical AN
-- . -\. .i
" . . P . . A
. and logical data organization, information hiding, multiple-user in- e
e AL
4 teractive access, and many design and application tools. In t=his :“ﬁﬁi
’ .f'\ » N al
' task, we will be attempting to demonstrate the feasibilicty of common Mnelhe
2 image-processing operations in the access language (QUEL) of a q}_ GRS
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general-purpose database system (Ingres). further. we allow the
user to view images as gontinuous entities in both extent and
intensicy. In essence, we are developing for image-processing a

concept analogous ¢to floating-point arithmetic. Current work cen-
ters on automatic query translation and optimization wusing a
problem-specific knowledge Dbase. The development of a high-level
photointerpretation-oriented application language and of low-level
image store organization for a general-purpose relational DBMS is
expected to pay dividends both in accelerated research and construc-

tion of the demonstration system.

- ntation a i i ze i . In many
images., only certain segmentation patterns are admissible, and
results may be improved by restricting the search to these patterms.
Horizontal and vertical segmentaton boundaries predominate., for in-
stance, in modern city-scapes, factory floors, technical document
layouts, and integrated circuit design. In aerial photographs, the
constraints are more complex. Initially we are concentrating on en-
vironments where the boundaries of the objects of interest may be
found by the consecutive application of a sequence of one-
dimensional filters and detectors directed by an expert system wich
gradually-improving knowledge of the segmentation rules. In che
second phase c¢f the project, another expert system, with more
detailed knowledge about the relative positions of the different
types of objects, directs the labeling process. Eventually, we ex-
pect to combine the two phases allowing image segmentation to be
corrected by feedback from the labeling process. The labeling
process may be envisioned as a tree-search, with heuristics based on
the layout rules. The initial demonstration system will run in an
interactive mode, with a human Pl-expert monitoring, questioning,
and correcting cthe labeling subsystem. Among questions currently
under study are the choice of <the development system (we are
strongly prejudiced towards commercially-available expert systems)
and the precise formalism for introducing PI expertise in the

knowledge base.

VAL LT,
}i Shﬁhﬁ;;5
e ks

-

A

.’. -,
-"!

A~

o
5{'
e

xx

<>
S5

o ot B o
%
<

%

¥

Ut |
Ay
]
9
5

i‘ ” -.’ -
Il?ié
P
Vus

™
)

“x
T
5

i
A
P Vs

Y

c}
»

ﬁ}
oy G Y By

LY

o

YN Y

i
’0 ]
-4, A4 ¢
S
¥

:«.:«.’-.-.
'ﬁ'
ALl L LD

"
h

AT
I. '- A ‘.I..‘-
"ot '.\'-".‘
N Oy
A Ny
NN N
N
n".n'u'r‘g
e



Partd] Du NS eak] KL n YA Sh Sa B
o p EAA S - ] ¢ .
.ro.suo._ YA PN o ..Jx....?&..ﬁ..,. e NS ..,N‘.m ok,
> s..\ﬂf\;sfhr v ...W , .ﬁ% : . 4 ALY e
¥ SIS .-.ﬁv o R Ay B AL R
- - ~‘5~|N|\.H-Nn . l\l“t*-ﬂnn %> Ju - G-.-.-\ pTaltes .\n bk .-.- Tate .!\\s - —'h \.,.-f\-n-;--f\' . _ h -.. ‘%

Bhaskar

[Ta)
o .S A
=1

Attachment A
S.
>

Expert System
IPL-TR-067
February 1985
by

for an Image Interpretation
P.
W

Design of an Inference Engine




ABSTRACT

This report describes the development of an inference
engine for an image interpretation expert system. The
inference engine has the capability to prove or disprove
hypotheses by chaining backwards through a sequence of rules
or to arrive at a conclusion from a set of observed facts.
Three metnoas for estimating the validity of the conclusion
drawn from inexact data and uncertain rules are described.
The design of the inference engine was specifically directed
toward possible use in an image interpretation expert

system.
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1. INTRODUCTION

One of the recent achievements in the field cf

artificial intelligence is the development of expert
systems. An expert system 1is a computer system that
attains high levels of performance in areas requiring
special education and training ot in specialized,
professional domains. The study of expert systems is
concerneda witn methoas and techniques for constructing
man-machine systems with specialized problem-solving
expertise. Expertise consists of knowledge about a
particular domain, understanding of domain problems and
skill at solving some of these problenms. Expert systems
lay special emphasis on the knowledge that underlies human
expertise in a particular domain and not on
domain-inaepencent problem-solving or formal reasoning
methoas. The knowledge-based expert systems are thus a
class of computer programs that use a collection of facts,

"rules of thumb® of the human experts and other knowledge

about a limitea field to help make inferences within this

; field. Amassing and managing a large amount of knowledge

E rather than sophisticated reasoning techniques is

ﬁ responsible for most of the power of the system. NN
- L S
hy Expert systems generally have several distinguishing 3523
X , _ NN
) features, which include symbolic representation, symbolic RN
> ®
5 inference and heuristic search. They are similar to Eﬁﬁi
’.‘ AN
. systems developed in other branches of artificial Eﬁgs*
Y AR
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intelligence. The knowledge-based system approach is éﬁ%&:
different from conventional programming systems as the qx’ |
goals here have no algorithmic solution ana inferences have Eféki
to be made on uncertain or incomplete information. The ’Z?F;
advantages are that an expert system can be designed to S;},.
supply one or more hypotheses, request additional Eﬁgk
information ana explain the reasoning process. It also gﬁﬁﬁé
allows modification of the knowledge used without extensive F¢g;.
reprogramming and use of the knowledge for other purposes, §$337
like education. This is due to the fact that the model of ﬁgﬁg
problem-solving in the application domain is explicitly in Eqﬁi
view as a separate entity or knowledge base rather than 2355
appearing only implicitly as part of the coding of the E&%E
program. In a conventional computer program, knowledge 2?%{.
pertinent to the problem and methods for using this %gégs
knowledge are intertwined; thus it is difficult to extract }ﬁﬁfﬁ
and moaify the domain knowledge. ;ggﬁ
Ordinary computer programs organize knowledge on two éj;éi
levels: data and program. Expert systems, however, 352&;
organize knowledge on three levels, data, knowledge base ;£E§5
ana control. On the data level we have declarative Eﬁ%?}
knowledge about the particular problem being solved and the i;§$'
currrent state toward the solution of the problem. On the ?TEE;
knowledge-base level we have knowledge specific to the ;gﬁgz
pacrticular kind of problem that the system is set up to f?ﬁv”
: solve. The control structure makes decisions about how to ;EE;E
use the specific problem-solving knowledge. Thus in an %ﬁ%%;
489 -\-r.:-
L A T et

‘\S't gL Y

- \"\n -

o
fZ

%
b
4y
A )
£
b
%
2
b‘z “




ot x g Byt g g w4 i g N Y ¥ b god B Bt gt B¢ B $aaba b b ANR at

v’f":"\:':
t “flx(f‘:"(h
[ ]
¢ P y :}
- e
; expert system, there is a clear separation between general o
_ . ‘ Pl
knowledge about the problem domain from information abtout e
-:.'\'si,ﬁ’
the current problem and methods for applying the general 5:-_: o
3 A, .
X knowledge to the problem. ﬁ'.: ‘.,.
0 fu"hﬁ
. The knowledge base is manipulated by 2 separate,
. ‘ . i ] g
N clearly identifiable control strategy. This mechanism is ;;:E:.E:
4 R
b analogous to the deductive reasoning of a human expert. 3::;;:25_*
p VNN N
\ The known facts and rules are used to infer concClusions. ..e
X pY oy \,ﬁ
n This component of the expert system, which can be E‘JE.‘CB:
RN
‘ domain-indepencent, is called the inference engine. .:‘:';3.5"
s SeESessssssTeTTes ‘,\ A1) ]
The objective of the research described here is to .
: N
' build an inference engine suitable for an expert system for :}‘;E:::’
. {'- f.\
image interpretation. The purpose of this expert system .E\E;I‘-_:ﬁ
SALANAL
will be automatically to analyze aerial or satellite images ,,N_‘ "
. AN A A
B g
to determine their "meaning.” The system thus will attempt '{::.’Q
:'. ”\,
h to pertorm the function of a human photointerpreter. One G::: Wy
.. constituent of this expert system will be the image ;_\;-.gh.:,
o _n\_-"_."-.
., . . o LYy
. processor, which performs the task of extracting basic ;.:;.:;.-.:.
N - - _v-'_-
. DL AN,
g information from the input image. This includes a shape e
o
v discriminator. The output of the image processor will e
b ‘ Sy
reside in the fact base. The knowledge base will be ';5:;..:?:
-‘\~.\-'~
LAY
N gleaned from human experts. The inference engine will use NNV
o
the fact and knowledge bases probabilistically to determine KRN X
DA R S
I
the objects in an aerial image. -;'.:_.xj?:
RS
One well-known way to represent declarative knowledge -.";*-.'.'-;i'.
is by means of formulas in first-order predicate calculus. :f:::-;:::
RN
Simple declarative facts can be represented as instantiated RO
490 RASOA
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preaicates. Anotner way of regcresenting declarative
knowledge is in terms of frames. Frames are data
structures in which all knowledge about a particular object
or event is stored together. Such a representation cannot
represent any more concepts than first-order predgicate
logic, but the organization of knowledge can be useful for
moaularity ana accessibility of the knowledge. In
addition, frame systems allow ways to specify default
values for pieces of information about an object when that
object is not explicitly available. Semantic networks are
a third way to represent declarative knowledge. The
objects are representea by nodes in a graph and the
relations among them are represented by labelled arcs.
However, the most popular approach for representing the
domain knowledge needed for an expert system is by
proauction rules. Rule-based systems work by applying
rules, noting tnhne results ana applying new rules based on
the changed situation. Rule-based systems are particularly
attractive when much of the expert knowledge in trhe field
comes from empirical associations acquired as a result of
experience. When more causal information is available, the
former methoacs may be more pecrtinent, as in [(20]. The
rule-based approach has been adopted to represent knowledge

in the image interpretation expert system.

- LI I I R R
. \i‘\. ~’ \"\',\":'\-":\".\'.\'r
~ A e

e
o .‘"u"'
) ()
S
| cn®
b
Eﬁ“&&gx

AN

e
"I

Y

’

>

lh'

< P
LALSLNCN

..
Fd
',J

.. .-

4

Y
&

2 5
[ J

. b ]
i
,
X
’ 4

8§

2
g

.
*n\v{
’
-

v

Y
AR
Pt dln

Al S

2,
}
3

i ACURPUNDS
. P

LA AN &,
£

9 V.
.‘;jl ’I (s

P X R4
2L

295
T

':‘:'r"r"i

L L LE L
5 5

LR
25

» VS
.
e

s
N

------

A
s
7

[ACA NS
s

»
Y R A

.
[ ]
[]

o

- e r
"
ST N
S

»r
)
.

vy v
hY

Loy
EAREY
e
"
»
O

Iy 47-
'
,..Dq
. lk'l.a‘—‘
PAPLIL,
Pt

T
»
-

Sl

» l"d’.'-”
'1." ’ ‘.
[ 1

77

LY

o

e,
]

[ A

A

hY
4,
hY

" » .$
Vs

A
o
ALODS

AR RS
AT T
t'd":’i’-'

a

- ‘\‘ S'::.\'_‘h’_ﬁ‘_'\‘ '-

]



R,
RN
- . .
:-".:J‘_-.f‘
2. CONTROL STRATEGY Inis?
PRl
>3
@
A procuction rule is of the form IF (A) AND (B) THEN AN
CAYR “
(C), e.g., IF (region_class is 'water') AND ~?'}2
S el
(regions_surrounding are 'lana') THEN (region 1is lake). A,
S
This situation-action rule, as it is also called, captures -‘\'ﬁ,
:'\’ ) ..f
the semi-logical response of the human expert, that is, if :b:" ::::
, . DA
a certain kind of situation arises, a certain action can be °
] 2" ™
a8 RS
g: taken or a certain conclusion can be inferred. Clauses g}%ﬁ.
T RO
w: that represent the situation are called antecedent clauses ﬁii:
T - R
ana those representing the action are called consequent [ )
DT T T R seeesess y Kears
?; clauses. Furthermore, the rules may be interconnected, Qﬁ&:?
roe T T T Faar s,
ﬁﬁ that is, the consequent clauses of a rule may form part of &gﬁ;
(S Py !
F; the antecedent clauses cf some other rule. A set of rules d
N ALY
0 thus form a "chunk® of knowledge in a particular field. TN
~,0 »
- N
Wy The first task is to input the rules for a particular ;5){‘
NS
A domain in a specialized 1language ana produce an internal ;‘3?.
> )
fj representation. Then a general reasoning mechanism is jji;
o N
E; provided. The inference engine or rule interpreter has to }%gﬁ
4
&g decide in what order the rules can be applied and in what _.:_.
N SN
2 manner the rules should be enabled, that is, it must P
"v:r: :.--.‘::
bd establish the matching process between the evidence \§§;
D o
Py . -
ﬁ& collected ana the antecedent clauses of the rules. This ——
r RN
"‘:ﬁ determines the control strategy. i:‘;.-:::.
d J‘\q'\)
g; The simplest strategy is to scan through the rule list ﬁﬂkﬁ
: -
Lo until one is founa such that the antecedent clauses match A
] - \_.'- {‘.'
Nt
Eﬁ the facts present. Then this rule is applied, updating the e
I \’:.\.:\:
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set of known facts, and scanning is resumed. This process ﬁbﬁﬁ

0
continues until a goal state is reached or no rules can be “”
applied to extend the facts list. This method is called gﬁé¢&
forward-chaining. Since the behavior of the system 1is ; 2
directly responsive to the set of known facts, this is a 9
data-driven control strategy or data-directed inference. %ﬁg@

A different strategy is to select a goal ¢to be ggg?
achieved ana then scan the rules for one whose consequent i_;:.
matches the goal. If such a rule is found, a match is i;és
triea between the antecedent of the rule and the existing §;§§
facts. If such a match is possible, then the problem is ":5:
solved, otherwise the antecedent clauses are treated as ;é;;?
problems to be solved and the same process is applied ;iégi
recursively. This process stops when all the problems ?E;:
generated are solved or if there are no further rules to gag&;
establish the sub-goal. This method is called §§§E;
95553359:59559153. It is also called the goal-driven ;?§§.
control strategy or consequent reasoning and is similar to ?;ﬁi
means-end analysis. §E§§

The two strategies serve different functions. The 3¢\‘3
data-driven or forward-chaining approach has the géés
disadvantage of generating many hypotheses not directly Sﬁgﬁt
relatea to the problem under consideration. This may lead 3S§é&
to wasterul erforts as well as runaway problems. However ;Eﬂﬁ,
the goal-driven, backward-chaining approach has the iggL
disadvantage of becoming fixed on an initial set of ;gAy'
hypotheses ana having difficulty shifting focus when the Eng‘
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data available do not support them. If the need is to Eﬁ; “;
N ' _ _ , 4 M %f
B ident1fy objects ana their meaning in a given aerial irmage, P, M
L
% the forward-chaining approach may be most appropriate; ?ﬁ%ﬂ&
: ‘.\ ,5..
whereas if the purpose is to determine whether certain ;ﬁéﬁﬁ*
J P\* :’~
. N
" specific objects exist in an aerial image, the YR
S, backward-chaining strategy is suitable. _ ngéj
N VS
: To alleviate the ©problem, a combination of %g?ﬁ:i
“ S A AN
* forward-chaining and backward~chaining strategies has been ﬂ'ﬁéi*
3 implemented in the inference mechanism here. The primary Eﬁ?ﬁ?
) AT
o control lies in the backward-chaining method. While RN
._f\:.%f
L L4
evaluating the validity of a hypothesis, if new facts are 2&2;‘
W, AN
7 generated by the image processor supplementing the fact SR
v RS
- base, the forward-chainer gets activated. This ensures ;SE‘}E‘_’,
" ot
adeguate control. :
. Provision is made for two kinds of rules in the
; system. *"IF* and “"WHEN" rules are to be used in
backward-chaining and forward-chaining modes, respectively.
K Thus a choice exists as to in which specific way a fact |is S
K9 :
i; to be usea in the forward or backward direction. The .-E;T
rulebase has to be judiciously constructed to eliminate e
- NN
& reduncancies as well as to reduce search time, NN
SRS
b7 A
R QTN
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\ RN
v
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N RSN
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3. DEALING WITH UNCERTAINTY

various kinds of uncertainty are typically encountered
in expert systems. The presence of uncertain information
can be attributed to at least four causes. The first type
is relatec to the reliability of information. Uncertainty
can be present in the factual knowledge (i.e. the set of
assertions or facts) as a result of noisy input data,
imprecise feature extraction or due to inaccuracy ang poor
reliability of the instruments used to make the
observations. Uncertainty can also occur in the knowledge
base as a result of weak implications. This occurs when
the expert is unable to establish a strong correlation
between the premise and the conclusion. The expert also
must artificially express the degree of implication as a
scalar value on an interval.

The secona type of uncertainty is caused by the
inherent imprecision of the rule representation language.
If rules are not expressed in a formal language, their
meaning cannot be interpreted exactly. A 'lexical' match
does not adequately compare subsets of facts with the
premise; a semantic match is required to compare the
approximate meaning of facts ana premises. In classical
logic, modus ponens allows (Y is B} to be derived from the
assertion of the statements: (X is A} and ((X is A) --> (Y

is B)}. However, the inference can be made only if the

unconaitional assertion (X 1is A) is identical to the
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premise of the conaitional assertion. Therefore, to cover
all possible situations, we need as many rules as tne
number of different values that X can take.

The third type of uncertainty occurs when inference is
based on incomplete information. In this case, we need
partiaily to match facts and premise, i.e. we have to
allow for a value of “unknown®" during the evaluation.

Furthermore, we need to be able to distinguish between

)
)
{ 8.
! necessary evidence and possible (optional) evidence and be gggg%
| able to treat them appropriately in the partial matching ggg%ﬁ?
process. '—‘"‘“:'"
RN
The fourth type of uncertainty arises from the ?%ﬁg&f
aggregation of rules from different knowledge sources or 2?&;%3
) different experts. There are four possible errors that can ;Q%;t
g occur in knowledge representea as production rules: %{#jf
; conflicting, redundant, subsuming, and missing rules. <
! Conflicting rules, that succeed under the same
s circumstances but make contradictory conclusions, increase ié;ﬁ
E the level of uncertainty by <creating inconsistencies. ;;{
E Reduncant rules, that under the same circumstances make the ;;i -
: same conclusion, may create an over-inflated assessment of ﬁ N
E the certainty of the conclusion., A subsumed rule, in which ;\3,
;
g the premise of the first rule, is a subset of the second, -
5 can create an over-estimate of the certainty of the common a
f conclusion. Missing rules, that fail to provide a needed ?
E conclusion under the right circumstances, create E
g uncertainty of the third type, in which inference is based ﬁ_
) .
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g
s . X ™
on incomplete information. This fourth kind of uncertainty ﬁ&;f‘;
A
can be reduced by compilation of the rule set into a ) Y
A
network and analyzing the network. &ﬁﬁgwf
. ‘v *~ 1
In the literature surveyed, many techniques were found S%j?*”{
. » 3.
to deal with uncertainty in expert systems. A good guide -
) fv?r« )
to the various techniques is provided in [3]. Three of the R
A,
methoas, using certainty factors, by the subjective ﬁ;ﬁi&?
Fe1eV%.0%.
Bayesian methoa ana by the Dempster-Shafer method have been ;“r,g
aree
implementea. E"‘E:&::’:;
'J“.""l’ . Lg -', '
B
L L.
A. Certainty Factors N

v S
i

s
.

1

Py
xs
1 ]
<

P A

The first method, of using certainty factors, is an

e
e
\A

‘-.'S'-‘.‘. v" s
-4 NS

2

extension to the approach used by MYCIN, which is based on

confirmation theory, [28]. Here, we have a certainty

g B
3

----- R
factor assigned to each rule. This is basically a measure %£§$$£'
of the expert's belief that the rule is valid. The facts ﬁﬁiﬁﬁﬁ'
also have an associated certainty factor which varies from ?33%;;@
-1 to +1; -1 indicating that the fact is known to be iggi?tz
false, 0 ingicating that the fact is unknown and +l NoEREE
inaicating that the fact is known to be true. The ES{E;
certainty factor is the difference between the degree of i?%gi E
belier ana the degree of disbelief for a given hypothesis ?ﬁﬁrif'
after supporting evidence is found. ;ﬁﬁf;ﬁf

Thus all the certainty factors of the premises of a :E:xj
rule are founa and the minimum certainty factor is chosen. RN

The certainty factor of the conclusion is obtained by

multiplying the minimum certainty factor with the strength
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of the rule. Now there can be cother ways to prove the same
hypothesis by using other rules. For each path taken, we
calculate tne cectainty factor and treat this as an OR
conaition, thus we must take the maximum certainty factor.
While an AND/OR tree of the rules to prove a hypothesis is
traversed bottom-up, the certainty factors can be
aggregated.

As shown in (251, this method of calculating
probabilities is based on the assumption that the facts are
uncer maximum Sstatistical dependence. In general, if the
evidences are statistically independent, the probability of
(A AND B) is given by Pa*Pb and the probability of (A OR B)
is given by (Pa + Pb - Pa*Pb). In the case where the
statistical depencence between the items of evidence A & B
is minimum (i.e. A has maximum dependence with NOT B), the
probability of (A AND B) is given by MAX(Pa + Pb -1, 0) and
the probability of (A OR B) is given by MIN(P2a + Pb, 1),
We have to make some provision to take into account the
statistical depenacencies between evidences.

But evidences are not going to be related exactly in
this manner, being under maximum or minimum dependence or
being statistically indepencent. So, we introduce a
depenacence parameter D, which varies from -1 to +1., When D
equals 0, the two items of evidence are independent; when
D equals 1, the two items have maximum dependence; when D

equals -1, the two items have minimum dependence. Suppose

the probability calculated under the assumption that the
498
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e items are indepencent is Cl, under maximum depenadence is C2
ana under minimum dJdepencence is C3, the actual resulting
probability is the appropriate linear combination,

P=(D*C2+ (lL-D) *Cl) for 0 <= D <= 1,

[t A A AT AN
Y\ o P

P = (IDIl *#C3 + (1 - iDI) * Cl) for =1 <= D < Q.

This makes the three previous categories of dependence

-~
-

A

3

Z? special cases, or in other words, provides a smooth

o transition from one to the other.

‘i If D lies between -1 and 0, it actually Yyields the

g? necessary conaition. When D is 1, the value obtained for

R . AND is the greatest and for OR is the lowest. When D is

.ﬁ -1, the value obtained for AND is the lowest and for OR the

‘a greatest.

_1 Another aspect which should be considered is where the

§ expert should assign a particular value of the dependence

;? parameter D, whether it should be assigned with each rule,

; i.e. at each node of an AND-OR tree or for the entire tree
structure, If the statistical dependencies between
evidences vary dependaing on the rules, each rule should

s have a value of D specified for it.

gg This has been implemented with a backward chainer. 1In

52 this case, the parameter D can be specified for the entire

R tulebase. A sample session, the rulebase used with

ﬁz certainty factors, and a program listing are given in

N Appenaix A,

A

§' B.__Subjective Bayesian Method

s
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The Subjective Bayesian method is described in [11)
ana was used in PROSPECTOR. This approach uses an
effective likelihooa ratio to quantify the strength of a

given rule. Each antecedent clause or evidence E is

assumed to be indepencent, or conditionally indepenaent of

ol
the otner antecedent clauses for the same consequent or Eﬁagﬁ
hypothesis H. A rule is of the form E --> H. The prior ?afz
probabilities of the evidence and hypothesis are set to t:i;
some initial value. After some evidence is gathered, the E&g&g
probability associated with evidence E changes. This in Sﬁzﬁé
turn should change the probability of the hypothesis H. :::;;

In addition, two factors, the sufficiency factor LS gﬁgﬁé
ana the necessity factor LN, are associated with each rule. iég%:
The sufficiency factor measures the sufficiency of a piece ?vig_
of evidence to prove a given hypothesis and is i;é%;
mathematically given by LS = P(E/H) / P(E/HBAR) where \Z‘:‘E':

P(E/R) is the probability of the evidence E being true

e

given that hypothesis H is true and P(E/HBAR) is the
probability of the evidence E being true given that
hypothesis H is not true. A high sufficiency factor
inaicates that if E is true, the probability of H is
greatly increased, whereas a 1low sufficiency factor
inaicates that even if the probability of E is high (i.e.
E is close to true), it serves to increase the probability
of B only marginally. The necessity factor, on the other
hana, quantifies the necessity of a piece of evidence to

prove the negation of the hypothesis. It determines the -iﬁ;

+

Ly e
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i oty
O ) ALY,
f,)'.. change in the probability of H, if the probability of the -5’;'.; '
" K r!
! evidence reduces (or in the extreme, if E is founa to be -
\;‘\ V‘
> false). It is defined as LN = P(EBAR/H) / P(EBAR/HBAR) o
h N: \.‘:
T wnere P(EBAR/H) is the probability of the evidence E being o
\..v Exlk)
false given that hypothesis H is true and P (EBAR/HBAR) is N ]
_ R r.'.' >
o3 the probability of the evidence E being false given that RSN
Lo e
‘,'g:‘ hypothesis H is false. If the necessity factor is large, a el
X -l:\d\,
_ decrease in the probability of E has little effect on the \..?.J._
=¥ oy
- probability of H. If the necessity factor is low or <close 'Z;E?.;:'.
- ey
o to zero, the fact that E is false serves to reduce the ’::'Eft
o v
A probability of B drastically. .
= NSRS,
-5?:-_' Let Pp(E) be the prior probability of the evidence, NS
N AR
RN Pp (H) be the prior probability of the hypothesis, LS be the ;;’Q
sufficiency factor, LN be the neccessity factor, P(E) be ;-.;_2;,&
‘o OGN
E: the probability of the evidence (which is the input), P(H) Nl
o NN
N be the probability of the hypothesis, and BM be the }i-;;-;-:
~ °
v Bayesian Multiplier. Then, P(H) = Pp(H) * BM, where BM |is -“;i:: S
’-" :"’\ ™}
'::',Z obtained from linear interpolation between the three points ’-::E:.i-"
’., e
oo (0, LN), (Pp(E), 1) and (1, LS), as follows: NN
[
_;f- For P(E) < Pp(E), N'—_._ :
%