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Abstract

We propose a new class of programming languages in which every expres-
sion has both a type and an effect: the type describes what sort of value
the expression may return, and the effect describes what sort of side-effects
the expression may have. Effects are described in terms of regions, which
describe what part of the state of the computation may be affected.

. W e - -
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We show how the type system of the second-order lambda-calculus can
) be generalized to incorporate effect and region specifications. This leads to
polymorphism with respect to types, effects, and regions.

B e

kX

Our type and effect system makes it possible to embed functional program
fragments within imperative programs, and vice versa, while retaining the
benefits of the chosen programming style in each program fragment. The
type and effect system can also be used to verify the encapsulation invariant
of a monitored data type. It also offers a clean solution to the problem of
first-class polymorphism in an imperative language. faer ot !

< ..

To test our ideas, we have designed a small imperative,language called N
MFX, and we have implemented a compiler that analyzes MFX programs
and translates them into dataflow graphs. Our long-term objective is the
. integration of functional and imperative programming into a single program- S
.,‘/“/v,‘,l‘l-‘ P
. ming model that retains the beneﬁts of both programrmng styles. . €<
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Chapter 1. Introduction
: 1.1 Motivation :

Our research focuses on two important classes of programming languages:
functional languages and imperative languages. In a functional language, .
program fragments are referentially transparent, and their evaluation has no o
side-effects. In an imperative language, program fragments are not generally
s referentially transparent, and their evaluation may have side-effects that af-
) fect the evaluation of subsequent program fragments. Examples of functional
languages include FP and ID as well as the pure dialects of Lisp; examples
! of imperative languages include a whole spectrum of languages ranging from
assembly language and FORTRAN to Ada, as well as Lisp, Scheme and ML.

Each class of languages has its advantages and disadvantages. Functional
languages, on the one hand, correspond closely to conventional mathematical
" notions such as variables, functions and functionals. As a result, they are
I quite amenable to mathematical analysis. This gives rise to a variety of

benefits, including the ability to formally prove programs correct and, it is
hoped, the ability to implement them efficiently on highly parallel hardware.
r On the negative side, even state-of-the-art functional languages seem to lack
the expressive power needed to write programs that interact with users, with
g other programs, or with persistent data. Moreover, functional languages
generally do not permit the programmer to specify explicitly when memory
i can be reused. This makes it difficult to implement such languages efficiently
: on conventional hardware.
‘ Imperative languages, on the other hand, correspond closely to conven-
&. tional computational notions, such as processors, memory, input and output
and so on. As a result, they are quite amenable to efficient implementation
on conventional hardware, and the relation between a program and its im-
{ plementation is easily understood by the programmer, which is important
if efficient programs are to be written. On the negative side, the use of
side-effects in imperative programs tends to make it difficult to prove such
programs correct, and it has been argued that imperative programs are in
‘ general more difficult to understand and to maintain than functional pro-
grams. Moreover, imperative languages generally force the programmer to
combine the description of a computation with the description of how that
computation should be organized, and the language constructs for doing so
are generally based on conventional computer architectures. This tends to
make it difficult to implement such languages efficiently on highly parallel
hardware.
X We believe that much can be gained by integrating functional and imper-
ative programming into a single programming model, so that programmers
can take advantage of the best aspects of both.
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1.2 Background

We take the view that an imperative language is in essence a functional
language extended with side-effect operators. According to this view, an
imperative program actually consists of functional fragments and impera-
tive fragments, all written in the same language. In order to achieve the
full benefit of each of these programming styles in the corresponding pro-
gram fragments, it is essential that the compiler as well as the programmer
are capable of distinguishing between functional and imperative program
fragments, and that they generally agree on the classification of individu-l
program fragments.

The process of determining the side-effects of a program fragment is usu-
ally known as flow analysis; in keeping with the terminology used in the
remainder of this thesis, we will refer to it as effect analysis. Conventional
optimizing compilers employ effect analysis in order to identify optimization
opportunities. We take the view that such analysis must be interprocedural,
so that the programmer can make use of procedural abstraction without in-
curring a performance penalty. Moreover, we take the view that procedures
should be first-class values, t.e. that it should be possible to pass procedures
as parameters, return procedures as the values of procedure calls, assign
procedures to variables and store procedures in data structures.

Although there has been a great deal of research on interprocedural ef-
fect analysis, none of the standard methods are effective when procedures
are first-class values [Ban78] [Bar78] [Wei80]. Specifically, all the algorithms
we encountered in our survey require that the call graph of the program be
}:nown statically. When procedures are first-class values, however, the call
graph of a program cannot in general be computed in advance, and can only
be approximated. The use of approximation algorithms in a performance-
critical optimization creates uncertainties and discontinuities in the behavior
of the compiler, and may therefore discourage the use of procedural abstrac-
tion, which is contrary to our philosophy.

Since the call graph of a program cannot in general be computed in ad-
vance, we sought to find some way to perform effect analysis without using
a call graph at all. One way to do this is to require the programmer to sup-
ply enough information to turn the effect estimation problem into an effect
verification problem that can be solved exactly. Our proposal for doing this
is described in the next section.
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1.3 Proposa o

In this thesis we propose a new approach to programming language design. 3
The core of our proposal is a polymorphic type and effect system, in which §
type and effect specifications are integrated into single, coherent framework. " K
The effect specifications are sufficiently detailed to permit interprocedural 5

effect analysis without the use of a call graph. B " ‘

The central idea is that every expression in a program should have both

a type and an effect specification: the type specification describes the value oy
returned by the expression, and the effect specification describes the potential o

side-effects of the expression. Most of these specifications can be inferred :_;:

automatically by the compiler; the programmer must supply specifications f‘_:{

only at certain points in the program. We propose to enlist the power of —

the type system to ensure that the effect specification of each subroutine is 24

propagated to all the points in the program where it may be called, even A

if the subroutine is passed as a parameter, returned as a value, stored in a f.__
data structure, or compiled separately. This permits interprocedural effect .'::
analysis using exact, well-defined, and efficient algorithms, and avoids the i
uncertainties and performance discontinuities associated with approximation PR

algorithms. ’ '
The benefits of type checking have long been recognized: :::::

e programmers can use types to express machine-verifiable assertions and ;‘
interface specifications; ..

e compilers can take advantage of type information to produce a more A

efficient implementation; and }::::

e language designers can use types to express constraints in the language f'\-f

design. H

Although many programming languages support type checking, most do not ST
provide any support at all for effect checking, i.e. for the use of machine- ,:'_:

verifiable effect assertions and specifications. Notable exceptions include
Euclid [Lam77] and the work of Reynolds [Rey78). .

By incorporating effect specifications into the type system, we hope to "
achieve three major advantages:

e A type and effect system helps programmers specify the potential side-
effects of program modules in a way that is machine-verifiable. We believe
that the use of effect specifications may lead to improvements in the design
and maintenance of imperative programs.

e A type and effect system helps compilers identify opportunities for opti-
mizations that would be difficult to perform otherwise in a higher-order
imperative language, such as concurrent evaluation and memoization. We
believe that the ability to perform these optimizations effectively in the
presence of side-effects represents a major step towards the integration of
functional and imperative programming.
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e A type and effect system lets language designers express and enforce effect
constraints as part of the language definition. We believe that this will
substantially widen the set of programming errors that can be detected
by a compiler. Moreover, it permits a clean resolution of the interaction
between side-effects and first-class polymorphism.
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Types and effects are surprisingly similar; most strikingly, all the language
constructs of Reynolds’ second-order lambda-calculus [Rey74], McCracken’s
higher-order lambda-calculus [McC79] [McC82], and Cardelli and Wegner’s’
second-order lambda-calculus with bounded quantification [Car85] can be
generalized to effects. Consequently, we believe that effect systems are a
natural companion to conventional type systems.

1.4 Outline X

The rest of this thesis is organized as follows.

o T
X7, 4

,._ o }..o.- -,

-

In Chapter 2 we present the objectives for our effect specification language.
We survey a variety of possible forms of effect specifications, and we assess
the extent to which they meet our objectives. We next describe and motivate
the new effect specification language that has emerged from our research. We
conclude with a discussion of related research.

27 ARYPCK

.-, -

In Chapters 3 through 6 we present a higher-order, imperative demonstra-
tion language with a type and effect system. We have called this language
MFX, for Mini-FX. (FX is a complete programming language with a type and e
effect system that is currently being developed at MIT by the Programming
System Research Group [Gif87).) In an attempt to introduce the features of
MFX gradually, we introduce the language in three stages.

In Chapter 3 we present the syntax of MFX-1 (Mini-FX level 1), a subset
of MFX that has polymorphism and side-effect operators but that does not !

Y - - -

AN

Lot o gt b 3 3N 4

have constructs for dealing with private regions or explicit concurrency. We N
also give an informal description of its semantics, and we present the static v
semantics, which determine whether or not a given MFX-1 program is well- "
formed. ~
K In Chapter 4 we present the dynamic semantics of MFX-1, and present our ]

propositions regarding the soundness of the type and effect system.

-
-

In Chapter 5 we extend MFX-1 with constructs for declaring and using
private regions; the extended language is called MFX-2.

In Chapter 6 we extend MFX-2 with constructs for introducing and man-
aging explicit concurrency; the extended language is called MFX-3.

) In Chapter 7 we present various possible extensions to MFX, including
syntactic sugar and built-in data types; higher-order types; and recursion.
The specific benefits of an effect system in relation to polymorphism are also
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In Chapter 8 we show how to use the effect information in an MFX pro-
gram to find opportunities for concurrent evaluation. We present a compiler
that compiles MFX programs into dataflow graphs. Topics covered include
interference, graph minimization, and the construction of dataflow graphs.
We also present simulation results.
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In Chapter 9 we discuss the limitations of our approach, sketch some
topics for future research, and summarize the results of our research.

1.5 A Note on Rigor

In the course of our research, we have come across far more opportuni-
ties than we have been able to investigate in detail. We have limited the
scope of this thesis to a body of results that we believe is solid and fairly
well-contained, but broad enough to suggest the opportunities that we have
identified. Our primary objective has been to formulate and explain what we
consider to be the major results of our research; while we outline the proofs
of most of our propositions in some detail, we do not always provide rigor-
ous proofs. We hope that the product of this approach will prove to be of
interest to a broad audience ranging from programming language designers
to programming language theorists.
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Chapter 2. Effect
Specifications

2.1 Introduction

In a language with a type and effect system, the potential effect of each
expression and the potential latent effect of each subroutine are described by
effect specifications. We have adopted the view that it should be possible to
perform effect analysis strictly on the basis of effect specifications. In the de-
sign of the effect specification language we adopted the following objectives:
effect specifications should be

o useful to the programmer and to the compiler;

e applicable to user-defined as well as built-in constructs;
suitable for static analysis;

sufficiently fine-grain; and yet

sufficiently abstract.

The purpose of this chapter is to describe and justify the form of effect
specifications that has emerged from our research.

The rest of this chapter is organized as follows. We begin by reviewing
the objective of utility in more detail, especially from the compiler’s point of
view. We then consider the limits of static analysis. Next, we turn to fine-
grain effect specifications, and consider the advantages and disadvantages of
a variety of possible approaches. We then focus on the chosen approach, and
illustrate how it fits into a type and effect system. We conclude by comparing
our results with previous work on fine-grain effect specifications.

2.2 Utility of Effect Descriptions

First and foremost, effect specifications must be useful, both to the pro-
grammer and to the compiler. From the programmer’s point of view, effect
specifications serve as documentation that enhances program readability and
identifies effect invariants that may be important for performance. From the
compiler’s point of view, effect specifications provide information that help
it identify optimization opportunities. In this section we focus on utility to
the compiler; we will return to the programmer’s point of view later in this
chapter.

In determining the utility of effect specifications to the compiler, we have
focused on two classes of optimizations:

e relaxations of evaluation order, such as concurrent evaluation, and
e common subexpression elimination and memoization.
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2.2.1 Effect Information and Evaluation X
Order :'-:,:'
Any sequential program can be transformed into a (possibly concurrent) K
program in which expressions are evaluated in an order different from that H‘.;
specified by the standard semantics. Such program transformations include W ¢
code motion, or CM, and eager, lazy and concurrent evaluation. ::
In a functional language, expressions are referentially transparent: the ':'
value of every expression is completely determined by the values of its free \
variables, which are fixed throughout their lifetimes. Since the value of an '“'::g
expression is determined as soon as its free variables are bound, the value R
of the expression is the same regardless of when it is computed. Therefore, Q-'
none of these program transformations changes the meaning of a functional et
program. o
In an imperative language, on the other hand, expressions are not refer- ,‘
entially transparent: an expression not only returns a value, but may also ..:
have side-effects, and both are determined not only by the values of the free e
variables, but also by the contents of the memory locations read by the ex- i A
pression. Since the contents of memory may change during the course of a s
computation, the value and the effects of an expression generally depend on .f,';_
when the expression is evaluated. Because of this, program transformations :
that change the evaluation order generally change the meaning of an imper- A

ative program. Nevertheless, there are situations in which the compiler can
perform such program transformations without changing the meaning of the &
program. :s

In a sequential language, two expressions are said to interfere iff one ex- ,
pression may write to locations that the other expression may read or write. N

Given any pair of expressions, the absence of interference between two ex- ,_..-f'
pressions is a sufficient, although not necessary, condition to guarantee that -
evaluating the expressions out of order or concurrently does not change the N
meaning of the program [Ber66]. For example, consider the expression a

(BEGIN €; e3) .":

which evaluates e; and then e;. If neither expression writes to locations e
that the other expression may read or write, then the expressions do not {%‘3
interfere, and can be evaluated out of order or concurrently without changing

the meaning of the program. vy
- . . . . . . ¢

Given a set of expressions, a compiler can identify opportunities for CM

and concurrent evaluation by determining whether or not the expressions ‘.
may interfere with one another. To make this analysis possible, the effect Ny

. . . . . . )

specifications of an expression must indicate the locations that may be read o
and/or written by the expression. I

. . . . . » ~

Determining opportunities for eager and lazy evaluation is somewhat more C
difficult, since a program that would halt under the standard evaluation order e
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might diverge under eager evaluation, and conversely for lazy evaluation.
Except for divergence, however, a compiler can identify opportunities for
eager and lazy evaluation by determining whether or not a given expression
may interfere with other expressions. Therefore, except for divergence, the
analysis of eager and lazy evaluation requires the same information as CSE
analysis.

2.2.2 Common Subexpression Elimination
and Memoization

Any program that contains two identical instances of an expression in
the same scope can be transformed so that the expression will be evaluated
just once and its value communicated to the two places in the program that
need it. This program transformation is known as common subexpression
elimination, or CSE.

Similarly, any subroutine f can be replaced by a subroutine f’ that keeps
a table of the argument tuples and resulting values of past invocations, and
that simply returns the value stored in the table whenever it is called with
an argument tuple on which it has been called before. This program trans-
formation is known as memoization. Memoization can be regarded as a form
of dynamic common subexpression elimination.

In a functional language, identical expressions in the same scope return
the same value, and every subroutine returns the same value each time it is
called with the same arguments. Therefore, neither CSE nor memoization
changes the meaning of a functional program.

In an imperative language, CSE and memoization generally do change the
meaning of a program. Nevertheless, there are situations in which a compiler
can perform these program transformations without changing the meaning
of the program.

The process of CSE can be divided into two steps: given two identical
instances of an expression in the same scope, the instances must be

1. moved to the same point in the program, and subsequently
2. merged into a single expression whose value is shared.

In order to identify opportunities for CSE in an imperative language, the
compiler must determine whether either of these two steps (code motion and
merging) may change the meaning of the program.

The first step, code motion, is possible iff the expression instances are
not separated by an expression with which they may interfere. Once the
expression instances have been moved to the same point in the program, the
second step, merging them, is possible iff the expression is idempotent, i.e.
if evaluating it repeatedly has the same effects, and returns the same value,
as evaluating it just once.

An expression that only reads memory locations and does not write them
is idempotent. Similarly, an expression that only writes memory locations
and does not read them is also idempotent. However, such blind writes
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seem to be rare in practice. In general, an expression that reads and writes
overlapping sets of locations is not idempotent. Finally, an expression that
allocates new (writable) memory locations is not generally idempotent, since
two instances of a single location are in general distinguishable from two
distinct locations that happen to contain the same value.

Given two identical expression instances in the same scope, a compiler
can determine whether CSE is possible by verifying that the expression in-
stances do not interfere with any of the expressions that separate them, and
that the expression itself is idempotent. To make this analysis possible, the
effect specifications of an expression must indicate the locations that may be
allocated, read and/or written by the expression.

Memoization, like CSE, can be regarded as consisting of two steps: the
first call with a given argument tuple is evaluated normally, and all subse-
quent calls with the same argument tuple are

1. moved (in time) to the time of the first call, and
2. merged into a single expression whose results are shared.

Since successive calls on the subroutine can be separated (in time) by arbi-
trary expressions, the first step is possible iff the subroutine has no latent
effects that can interfere with other expressions, s.e. iff the subroutine can-
not read and/or write any (global, writable) memory locations. As for the
second step, successive calls can be merged iff the body of the subroutine is
idempotent. Therefore, analysis of memoization opportunities requires the
same information as CSE analysis.

2.2.3 Explicit Concurrency

In a language that permits explicit concurrency, evaluating two expres-
sions out of order or concurrently can change the meaning of the program
even if the expressions do not read and/or write any common locations:

e if two expressions e; and e; both read the contents of a location that is
incremented concurrently by some third computation, then evaluating ¢,
and ez out of order may cause them to observe inconsistent values;

e if e; and e; write to distinct locations that are read concurrently by some
third computation, then evaluating e; and e; out of order may cause the
third computation to observe inconsistent values.

In fact, the presence of explicit concurrency creates invisible, asynchronous
channels of communication between otherwise unrelated locations. This
tends to inhibit optimizations such as CM and concurrent evaluation.

In chapters 2 through 5 we deal exclusively with sequential languages, in
which this difficulty does not arise. In chapter 6 we show how to use the
concepts introduced in the previous chapters to design a language with ex-
plicit concurrency in which all interference between concurrent expressions
is mediated by monitors and critical sections. This permits the compiler
to identify opportunities for CM and concurrent evaluation using the same
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analysis that is used for sequential programs. The interaction between con-
current computations is expressed using a new effect, McaLL, which stands
for “monitor call”. Interference in the presence of McaLL effects is discussed
in detail in Chapter 8.

2.3 Suitability for Static Analysis

In general, most interesting properties of programs, such as the reacha-
bility of subexpressions, are undecidable. Therefore, one of the challenges
in developing a method for static program analysis is to identify program
attributes that are informative, and yet can be determined statically. As an
illustration of the difficulties of static analysis, consider the expression

(IF e; ez e3)

which evaluates e;, and then evaluates either e; or e3 depending on whether
the value of e; was TRUE or FALSE. This expression is equivalent either to

(BEGIN e; e2)
or to
(BEGIN €; e3)

depending on the value of e;. It is clear that unless e; and e3 happen to
have the same effect, the effect of the expression as a whole depends on the
value of e;. This value cannot in general be determined statically; moreover,
it is not generally the same each time the expression is evaluated. In order
to meet our goal of static effect analysis, we have decided not to allow effect
specifications to depend on run-time values.

In the example above, this means that we can only conclude that the
expression as a whole either has the effect of the expression (BEGIN e; e2) or
that of the expression (BEGIN ¢; e3), depending on whether the value of ¢,
is TRUE or FALSE. Since both of these cases may occur, we conclude that the
effect of the expression as a whole is some combination of these two effects.
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2.4 Fine-Grain Specifications

When analyzing expressions for interference, it matters not only whether
a given expression may read and/or write: it also matters which locations
the expression may read and/or write. We call this the extent of the effect.
Consider, for example, the expression

(BEGIN €; e€32)

which evaluates e; and e;, in that order, and returns the value of e;. If both
e; and e; may read and write an unspecified set of locations, then they might
interfere, and evaluating them out of order or concurrently might change the
meaning of the program. If, on the other hand, it is known that there are
no locations that may be both written by e; and read or written by e,
nor vice versa, then the expressions do not interfere, and may be evaluated
out of order or concurrently. For example, in the expression below, the
assignments to x and y may be performed concurrently, provided that x and
y denote distinct locations.

(BEGIN
(SET x TRUE)
(SET y FALSE))

Similarly, when analyzing subroutines for memoizability, it matters not
only whether each subroutine may allocate writable memory locations; it
also matters what happens to those locations afterwards, i.e. whether they
are strictly for local use or whether they are exported. Consider, for example,
the subroutine

(LaMBDA (x:BOOL)
(mkref x))

which allocates a new (writable) memory location, initializes it to the value of
its argument x, and returns the location, and compare it with the subroutine

(LAMBDA (x:BOOL)
(contents (mkref x)))

which allocates a new (writable) memory location, initializes it to the value
of its argument x, and returns the contents of the location, i.e. the value of x.
Clearly, the first subroutine can not generally be memoized without changing
the semantics of the program, since two instances of a single writable memory
location are in general distinguishable from to two distinct locations that
happen to contain the same value. The second subroutine, on the other hand,
can be memoized without changing the meaning of the program, even though
it allocates a writable memory location and reads its contents, because the
extent of these effects is confined to the subroutine body.

The observation that not only the sort of effect is important, but also its
extent, leads to the notion of fine-grain effect specifications. The basic idea
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is to use effect specifications of the form (sort extent), where sort indicates
the sort of effect (which may be allocation, reading, writing and so forth),
and extent indicates its extent. We now turn the question of how the extent
of an effect should be expressed.

2.4.1 Locations

The most direct way to express the extent of effects is in terms of memory
locations. Using this technique, the effect of each expression is expressed as
a combination of zero or more effects of the form (aLLocC [) (short for aLLO-
CATE), (READ l) and (WRITE [), where ! ranges over locations. For example,
an expression that increments the contents of the location ly would have the
effect {(READ lp),(WRITE lg)}. This notation is simple and unambiguous,
and provides the compiler with precisely the information it needs. However,
it is not particularly attractive from the programmer’s point of view, since it
forces the programmer to be aware of the details of memory management. In
mnst contemporary high-level languages, these details are hidden from the
programmer.

In fact, this method has a more serious drawback: it can be used only when
the locations used by the program are known statically. In practice, this
is not the case: most contemporary high-level languages support dynamic
memory allocation (on a stack, in a heap, or both). In fact, even in languages
in which memory allocation is static, the locations used by a relocatable
program fragment are not known until it has been linked with the rest of
the program. Clearly, we need to find some way to express the extent of an
effect in symbolic form.

2.4.2 Variable Names

One way to express the extent of effects without direct reference to mem-
ory locations is to express it in terms of variable names. This method has
several advantages: not only are the variables of a program known stati-
cally (in most languages), but they are also familiar to the programmer, and
therefore more suitable for inclusion in program specifications. Using this
technique, the effect of each expression is expressed as a combination of zero
or more effects of the form (ALLOC z), (READ z) and (WRITE z), where z
ranges over variable names. For example, an expression that increments the
value of the variable z, would have the effect {(READ zg), (WRITE z4)}.

Although this approach is commonly used in conventional effect analysis,
it is less appropriate as a basis of a type and effect system, for the following
reasons.

First, a program may contain several variables with the same name. If so,
the use of variable names in effect specifications may suggest that two ex-
pressions interfere, say through a variable named x, when they actually refer
to different variables that happen to have the same name. In conventional
effect analysis, this problem can be avoided by means of systematic renam-
ing. However, in a language with a type and effect system, where the effect
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specifications are visible to the programmer, such renaming is undesirable
since it goes against the programmer’s choice of variable names.

Even if no two variables have the same name, each variable may in general
have many instances. For example, the local variables of a subroutine are
instantiated each time the subroutine is called. In a langusge that supports
either recursive subroutine calls or closures, there can be arbitrarily many
instances of the same variable, and the compiler may conclude that two
expressions interfere, say through a variable x, when they actually refer to
different locations that happen to be instances of the same variable. This
problem cannot be solved by statically renaming the variables in the source
prograrm.

Furthermore, if the language treats locations as first-class values, as is
the case in most languages that support heap allocation, then there is no
fixed correspondence between locations and variable names. For example, a
location that is accessible through the variable x when it is allocated, can
subsequently be assigned to another variable, say y. The lack of such a fixed
correspondence also introduces the problem of aliasing.

Based on these considerations, we have decided not to rely on variable
names to express the extent of an effect.

2.4.3 Types

To permit a meaningful characterization of the extent of effects on objects
that are dynamically allocated in a heap, we considered expressing the ex-
tent of effects in terms of data types. For example, the operators for dealing
with arrays could have effect specifications such as (ALLoCc array), (READ
array) and (WRITE array). This method can deal with heap-allocated ob-
jects, unlike the methods discussed above, because the types of these objects,
unlike their locations and their names, are known statically and remain con-
stant throughout their lifetime.

In view of the objectives listed at the beginning of this chapter, type names
could be an attractive way of expressing the extent of effects, provided that
(1) the programmer can easily instantiate a given type under different names,
to indicate how the values of the resulting types are used, and provided that
(11) the method apply equally well to built-in and programmer-defined types.

We found that the second objective cannot be met using the conventional
notion of abstract types. Consider, for example, a data abstraction for ta-
bles in which each table is internally represented as an array. We would like
the operators of this abstract type to have effect specifications of the form
(WRITE table) and so forth, even though they are actually implemented in
terms of arrays. In order to verify that operations on tables do not interfere
with operations on arrays and vice versa, it is necessary to distinguish be-
tween those arrays that are used as arrays and those that are used as tables.
Unfortunately, no programming language that we know of can prevent the
implementation of an abstract data type from coercing values of the repre-
sentation type to the abstract type and vice versa. Such a coercion is said to
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expose the representation type, since subsequent modifications of the value £330
of the representation type may be visible in some value of the abstract data NG
type and vice versa. !
Since conventional type systems are concerned only with verifying that 'v.,,,_ S
types are equivalent, and never that they are not equivalent, exposure of "":t\' v
the representation of an abstract type does not constitute a type loophole }":.,-:‘ A
in a conventional type system. If, on the other hand, the extent of effects NS,
is expressed in terms of types, the compiler needs to be able to verify that it
types are disjoint. In this case, exposure of the representation of an abstract =z}
type is not simply a programming practice to be discouraged, but actually '.'_’?.i?'_:
constitutes a loophole that renders effect analysis based upon type names _N.)S}
unsound. _:_;::;:_' 9.
A
2.4.4 Regions v
Having found neither locations, nor variables, nor types to be a suitable t‘_}tixﬁ Z
vehicle for expressing the extent of an effect, we decided to introduce a new t oy " '
concept specifically for this purpose. In this section we show how to express e %
the extent of an effect in terms of regions. S
A region corresponds to a set of writable memory locations. Using regions, R
1 the effect of each expression is expressed as a combination of zero or more k Y ;,-
' effects of the form (ALLOC p), (READ p) and (WRITE p), where p (‘rho’) ranges j,'q.'_:tc::'f :
: over regions. For example, an expression that increments the value of a -';v:\n“"
location in the region po would have the effect {(READ po), (WRITE pg)}. It ;h‘ .
is our intention to leave it up to the programmer to specify in which region TN
any given memory location should be allocated. ‘.;f{;ﬁ'
Regions are orthogonal to existing programming language features: they iv‘;f'.:i
are intended exclusively for the purpose of describing the extent of effects, ;':;"{’
and are not tied to any existing programming language concepts such as vari- L e
able names or types, nor to implementation considerations such as storage :.f:: "i v
allocation. In particular, a programmer can use regions to group together a :::—::;j::
set of locations regardless of when, where, what for, or under what name they AN
are allocated. Regions subsume all previous ways of expressing the extent of Ei‘:.‘r":
effects, and then some: o
e coarse-grain effect specifications can be simulated by allocating all lo- :‘:’\
cations in the same region; ;,.'-‘,,.
o effect specification in terms of locations can be simulated by allocating (::-::::j‘:
each location in a separate region; PR
o effect specification in terms of variable names can be simulated by defin- ' ; —
ing a separate region for each variable; ::f;"\' :
o effect specification in terms of data types can be simulated by defining DO :
a separate region for each type; Ly
o effect specification in terms of named fields of data structures [Steele78, ?" Sy
p. 48] can be simulated by defining a separate region for each: field; and N ‘
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o effect specification in terms of named properties on property lists
[Mar83, p. 82] can be simulated by defining a separate region for each
property.

It is left up to the programmer to decide in which region each memory
location should be allocated. For example, a programmer who does not wish
to reveal the locations accessed by a given abstraction, the names of the
local variables of a subroutine, or the representation of an abstract data
type, can allocate all locations, variables, or instances of the abstract data
type in a single global region. At the same time, a programmer who wishes
to document the fact that computations involving certain data structures
can safely be evaluated out of order or concurrently can allocate those data
structures in distinct regions.

In a language with a type and effect system based on regions, a location
has two attributes: the type of value that may be stored in the location, and
the region to which the location belongs. This information is introduced,
maintained, and utilized as follows:

e when allocating a new location, the programmer must specify both the
desired type and the region to which the location should belong;

e both of these attributes, the region and the type, are reflected in the type
of the resulting location;

e the compiler uses this information to determine the effect specification of
any expression that subsequently reads or writes the location.

In a more general language, region information is not only found in the types
of locations, but also in the types of more complicated mutable values such
as arrays and lists, as well as in programmer-defined abstract types.

Much of the power of regions is due to the fact that they are orthogonal to
existing programming language concepts. However, this very property also
leads to their two main disadvantages.

¢ Since regions are not tied to variable names or data types, the burden of
indicating which location belongs to which region appears to fall squarely
on the programmer. Fortunately, it appears that a compiler can assume
much of this burden, using techniques borrowed from type inference, pos-
sibly in combination with sensible defaults.

e Because region information must be communicated across subroutine in-
terfaces, the types of locations, arrays, lists and other mutable data struc-
tures must carry region information. This complication of the type system
is certainly the most visible aspect of a type and effect system based on
regions, and probably the most controversial.

We believe that on balance, the extra expressive power of a type and effect
system based on regions is worth the additional complexity.
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2.5 Types, Effects, and Regions

As it turns out, types, effects and regions have a lot in common. All
three are, in some sense, descriptions of computational entities: types de-
scribe expressions and the resulting values, effects describe expressions and
the corresponding computations, and regions describe mutable values and
the corresponding memory locations. Types, effects and regions are closely
interrelated. In particular,

o the type of a location is expressed in terms of the type of its contents and
the region to which the location belongs, and

o the type of a subroutine is expressed in terms of its argument type, its
return type, and its latent effect.

Moreover, effects themselves are expressed in terms of the regions that indi-
cate their extent.

The similarity between types, effects and regions is probably best illus-
trated by the fact that all three can be regarded as base kinds in a higher-
order, kinded type system along the lines of the type system proposed by Mc-
Cracken [McC79]. McCracken showed how to generalize the familiar concepts
of type abstraction and type polymorphism [Rey74] to permit abstraction
and polymorphism over a larger class of descriptions, including descriptions
that map types to types.

We propose to regard types, effects and regions as base kinds. This makes
it possible to abstract types and expressions over types, effect., and regions,
and hence introduces the notions of effect and region abstraction and effect
and region polymorphism. For example, the mapcar subroutine [Ree86] can
be abstracted over the argument type, return type, and latent effect of the
mapping subroutine, and even over the regions that contain the input and
output lists, if these are mutable. Moreover, the type constructors for such
types as locations, arrays and lists can be parameterized not only with respect
to the type of its contents, but also with respect to the region to which the
corresponding locations belong.

One unexpected advantage of the analogy with the higher-order lambda-
calculus is that the standard rules for higher-order abstraction guarantee
that any program fragment that can be abstracted over a given region has
no knowledge of any locations in that region. This property forms the basis
for a set of language constructs for dealing with private, anonymous regions,
which are described in Chapter 5.

The connection to the higher-order lambda-calculus demonstrates that
effect and region information, like type information, can be a analyzed stat-
ically and then discarded: there is no need to keep track of effect or region
information at run-time.
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2.6 Related Work

2.6.1 Conventional Effect Analysis

Effect analysis is a critical aspect of the design of optimizing compilers,
and there is an extensive literature on the subject. Since the availability of
effect specifications affects only interprocedural effect analysis, we focus on
the literature on that subject specifically [Ban79] [Bar78] [Wei80).

Interprocedural effect analysis generally proceeds in two steps, which can
be performed either sequentially or concurrently. The first step is to analyze
each subroutine and compute a (possibly parameterized) summary of its
effects; the second step is to combine these summaries with information
about the calling pattern between the subroutines, and to compute the true
effects of each expression while taking account of the effects of subroutine
calls. The second step can be regarded either as a transitive closure problem
or as a graph flow problem, and algorithms of both types have been proposed
[Ban79] [Bar78]. In all cases, the calling pattern must be known in advance.

Our approach to interprocedural effect analysis is very different. Because
we are dealing with languages in which subroutines first-class values, we
cannot assume that the calling pattern is known in advance. Instead, we
have recast the problem as a verification problem:

e wherever a subroutine is declared, the programmer must specify its latent
effect as part of the declaration;

o the compiler uses these declarations to compute the effect description of
every expression and program fragment;

o these computed effect descriptions are then used to verify the declarations
given by the programmer.

Since the latent effect declarations include the effects of nested and recursive
subroutine calls, there is no need for a global computation that requires
information about the calling pattern.

A second important difference concerns the format of the effect summaries.
In a conventional compiler, these effect summaries are for internal use only,
and need not be human-readable. In a language with a type and effect
system, on the other hand, the effect specifications must be human-readable,
and hence must be expressed in terms that are reasonably high-level and
related to the programmer’s view of the program. This difference explains
why we do not use, for example, information such as the depth at which
individual subroutines are defined [Bar78].
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2.6.2 Syntactic Control of Interference

The idea of imposing syntactic restrictions on programs to simplify the
detection and analysis of interference has been discussed by Reynolds in
the context of a language with higher-order procedures and call-by-name
semantics [Rey78] (see also [Ten83]). Reynolds proposed to characterize
every expression and procedure by its support set, which is the set of variables
that the expression or procedure may access. By permitting an application
only if the support sets of the procedure and its argument do not overlap,
all aliasing is prevented. Moreover, by permitting concurrent evaluation of
two expressions only when their support sets do not overlap, determinacy is
assured. The restrictions are subsequently relaxed to some extent.

Because the investigation is conducted in a call-by-name context, there
is no opportunity to distinguish between types and effects: any expression,
even an ordinary variable, can have an effect. Likewise, there is no way to
distinguish between the support set of an expression and the support set of
the value returned by that expression. Finally, there is no way to distinguish
between the support set of an expression and the extent of its potential
effects. Nevertheless, Reynolds’ paper can be regarded as a precursor of our
present research.

Several of the unresolved questions posed by Reynolds are addressed in
this thesis [Rey78, p. 44]. Because we are dealing with applicative evaluation
order, we are able to distinguish between the support set of an expression
and the extent of its potential effects. In particular, our type and effect
system can identify situations in which certain expressions are passive and
can never be executed; the effects of such expressions do not affect the effect
specifications of surrounding expressions.

2.6.3 Abstract Interpretation

The idea of computing aliasing and support sets using the techniques of
abstract interpretation has been discussed by Neirynck et al. [Nei86). Their
point of departure is similar to ours, namely that “the main difficulty is to
determine if a subroutine application produces side-effects” [id., p. 3]. The
two approaches diverge quickly, however, since Neirynck et al. take the view
that the effects of a subroutine application may depend on the arguments
of the subroutine application, if these in turn are subroutines [id., p. 3]. By
contrast, in our framework such a dependence arises only if the subroutine
being applied is polymorphic in the latent effect of its argument.

In order to make the analysis tractable, Neirynck et al. confine their at-
tention to a language in which subroutines and references are not storable
and references may not be returned out of the scope in which they were
created. Within these restrictions, they define a pair of semantic functions,
one to indicate the effects of an expression and one to indicate its value, and
a corresponding pair of abstract interpretation functions: one to indicate
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the support set of the expression, and one to indicate how to compute the
support set of the resulting value in the event that it is a subroutine.

The strength of the abstract interpretation approach lies in the close corre-
spondence between the abstract interpretations and the standard semantics
of the language [id., p. 20). The approach presented in this thesis can be
regarded as a variant of the abstract interpretation approach. In particular,
the rules for computing the type and effect of an expression can be regarded
as an abstract interpretation of the expression, and there is a close correspon-
dence between this set of rules and the semantics of the language. Moreover,
the instantiation of a polymorphic type corresponds to application of an ab-
stract interpretation function, in that it specializes a description (which may
incorporate type, effect and region descriptions) with respect to some other
description (which may itself be a type, effect or region).

The distinguishing feature of our approach is our reliance on the type
system. Since we take the view that effect analysis should be performed
strictly on the basis of effect declarations, our analysis is not hindered even
when procedures and references may be passed, returned and stored as first-
class values. We believe that our approach provides a basis for the study of
abstract interpretation of mcre powerful languages than has been attempted
to date.

2.6.4 Euclid’s Collections

The programming language Euclid features a notion of a collection, which
denotes a set of locations that are grouped together to assist the verifier
(a person or a computer) in reasoning about the extent of effects [Lam77]
[Pop77). Collections resemble regions in that “the programmer can partition
his dynamic variables and pointers into separate collections to indicate some
of his knowledge about how they will be used; the verifier is assured that
pointers in different collections can never point to overlapping variables”
[Pop77, p. 14].

Collections differ from regions in several ways. Some of these differences
are minor: for example, a collection can contain only values of a single type.
This appears to be an arbitrary restriction imposed by the designers of Eu-
clid, and is not a fundamental limitation. The more fundamental difference
is that Euclid treats collections as values, syntactically as well as semanti-
cally. This gives rise to a number of interrelations between collections and
pointers that make the language as a whole appear far from orthogonal. For
example, every subroutine that accesses the values in a collection must be
passed the collection itself as an extra parameter, and yet this parameter is
supplied implicitly by the compiler if it is omitted by the programmer. In
reality, collections, like regions, are a static concept. Implementations of Eu-
clid must therefore rely on an ad-hoc mechanism to eliminate the overhead
that would result if these extra parameters were actually passed at run-time.

We believe that our decision to make regions descriptions rather than
values clearly differentiates the two approaches, and we believe that our
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approach is more consistent with the fact that regions are a static concept.
Moreover, we believe that our approach is more general and more powerful
because of effect and region polymorphism.

2.6.5 Relation to Previous Work

We have extended the results reported in an earlier paper [Gif86] in several

respects:

o Effect descriptions have been generalized from a small, fixed set of effect
classes to a countably infinite set;

o The introduction of regions has permitted the treatment of locations as
first-class values;

o The notion of polymorphism has been generalized from type polymor-
phism to region and effect polymorphism;

e The introduction of private regions has permitted the masking of provably
local effects.

o The use of monitors and critical sections has permitted the integration of
implicit and explicit concurrency.

If we compare the current state of our research with the issues for future

research cited in the earlier paper, we find that we have actually aggravated

the burden of providing explicit declarations by our decision to introduce

regions into the type and effect system. However, our research in this area

has reinforced our belief that a compiler can assume much of this burden,

using techniques borrowed from type inference. On the other hand, the gen-

eralization of polymorphism to effects and regions has alleviated the adverse

impact on software reusability, and the introduction of effect masking has

alleviated the need for effect loopholes.
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Chapter 3. The MFX
Language

3.1 Introduction

In chapters 3 through 6, we present a demonstration language with a type
and effect system. We have called this language MFX, for Mini-FX. (FX is a
complete programming language with a type and effect system that is cur-
rently being developed at MIT by the Programming System Research Group
[Gif87].) MFX is a lexically scoped, higher-order, imperative language with
static typing and left-to-right, applicative order semantics. In an attempt
to introduce the features of MFX gradually, we introduce the language in
three stages. In this chapter we present MFX-1 (Mini-FX level 1), a subset of
MFX that has side-effect operators but no constructs for dealing with private
regions or explicit concurrency.

The purpose of this chapter is to present the syntax and static semantics
of MFX-1. The dynamic semantics of the language, along with the major
propositions relating the static and dynamic semantics, are presented in the
next chapter.

The rest of this chapter is organized as follows. We begin by giving a
general overview of the MFX language, concentrating on the features that
all three versions of MFX language have in common. Next, we present the
syntax of MFX-1, and give an informal description of its semantics. We also
introduce some notation related to free and bound variables. We then give
a formal definition and semantic motivation of description conversion and
inclusion, and we present the static semantics of MFX-1. We conclude with
a discussion of aliasing.

3.2 Overview

MFX is a lexically scoped, higher-order, imperative language with static
typing and left-to-right, applicative order semantics. The type system of
the language is based on the higher-order lambda-calculus of McCracken
[McC79], which is a generalization of the second-order lambda calculus of
Reynolds [Rey74]; the dynamic semantics and the parameter passing con-
ventions are based on languages such as Scheme and CLU [Ree86] [Lis79],
although they are formalized in a way that closely parallels the operational
semantics of the lambda-calculus. In order to make the language into an im-
perative language, we have added three operators called NEW, GET and SET
that can be used to allocate (writable) locations in a store and to read and
write their contents. MFX is expression-oriented: every expression returns a
value, and every expression may have side-effects.
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In MFX, every expression has a type description, which describes what sort \.J,:
of value the expression may return, and an effect description, which describes g"\' '
what sort of side-effects the expression may have. Type descriptions may "'_'
incorporate effect descriptions; in particular, the type of every subroutine .-
incorporates a description of the latent effect of the subroutine. This % |
latent effect description indicates what sort of side-effects the subroutine C’ :;
may have when it is applied. Effect descriptions, in turn, may incorporate .I::
region descriptions; these region descriptions describe the extent of the effect .y
in question. 0
Types, effects and regions are collectively called descriptions. Every well- b ”
formed description has a kind, which acts as the ‘type’ of the description. by
There are only three different kinds in MFX: TYPE, EFFECT and REGION. ‘-'."
MFX consists of three levels: expressions, descriptions and kinds. Within .
each level, all language constructs are orthogonal. For example, any expres- :}‘: ;
sion, regardless of its type or effect, can be abstracted over any of its free ::'{;
ordinary variables, regardless of its type. Similarly, any expression can be 4o

abstracted over any of its free description variables, regardless of its kind.
Thus, an expression can be polymorphic with respect to any number of de-
scription variables regardless of their kinds. Finally, all values are storable,
including ordinary subroutines, polymorphic subroutines and locations.
Although McCracken’s language supports type functions and recursive
types, we have omitted these features from MFX in order to simplify the
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presentation. However, in order to make our treatment of types and effects .
more uniform, we have added type inclusion (also known as subtyping). A7
Finally, we have added constructs for conditional and sequential evaluation :\
in order to illustrate how such control flow constructs can be treated. ::::‘.:
In order to keep the presentation simple, we have kept the language to SN
a bare minimum. It should be understood from the outset that the type RS
and effect system presented here is compatible with a wide variety of built-in '_\
types, control structures, and type constructors. In Chapter 7 we show how \-;"
to integrate some of these features into the language. r"“
3.3 Syntax R
v
In this section we present the syntax of MFX-1. The language consists 2l
of three levels: kinds, descriptions and expressions. The names of syntactic "::::

classes are written in a Slanted Typeface; reserved words are written in
SMALL CAPITALS. The meta-variable for each syntactic class is shown in
parentheses. The superscripts * and * stand for zero or more and one or
more repetitions respectively.
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3.3.1 Kinds

Kinds act as the types of descriptions. There are three kind constants:
REGION, EFFECT and TYPE.

S
-

T

o
Kind = - kinds (%) N
REGION — the kind of regions :;_
EFFECT — the kind of effects N
TYPE — the kind of types ]
3.3.2 Descriptions
Descriptions describe the types and effects of expressions. The sim- B
plest sort of description is a description variable. There is an infinite set of “
descriptions variables: : !
Dvar = {d;,ds,...} — description variables (d) :
A description variable may have any kind. K
We now present the three kinds of descriptions (regions, effects, and types) &
in turn N,
. b
Region descriptions correspond to countably infinite sets of locations (lo- ‘
cations are defined in Chapter 4). There is an infinite set of region constants, 9
which denote disjoint sets of locations:
Rconst = {ry,ra,... } - region constants (r) T
The grammar of region descriptions in general is given below. A region
description is one of the following: a region constant, a region variable, or ::
the union of one or more region descriptions. '
Region = - region descriptions (p) Dey
Rconst — region constant Yy
Dvar — region variable e
(uniON Region') - union of one or more regions 2.
Since a region description must correspond to an infinite set of locations, the 5
union of zero region descriptions is not a valid region description.
1
)
Effect descriptions correspond to countable sets of store operations, which N
can be thought of as pairs of the form (sort,loc), where sort is an effect N
constructor (one of ALLOC, READ, and WRITE) and loc is a location. There A
is one effect constant, which corresponds to the empty set: K
At
Econst = PURE - the constant denoting “no effect” >
-
The grammar of effect descriptions in general is given below. An effect de- e
scription is one of the following: an effect constant, an effect variable, a By
combination of an effect constructor and a region description, or a combina- d
tion of zero or more effect descriptions. N
o
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- effect descriptions (¢€)
Econst - the effect constant PURE
Dvar — effect variable
(ALLOC Region) - effect of allocating in a given region
(READ Region) — effect of reading from a given region
(WRITE Region) - effect of writing to a given region
(MAXEFF Effect®) - combination of zero or more effects

%ty e oy

IR KA

A combination of zero effect descriptions is itself a valid effect description; in
fact, the effect constant PURE and the empty combination “(MAXEFF)” are
synonymous. Note that a combination of effects is a set union; the reserved
word MAXEFF is somewhat misleading.

Type descriptions correspond to countable sets of values, which we view
as syntactic entities. There are two type constants, the meaning of which
will be defined shortly:

Tconst = {uUNIT,BOOL} - type constants (t)

The grammar of type descriptions in general is given below. A type descrip-
tion is one of the following: a type constant, a type variable, an ordinary
subroutine type, a polymorphic subroutine type, or a reference type.

Type = - type descriptions ()
Tconst - type constant
Dvar - type variable
(suBr (Type) Effect Type) - types of ordinary subroutines
(poLy (Dvar:Kind) Effect Type) - types of polymorphic subroutines
(REF Region Type) ~ types of locations

The type description (SUBR (7;) € T2) is a generalization of the type
“ri—72” in the typed lambda-calculus. The effect description € represents
the latent effect of the subroutine. The parentheses around the formal
parameter type are present only to simplify a generalization to subroutines
of multiple arguments.

The type description (PoLY (d:k) € 7) is a generalization of the type
“At:x.7” in the higher-order lambda-calculus of McCracken [McC83}, which
in turn is a generalization of the type “At.7” in the second-order lambda-
calculus of Reynolds [Rey74]. The effect description € represents the latent
effect.

The type description (REF p 1) is a generalization of the type “ref r” in
programming languages such as ML [Gor79a).
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The grammar of descriptions in general is given below. A description is
one of the following: a region description, an effect description, or a type
description.
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Desc = — descriptions (#6) : ":"
Region - region descriptions ":g"
Effect ~ effect descriptions "
Type - type descriptions ,::::

N

3.3.3 Expressions o,

)

+

Expressions correspond to programs. The simplest sort of expression is -

an ordinary variable. There is an infinite set of ordinary variables: 3
. Y

ot

Var = {z1,z2,...} - ordinary variables (z) ::

"

An ordinary variable may have any type. >

There are three ordinary constants, all of which have specific types: NIL ?‘:3"
has type unIT, and TRUE and FALSE have type BOOL. E .
‘ Ll

Unit =  {NIL} — the unit type o

Bool =  {TRUE,FALSE} ~ the Booleans (b) ‘k

Const = - ordinary constants (c) E" \

Unit - the unit type :*'
Bool - the Booleans n
g
The grammar for expressions in general is given below. There are three \

general classes of expressions: expressions that come from the higher-order
lambda-calculus; expression that deal with evaluation order; and expressions
that deal with side-effects. The first class consists of constants and vari-

ables, ordinary abstraction and application, and polymocrphic abstraction A
and application. The second class consists of expressions for conditional and rt‘
sequential evaluation. The third class consists of expressions for the allocat- E"' "‘
ing, reading, and writing of locations. Ao
Exp = — expressions (e) :-:::
Const - ordinary constant %
Var - ordinary variable :
(LamBDA (Var:Type) Exp) - ordinary abstraction :: _
(Exp Exp) - ordinary application : ~
(pLAMBDA (Dvar:Kind) Exp) - polymorphic abstraction .’
(proJ Exp Desc) - polvmorphic application ‘_:
(1r Exp Exp Exp) - conditional evaluation X
(BEGIN Exp*) - sequential evaluation o~
¥
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(New Region Type Exp) - allocating a location
(ceT Exp) - reading a location
(seT Exp Exp) - writing a location

Certain expressions, such as applications, represent computations; other
expressions, such as constants, do not exhibit any computational behavior,
and represent values.

Definition. An expression is a value iff it is a constant, a LAMBDA
expression, or a PLAMBDA expression. We use Val to denote the set of values
and v to denote individual values. In other words,

Val = — values (v)
Const - ordinary constant
(LaMBDA (Var:Type) Exp) - ordinary abstraction

(pLAMBDA (Dvar:Kind) Exp) - polymorphic abstraction

3.3.4 Informal Semantics

We have already informally described the semantics of regions, effects and
types; we now sketch the semantics of the different expressions.

Informally, the semantics of ordinary abstraction and application are as
follows. The expression (LAMBDA (z:7) e) returns an ordinary subroutine
with formal parameter z of type r and with body e. The ordinary applica-
tion (e; ez) has the following semantics. First, the expressions e, and e; are
evaluated, in that order. Next, provided that e; returns an ordinary subrou-
tine, the body of the subroutine is evaluated with the formal parameter of
the subroutine bound to the value of e;, and its value returned.

For example, the expression

(LAMBDA (x:BOOL)
(IF x FALSE TRUE))

denotes a subroutine that returns the negation of its argument, which must
be of type BooL. Since this subroutine has argument type BooL, latent effect
PURE and return type BOOL, the expression has type

(suBrR (BOOL) PURE BOOL)

Expressions may have free variables, provided that they are defined in the
surrounding scope. For example, if int is declared in the surrounding scope
as a type and e as an effect, and f is declared as a subroutine that takes
an argument of type int and returns a value of type int, then the ordinary
subroutine

(LaMBDA (x:int)

(£ (£ x)))
28
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is equivalent to the self-composition of the subroutine £.
Note that only the argument type of the subroutine, int, is manifest in
this expression; the latent effect of the subroutine and its return type must
be inferred from the body of the subroutine and the types of its free variables.
In this case the return type is int, and if the latent effect of £ is e then the
latent effect of the expression is (MAXEFF e e), which is equivalent to e.

The semantics of polymorphic abstraction and application are as follows.
The expression (PLAMBDA (d:x) e) returns a polymorphic subroutine with
formal parameter d of kind x and with body e. The polymorphic application
(PrOJ € 6) has the following semantics. First, the expression e is evaluated.
Next, provided that e returns a polymorphic subroutine, the body of the

FETE

-"-

subroutine is evaluated with the formal parameter of the subroutine bound Y
to 6, and its value returned. -
For example, the expression o

(PLAMBDA (t:TYPE) ::
(LAMBDA (x:t) ;‘t

K

x)) B

denotes the polymorphic identity function; it has type

. &2

O

(poLy (t:TYPE) PURE
(suBR (t) PURE
t))

Expressions may be polymorphic not only in types, but also in effects and
regions. For example, the expression

5

rr

VA

(PLAMBDA (t:TYPE)
(PLAMBDA (e:EFFECT)
(LAMBDA (£f:(sUBR (t) e t))
(LAMBDA (x:t)
(£ (£ x))))))

denotes the polymorphic self-composition functional, polymorphic in the ar-

X gument type and the latent effect of its argument. This expression has the
! following type:
i-

(poLy (t:TYPE) PURE
(poLY (e:EFFECT) PURE
(suBR ((suBR (t) e t)) PURE
(suBR (t) (MAXEFF e e)

t))))

where the latent effect of the innermost subroutine, (MAXEFF e e), is equiv-
alent to simply e.

The semantics of the conditional expression (IF e, e; e3) are as follows.
First, e; is evaluated. Provided that it returns TRUE or FALSE, either e; or e,
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respectively, is evaluated and its value returned. This expression is non-strict -‘_‘;:
in the branch that is not taken: for example, if £ is bound in the surrounding o .::
scope to a subroutine that diverges on FALSE, then the expression F
sy
(IF TRUE 0
NIL hNY,
\
(f FALSE)) 'k-!'
returns NIL. rﬂ' _
The semantics of the sequencing expression (BEGIN e, ... e,) are as follows: LA '
. . . -
the expressions e) ... e, are evaluated sequentially, from left to right, and the r“’é
value of e, is returned. For example, the expression t&}
(BEGIN e,
(If TRUE NIL (f FALSE)) .::;
FALSE) vl
2%
returns FALSE. w
The semantics of the expression (NEW p 7 e) are as follows. First, e is :E‘:-%
evaluated. Next, a new writable memory location capable of holding values of -'f"‘
type 7 is allocated in the region p and initialized to the value of e. Finally, this :: Al
location, which has type (REF p 7), is returned. For example, the expression vyt
(PLAMBDA (r:REGION) WS
(PLAMBDA (t:TYPE) u‘;}
(LAMBDA (x:t) }':
(NEW r t x)))) R
emulates the NEW expression, in that it takes a region r, a type t, and a value "".:: »
x, and returns a new location of type (REF r t) that has been initialized to :‘:2
x. This expression has type ::j::(’
. »
o"'f
(POLY (r:REGION) PURE T
(poLy (t:TYPE) PURE o
»
(suBr (t) (ALLOC r) ri:-_',’.
(REF r t)))) ?"b::
]
oA

The semantics of the expression (GET e) are as follows. First, e is evalu-
ated. Provided that e returns a location that contains a value, the expression

Dy e
as a whole returns that value. For example, the expression Ny
AR
((LAMBDA (x:(REF r1 BOOL)) R
(GET x))
(NEW r1 BOOL TRUE)) TedN
RN
B
e N
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returns TRUE. This expression has type BooL and effect (MAXEFF (ALLOC
r1) (READ r1)).

Finally, the semantics of the expression (SET e; e3) are as follows. First,
e1 and e; are evaluated, in that order. Next, provided that e; returns a
location, the value of e; is written to this location. The expression as a
whole returns the value NIL. For example, the expression

((LaMBDA (x:(REF rl BOOL))
(BEGIN
(SET x FALSE))
(GET x))
(NEW rl1 BOOL TRUE))

returns FALSE. This expression has type BooL and effect (MAXEFF (ALLOC
r1) (WRITE r1) (READ ri)).

3.3.5 Free Variables

To illustrate the scoping rules of the language, we present the rules for
determining the free (ordinary and description) variables of an expression or
description. Note that these rules are the same as in the higher-order typed
lambda-calculus; in particular, LAMBDA binds ordinary variables, PLAMBDA
and POLY bind description variables, and all other constructs simply pass on
the free variables of their components. The scoping rules are formalized in
the following definitions.

Definition.  The free ordinary variables of an expression are given by
the function FV : Exp — Pow(Var) defined below.

FV{c)=9
FV(z) = {z)
FV(LAMBDA (z:7) e) = FV(e) — {z}
FV(C] 62) = .FV(C]) U FV(ez)
FV(pLAMBDA (d:k) ) = FV (e)
FV(proJ e 8) = FV(e)
FV(IF e ez 63) = FV(C]) U FV(CQ)UF’V(C;;)
FV(BEGIN e)...en) = FV(e;)U...U FV(en)
FV(NEW p T €) = FV(e)
FV(GET €) = FV(e)
FV(SET (3 62) = FV(C]) U FV(CZ)

Definition. The free description variables of a description are given by
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the function FDVj,,. : Desc — Pow(Dvar) defined below.

FDVye,c(d) = {d}
wvdeoc(r) = 0
FDV4esc(UNION py ... pn) = FDVyesc(p1) U ... U FDVyeue(pn)
FDVyeoc(ALLOC p) = FDVyesc(p)
FDV{esc(READ p) = FDVyeoc(p)
FDVyeooe(WRITE p) = FDVyeoc(p)
FDVyesc(MAXEFF € ...€p) = FDVjesc(€1) U ... U FDVy uc(€n)
FDVd“c(SUBR (Tl) € 7'2) = FDVdeac(Tl) U FDVdeoc(e) ) FDVdcac(T2) ‘t.,.
FDVieoo(POLY (d:K) € 7) = FDVieso(€) U FDViese(r) — {d} Y
deuc(REF P T) = FDVdeac(P) U FDVdeac(T)

Definition.  The free description variables of an expression are given
by the function FDV,., : Exp — Pow(Dvar) defined below.

FDVe.y(c) = 0
FDV,  p(z) =0
FDV,;p(LAMBDA (z:7) €) = FDVyesc(T) U FDV,yp(e)
FDVezp(el 82) = FDchp(el) U FDVezp(e2)
FDV,:p(PLAMBDA (d:x) €) = FDV,,(e) — {d}
FDV,.p(PROJ € 6) = FDV,;p(€) U FDVjeoc(6)

FDV:p(IF €) €2 €3) = FDV, ;p(€1) U FDV,zp(€2) U FDV,;p(e3) e
FDV,;p(NEW p 7 €) = FDVjeyc(p) U FDVyeyc(7) U FDVyp(e) o
FDV,:p(GET €) = FDV,,p(e) ,"..__
FD‘/“_-’,(SET ey 82) = FDK:,,(C]) U FDV,,,(ez) /- 4
We adopt the usual conventions for alpha-renaming and beta-substitution.
We use the notation 6[§’/d), e[6'/d] and e[e'/z] to indicate substitution, where
bound variables are renamed as needed to avoid capture. We adopt the usual
definition of closed descriptions and expressions:
Definition. A description § is closed iff it has no free description
variables, i.e. iff FDVy,.(6) = 0.
Definition. An expression e is closed iff it has no free ordii.ary variables N
and no free description variables, i.e. iff FV(e) =0 A FDV,;p(e) = 0.
"
x
'l
r
¢
x .1
@
o~
o
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3.3.6 Free Constants

It is convenient to define the free region constants of a description,
FRCcsc(6), and of an expression, FRC..p(e). Since region constants cannot
be bound, this definition is trivial: all the region constants that occur in
a description or expression are free. We give a more precise syntactic defi-
nition anyway, in order to highlight the differences between FRC,.p(e) and
FDV,.p(e).

Definition. The free region constants of a description are given by the
function FRC 4, : Desc — Pow(Rconst) defined below.

FRCe,c(d) =0
FRCyesc(r) = {r}
FRCyesc(POLY (d:k) € T) = FRCdesc(€) U FRCdesc(T)

The remaining clauses are analogous to the corresponding clauses in the
definition of FDVy,,.(6).

Definition. The free region constants of an expression are given by the
function FRC,., : Exp — Pow(Rconst) defined below.

FRC.,p(NIL) = 0

FRC.:p(b) =10

FRCezp(z) =0
FRC..p(PLAMBDA (d:k) €) = FRC..p(€)

The remaining clauses are analogous to the corresponding clauses in the

definition of FDV,.,(e).

3.4 Description Conversion and
Inclusion

Every description corresponds to a set: a region description corresponds
to a set of locations, an effect description corresponds to a set of store oper-
ations, and a type description corresponds to a set of values.

In general, two distinct descriptions may correspond to the same set: for
example, the region descriptions

(uNION rl r2)

and
(UNION 12 r1)

correspond to the same set of locations. Similarly, the effect descriptions
(WRITE (UNION rl r2))

and
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(MAXEFF (WRITE r1) (WRITE r2))
correspond to the same set of store operations. Finally, the type descriptions

(poLYy (t:TYPE) PURE
(suBR (t) PURE
(SsuBR (t) PURE
BOOL)))

and

(poLy (u:TYPE) PURE
(suBr (u) PURE
(suBR (u) PURE
BOOL)))

correspond to the same set of values.

We would like to say that two descriptions §; and §; are convertible iff
they correspond to the same set of locations, store operations, or values. Un-
fortunately, there are many type descriptions that correspond to the empty
set, such as

(poLYy (t:TYPE) PURE
t)

and

(poLY (t:TYPE) PURE
(suBR ((suBR (t) PURE t)) PURE
t))

and it makes little sense to regard all such type descriptions as convertible.
Aside from empty types, however, we say that two descriptions are convert-
ible iff they correspond to the same set of locations, store operations, or
values, and we write §; ~ §;. Empty types may be convertible to other
empty types, but not to nonempty types. With the same proviso for empty
types, we say that 8, is a subregion, subeffect or subtype of 62, depending
on the kinds of §; and 62 (which must be the same), iff the set corresponding
to the description §; is a subset of the set corresponding to the description
82, and we write §; C 62. Empty types may be subtypes of nonempty types,
but not vice versa. = The conversion relation ~ is an equivalence relation;
the inclusion relation C is a partial order.

Below we present a set of description conversion and inclusion rules for re-
gions, effects and types, in that order. These rules constitute a complete def-
inition of the inclusion relation; additional conversions not explicitly shown
can be obtained from the identity

6 >~ &, (61 C 82) A (6 2 62)

There are no conversion or inclusion rules for descriptions of different kinds,
since a description is included in another only if they have the same kind.
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3.4.1 Region Descriptions

A region constant or variable corresponds to a countably infinite set of
locations, and the UNION of one or more region descriptions corresponds
to the union of the corresponding sets of locations. It follows that every
region description is uniquely characterized by its set of free region constants
and variables, regardless of how they are combined, and hence that region

descriptions can be flattened, i.e.

(UNION (UNION gy ...pPn) Prt1--.Pm) = (UNION p; ... pm)
(UNION p) ~p

that order does not matter, i.e.
Tn . (UNION py ...pn) = (UNION Py (1) -+ - Pxn(n))

(where 7, ranges over the permutations of the integers 1...n), and that
duplicates can be eliminated, i.e.

(UNION py p1...pn) = (UNION p; ... pPp)

This leads to the definition of region inclusion given below.
Definition. The inclusion relation C on region descriptions is the

partial order generated by the conversion rules given above and the single
inference rule given below. When p C p', we say that p is a subregion of p'.

Vi 35 . pi ~ p;
(UNION p; ...pn) C (UNION pf ... p0},)

Using the conversion rules given above, one can convert any region descrip-
tion to a union of one or more region constants and variables. If we regard
the arguments to UNION as a set, we find that two region descriptions that
have been put in this form are convertible iff they correspond to the same set.
Thus, the set of closed region descriptions modulo conversion is isomorphic
to the set of all possible nonempty combinations of region constants, i.e. to
the set

Pow(Rconst) — {0}

When region variables are taken into account, the set of region descriptions
modulo conversion is isomorphic to the set

Pow(Rconst U Dvar) — {8}

The region descriptions modulo conversion form a powerset lattice with the
bottom element removed. The region constructor UNION acts as the least
upper bound operator on regions.

It would be possible to add a top element to the set of regions. We have
decided not to do so, in part in order to keep MFX simple, and in part for
reasons discussed at the end of Chapter 5.
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3.4.2 Effect Descriptions

An effect constant or variable corresponds to a set of store operations, and
a combination of zero or more effect descriptions corresponds to the union of
the corresponding sets. It follows that the effect constructors aALLOC, READ 2
and WRITE distribute over the least upper bound operator:

(ALLOC (UNION pj ... ppn)) = (MAXEFF (ALLOC p1)...(ALLOC pg))
(READ (UNION pj ...pn)) =~ (MAXEFF (READ p1)...(READ py))
(WRITE (UNION pj ...pn)) = (MAXEFF (WRITE p1)...(WRITE pn))

Note that the least upper bound operator on regions is denoted by the symbol
UNION, whereas the least upper bound operator on effects is denoted by the
symbol MAXEFF.

It also follows that effect descriptions can be flattened, i.e.

(MAXEFF (MAXEFF €] ...€p) €n41---€m) ~ (MAXEFF €; ...€n)
(MAXEFF €) ~ €

that order does not matter, s.e.

Vrn . (MAXEFF €] ...€n) =~ (MAXEFF €y, (1) .. €xo(n))

(where m, ranges over the permutations of the integers 1...n), and that
duplicates can be eliminated, i.e.

(MAXEFF €; €] ...€,) = (MAXEFF €;...6€,)

This leads to the definition of effect inclusion given below.

Definition. The inclusion relation C on effect descriptions is the partial
order generated by the conversion rules given above and the single inference
rule given below. When ¢ C ¢, we say that ¢ is a subeffect of ¢'.

Vidj.ee
(MAXEFF € ...€,) C (MAXEFF €] ...€),)

This definition gives rise to the following derived rule:

pC o
(aLLoc p) C (aLLocC p')
(READ p) C (READ p')
(WRITE p) C (WRITE p')

Using the conversion rules given above, one can convert any effect de-
scription to a combination of zero or more effect variables and zero or more
effect descriptions of the form (sort extent), where sort is a effect constructor
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and extent is a region constant or variable. If we regard the arguments to
MAXEFF as a set, we find that two effect descriptions that have been put in
this form are convertible iff they correspond to the same set.

Thus, the set of closed effect descriptions modulo conversion is isomorphic
to the set of all possible combinations of pairs of effect constructors and region
constants, 1.e. to the set

Pow({ALLOC,READ, WRITE} X Rconst)

When region variables and effect variables are taken into account, the set of
effect descriptions modulo conversion is isomorphic to the set

Pow(({aLLOC,READ, WRITE} X (Rconst U Dvar)) U Dvar)

The effect descriptions modulo conversion form a powerset lattice with PURE,
the synonym for “(MAXEFF)”, at the bottom. The effect constructor MAXEFF
acts as the least upper bound operator on effects.

It would be possible to add a top element to the set of effects. We have
decided not to do so, in part in order to keep MFX simple, and in part for
reasons discussed at the end of Chapter 5.

3.4.3 Type Descriptions

A type corresponds to a countable set of values, which we regard as syn-
tactic entities. In type descriptions that have bound variables, the choice
of bound variables is immaterial. This is illustrated by the rule for alpha-
conversion, where [d'/d] indicate substitution of d' for all free instances of
d: ‘

(PoLy (d:k) 7) ~ (PoLY (d':x) T[d'/d]) (d' & FDVyesc(T))

Unlike the region and effect descriptions, the type descriptions do not
have rules for reordering, flattening and duplicate elimination. Indeed, the
type conversion and type inclusion rules for the various type constructors
are not even symmetric, nor are they in all cases monotonic. The formal
type inclusion rules are given below; an informal explanation with examples
follows.

Definition. The inclusion relation C on type descriptions is the partial
order generated by the conversion rule given above and the inference rules
given below. When r C 7/, we say that 7 is a subtype of 7'.

The type inclusion inference rule for the type constructor suBr reflects
the fact that SUBR is monotonic in its effect and return type components,
but anti-monotonicin its parameter type component. This is consistent with
its interpretation as corresponding to a set of subroutines [Mit84, p 272].

ndry A eCé A nCr
(SUBR (1) € T2) C (SUBR (1) € 13)
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' The rule for the type constructor pPoLY reflects the fact that PoLY is mono-

: tonic in its effect and return type components. This is consistent with its -4
B interpretation as corresponding to a set of polymorphic expressions [id.]. J
: eCée AN TCT »
(poLy (d:k) € 7) C (PoLY (d:x) €' 7') ::.»:
D )
) ) e,
: The rule for the type constructor REF reflects the fact that REF is mono- N
Y tonic in its region component but neither monotonic nor anti-monotonic in its ‘

type component. This is consistent with its interpretation as corresponding =

¥ - . {

by to a set of (writable) memory locations. f
¢ ;
v pCp AN 717 2

N (REF p 7) E (REF p' ') "3
v

1 To see why REF is monotonic in its region component but neither monotonic o
X nor anti-monotonic in its type component, consider the following argument. e

g Conceptually, a location is equivalent to a pair of subroutines, one for reading 1y

and one for writing. Thus, the type (REF p 7) is in some sense equivalent to
a pair of types, (SUBR (UNIT) (READ p) 7) and (SUBR (7) (WRITE p) UNIT).

2 Since p appears as the latent effect in both cases, (REF p 7) is a subtype of oy,
(rREF p' 7) whenever p C p'. However, since 7 appears as the return type in '
by the first type and as the parameter type in the second type, (REF p 7) is a
subtype of (REF p ') only if r E 7’ and 7 3 7', i.e. only if 7 ~ 7', It follows
' that (REF p T) is neither monotonic nor anti-monotonic in 7. N
" The type descriptions modulo conversion do not form a lattice, because N
: the set is not closed under U and N. For example, there is no type description N
& 7 such that uNIT C 7 and BooL C r; similarly, there is no type description ;
3 7' such that 7' C uNIT and 7' C BooL. However, the partial order C on type v
y descriptions does have the property that any two type descriptions that have }":
» an upper bound also have a least upper bound, and any two type descriptions N
L that have a lower bound also have a greatest lower bound. \
It would be possible to add top and bottom elements to the set of types, ”
) but we have decided not to do so in order to keep MFX simple. 3
'; We conclude this section with a few examples that illustrate the type o
ki inclusion rules. If int is a subtype of real and r is a region description, =
:., then A
(suBrR (real) PURE e
. int) bt
e
& is a subtype of X
b N
(suBR (int) (READ r) 0y
K real)
‘
;: 38
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w,
Similarly, if r is a region description, then #
(PoLY (t:TYPE) PURE RO
(suBR ((REF r t)) PURE -
(REF T t))) o5
is a subtype of ::' '
(poLy (u:TYPE) (ALLOC r) .,f
(suBR ((REF r u)) (READ ) i
(REF T u))) "
.. , el
Finally, the type inference rule for REF types is illustrated by the following }t: '
examples: if int is a subtype of real and r1 and r2 are region descriptions, Y
then the type description :
(REF rl int) .
is a subtype of the type description ;?-t
v N
(REF (UNION ri1 r2) int) ':::;
"2
but not of the type description e
(REF ri real) ::”
r
[ ] [ ] ~
3.5 Static Semantics
N
The grammar of the language, which was presented in the first section Wt
of this chapter, defines the syntax of kinds, descriptions and expressions. et
However, not all syntactically correct descriptions or expressions make sense: In
for example, the following expressions are meaningless, since TRUE is not a &':
subroutine, NIL is not a Boolean, and FALSE is not a location. ;:: :
(TRUE NIL) >
(IF NIL TRUE FALSE) N
v -
(GET FALSE) N
e
In order to define what descriptions and expressions do make sense, we :{
introduce the notion of well-formed descriptions and expressions. Informally, o
a description is well-formed iff it can be assigned a kind, and an expression
is well-formed iff it can be assigned a type. -‘_'\'.l.:
Below, we give a formal definition of what we mean by a well-formed ;:;-_-
description or expression. For descriptions, this definition is expressed in the L:_:
form of a set of kind axioms and kind inference rules. For expressions, the Yy
definition is expressed in the form of a set of type axioms and type inference :
rules. N
Every well-formed expression has not only a type, but also an effect. The :'_
effect of an expression is determined by a set of effect axioms and effect
inference rules. In order to emphasize the interplay between types and effects, .
we present the effect inference rules together with the type inference rules.
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3.5.1 Kind Inference

Because a description may have free variables, the kind of a description
is defined in the context of a kind assignment , which is a partial function
B : Dvar — Kind that maps description variables to their kinds.

Definition. A description 8 has kind x with respect to the kind
assignment B iff the formula

Bt 6§:k

can be derived using the axioms and inference rules given below.
We write 6 : K when B I §: « for all B.

The kind axioms, below, give the kinds of the description constants and

variables.
r : REGION

t: TYPE
B + d: B(d)
The sole kind inference rule for region descriptions (shown below) states

that the UNION of one or more descriptions of kind REGION also has kind

REGION. _ _
Vi, 1<i:<n.B | p,:REGION

B + (UNION p;...pn) : REGION

There are two kind inference rules for effect descriptions. The first rule
states that if p has kind REGION, then the effect descriptions (ALLOC p),
(READ p) and (WRITE p) all have kind EFFECT.

B |+ p:REGION
B + (ALLOC p) : EFFECT
B + (READ p): EFFECT
B F (WRITE p) : EFFECT

The second rule states that the MAXEFF of zero or more descriptions of kind
EFFECT also has kind EFFECT. In particular, the effect description (MAXEFF)
or PURE has kind EFFECT.

Vi,1<:1<n.B | ¢ :EFFECT

B + (MAXEFF €;...¢€,): EFFECT

Finally, there are three kind inference rules for type descriptions. The first
two rules are direct adaptations of the corresponding rules in the higher-order
typed lambda-calculus, changed only to handle the effect component of the
SUBR and POLY type descriptions. We write B[d «— «] to denote the kind
assignment obtained by patching B at d so that B[d — x](d) = x.

B F 1 :TYPE
B |+ ¢:EFFECT
B + 1:TYPE

B + (suBR (7)) € T2) : TYPE
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Bld — k] + 7 :TYPE ;a.':ﬁ

Bld «— k] F €:EFFECT &

B + (poLy (d:k) € T) : TYPE Za

The rule for REF type descriptions simply states that if p has kind REGION puty,
and 7 has kind TYPE, then (REF p 7) has kind TYPE. .‘g::
N
B + p:REGION e
B+ 1:TYPE A

B + (REF p T): TYPE

e

3

l"
Lareray

\

r Definition. A description § is well-formed with respect to a kind

! assignment B iff it has a kind under that kind assignment, s.e. iff B I 6 :«
for some k.

The kind inference rules have been constructed so that any well-formed
description has a unique kind: if B + 8 :x; and B F é: k; then x; = «;.

Ft) g .l;
P ‘g ?\.IS{%" E
.

3.5.2 Type and Effect Inference )
In this section we present the axioms and rules for determining the type e
and effect of an expression. The axioms and rules for determining the type of X
an expression are intended to be as routine as possible; they closely resemble se
the corresponding axioms and rules for the higher-order lambda-calculus. ::_';:-.
The axioms and rules for determining the effect of an expression are "'.:::
new, and merit some advance explanation. The effect axioms for constants, -
LAMBDA expressions and PLAMBDA expressions (in other words, the axioms G
for values) are straightforward: since values do not exhibit any computa-
tional behavior (i.e. they cannot be reduced), all values have effect PURE. :l.:'!:
Likewise, all ordinary variables have effect PURE. ‘.":::
The effects of the remaining expressions are given by effect inference rules. W
In general, the effect of an expression consists of two components, namely *°,
its inherited effect and its intrinsic effect: "5
o the inherited effect of an expression consists of the effects of those of its ::'::r'
subexpressions that may be evaluated in order to evaluate the expression. ::-:_"'
Specifically,
¢ an (ordinary or polymorphic) abstraction inherits no effects, and has N
an inherited effect of PURE; ""E_':
LY

e any other expression has an inherited effect equal to the least upper
bound of the effects of its immediate subexpressions.
¢ the intrinsic effect of the expression is the effect that is introduced by the

Rt

expression itself rather than by one of its subexpressions. Specifically, _J_
¢ an (ordinary or polymorphic) application has an intrinsic effect equal :-::‘_-‘

to the latent effect of the subroutine; :' ,\_;
e a NEW, GET or SET expression has an intrinsic effect consisting of a :&'

ALLOC, READ or WRITE effect, respectively, on the region to which the
location in question belongs;

CC " 7 of of",
RN
) )\f d‘."-r..-’

™
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e any other expression has an intrinsic effect of PURE.

The cumulative effect of an expression is the least upper bound of its inherited
and intrinsic effects, either or both of which may be PURE.

Because an expression may have free ordinary and description variables,
its type and effect are defined in the context of both a kind assignment and a
type assignment. A type assignment is a partial function A : Var — Type
that maps ordinary variables to their types.

Definition. An expression e has type T with respect to the type
assignment A and the kind assignment B iff the formula

AB Ll e:T

can be derived using the axioms and inference rules given below.  Similarly,
the expression has effect ¢ iff the formula

AB Ll ele

can be derived.

We write e : 7 when A,B F e : 7 for all A and B, and e ! ¢ when
A,B I e'!eforall Aand B.

The type axioms, below, give the types of the ordinary constants and

variables.
NIL : UNIT

b: BoOL
AB + z: A(z)

The effect axioms, below, give the effect of values and ordinary variables,
which is always PURE.
v ! PURE
z ! PURE

The type inference rule for ordinary abstraction (shown below) is a gener-
alization of the corresponding rule in the typed lambda-calculus. The main
difference is that the effect of the body of the LAMBDA expression is incor-
porated into the type of the expression itself. This reflects the fact that the
body is not evaluated when the LAMBDA expression is evaluated, but when
the subroutine is applied. We write A[z « 7] to denote the type assignment
obtained by patching A4 at r so that A[z « 7](z) = 7. Note that the effect of
a LAMBDA expression is always PURE, since a LAMBDA expression is a value.

B F 1:7TYPE
Alz —71,B F e: 7'
Alr —7],B F e'e
A,B + (LAMBDA (z:7) €): (SUBR (7) € 7')
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The type and effect inference rule for ordinary application is a general-
ization of the corresponding rule in the typed lambda-calculus. The main
difference is that the latent effect incorporated in the type of the subroutine
becomes part of the effect of the application as a whole. This reflects the fact
that the body of the subroutine is evaluated when the subroutine is applied.
Note that the type of the actual parameter need not match that of the formal
parameter exactly, but must be included in it.

A,B F e; :(SUBR (11) € T2)
A BFe:TATEN

A,B + €1 ' €
A,B F €2 ! €2
A,B + (81 62) : T2
A,B t (e1 e2) ! (MAXEFF € € €)

The rule for polymorphic abstraction is a generalization of the correspond-
ing rule in the higher-order typed lambda-calculus. Again, the main differ-
ence is that the effect of the body of the PLAMBDA expression is incorporated
into the type of the expression itself, reflecting the fact that the body is not
evaluated when the PLAMBDA expression is evaluated, but when the subrou-
tine is applied. Note that the effect of a PLAMBDA expression is always PURE,
since a PLAMBDA expression is a value.

ABde—«k] F e:r
A/Bl[d—=«k] F e!le
Vz € FV(e) . d ¢ FDVy.,.(A(z))
A,B + (pPLAMBDA (d:k) €) : (PoLY (d:k) € T)

This rule ensures that the free description variables of the types of the free
variables of the body are not captured by the bound description variable.

The rule for polymorphic application is a generalization of the correspond-
ing rule in the higher-order typed lambda-calculus. Again, the latent effect
incorporated in the type of the subroutine becomes part of the effect of the
application as a whole. Note that é'[6/d] denotes the result of substituting é
for all free instances of d in é', renaming the bound variables in §' as needed
to avoid capture.

A/B + e:(poLy (d:ik) € 1)
AB F e'le
BF é:k
A,B I (prole §) : r'{6/d]
A,B + (proied) ! (MAXEFF € €'[6/d])

The rule for conditional expressions ensures that the first subexpression
has type BooL, and that the remaining two subexpressions have types whose
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least upper bound exists. When this is the case, the type of the IF expression
is this least upper bound, and its effect is the least upper bound of the effects
of its subexpressions.

A,B F e; :BOOL ABlFeleg
ABF e:m AB F ex'le
AB ‘Ll e3:m3 AB | e3le

T2|.JT3=T
A,B F (IF €] € 63) : T
A,B + (IF e; €3 e3) ! (MAXEFF € €; €3)

This inference rule is rather conservative: it is written as if both branches
of a conditional are always evaluated. It might be possible to express the
fact that the effect of the expression depends on the value of e;, for example
by using dependent effects of the form (IF e €; €2), which correspond closely
to dependent conditionals [Car86, p. 13]. However, we are not currently
exploring this line of research.

The rule for sequencing expressions is straightforward: provided that each
subexpression is well-formed, the type of a BEGIN expression is the same as
that of the last subexpression, and the effect is the least upper bound of the
effects of the subexpressions.

Vi,1<i<n.ABV\ ¢e:7
Vi,1<i1<n.A,B | e'le¢

A,B | (BEGINe;...eq) : Tn

A,B | (BEGIN €;...€5) ! (MAXEFF €;1...¢€,)

The remaining three rules deal with the operators for allocating, reading,
and writing locations in the store. The rule for the NEW expression can be
read as follows: provided that p has kind REGION, 7 has kind TYPE, and e is
well-formed, and provided that the type of e is a subtype of 7, the type of
the expression as a whole is (REF p 7), and the effect of the expression is the
least upper bound of the effect of e and the effect (aLLOC p).

B + p:REGION
B F 7 :TYPE
ABFe: AN TCr

AB | e'le
AB I (NEWpTeE) : (REF p T)
A,B F (NEW pTe) ! (MAXEFF € (ALLOC p))

The rule for the GET expression can be read as follows: if the type of e is
(REF p 7), then the type of the expression as a whole is 7, and its effect is
the least upper bound of the effect of ¢ and the effect (READ p).

AB F e:(REF pT)
AB Il ele
A,B } (GETe) : T
A, B F (GET €) ! (MAXEFF € (READ p))
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b A B | e :(REF pT) 1
. ABFe: AN rCr N,
ABF e'lq ".:'
A,B F €2 ! €2 -
A,B F (sETe; e2) : UNIT N,
A,B F (SET e; e2) ! (MAXEFF €; €3 (WRITE p)) Z:‘;
. . s
; 3.5.3 Properties of the Static Semantics £
Although the type and effect inference rules appear to be interleaved, the -
: rules are structured so that any expression that has a type also has an effect. SaX
) . .
' We call such an expression well-formed. NG
Definition. An expression e i3 well-formed with respect to a type t
assignment A and a kind assignment B iff it has a type under A and B, i.e. ;
iff AJB F e: 7 for some 7. If e is well-formed with respect to the empty y
i type and kind assignment we write WF,.p(€). ...
i The type and effect inference rules have been constructed so that the Y
! type and effect of a well-formed expression are themselves well-formed and ;'E
: of kind TYPE and EFFECT respectively: if A,B + e: 7Tand A,B F e!'e o~
and B + A(z) : TYPE for each x € FV(e), then B F 7 : TYPE and
B & €:EFFECT. 2%
The type and effect inference rules have been constructed so that any ::::
well-formed expression has a unique type and effect: if A,B F e: 7 and ‘_':
A,B I e: 1 then 1, = 13, and likewise for effects. {-}‘"
Finally, two properties of type and effect inference are of particular signif- w1
icance: a well-formed ordinary application yields a well-formed result with e
Y the expected type and effect, and a well-formed polymorphic application ::-
yields a well-formed result with the expected type and effect in which the vy
actual parameter has been substituted for the bound description variable of g
: the operator. b
: e If an expression e has type 7 and effect € under a type assignment A and ::::
. a kind assignment B such that A(z) = 7', and ¢’ is a closed expression :‘,
¢ whose type is a subtype of 7/, then e[e’/z] is well-formed under 4 and B, Yo
Y,
and has a type that is a subtype of 7 and an effect that is a subeffect of . e
e If an expression e has type 7 and effect ¢ under a type assignment A and 3
' a kind assignment B such that B(d) = «, and § is a closed description of
kind «, then e[6/d] has type 7[6/d] and effect €[6/d] under A and B.
These two properties are used in the next chapter to prove the all-important ‘
type and effect preservation proposition.
-
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The rule for the SET expression can be read as follows: provided that the
type of e, is (REF p 7) and the type of e; is a subtype of 7, the type of the
expression as a whole is UNIT, and its effect is the least upper bound of the
effects of e; and e; and the effect (WRITE p).
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3.6 Aliasing

The notion of aliasing usually refers to a situation in which two distinct
identifiers (i.e. constants and/or variables) refer to overlapping sets of lo-
cations. Since we take the view that effect analysis should be performed
strictly on the basis of effect specifications, we are interested only in aliasing
between description identifiers.

Most programming languages offer two ways to bind ordinary variables:
as formal parameters or as local variables. The actual value of the variable is
unknown in the former case, but known in the latter. Similarly, a description
variable can be either an abstract type, effect or region, or a synonym for a
specific type, effect or region description. The actual description correspond-
ing to the variable is unknown in the former case, but known in the latter.
We regard description synonyms as mere syntactic sugar, and we have not
included them in MFX; in Chapter 7 we show how they can be added. In this
section we discuss the issue of aliasing as it relates to description variables
that represent abstract types, effects, and regions respectively.

Since we take the view that effect analysis should be performed strictly
on the basis of effect specifications, the MFX type and effect inference rules
use only the description information that has been supplied in the form of
declarations, even when the corresponding actual parameter is known.

3.6.1 Abstract Types

For type variables, the only property of interest is convertibility. Since
distinct type variables are treated as if they were unrelated type constants,
a type variable is not convertible with any other type description. This
guarantees representation indenendence.

3.6.2 Abstract Effects

For effect variables, there are two properties of interest: convertibility and
interference. As for convertibility, distinct effect variables are treated as if
they were unrelated effect constants, and an effect variable is not convertible
with any other effect description. As for interference, no additional assump-
tions are made: thus, any conservative syntactic effect analysis algorithm
has to assume that an effect variable may interfere with any effect, including
itself. For a detailed discussion of interference, see Chapter 8.

We have considered augmenting MFX with some form of bounded quan-
tification over effects; this would permit the programmer to specify, as part
of the declaration of a formal effect parameter, an upper bound (such as a
read-only effect description) that the corresponding actual parameter must
satisfy. However, a detailed investigation of bounded quantification is beyond
the scope of this thesis.
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3.6.3 Abstract Regions

For region variables, there are also two properties of interest: convertibility
and overlap. As for convertibility, distinct region variables are treated as if
they were unrelated region constants, and a region variable is not convertible
with any other region description. As for overlap, the treatment of regions
differs somewhat from the treatment of types and effects. If no additional
assumptions were made about region parameters, any conservative syntactic
effect analysis algorithm would have to assume that any two region variables
may correspond to overlapping regions. This would discourage the use of
procedural abstraction, which is contrary to our philosophy.

We have considered augmenting MFX with constrained quantification over
regions; this would permit the programmer to specify, as part of the decla-
ration of a formal region parameter, a set of constraints (such as disjoint-
ness from certain other region descriptions) that the corresponding actual
parameter must satisfy. However, a detailed investigation of constrained
quantification is beyond the scope of this thesis.

As a compromise, we have adopted a simple language restriction that en-
sures that there is no aliasing between region identifiers. The main advantage
of this restriction is that it permits a conservative effect analysis algorithm
to «ssume that distinct region identifiers correspond to disjoint regions. Of
course, the main drawback of the restriction is that, due to its conservative
nature, it rules out many programs that do not actually introduce aliasing

at all.

The MFX anti-aliasing rule is modeled after the rule employed by Eu-
clid [Lam77] [Pop77]. However, since the rule concerns aliasing between
region descriptions, it does not affect ordinary applications. Only polymor-
phic applications are affected, and then only when the operand is a region
description.

The objective of the anti-aliasing rule is to ensure that for any polymorphic
application (PROJ e p), the region description p be disjoint from all region
constants and variables that are used by the value of e, which must be a
polymorphic subroutine. Fortunately, the region constants and variables
that are used by a value all appear free in its type. This leads us to the
following restriction:

Restriction. In a polymorphic application (PROJ e p), where ¢ has
type T, no region constant or variable may appear free in both 7 and p; in
other words, FRC gesc(7) N FRCgesc(p) and FDVyeoo(7) N FDVyesc(p) must be
empty.

Since the region constants and variables that are used by a value all appear
free in its type, the above restriction is sufficient to maintain the invariant
that effects on distinct region constants and/or variables in any scope do
not interfere. The restriction is rather conservative: it is possible that more
precise anti-aliasing rules can be devised. But, to paraphrase Reynolds,
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N where to stop is ultimately a question of taste: the anti-aliasing rule should
v permit expressions that obviously do not interfere [Rey78, p. 41, emphasis
K in original]. We regard the current anti-aliasing rule as no more than a

reasonable compromise.
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Chapter 4. Dynamic
Semantics

4.1 Introduction

In this chapter we continue our presentation of MFX-1 by defining its
semantics and presenting our propositions regarding the soundness of the
type and effect system. In particular, we present our claims regarding type
and effect preservation, type soundness, static typing, effect soundness, loca-
tion invariance, and typeless semantics. We give proof sketches for all these
propositions.

The purpose of this chapter is to define the semantics of the language
formally, and to demonstrate the soundness of the type and effect system.

The rest of this chapter is organized as follows. We begin by defining the
standard semantics of the language, which is expressed in terms of a set of
rewriting axioms and rewriting inference rules. Next, we present some prop-
erties of these rewriting rules that illustrate the structure of the standard se-
mantics. We then present the type soundness and static typing propositions,
followed by the effect soundness proposition. We conclude by discussing some
additional important properties of the semantics, namely location invariance
and typeless semantics.

4.2 Overview

The standard semantics of the language is based on the standard rewrit-
ing rules for the second-order typed lambda-calculus [Bar84]. In particular,
we have expressed the semantics of application in terms of beta-substitution.
Consequently, there is no environment that maps free variables to their val-
ues, and expressions ought not to have free variables.

This way of treating free variables appears to be rather unusual: the most
popular ways of specifying the semantics of an imperative language, such as
denotational semantics [Gor79b] [Sco82] [Sto77], so-called structured opera-
tional semantics [Plo81)}, and the meta-circular evaluator approach [Abe85]
all use environments to represent the relation between variables and their
values. We have adopted the current approach primarily in order to simplify
our proofs.

In our standard semantics, effects are modeled using a store that maps
locations to values. To avoid the complications that arise when a computa-
tion runs out of unused locations, we define a store to be a finite function
from locations to values. Since the number of locations is infinite and every
finite computation allocates only a finite number of locations, this definition
ensures that a computation never runs out of unused locations.

49

?‘Y‘I" o = P ok ~
"\'\’:}:ﬁ' LRI

-“ ‘1‘ Al ”‘

I"{':‘

Aoy
P 'S
1 {‘){'- "> % "

o’ A
R

R

."’"-

e T s S S LA
XN T

- ‘¢"7" R

. {{"‘\.

-

s

&




AL BRIV ERERANF IRY Y UV VTN VYUV IMTINNTWUAN RO

4 The state of a computation consists of an expression and a store. Com-
t putation proceeds by repeatedly rewriting the state until a terminal state is
reached. The rewriting inference rules ensure left-to-right applicative order
evaluation by designating, for each state, the unique innermost expression (if
any) that can be rewritten next. Since the rewriting rules are uni-directional,
we use the term reduction rather than rewriting, and we refer to the rules as
reduction rules.

To avoid over-specification, we have defined the standard semantics so
that new locations, when needed, are chosen nondeterministically. We show
that the course of computation is not affected by the choice of locations, and
that the result of a computation is unique modulo the choice of locations.
This gives the language implementation a great deal of flexibility, which is
essential for optimization.

Although there is type and effect information available during the reduc-
tion process, we show that the standard semantics does not make use of this
information. The compiler described in Chapter 8 takes advantage of this
fact.

The main propositions presented in this chapter are the type and effect
soundness propositions.

-

e e g

e The type soundness proposition states that if a well-formed expression
has a certain type description, then the type of the value returned by the
expression is a subtype of that type description.

L e s

e The effect soundness proposition states that if a well-formed expression
has a certain effect description, then the actual side-effects of the expres-
sion are a subeffect of that effect description.

o

i b 4
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The effect soundness property forms the basis for the use of syntactic effect
specifications to identify optimization opportunities.

4.3 Standard Semantics

By e ]

and the type tag of a location indicates what types of values the location
may contain. Specifically, a location tagged with a region description p

y
v
:
; 4.3.1 Locations
Before we can describe the semantics formally, we must define what we
mean by locations. Formally, locations are a countably infinite set of con-
stants:
Loc = {hla,... } - locations (1)
Const = ... - ordinary constants
Loc - locations
A location can be tagged with a region description and a type description.
The region tag of a location indicates to what region the location belongs,
)
1
)
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belongs to the region p, and a location tagged with a type description 7 may
contain values whose type is a subtype of 7. The tags of a location ought
to be closed; tags that contain free description variables are meaningless.
We write R(1) for the region tag of the location ! and T(I) for its type tag.
Moreover, we write I, » to indicate that R(l, ) = p and T(l, ;) = 7.

Every closed region description p corresponds to a nonempty set of region
constants, namely FRCy.,c(p). If p is a region constant, then the location
l,,r belongs to the region corresponding to that region constant. If p is a
UNION of several region constants, then the location [, , belongs to the union
of the corresponding regions. This situation reflects either uncertainty or
indifference about the region constant to which the location actually belongs.

Definition. A location can be reached through a region p, | € Reach(p),
iff the region tag of | overlaps with p, i.e. iff FRC4esc(R(1)) N FRCge,c(p) # 8.

It is convenient to define the free locations of an expression, FL.;p(€).
Since locations are constants, the definition of FL.., is trivial: all the loca-
tions that occur in an expression are free. We give a more precise syntactic
definition anyway, in order to highlight the differences between FL.,,(e) and
FV(e).

Definition. The free locations of an expression are given by the
function FL.:p : Exp — Pow(Loc) defined below.

FLezp(NIL) = 0
FZ“,(b) =0
FL:p(1) = {1}
FLezp(z) =0
FL.:p(LAMBDA (z:7) €) = FL,.p(e)

The remaining clauses of the definition of FL..p(e) are identical to the cor-
responding clauses of the definition of FV(e).

Since locations are constants and therefore expressions, we must define
their free ordinary and description variables, their free region constants,
their types, and their effects. The first few are easy: since locations are
constants, they have neither free ordinary variables nor free description vari-
ables. However, because of its region and type tag, a location may have free
region constants:

mctzp(lp,f) = FRCdcac(p) U FRCde’C(T)
Because locations are constants, their effect is PURE. Finally, the type of a
location is a REF type whose region and type parameters are equal to the

region and type tags of the location:

l,r:(REF p T)
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4.3.2 Stores and States

The state of a computation consists of two components: an expression,
which represents the computation that remains to be performed, and a store,
which maps locations to values. Stores and states are formally defined below.

!

Definition. A store is a finite function ¢ : Loc — Val that maps
locations to values. We use Store to denote the set of stores and o to denote
individual stores. :

Definition. A stateis a tuple (e, o) of the form (Exp x Store). We use
State to denote the set of states and 6§ to denote individual states.

Definition. A state 0 is called a terminal state iff its expression
component is a value, i.e. iff § = (v, o) for some v and o.

4.3.3 Reduction

Computation proceeds by repeatedly reducing the current state until a
terminal state is reached. The reduction relation =% on State x State is
defined by a set of reduction axioms and a set of reduction inference rules.
The reduction axioms show how to reduce an expression when certain of its
(immediate) subexpressions have already been reduced to values; the reduc-
tion inference rules show how to reduce an expression to which none of the
reduction axioms applies by reducing one of its (immediate) subexpressions.

A terminal state cannot be reduced; in other words, there are no v, o
and 6 such that (v, o) 224, 9. The reduction axioms and inference rules make
extensive use of this fact in order to ensure the correct evaluation order.
For example, the reduction axiom for ordinary application (shown below) is
applicable only when the operator is a LAMBDA expression, which is a value,
and the operand is a value as well. This technique is used throughout to keep
the reduction axioms and inference rules from being invoked prematurely.

The relation ‘reduces to’ or ‘ =%’ on (State x State) gives the states, if
any, to which a given state can be reduced.

Definition.  The relation ‘reduces to’ is the relation generated by the
axioms and inference rules given below.

The first two axioms, which deal with ordinary and polymorphic appli-
cation, are adapted directly from the second-order typed lambda calculus.
As before, the notation e[v/z] and e[6/d] indicates beta-substitution, where
bound variables are renamed as needed to avoid capture. Note that the store
is not involved in these reductions.

(((LAMBDA (z:7) €) v),0) == (e[v/z],0)
(((PLAMBDA (d:k) €) 6),0) =2 (e[6/d), o)

Note that the first of these axioms may duplicate the actual parameter v.
This does not cause any problems, despite the possibility of side-effects,
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because the actual parameter is a value, which cannot be reduced and may
therefore be duplicated freely.

The next set of axioms, which deal with conditional and sequential eval-
uation, should be more or less self-explanatory. Note, once again, that the
store is not involved in these reductions.

red

(e2,0)
(63, 0)
(v,0)

=% ((BEGIN €;...¢e,),0) (n>0)

((IF TRUE ey e3),0

red

)
((IF FALSE e €3),0
) red

)
((BEGIN v),0
o)

((BEGIN v €) ...€4),

The remaining axioms deal with the allocating, reading, and writing of
locations.

2

‘.
L4
f

=
N
v

The axiom for the NEW expression can be read as follows. To reduce the
expression (NEW p T v), choose any location ! that is not bound in the store,
and tag it with the descriptions p and 7. Then bind ! to v in the store, and
replace the expression by the value [.

((NEW p T v),0) =2 (I,,r,0[l,r — v]) (I not bound in o)

This axiom represents a non-deterministic reduction: unlike the other ax-
ioms, this axiom permits a state to be reduced in one step to any of a
countably infinite number of states, differing only in their choice of the new
location. We show that the choice of new locations does not affect the course
of a computation.

1
\{'\)'l" ;ﬂ

‘%%
'i't"

To reduce the expression (GET !), where ! is bound to v in the store,
simply replace the expression by the value v. The tags of the location are
immaterial.

(GET 1),0) =% (o(1), o)

Note that this reduction duplicates the value v. This does not cause any
problems, despite the possibility of side-effects, because a value cannot be
reduced and may therefore be duplicated freely.

To reduce the expression (SET [ v), where [ is bound in the store, simply
bind [ to v in the store and replace the expression by the value NIL. In this
case, too, the tags of the location are immaterial.

((SET 1 v),0) =5 (NIL, o[l « v])

This concludes the set of reduction axioms. Note that these axioms can be
invoked only when the outermost expression of the state matches the pattern
of an axiom.
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The reduction inference rules show how to reduce a state 6 that does not v
match any reduction axiom by reducing a designated subexpression of the b
expression component of 8. In order to describe the reduction inference rules %4
we need to define the notion of a context. &

Definition. A context C is an expression containing a single “hole” in P,
which an expression can be placed, i.e. such that C|[e] is an expression for any !
expression e. For example, if C is (GET (e [ ])) then C[e'] is (GET (e ¢€')). '

The reduction inference rules are all of the following form: -

K4
(e,0) =5 (¢, 0") ;::,
re -~
(Cle], o) == (Cle'], o) 3
\-I
Each rule can be represented by an appropriate context C: for example, the >
reduction inference rules for application, e
o~
(e1,0) =% (e}, o) 2
(1 €2),9) = ((¢) €2),) o)
and red 41 4 {‘!
(e2,0) = (€5,0") e

((v1 €2),0) = ((v1 €3),0")

L
ey

s

can be represented by the contexts ([ ] e2) and (v; [ ]). The reduction
inference rules of MFX as a whole are represented by the following contexts:

1y

e ordinary constants and variables: none 4

e ordinary abstraction: none N,

e ordinary application: ([ ] e2) and (v1 [ ]) N

e polymorphic abstraction: none X

¢ polymorphic application: (PROJ [ ] §)

e conditional evaluation: (IF [ ] ez e3) o

e sequential evaluation: (BEGIN [ ] e2...¢e,) o~

e allocating a location: (NEw p 7 | ]) A

¢ reading a location: (GeT | ])

e writing a location: (SET [ ] e;) and (SET v, [ ]) e
Together with the reduction axioms, these rules guarantee left-to-right, ap- ::\
plicative order evaluation. ::

The meaning of an expression is a map from stores to terminal states 3
(where Z=2* is the transitive closure of =% ): @

'| (]

Definition. The meaning of an expression e is the map M[ e ] :
Store — State that maps every store o to the set of terminal states that can
result from reducing the state (e,o), t.e.

tacer e

Ml e ]o = {{v,0') | (e,0) =5 (v,0")} RY
N
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This map is many-to-many: for example, the expression (NEW r BooL p‘:’;:
TRUE) maps the store o to the set of states (l,o[l «— TRUE]) for all | ¢ D
Dom(o), and the expressions TRUE, (BEGIN TRUE), (BEGIN (BEGIN TRUE)), fnin
and so forth all map any store o to the state (TRUE, o). e
In a subsequent section we show that for any expression e and store o, the :"\:'Q
terminal states in the set M| e o are all equal up to the choice of locations. g N
u'. A ]
. . U,
4.3.4 Properties of the Standard Semantics RN
The reduction axioms and inference rules have beea designed so that every _—
expression matches at most one reduction axiom or one reduction inference f-::::‘_'-,
rule. .»_:-':
For example, consider the expression _\_,x
I\ f ]
((prOJ (PLAMBDA (t:TYPE) w2
(LAMBDA (x:t) AR
x)) :_\"::j."-
BOOL) ey
(GET 1)) RO
N
. w4
Although this expression is an application, it does not match the applica- _—
tion reduction axiom, since neither the operator nor the operand are values. :§:$
However, it does match the first of the two reduction inference rules for T
application, since the operator is a polymorphic application that can be re- ::*_‘ N
duced by the corresponding reduction axiom. This reduction changes the e
expression to
?\.";d
e
((LAMBDA (x:BOOL) ALY
B
x) Ay
(GET 1)) gy
without accessing or changing the store. ‘_ r--
The resulting expression still does not match the application reduction DA
axiom, since the operand is not a value, as required by the axiom. It also xj::
does not match the first application reduction inference rule, since there is ;:-;::::j
no way to reduce the operator. It does, however, match the second reduction ey
inference rule, since the operator is a LAMBDA expression, which is a value. :
If the store maps 1 to TRUE, this reduction changes the expression to Ry
((LaMBDA (x:BOOL) N
x) LS,
TRUE) AL
while reading the store to obtain the contents of 1. f‘j:_\
Since the operator and the operand of this expression are both values, :-_-*:::::
this expression can be reduced by the application reduction axiom. This ::Q;‘
reduction changes the expression to PN (N
TRUE
N
Iadod,
~
R .
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. .\ -
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without accessing or changing the store. Note that since every expression
matches at most one reduction axiom or one reduction inference rule, the
order in which the reduction axioms and inference rules are listed is imma-
terial.

By induction on the number of inference rules employed in a reduction
step, it can be shown that every state can be reduced in at most one way,
except for the choice of free locations. The expressions that can participate
in the next reduction step of a state are called the active expressions of that
state.

Definition.  The active expressions of an expression are given by the
following inductive definition:

1. any expression is an active expression of itself, provided that it is not a
value;

2. if Cle] is an active expression of e, and there exists a reduction inference
rule that states that (C|e],o) can be reduced to (C[e'],o') if (e, o) can be
reduced to (e¢’,0'), then e is an active expression of eg, provided that it is
not a value.

The active expressions and contexts of a context are defined analogously.

Definition. The active expressions of a state are the active expressions
of its expression component.

The active expressions of an expression form a chain: the chain begins at
the expression itself, and the active (immediate) subexpression of each active
expression forms the next link of the chain. The last expression on this chain
is called the active redex of the expression. For example, the expression

((LAMBDPA (x:BOOL) x)
(BEGIN

(SET 1 FALSE)

(GET 1)))

has the following chain of active expressions:

((LAMBDA (x:BOOL) x)
(BEGIN
(SET 1 FALSE)
(GET 1)))
|
(BEGIN
(SET 1 FALSE)
(GET 1))
|

(SET 1 FALSE)
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The active redex of the expression is (SET 1 FALSE).

The expression (LAMBDA (x:BooL) x) in the above expression is not
active because it is already a value; the expression (GET 1) is not active
because the reduction inference rule for BEGIN reduces only the first subex-
pression. Y

s

“‘
Pa¥:
. . ~
Since every state has at most one active redex, it follows that every state Y
can be reduced in at most one way, namely by invoking the reduction axiom, ‘
if any, that matches the active redex. Since all the reduction axioms are
deterministic except for the choice of free locations it follows that reduction WY
in general is deterministic except for the choice of free locations. ).:
)
4.3.5 Stuck States 3
Definition. A nonterminal state (e,o) (where e ¢ Val) is stuck iff it N
cannot be reduced, i.e. iff there is no 8 such that (e,o) = 6. :‘: -’
s
In a stuck state, the active redex is one of the following: [
1. a variable tf
2. (v1 v2) where v, is not an ordinary subroutine s
. &
3. (PrOJ v §) where v is not a polymorphic subroutine N
4. (IF v e; e3) where v is not a Boolean T
5. (GET v) where v is not a location e
6. (GET l) where [ is not bound in the store Y
7. (SET v; vz) where v, is not a location . &
These expressions can be divided into various categories: ::::
N
e case 1 represents an attempt to use an undeclared variable, :-I‘
e case 6 represents an attempt to use an uninitialized location, and ~$
e cases 2-5 and 7 represent type errors. .o
W
Proposition. If the state (e, o) is stuck, then either e is ill-formed, or it ::_
contains some location whose contents is undefined. ';:_
Proof. A state (e, o) is stuck iff its active redex matches one of the cases o
K

1-7 listed above. Let ¢’ be this active redex. If ¢' contains some location
whose contents is undefined, then so does e, and if €’ is ill-formed, then so
is e (by the monotonicity of the type inference rules). Therefore, it remains
to verify that if ¢’ matches one of the cases 1-7 listed above, then it is either
ill-formed or contains some location whose contents is undefined. We discuss
the first few cases.

1. If ¢’ is a variable, then €' is not closed, and therefore ill-formed.

2. If ¢’ is of the form (v; vy) where v; is not an ordinary subroutine, then
e’ i1s not well-formed because no value other than an ordinary subroutine
can have a type of the form (SuUBR (7;) € 72).

The remaining cases are similar. O
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In the next section we show that reduction of a well-formed state never
gets stuck. In practical terms, this means that static type checking pre-
vents all run-time type errors and all attempts to use undeclared variables
or uninitialized locations.

4.4 Type and Effect Preservation

In this section we show that reduction of a well-formed state yields another
well-formed state whose type and effect are at most those of the original state.
Since a well-formed state is not stuck, it follows as a corollary that reduction
of a well-formed state never gets stuck.

A state is consistent iff all the locations that occur in the state are bound
in its store component, and have the same tags everywhere. Before we can
formalize this definition, we must define what it means for a location to occur
in a store or state.

Definition. A location [ occurs in a state (e,o) iff it occurs in the
expression component e or in the store component . The locations that
occur in a state are given by the function FL,ss, which is formally defined
below.

FLuo(0) =Dom(o) U | FLezp(o(D))
l€Dom(o)

mata((e, o, )) = nezp(e) U FLnto(a)

Definition. A state is consistent, C((e, o)), iff every location that occurs
in the state is bound in the store and has the same tags everywhere, i.e. iff

FL,ta({e,0)) € Dom(c), and I, € FL,a({e,0)) and {1+ € FL,a({e,0))
implies that p = p' and 7 = 7'.

Definition. A store is well-formed, WF ,4tore(0), iff every value in the
store is well-formed and has a type description that is a subtype of the type
tag of its location. In other words,

WFiore(0) & 1€ Dom(a) = (a(l): 7 AT T(I)

We can now define what constitutes a well-formed state.

Definition. A state (e,o) is well-formed, WF yate((e,0)), iff it is
consistent and e and ¢ are both well-formed. In other words,

WF state({e,0)) & C({e,0)) A WFezp(e) A WFtore(0)

If (e,0) is well-formed and e : 7, we write (e,0) : 7 and say that (e,o) has
type 7; similarly, if (e,o) is well-formed and e ! ¢, we write (e,0) ! € and say
that (e, o) has effect . Note that every terminal state has effect PURE.

[

,‘-,‘\(\-.\ ¥

NI N N PN, v, N Y A A R N A N R Y A A A O
e 2% iV W, ..Mﬁu:- FACN TSI AT A G R T AT N PV TR NT N TAS I I Yoy

LA

?l

i ry
Pl A

LCNONANE

AR RN
'
-’&1‘

A%

...........

I e A T o T AT 8 T 8T R T T AT ST T STAT AT AT, ST S e e N e
N . ':’.:;,-.:"f DDZal) : N _',-, AN f_vf‘_ﬁ:' lﬁ.‘\.-_\. PG AN .':;. LRGN

A



We can now express the type and effect preservation proposition. This
proposition is a generalization of the type preservation theorem of the second-
order typed lambda-calculus, which states that reduction of a well-typed
expression yields another well-typed expression of the same type.

The proposition presented here is more general than the type preservation
theorem of the lambda-calculus in three respects: side-effects, type inclusion,
and effect descriptions.

Sl L P

A Ry

frvew
ok

e In order to deal with side-effects, we have generalized our proposition from
expressions to states.

e In order to deal with type inclusion, we have relaxed our proposition so
that the reduction of a state of type 7 may yield a state of any type 7' C 7.

e Finally, in order to deal with effect descriptions, we have added the propo-
sition that the reduction of a state with effect ¢ yields a state with some
effect ¢ C e.

Proposition. (Type and Effect Preservation) Reduction of a well-formed
state preserves or decreases the type and effect descriptions of the state.

Wfatate((e7a))
e T
ele

red

(e,o) == (€', 0')

s a"

LA

W]:atate((e'a 0'))
e :17" where ' C 7
e ¢ wheree C e

AR

(AN

Proof. By induction on the number of inference rules employed in a
reduction step, with a case analysis for the reduction axiom employed. DO

.
t

During the course of a computation, both the type and the effect of the
state may decrease. As is customary, the decrease in the type reflects the
decreasing uncertainty regarding the type of the eventual result of the com-
putation, and the same is true of the decrease in the effect. However, the
decrease in the effect also reflects the fact that during the course of reduc-
tion, certain effects actually take place, during which process the expressions
that actually cause the effects are replaced by values, which cannot cause
any further effects.

This difference is most apparent when the computation reaches a terminal
state, by which time the effect of the state must have decreased to PURE. The
type of the state, on the other hand, is not constrained a priori to converge
to a certain type.

- e “ v e e -
Sa ._'-,.',—l.".'f‘ " .’7}4{:’ l‘:

Corollary 1. (Type Soundness) If reduction of a well-formed state (e, o)
terminates in a state (v, '), then the type of v is a subtype of the type of e.

Corollary 2. (Static Typing) Reduction of a well-formed state never
gets stuck; in particular, reduction of a well-formed state never encounters
an undefined variable, an uninitialized location, or a type error.

In practical terms, this means that an implementation of the language
does not need to check for these conditions at run-time.
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4.5 Effect Soundness

In this section we show that the effects of reduction of any well-formed
state are a subeffect of the effect description of that state. This property
forms the basis for syntactic effect analysis.

Lemma. In a well-formed state, every active expression is closed.

Proof. Since every well-formed state is closed, all expressions contain-
ing free variables must appear inside of LAMBDA and PLAMBDA expressions.
By definition, these expressions are values, which have no active subexpres-
sions. O

Since every active expression in a well-formed state is closed, we can re-
fer to the effect of an active expression without specifying a type or kind
assignment.

Lemma. (Effect Propagation) In a well-formed state, the effect of each
active expression is a subeffect of the effect of its parent expression. In
particular, the effect of the active redex is a subeffect of the effect of the
outermost expression.

Proof. There is a direct correspondence between the reduction inference
rules, which determine which of the subexpressions of an expression can be
active, and the effect inference rules: the effect inference rules are deliberately
structured so that the effect of every expression is at least the least upper
bound of the effects of its (immediate) subexpressions that can be active. It
follows that the effect of each active expression is a subeffect of the effect of
its parent expression. a

In order to state our effect soundness proposition, we need to be able to
refer to the locations that are involved in effects in a reduction step.

Definition. For all # and 8’ such that 6§ =% ¢, let
e A(8,8') denote the set of locations allocated in the reduction step 8 = 6’
o R(6,6') denote the set of locations read in the reduction step 8§ =%, ¢'
e W(6,6') denote the set of locations written in the reduction step 6 == ¢’

Proposition. (Effect Soundness) Reduction of a well-formed state al-
locates, reads, and writes only locations that can be reached through the
regions specified by its effect. In other words, if § =% ¢’ and 6 ! € where

€ ~ (MAXEFF (ALLOC p4) (READ pgr) (WRITE pw))

then
A(6,6') C Reach(pa)
R(6,8') C Reach(pr)
W(0,8') C Reach(pw)

Proof. By the effect propagation lemma and the fact that every NEw,
GET or SET expression has a corresponding ALLOC, READ or WRITE effect. O
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Since reduction preserves or reduces the effect of a state, this proposition

red

generalizes immediately to § ==* §'.

In practical terms, the effect soundness proposition implies that the effect
description of an expression is a conservative approximation of the actual
side-effects that the expression may have. This effect information, which can
be inferred and verified statically, can be used to identify a variety of op-
timization opportunities, including concurrent evaluation and memoization.
This means that it is possible to integrate functional program fragments into
imperative programs while retaining the benefits of functional programming
within those program fragments.

4.6 Location Invariance

In this section we show that the meaning of an expression is independent of
the choice of locations that are allocated during the computation. In practical
terms, this means that the semantics of the language are independent of the
storage allocation policy employed by the implementation.

The proof of this property is fairly routine. We begin by defining an
equivalence relation that relates stores that are equal up to the choice of
locations, and likewise for states. We then show that if a state can be reduced
in one step to multiple states, then these resulting states are all equivalent,
and we show that subsequent reduction preserves this equivalence. We finally
consider the equivalence classes of stores and states modulo the choice of
locations, and we show that the meaning of an expression corresponds to a
function from equivalence classes of stores to equivalence classes of terminal
states.

Definition. A Jocation permutation is a bijection p : Loc — Loc. A
permutation p fixes a set of locations L iff u(l) =l for all [ € L.

We extend permutations to stores and states as follows: u(o) and p(6)
denote the store and state, respectively, obtained by simultaneously replacing
every location occurrence [ in o or 8 (as defined by FL,,(0) and FL,(8))
by u(l).

When two states are equal up to a location permutation, we consider them
to be equivalent. If this permutation fixes a set of locations L, the states are
equivalent with respect to L.

Definition. Two states 6 and 6’ are equivalent with respect to a set of
locations L, 8§ = 8', iff ' = pu(8) for some u that fixes L.

This relation is an equivalence relation: it is reflexive (since the identity
permutation fixes every set L), it is symmetric (since the inverse of a per-
mutation that fixes L also fixes L) and it is transitive (since the composition
of two permutations that fix L also fixes L).

When two states are equivalent with respect to FLe p(¢) or FL4q(8), we
say that they are equivalent with respect to e or 8, respectively.
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Since a reducible state can be reduced in precisely one way except for
the choice of locations that are allocated during the reduction, the states
to which a given state can be reduced are all equivalent with respect to the
locations that occur in the original state.

Proposition. If a state reduces to more than one state, then the resulting
states are equivalent with respect to the locations that occur in the original
state

66, A =0, implies 6] =g, (9) 92

Proof. If the reduction does not allocate a location, reduction is deter-
ministic and 8} = 8),. Otherwise, let [; and l; be the new locations allocated
in 8} and 6 respectively. Choose u so that 8 = u(6) and I3 = u(l;). Such
a u is guaranteed to exist because neither [ nor l3 is in FL,,(0). We then
have 63 = p(6y). D

In fact, a stronger result holds: any state that is equivalent to a reducible
state with respect to some set of locations L is itself reducible, and the results
of these two reductions are also equivalent with respect to L.

Proposition. (Location Invariance) Equivalent states reduce to equiva-
lent results.

30, . a'2 5, g,
VO 6= 0 = 8 = 6,

Proof. Omitted. 8]

This proposition subsumes the previous proposition, as can be shown by
taking L= FI/ata(el).

The location invariance proposition generalizes immediately to reduction
sequences of any length. Moreover, using the fact that any state that is
equivalent to some terminal state is itself a terminal state, it follows that
either all reduction sequences of a particular state diverge, or all reach a
terminal state after the same number of steps, in which case these terminal
states are all equivalent with respect to the original state. This leads to the
following corollary:

0r=16, A 6, =58 = {

Corollary. The meaning of an expression, M| e ], maps stores that
are equivalent with respect to e to terminal states that are equivalent with
respect to e.

In fact, for all e, the union of the sets M[ e Jo for any set of stores that
are equivalent with respect to e is closed under =g, (). It follows that
the meaning of an expression, M| e ], corresponds to a function from the
equivalence classes of stores ¢ modulo the permutations that fix FL.;p(e) to
the equivalence classes of terminal states modulo the permutations that fix
FL..p(e).

In practical terms, this means that the semantics of the language are
independent of the storage allocation policy employed by the implementation.
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4.7 Typeless Semantics

In this section we show that the meaning of an expression does not depend
on the type, effect or region information present in the expression. In practi-
cal terms, this means that the implementation does not need to perform any
type checking, effect checking, or other description computation at run-time.

The proof of this property is fairly routine. We begin by defining a non-
standard, typeless semantics that parallels the standard semantics exactly.
We then show that 8 reduces to @' iff the typeless state that results from
erasing all type information from 6 reduces to the typeless counterpart of ¢'.

The definition of the non-standard semantics consists of two parts: type
erasure and typeless reduction. The type erasure function Erase is defined
as follows:

Erase(c) = ¢
Erase(z) =z
Erase( LAMBDA (z:7) €) = (LAMBDA Z Erase(e))
Erase(e] 82) = (Erase(el) Ernse(ez))
Erase(PLAMBDA (d:x) €) = (PLAMBDA Erase(€))
Erase(PROJ e 6) = (PROJ Erase(e))
Erase(IF e; ez e3) = (IF Erase(e;) Erase(e;) Erase(e3))
Erase(BEGIN e ...€,) = (BEGIN Erase(e;) ... Erase(€n))
Erase(NEW p T ¢) = (NEW Erase(€))
Erase(GET e) = (GET Erase(e))
Erase(SET e 62) = (SET Erase(el) Erase(eg))

We generalize the type erasure function to stores and to states as follows:

Erase(f) =
Erase(o[l — v]) = Erase(0)[l « Erase(v))
Erase({e,0)) = (Erase(e), Erase(o))

The typeless reduction relation ‘=%  parallels the standard reduction

relation =5 , and is defined in the same way, by a set of reduction axioms
and a set of reduction inference rules. In fact, the axioms and inference rules
for *==% are textually the same as for 2% | except for the three axioms and
two inference rules in which description information appears. The erased

counterparts of the axioms are:

(((LAMBDA z ) v),0) 2% (e[v/z],0)

((PROJ (PLAMBDA ¢)),0) “22% (e, o)

(NEW €),0) "2 (l,0[l — v]) (I not bound in o)

The erased counterparts of the inference rules are represented by the fol-
lowing contexts:
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¢ polymorphic application: (PROJ [ ])

¢ allocating a location: (NEW [ ])

Despite the absence of type, effect and region information, typeless re-
duction proceeds exactly in the same way as typed reduction. Thus, for
every reduction sequence in the standard semantics there is a corresponding
reduction sequence in the typeless semantics, and vice versa:

L b an aa o

Proposition. (Typeless Semantics) Reduction does not make use of type
or effect information.

5 e g} ¢ iff Erase(e) "“=e§ Erase(e’)

Proof. By inspection of the reduction axioms and inference rules. O
It follows that M| e Jo can be defined as

{(v,0') | Erase((e, 0)) "5 * Erase((v,0"))}

instead of
\ {(v,0') | (e,0) =5+ (v,0")}

In practical terms, this means that the typeless semantics can serve as the
basis for an implementation: after static type checking, which prevents all
run-time type errors and all attempts to use undeclared variables or unini-
tialized locations, there is no more need to keep track of type, effect or region
j information.
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Chapter 5. Private Regions

5.1 Introduction

:: The language defined in the preceding chapters, MFX-1, permits functional
b program fragments to be incorporated in an imperative program while retain-
': ing the benefits of functional programming within those program fragments.
> In this chapter we extend MFX-1 with constructs for declaring and using

private regions. We call the resulting language MFX-2, for Mini-FX level 2.
Private regions can be used to integrate imperative program fragments into
functional programs while retaining the benefits of functional programming
in the surrounding program.

?a The purpose of this chapter is to explain the notion of private regions and
\ to demonstrate the soundness of the type and effect system in the presence
A of constructs for declaring and using private regions. We focus on two cases
) in particular:

P e we show how private regions can be used to prove that certain imperative
1' program fragments that have a functional specification but that are im-
" plemented imperatively, typically for performance reasons - for example,
v a program fragment that performs an in-place sort — are functional,

e we show how private regions can be used to prove that certain program
0 fragments that have a functional specification except for allocation but
W that are implemented imperatively, typically for reasons of expressive
power — for example, a program fragment that constructs and returns
a circular data structure — are functional except for allocation.

The rest of this chapter is organized as follows. We begin by giving an
overview of the characteristics of MFX-2. We then present the syntax, infor-
b mal semantics, and static semantics. Next, we present the dynamic seman-
tics, and we consider the impact of the new language features on type and
effect soundness. We conclude with a discussion of the use of region and
effect information for storage reclamation.
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5.2 Overview %

If a region is declared for use by a certain computation, used, and then
abandoned, then effects on that region are not visible outside of its scope.

Such a region is called a private region. In this chapter we introduce two o
new expressions that take advantage of this principle: the PRIVATE expression :S
and the EXTEND expression. qj
The PRIVATE expression declares a private, anonymous region for local use x
that becomes inaccessible when the expression returns. Effects on this region o
cannot be observed outside of the expression, and need not be reported; we o
say that such effects can be masked. Moreover, the locations belonging to :ﬁ‘
the region can be deallocated when the expression returns. The PRIVATE :::
expression allows functional program fragments to be implemented using s

imperative constructs.
The EXTEND expression also declares a private, anonymous region for local

s use, but when it returns it merges this anonymous region with a target region fz
specified by the programmer. Effects on the anonymous region cannot be o
observed outside of the expression, and can be masked; merging the two -

{ regions is tantamount to allocating and initializing zero or more locations in E“ ]
the target region, and therefore has an ALLOC effect on the target region. The o

: EXTEND expression allows functional program fragments to create and return N
circular data structures without resorting to general recursion equations. Lj

The introduction of private regions invalidates the effect soundness propo-
sition of the previous chapter: reduction of an expression that employs a »

private region may allocate, read and write locations in that region, even
though this is not specified in the effect description of the expression. In this 0::
chapter we refine the definition of effect soundness to take account of effects 0
] on private regions.
: :
5.3 New Language Features ”

5.3.1 Syntax

]

The grammar clauses for the PRIVATE and EXTEND expressions are given \-:_: "

below. NN
Exp= ... - expressions i
(pRIVATE Dvar Exp) ~ declaration of a private region y

(EXTEND Region Dvar Exp) - extension of an existing region

l."
-,'-"'-'
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5.3.2 Informal Semantics ;:ﬁ;'*
Pt
The semantics of the expression (PRIVATE d e) are as follows: the body e is ’; El'-r
evaluated with d bound to a fresh region constant, and its value is returned. _ =
| From the programmer’s point of view, this is equivalent to the polymorphic *‘{:’ﬂx

| subroutine application Q AN

| Aol

| (proJ (PLAMBDA (d:REGION) \

; e) Y

|

|

r)

where r is a fresh region constant. The bound region variable d must not
occur free in the type of e; this ensures that the private region becomes

inaccessible when the expression returns. Since effects on the private region RS
cannot be observed outside of the expression, they can be masked. b At
‘ SR
| The semantics of the expression (EXTEND p d e) are as follows. First, ':_:.,-_;
| the body e is evaluated with d bound to a fresh region constant. Next, *:
the region associated with d is merged with the target region p. Finally, the ; ..!:.
value of e is returned. Since the use of the private region cannot be observed, -
this is equivalent from the programmer’s point of view to the polymorphic 51:
subroutine application ﬁ;;‘:
(proJ (PLAMBDA (d:REGION) \_""';;:?:'
e) APANY
g B
(IS B
The bound region variable d may occur free in the type of e; this allows ,\";
the expression to return values that can refer to locations in the temporary }_,_,
region. After the two regions are merged, these values refer to locations in Rkl
the target region. Since effects on the region denoted by d cannot be observed N2CA :
outside of the expression, they can be masked. :';}_E:
The following two program fragments should illustrate the use of PRIVATE :\j?.
and EXTEND, and highlight the differences between them. The first expression AL
declares a local region r, allocates a location in r with initial value FALSE, 3 3
writes TRUE in it, and returns its contents. This expression has type BooL, :'“': A
and it has effect PURE because the effects on the private region r can be {{ g
masked. Co ..::‘
(PRIVATE r .
((LaMBDA (x:(REF r BOOL)) :«::.r::
(BEGIN '-:’.'-\."(\‘
(SET x TRUE) :i;::.*
(GET x)))
(NEW T BOOL FALSE))) O
)
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The second expression extends the existing region r with an extension called
r’, allocates a location in r’ with initial value FALSE, writes TRUE in it, and
returns it. The temporary region r’ is private to the expression, so the effects
on it can be masked; however, the overall effect of allocating in r must be
reported. This expression has type (REF r BooL), and it has effect (ALLOC
r) because the effects on the private region r' can be masked.

P -
e
-

PP ErYY.

(EXTEND T T’
((LaMBDA (x:(REF ' BOOL))
(BEGIN
(SET x TRUE)
x))
(NEW 1’ BOOL FALSE)))

Note that this expression could not have been written using PRIVATE, since
the bound region variable r' appears free in the type of the body.

5.3.3 Free and Bound Variables

The free variables of PRIVATE and EXTEND expressions are the same as the
free variables of the corresponding polymorphic subroutine applications:

FV(PRIVATE d e) = FV(e)
FV(EXTEND p d e) = FV (e)

FDV,;,(PRIVATE d €) = FDV,,p(e) — {d}
FDV,;p(EXTEND p d €) = FDVyeoc(p) U (FDV,zp(e) — {d})

5.3.4 The Empty Pseudo-region

In order to mask the effects on a private region, we introduce the pseudo-
tegion . Conceptually, ¥ corresponds to an empty region, t.e. a region to
which no locations belong. Thus, (UNION % p) is convertible with p (for all
p), and the effects (ALLOC %), (READ %) and (WRITE %) are convertible with
PURE. The pseudo-region 3 can be regarded as the bottom of the region
lattice.

Since the pseudo-region 1 corresponds to the empty set, it is not a region,
since a region must correspond to an infinite set of locations. The following
example should make clear why ¥ cannot be treated as a well-formed region
description. Consider the following expression:

((LaMBDA (x:(REF ¥ BOOL))
(BEGIN
(SET x TRUE)
(SET x FALSE)
(GET x)))
(NEW 13 BOOL FALSE))
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The two assignments to x have effect (WRITE 9), which is convertible with
PURE. As a result, it appears as if the expressions do not interfere. However,
evaluating the expressions concurrently or out of order may result in a final
value of TRUE, which does not agree with the value of FALSE predicted by the
standard semantics.

The problem with this example is that the expression (NEW 3 BoOOL
FALSE) violates the assumption that ¥ corresponds to the empty set by
allocating a location in 1. This is prevented by declaring that i is not a
well-formed region description.

When 1 is substituted for a region variable in an effect description, the
result is always convertible to an effect description that contains no instances
of 4. Thisis because a region variable in an effect description can appear only
as part of an effect description, and any effect on 1 is convertible to PURE.
We use this fact as follows: in order to mask the effects on a description
variable d in an effect €, we substitute ¢ for d in e. For example,

(MAXEFF (READ d;) (WRITE d,)) [¢/d)] PURE
(MAXEFF (READ d;) (WRITE d2)) [¢/di] =~ (WRITE d2)
(aLLOC (UNION d) d; d3)) [¢/di] =~ (ALLOC (UNION d; d3))

R

By contrast, there is no way to eliminate ¥ from the type (REF % BOOL).

5.3.5 Static Semantics

The type and effect inference rule for the PRIVATE expression is given
below. This rule can be read as follows. First, determine the type and the
effect of e under a kind assignment in which d denotes a region. Next, verify
that d is bindable in e. Finally, verify that d does not appear free in the type
of e. When all goes well, the type and effect of the expression are the same
as the type and effect of e, except that all effects on d are masked.

A,B[d «— REGION] | e:T
A,B[d «— REGION] | e!e
Vz € FV(e) . d ¢ FDVyeoo(A(z))
d ¢ mvdeoc(f)
A,B + (privaTEd e) : T
A,B + (PrivaTE d e) ! ¢[y/d]

As might be expected, this rule resembles a composition of the rules for poly-
morphic abstraction and polymorphic application, as applied to the polymor-
phic subroutine application

(proJ} (PLAMBDA (d:REGION)
e)
¥)
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In fact, the only difference is the additional premise that requires that d
not be free in the type of e. This ensures that the private region becomes
inaccessible when the expression returns.

Note that the type of the expression, 7, is equal to 7[1/d] because d does
not appear free in 7. Thus, the type and the effect of the expression are
constructed in the same way. The restriction d ¢ FDVjy.,c(7) is necessary
and sufficient to ensure that 7 = r{/d].

We now turn to the type and effect inference rule for the EXTEND expres-
sion, which is given below. The rule can be read as follows. First, verify that
p has kind REGION, and determine the type and the effect of e under a kind
assignment in which d denotes a region. Next, verify that d is bindable in e.
When all goes well, the type and effect of the expression are the same as the
type and effect of e, except that all occurrences of d in the type are replaced
by p, all effects on d are masked, and an ALLOC effect on p is added.

B F p:REGION
A,B[d «— REGION] F e: T
A,B[d — REGION] F ele€
Vz € FV(e) . d ¢ FDVy.,c(A(z))
A,B | (EXTEND pde) : T[p/d]
A,B + (EXTEND pde) ! (MAXEFF €[p/d] (ALLOC p))

As might be expected, this rule resembles a composition of the rules for poly-
morphic abstraction and polymorphic application, as applied to the polymor-
phic subroutine application

(PrOJ (PLAMBDA (d:REGION)
e)
p)

In fact, the only difference is that the effects on p, whatever they may be,
are masked and replaced by an aLLOC effect.

5.3.6 Aliasing

Although a PRIVATE expression is equivalent to a polymorphic application
to a region, no aliasing is introduced because the region in question is fresh,
and disjoint from all other regions past, present or future.

In the case of the EXTEND expression, however, there is a possibility of
aliasing because the bound region variable becomes an alias for the target
region when the expression returns. In the current MFX language, aliasing
between the bound variable and the target region is prevented by a syntax
restriction that forces the programmer to use a single description variable to
denote both the bound region variable and the target region. This makes
the target region inaccessible in the body.
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5.4 Dynamic Semantics

5.4.1 Auxiliary Expressions

The simplest way to define the semantics of the new expressions would
be with the following very simple reduction axioms, where r denotes a fresh
region constant:

((PRIVATE d €),0) =2 (e[r/d], o)
((EXTEND p d €),0) =3 (e[p/d), o)

Unfortunately, these reduction axioms would invalidate the type preserva-
tion proposition by removing the expression that masks the effects on the
private region. Since type preservation is the foundation of our type and
effect soundness propositions, we have developed a technique for reducing
expressions such as PRIVATE and EXTEND while maintaining the type preser-
vation property.

The semantics of the PRIVATE and EXTEND expressions are defined in terms
of auxiliary expressions. The basic technique is this: instead of being reduced
directly using the beta-substitutions given above, a PRIVATE and EXTEND
expression is reduced to a corresponding auxiliary expression. During this
initial reduction step, a fresh region constant is chosen and embedded in the
auxiliary expression. While the body of the auxiliary expression is reduced
recursively, the auxiliary expression serves as a reminder that the chosen
region constant is private to the expression, and that any effects on it can
therefore be masked. When the body has been reduced to a value, there are
no more effects to be masked and the auxiliary expression can be reduced to
its body.

The auxiliary expressions for PRIVATE and EXTEND are *PRIVATE* and
*EXTEND* respectively. Their syntax is given below.

(*PrIVA1E* Rconst Exp) - PRIVATE in progress
(*eXTEND* Region Rconst Exp) — EXTEND in progress

In each expression, the region constant represents the private, anonymous
region. In the *EXTEND* expression, the region description identifies the
target region.

The *PRIVATE* and *EXTEND* expressions are binding expressions: in each
case, the region constant that represents the private region takes the place
of the bound variable in the corresponding PRIVATE or EXTEND expression.
To facilitate a generalization later on, we use the term auxiliary binding
expressions to refer to *PRIVATE* and *EXTEND* expressions.

The type and effect inference rule for the *PRIVATE* expression is given
below. It is derived directly from the rule for the PRIVATE expression. The

71

X (.;
S,

=
f,c’

R

'}

A A
M o

J..
sy

An S

"l ’
e
e
5

C R

PR
A

,.’_\”,,,.
[

o

AN YD
A
AN
TNAS

oy Yy
w
r

P
.'"i v

a N

s
5

..\‘_‘1' “.‘ ‘7
:i hY 4

N
P d

&

Ve
“'

<

i

»
s’

s
NS
) N

Pl

Y
..4"1'1

..

£,
.

- l.

A
<s'n




L
rule requires that the body be well-formed, and that the private region not tj:.
be free in the type of the body. The effects on the private region are masked. ;;-.

o

ABFe:T
AB tF ele
r ¢ FRCyeac(7) "‘::.’.‘
A,B F (*PRIVATE* r €) T :,.":':!
A,B F (*PRIVATE*r e) ! €[¢/r] "":'.:::
The type and effect inference rule for the *EXTEND* expression is given T
below. This rule is derived directly from the rule for the EXTEND expression. ‘JJ
To obtain the type and effect of the expression, all occurrences of r in the naes
return type are replaced by p, any effects on r are masked, and an ALLOC _:‘.3:
effect on p is introduced. i
W
B | p:REGION DY
AB ¢t oe:T D¢
AB F ele o
A,B I (*EXTEND* pre) : 7(p/7] e
A,B + (*EXTEND* pre) ! (MAXEFF e[y/r] (ALLOC p)) 333
2
]
5.4.2 States it
o
The reduction axioms for the PRIVATE and EXTEND expressions must pick ol
fresh region constants that can be used to identify the private, anonymous <
regions. To ensure that a recursive reduction does not pick a region con- t::.
stant that is in use in the surrounding context, we augment the state of a e
computation with a list of the region constants that are in use. To facilitate . ‘::
a generalization later on, this list is represented as a finite partial function Cord
from region constants to the singleton set {UseED}. %
Definition. A region map + is a finite partial function with signature 5.,'::
Rconst — {USED}. %::
Definition (revised). A state 8 is a tuple (e,o,v) consisting of an g
expression, a store, and a region map. }
The existing reduction axioms and inference rules do not require any sub- 0
stantive change to accommodate this revised definition of states, since they ._:‘_C:
neither use nor alter the region map. To accommodate the new definition of N
states, each reduction axiom of the form 4
(e,0) = (€', ") S
o
must be replaced by a corresponding axiom of the form A
(e,0,7) =2 (¢!, 0',7) 7
wd
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Note that v appears on both sides of the axiom: the region map is not .&' o
involved in these reductions. ;.}f' \
As for the reduction inference rules, each rule of the form !
(e,0) == (', 0") A

(Clel, ) => (I, P

must be replaced by a corresponding inference rule of the form b
{e,0,7) = (¢',0’, 7') ':1'..'0

(Clel, 0,7) == (C[e'), o', 7") -

5.4.3 Reduction Axioms and Inference N

Rules

The semantics of the new expressions are defined by four new reduction
axioms, one for each expression, and two new reduction inference rules, one
for each auxiliary expression.

A

b7y

P
vy

o

TS

The reduction axioms for PRIVATE and EXTEND, shown below, are quite :_':_,
simple: each rule simply chooses an unused region constant, marks it as USED, s
and replaces the expression by the corresponding auxiliary expression after ’E.:f !

substituting this region constant for the bound region variable throughout
its scope.
((PRIVATE d e),0,7) =% ((*PRIVATE* T €[r/d]),o,v[r «— USED))
((EXTEND p d €),0,7) =% ((*EXTEND* p r e[r/d]),o,v[r «— USED])
(r not bound in v)

hy 4
]
)

P2

T

When the body of a *PRIVATE* expression has been reduced to a value
. . . b AL
(by means of the reduction inference rules given below), the *PRIVATE* ex- :»r.:-;
pression, which serves to mask the effects on the private region, is no longer v
needed and can be reduced to a value. :’::
PG
((*PRIVATE* 1 v),0,7) =% (v, 0,7) ady:

The private region constant r is not made unused because references to this
region may still exist, both in the value v and in the store 0. However, if the
state is well-formed, any remaining references to the region can never occur
as the first argument to an active GET or SET expression.
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When the body of an *EXTEND* expression has been reduced to a value,
the expression can be reduced to that value while, simultaneously, the region
description p is substituted for all instances of the private region constant r
throughout v and o. Since every trace of the region constant r is erased, r
could be made unused in the region map; we will not make use of this.

((*EXTEND* p 1 v),0,7) =5 (v[p/r],0(p/r],7)

The new reduction inference rules, which show how to reduce the body
of a *PRIVATE* or *EXTEND* expression to a value, are represented by the
following contexts:

® PRIVATE in progress: (*PRIVATE* r [ ])
® EXTEND in progress: (*EXTEND* p 7 | |)
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5.5 Type Soundness

Because of the introduction of effect masking, the proof of type soundness
no longer hold as originally formulated; in particular, the effect propagation
lemma m:st be modified to deal with effect masking. In what follows, we
refine tie definitions and propositions that are affected by the introduction
of private regions.

We begin be refining the notion of a consistent state.

Definition. A region constant r occurs in a state (e, 0,7) iff it occurs
in the expression component e, the store component o, or the region map
7. The region constants that occur in a state are given by the function
FRC,¢ate, which is formally defined below.

FRCtore(0) = U FRC,,,(U(I))
I€Dom(o)

FRCstate((e, o, 7)) = FRCezp(e) U FRCatorc(U) U Dom(7)

Definition (revised). A state is consistent , C((e,0,7)), iff every
location that occurs in the state is bound in the store and has the same tags
everywhere, and every region constant that occurs in the state is bound in the
region map, i.e. iff FL,.((€,0,7)) € Dom(o), FRCstate({e,0,7)) € Dom(7),
and I, , € FLy({e,0)) and Iy € FLsa((e,0)) implies that p = p’' and
T=r1'

In a well-formed state, the private, anonymous region of an auxiliary bind-
ing expression must be accessible only within said expression. The following
definition helps define this more precisely.

Definition. A region constant r is accessible in a context C, r €
Acc(C), iff it appears in the effect of any active expression in that context,
i.e. iff some active expression in C has an effect € such that r € FRCg.,c(€).

In a well-formed state, a region constant that is accessible only within a
given expression is inaccessible after that expression is reduced to a value.
This is true because the expression itself has effect PURE after it has been re-
duced to a value, and the region constant cannot become accessible anywhere
else because the effects of all active expressions propagate to the outermost
expression, whose effect is always preserved or decreased.

A second invariant of well-formed states is that an auxiliary binding ex-
pression must occur only as an active expression, t.e. an expression whose
reduction is in progress. This ensures that such an expression is never du-
plicated (as a result of ordinary application or of reading a location).

As a summary of the invariants relating to auxiliary binding expressions,
we define the notion of a legal state.

Definition. A state 8 = (e,0,7) is legal , L(6), iff
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every auxiliary expression in 8 is active;

2. no two auxiliary binding expressions in § have the same private region
constant; and

3. the private region constant of an auxiliary binding expression is inacces-

sible in the context that surrounds the expression, e.g. if the expression e

is of the form C[(*PRIVATE* r €')] then r ¢ Acc(C).

We can now restore the validity of the type soundness and static typing
propositions in the presence of private, anonymous regions by revising the
definition of well-formed states as follows.

Definition (revised). A state 8 = (e, 0,7) is well formed , WF ;ta1.(8),
iff it is consistent and legal and e and o are both well-formed. In other words,

WFoate(d) &  C(6) A L(O) A WFezp(€) A WFytore(0)

Lemma (revised). (Effect Propagation) In a well-formed state, the effect
of each active expression is a subeffect of the effect of its parent expression
unless this parent expression is an auxiliary binding expression, in which case
the effects on its private region constant are masked.

Proof. The proof proceeds as before, using the correspondence between
the new reduction inference rules and the new effect inference rules. In
particular, the effect of a *PRIVATE* or *EXTEND* expression is obtained from
the cffect of its body by masking the effects on its private region constant. O

Proposition (revised). (Type and Effect Preservation) Reduction of a
well-formed state preserves or decreases the type and effect descriptions of
the state.

Wfatatc((eao'v‘/)) Wfatate((e' o' 7:))
Z": = e :7" where ' C 7

Yyt 1
(e,0,7) = (¢!, o', 4') e !¢ wheree C e

Proof. The proof proceeds as before, but there are several new cases to
be considered, as well as some new properties whose preservation must be
verified.

It is easy to see that reduction preserves the new, stronger notion consis-
tency: new region constants are introduced only by the reduction axioms for
PRIVATE and EXTEND, each of which binds the new region constant in the
region map. Since a region constant bound in the region map never becomes
unbound, reduction preserves consisiency.

To show that reduction preserves legality, we consider each property of
legal states in turn.

e The first property, activeness, is preserved because (i) every auxiliary
expression is active when it is created, and (ii) an active expression remains
active until it becomes a value.
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o The second property, uniqueness, is preserved because (i) every auxiliary ::
expression has a unique private region constant when it is created, and (ii) N
every auxiliary expression is active, and therefore cannot be duplicated.
e The third property, locality, is preserved because (i) the private region .
constant chosen when an auxiliary expression is initially only accessible ;:\
within the expression, and (ii) this remains true by virtue of effect preser- :r
vation and the revised effect propagation lemma. O :: f
)
5.6 Effect Soundness X
We are left with the task of restoring the effect soundness proposition, by
which has been invalidated by the introduction of private regions. For exam- ]
ple, if a state 8! € contains an active expression of the form (*PRIVATE* r ¢€), o
then reduction of § may have effects on the region r, even though r does not Lo
appear in €. i
Below, we present a revised effect soundness proposition that relates the Y
syntactic effect of each expression to the actual effects on the regions that are Y.
accessible in the context surrounding the expression. Although this proposi- ‘} '
tion is weaker than the original proposition, its power to identify opportuni- ¥
ties for concurrent evaluation and memoization has not diminished because Y
effects on private regions do not inhibit these optimizations. 2
Rather than considering the effects of a reduction as a whole, the revised o
effect soundness proposition considers the individual active expressions that it
participate in a reduction, and focuses on the actual effect of the reduction e
on only those regions that are accessible in the context surrounding each %
active expression. :f.
Proposition (revised). (Effect Soundness) Reduction of an expression ¥
in a well-formed state allocates, reads, and writes only locations that can be :}
4

reached through the regions specified by its effect and/or through regions that
are accessible only within the expression. In other words, if § = (C[e], o, 7), Ky |
# = (Cle'),0',7') and § =S @', and e ! € where

€ ~ (MAXEFF (ALLOC p4) (READ pRr) (WRITE pw))

then
A(8,6') N Reach(Acc(C)) C Reach(pa)
R(0,6') N Reach(Acc(C)) € Reach(pr)
W(8,6') N Reach(Acc(C)) C Reach(pw)
Proof. As before, using the revised effect propagation lemma. O

red

This proposition generalizes immediately to § ==* ¢'.

In practical terms, the revised effect soundness proposition implies that
it is possible to integrate imperative program fragments into functional pro-
grams, while retaining the benefits of functional programming in the sur-
rounding program, provided that the interface of the imperative program
fragments is entirely functional.
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It would be possible to extend MFX with a region constant, such as RN
UNIVERSE, of which every region is a subregion, and with an effect constant, Al
such as PROCEDURE, of which every effect is a subeffect. This would change i
the language in certain predictable respects: for example, an effect such T
as (WRITE UNIVERSE) would interfere with any effect. However, the effect Sl
masking constructs PRIVATE and EXTEND depend critically on the fact that ":
an identifier or expression can (be used to) access the locations in a region r )
only if r appears free in the type or the effect of the identifier or expression. Lt
If it were possible to coerce a reference of type (REF r BOOL) to type (REF -t
UNIVERSE BOOL), or to coerce a subroutine of type (suBR (BooL) (WRITE ,-\.;-‘. )
r) BOOL) to type (suBR (BooL) (WRITE UNIVERSE) BOOL) or even (SUBR j".:::i-
(BOOL) PROCEDURE BOOL), then the import restriction of EXTEND and the ::_'.‘:,::

export restriction of PRIVATE would have to be modified to prohibit the im- 2
| port and export of any identifier or value in the type of which either UNIVERSE

Py
£

. '.":J'-v
or PROCEDURE appears free. This would make these two constants much less NN
| useful. We have therefore decided not to include them in MFX. L
| ICAN
| S
3 g 7.0

| 5.7 Storage Reclamation -
| ROy

"

. . . . . . . e, b

The practice of optimizing a program by identifying opportunities for RSy

storage reclamation statically is known as compile-time garbage collection e
or stack-consing [Hud86]. In this section we describe how effect and region ":-:':::

information can be used to assist in compile-time garbage collection. s

In a well-formed program, the private region of a PRIVATE expression be- ?-f';«

comes inaccessible after the expression returns. In practice, this means that ":';x'

. . . . . . "n

the locations in the private region can be reclaimed. For example, consider E::_‘-

he expressi Pl

t Xpression ~os

(PRIVATE r "

((LaMBDA (x:(REF r BOOL)) B

(GET x)) DR
(NEW r BOOL TRUE))) e )

«"A"

which chooses a new region constant, allocates a location initialized to TRUE x

in the corresponding region, and returns the contents of the location (which, b_,,.\_

of course, is TRUE). Since the location is inaccessible after the PRIVATE :tf\'.
. . . . " ar A

expression returns, it can in theory be reclaimed. NS

. . . ~

Although there have been earlier proposals for compile-time garbage col- N

lection, none of the standard methods are effective when procedures and -

locations are first-class values. This may discourage the use of procedural N

abstraction, which is contrary to our philosophy. el

In MFX-2, the type and effect system provides information that makes _;-.

compile-time garbage collection feasible even when procedures and locations -t

are first-class values. Compile-time garbage collection based on effect and PN
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region information is more powerful than existing methods, in that it per-
mits the reclamation of inaccessible locations even when references to those
locations continue to exist. This is illustrated below by a rather trivial exam-
ple; we ask the reader to imagine more realistic examples, perhaps involving
aggregate data structures. Consider the expression

(PRIVATE r
((LaMBDA (x:(REF r BOOL))
(LaMBDA (y:BOOL)
(BEGIN
X
y)))
(NEW T BOOL TRUE)))

which chooses a new region constant, allocates a location initialized to TRUE
in the corresponding region, and returns a subroutine of one argument that
imports the location but discards it and returns its argument. This expres-
sion reduces to a value of the form

(LAMBDA (y:BOOL)
(BEGIN
l

y))

where [ is a location that belongs to the private region, which we will call r.
Both the original expression and the resulting value have type

(suBR (BOOL) PURE
BOOL)

and effect PURE. Although the final value does contain a reference to I,
it is clear that this reference is never used to access the location. In fact,
this 1s true regardless of how complex the final value is, since ! belongs to
the region corresponding to r and the type and effect inference rule for the
PRIVATE expression ensures that r does not appear in the type, and hence
not in the latent effect, of the final value. Thus, the location [, and in
general all locations that belong to the region corresponding to r, can safely
be reclaimed when the PRIVATE expression returns, even when references to
those locations continue to exist.

When this scheme is used together with a conventional garbage collector,
it may be necessary to modify the latter to ensure that it does not trace or
copy locations, such as { above, that are inaccessible and have been reclaimed.
It appears that this can be done by maintaining a list or map of the locations
that have been reclaimed. and erasing all references to these locations as they
are encountered during the sweep or copy phase of the conventional garbage
collector. When all references to the locations have been erased, the locations
can be reused.

Pyt m et ettt e e - - . _
1‘.:,',-.::\‘:\‘ -.::-.:-.:_-.',s', AN AR S SRS -.‘_:\'_\i ﬁ\f&i\j\";\:\:{s;s:-.: _
S A S R S St S T S T N A A i N AN N N N
N O A T A, N ‘-\_..r NN Y, 05



-

A C A A

L e = e

e Ate B'e S0 A0 f'a fitc Y. Vs Vs S0 AV a0, A% g0, RS, ab, ab, BN SR, g1 b, 40 gl Al aBacal U Aty Al ek, al  aY LU

Chapter 6. Explicit
Concurrency

o "@be g9, 40, gl g8, g%
o M

“y
. 23
6.1 Introduction 3
Y
The languages defined in the preceding chapters, MFX-1 and MFX-2, are S,
sequential languages: according to the standard semantics, expressions are
evaluated in left-to-right, applicative order. This ensures that the language '
semantics specify a unique result for every computation, but it limits the N
amount of concurrency. :i
In this chapter we extend MFX-2 with constructs for introducing and man- 34
aging explicit concurrency. We call the resulting language MFX-3, for Mini- ‘_;
FX level 3. Explicit concurrency can be used to increase the concurrency in ',
a program at the expense of determinacy, as has been pointed out by Brinch- ::
Hansen and others [Bri72]. As is customary for a concurrent language, the =
semantics of MFX-3 do not specify precisely how the evaluations of concur- 24
rent expressions are interleaved. Consequently, the language semantics do K
not specify a unique result for every computation. Eﬁ
The purpose of this chapter is to demonstrate that a type and effect system g
can support explicit concurrency in several ways: > )
¢ we show how regions can be used to ensure that the data associated with
a monitor can only be accessed within a critical section for that monitor, )
even if pointers to the data can be passed freely outside of the monitor; :: ]
e we show how the type and effect system can be used to ensure that all N
interactions between concurrent expressions are mediated by monitors and " o
critical sections; and Ei‘ *
e we show how program fragments that use explicit concurrency can be inte- ,\'
grated into functional programs while retaining the benefits of functional f:'-
programming in the surrounding program. 2
The rest of this chapter is organized as follows. We begin by giving an S
overview of the characteristics of MFX-3. We then present the syntax, infor- :_,.
mal semantics, and static semantics. Next, we present the dynamic seman- \
tics, and we conclude by considering the impact of the new language features :1" .
on type and effect soundness. - )
3
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6.2 Overview

In this chapter we introduce a new expression, COBEGIN, that allows the
programmer to indicate that two or more expressions are to be evaluated
concurrently. Semantically, concurrent evaluation of two or more expres-
sions means that the computations of the expressions may be interleaved in
arbitrary order.

The result of a concurrent computation may in general depend on how
the computations are interleaved: for example, if two concurrent expressions
write distinct values to the same location, then the final value depends on
which expression was the last to write. To give the programmer some control
over the way in which computations are interleaved, we introduce an expres-
sion, MONITORED, for declaring monitored regions, as well as an expression,
EXCLUSIVE, for evaluating an expression as a critical section for a given mon-
itored region. The language definition guarantees mutual exclusion between
all evaluations of the critical sections for a given monitored region.

We have adopted the view that “intelligible programming requires all in-
teractions between parallel processes to be mediated by some mechanism
such as a critical section or monitor” [Rey78, p. 40]. Such a discipline helps
not only the programmer, but also the compiler since uncontrolled interfer-
ence between concurrent computations tends to inhibit optimizations such
as CM and concurrent evaluation.

We have devised a set of effect restrictions that enforce the above disci-
pline. These restrictions, which are part of the type and effect inference rules
for the COBEGIN, MONITORED and EXCLUSIVE expressions, ensure that two or
more expressions are evaluated concurrently only if all interactions between
them are mediated by monitors. Because of these restrictions, the evalu-
ation of a well-formed program never encounters a race condition between
two attempts to read or write a certain location; race conditions occur only
between attempts to enter critical sections. We believe that this contributes
greatly to “intelligible programming”, however elusive a concept that may

be.
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6.3 New Language Features

6.3.1 Syntax

In order to extend the language to deal with concurrency, we introduce
one new effect constructor and one new type constructor.

Effect = ... — effect descriptions
(McALL Region) — effect of accessing a given
region in exclusive mode

Type = ... - type descriptions
(MONITOR Region) - types of monitors

The type description (MONITOR p) corresponds to the monitor for the region
p. In a well-formed program, there is at most one monitor for any region.

The grammar clauses for the COBEGIN, MONITORED and EXCLUSIVE ex-
pressions are given below.

The semantics of the expression (MONITORED d z ¢) are as follows: the
body e is evaluated with d bound to a fresh region constant and r bound to
the corresponding monitor, and its value is returned. From the programmer’s
point of view, this is equivalent to the expression

((pro) (PLAMBDA (d:REGION)
(LaMBDA (z:(MONITOR d))
e))
r)

m)

- :.-_ AL ',\':\::x:,\;:\'; !
ARG g
W e ot e 'J‘FJ'?JL".AS.A’LI‘A

T .':_-.j;\.';\"\'\(_:f:

Exp = . ~ expressions
(cCOBEGIN Exp*) ~ concurrent evaluation
(MONITORED Dvar Var Exp)~ declaration of a monitored region
(excLusive Exp Exp) ~ critical section
6.3.2 Informal Semantics a3
~o
The semantics of the expression (COBEGIN ¢, ...¢e,) are as follows: the :}E:
expressions ey ...e, are evaluated concurrently, and NIL is returned when :;;:
they have all terminated. The expressions must have effects that do not M',
interfere with one another except through mMcaLL effects. This restriction, St
which is formally specified in the type and effect inference rule given below, ::-\.-::t
ensures that all interaction between concurrent expressions is serialized by :‘:-;;::
means of critical sections. For a more detailed discussion of interference in RN
the presence of McaLL effects, see Chapter 8. o
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where r is a fresh region constant and m the corresponding monitor. The
bound region variable d must not occur free in the type of e; this ensures
that neither the monitored region nor the monitor itself are accessible in
the surrounding scope. Moreover, all READ and WRITE effects on d in e
must be encapsulated within EXCLUSIVE expressions; this ensures that the
monitored region is accessed only within the critical sections for that region.
This restriction could be relaxed at the expense of complicating the effect
restriction on COBEGIN expressions. Since effects on the monitored region
cannot be observed outside of the expression, they need not be reported.

Since the MONITORED construct introduces a region and the corresponding
monitor simultaneously, there can never be more than one monitor for any
given region. This ensures that any expression that acquires the monitor for
a region has exclusive access to that region until it releases the monitor.

The semantics of the expression (EXCLUSIVE e; ez) are as follows. First,
e; is evaluated. Provided that e; evaluates to a monitor, the monitor is
acquired, e; is evaluated, the monitor is released, and the value of e; is re-
turned. In other words, e, is evaluated as a critical section for the monitored
region corresponding to the value of e;. Note that the acquisition of the
monitor is delayed if the monitor is not idle.

In order to keep the semantics simple, we have decided not to guaran-
tee fair scheduling. Fair scheduling traditionally means that any active ex-
pression that is not stuck is guaranteed to make progress eventually. The
semanti.s of MFX-3, by contrast, guarantees only that as long as there is
at least one active expression that can make progress, some active expres-
sion will make progress. From our point of view, this has two advantages
over fair scheduling: its semantics are easier to express, and it permits a
non-preemptive uniprocessor implementation.

The following program fragments illustrate the use of the new expressions.
The first example illustrates the use of the COBEGIN expression. It declares a
local monitored region r with monitor m, allocates a location in r initialized
to FALSE, writes the values TRUE and FALSE to the location in unspecified
order, and returns the contents of the location. The expression has type
BooL and effect PURE: the monitored regicn r is private to the expression,
so the effects on it need not be reported.

(MONITORED T m
((LamBpA (x:(REF r BOOL))
(BEGIN
(COBEGIN
(EXCLUSIVE m
(SET x TRUE))
(EXCLUSIVE m
(SET x FALSE)))
(EXCLUSIVE m
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(GET x))))

(NEW T BOOL FALSE)))

Even though this expression may return different values if it is evaluated more
than once, the compiler can safely memoize it because it is not guaranteed
to return different values. In fact, it is very well possible that this expression
always returns the same value in a given concurrent implementation.

The next example shows how to use the EXCLUSIVE expression to imple-
ment atomic operations. For this example we will assume that int represents
the type of integers, that the literals 0, 1 and 2 represent the corresponding
integers, and that + represents a subroutine that performs integer addition.
The expression declares a local monitored region r with monitor m, allocates
a location in r with initial value 0, increments the contents of this location
twice, and returns its contents. This expression has type int and effect PURE.

(MONITORED r m
((LaMBDA (x:(REF r int))
(BEGIN
(COBEGIN
(EXCLUSIVE m
(seT x (+ (GET x) 1)))
(EXCLUSIVE m
(seT x (+ (GET x) 1))))
(EXCLUSIVE m
(GET x))))
(NEW r int 0)))

This example also shows how to use critical sections and associative operators
(such as addition) to implement deterministic programs using nondetermin-
istic language constructs: the above expression always returns the value 2.

In the above expression, each increment operation accesses the contents
of the region r twice: once to read the contents of x and once to write the
new value. If these operations were interleaved without any synchronization,
one of the updates could be lost. However, the EXCLUSIVE expression, which
acquires the monitor and holds it while it evaluates its body, ensures mutual
exclusion and guarantees that each increment operation is evaluated atomi-
cally. If, for some reason, a non-atomic increment operation is desired, the
subexpression

(EXCLUSIVE m
(seT x (+ (GET x) 1)))

in the expression above can be replaced by



(R |.::
[
R
:,
((LaAMBDA (old-value:int) w{
(EXCLUSIVE m ‘{-* :f
(sET x (+ old-value 1)))) —
(EXCLUSIVE m 0
(GET x))) e
]
Y
Finally, note that the new expressions make the PRIVATE construct super- ':' ::
fluous: from the programmer’s point of view, the expression (PRIVATE z e) ’

is equivalent to the expression ety
LAY

(MONITORED = m r.:'&
(EXCLUSIVE m St

e)) )
where m is any variable not free in e. It would be possible to define a moni- E\
tored version of EXTEND as well, but we decided not to do so in order to keep ;w::
the language simple. .::
‘v -.'
6.3.3 Free and Bound Variables =

1) ,
The free and bound variables of the new expressions and descriptions are e
defined as usual; the following definitions are supplied for completeness only. :f._*
The free ordinary variables of the new expressions are defined below. v

FV(COBEGIN €} ...€5) = FV(e;)U...U FV(e,)
FV(MONITORED d z €) = FV(e) — {z}
FV(EXCLUSIVE € e3) = FV(e;) U FV(ez)

-
o

-

ok gn gt g g8 gu g0 o
~

The free description variables of the new descriptions are defined below.

- .

NS

LA %)

FDVdc‘c(MCALL p) = FDVdc.c(p) ’-‘{

FDVy,,.(MONITOR p) = FDVy.,c(p) f:;:}

R

LN -

The free description variables of the new expressions are defined below.

TR

e

FDV,;p(COBEGIN €; ...e5) = FDV,;p(€e1) U ... U FDV, p(e€n) N
FDV.,,,(MONITORED d z €) = FDV,,,(e) — {d} E-B:a
FDV,1p(EXCLUSIVE € €2) = FDV,;p(e1) U FDV, p(e2) Wl

The free region constants of the new descriptions and expressions are .*_:f.':-

determined in the same way as the free description variables. -
N

N
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6.3.4 Description Inclusion and Kind
Inference

The new effect constructor McALL has the same distributive properties as
ALLOC, READ and WRITE:

(MCALL (UNION p; ...p5)) =~ (MAXEFF (MCALL p;)...(MCALL py))
This gives rise to the following derived rule:

PC P
(McaLL p) C (McALL p')

There are no description inclusion rules for MONITOR types, and only a
single description conversion rule:

pp
(MONITOR p) ~ (MONITOR p')

To see why MONITOR is not monotonic in its region component, consider the
following example. If the type (MONITOR r1) were a subtype of (MONITOR
(UNION r1 r2)), then the monitor for the region r1 could be mistaken for a
monitor for the region (UNION r1 r2). This would create the false impres-
sion that acquiring the monitor would ensure exclusive access to the region
(uNION ri1 r2), which is not true. In particular, if the monitor for the re-
gion r2 were similarly mistaken for a monitor for the region (UNION r1 r2),
then there would be two monitors claiming to grant exclusive access to the
same region, which is impossible. Hence (MONITOR p) is not monotonic in p.

The kind inference rules for the new descriptions are routine, and are
given for completeness only. The first rule states that if p has kind REGION,
then the description (McALL p) has kind EFFECT.

B + p:REGION
B + (MCALL p) : EFFECT

Similarly, the rule for MONITOR type descriptions states that if p has kind
REGION, then the description (MONITOR p) has kind TYPE.

B F p:REGION
B  (MONITOR p) : TYPE

The MONITORED expression introduces monitors with types of the form
(MONITOR d), where d is a description variable. Since these types cannot
oe coerced to types of the form (MONITOR (UNION ...)), it follows that
any such type is empty. It would be possible to define the language so that
these types were considered syntactically invalid or ill-formed; however, this
would create complications since kind-respecting beta-substitution would no
longer preserve syntactic validity and well-formedness. We therefore opt for
the current approach, in which certain MONITOR types are simply empty.

A A A e e,  vm A m A e - e N A" A" R At Tt S e e
NN M e, .-?‘.-:a: :’:":":'-f:;:’:{;;\": o :a:.-:.f-:.p:f}'f:;:.-".':.-\.-
AL I S I TR I - - ) - S .
»-"w:\.’ O AT A T L ,\'ﬁf&"\'\."\.'\"'\f‘- \."\."-. SN 2L AN A AN
Al 2 M at o M [) § . N M v



- " e ]

" -

[ v Sy

o ol Yo" ami

ol ool ol w e

s

s .-
Peteeataiit

'i.' v
LG BT
W At iy

g2 4B A ik e Yatlo iy ak Sad val ‘ol ¥, LR &af i

6.3.5 Static Semantics

There are three new type and effect inference rules, one for each new
expression. The type and effect inference rule for the COBEGIN expression
can be read as follows: provided that each subexpression is well-formed, and
provided that the effect descriptions of the subexpressions do not contain
interfering READ and WRITE effects (either manifestly or hidden in effect
variables), the type description of a COBEGIN expression is UNIT, and its
effect description is the least upper bound of the effect descriptions of the
subexpressions.

Vi,1<t<n.AB ¢} e:7i
Vi,1<i<n.ABVF ¢'le¢
dC ¢; dZ €5
Vi # j’ P d’ d . or = (READ p) Z €;
(WRITE p) C ¢; (WRITE p) L ¢;
A, B I (COBEGIN e;1...€,) : UNIT

A,B I (COBEGIN €;...€;) ! (MAXEFF € ...¢€,)

Note that interfering MCALL effects are allowed; in fact, they are the only way
in which the branches of a COBEGIN expression can interact. For a derivation
of the interference restriction, see Chapter 8.

The type and effect inference rule for the MONITORED expression is given
below. This rule is identical to the rule for the PRIVATE expression except
in two respects: (i) the type of the body is determined in a type assignment
in which the extra variable of the MONITORED expression is bound to an
appropriate monitor type; and (ii) the body must not have any READ or
WRITE effect on the monitored region. This effect restriction ensures that
the monitored region is accessed only from within critical sections.

A[z «— (MONITOR d)], B[d «— REGION] F e: 7T
A[z — (MONITOR d)], B[d — REGION] F e!e
Vz' € (FV(e) — {z}) . d ¢ FDVy.,c(A(z'))
d ¢ mvdcac(r)

(READA)L e A (WRITEd) L €

A,B  (MONITORED d z €) : T
A,B F (MoNITORED dz €) ! €[yp/d]

Naturally, McaLL effects on the monitored region are allowed. aLLOC effects
on the monitored region are also allowed: since the allocation and initializa-
tion of new locations cannot interfere with other concurrent computetions,
program fragments that perform allocation need not be encapsulated within
a critical section. In fact, it is possible to create circular data structures
in the monitored region without acquiring the monitor, using an EXTEND
expression.
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Finally, the type and effect inference rule for EXCLUSIVE expressions en-
sures that the first subexpression has type (MONITOR p) for some region
constant or variable p, and that the second subexpression, which constitutes
the body of the EXCLUSIVE expression, is well-formed and does not have any
MCALL effects on the region p. When this is the case, the type of the ex-
pression 1s simply the type of the body, and the effect of the expression is
obtained by combining the effect of the monitor expression, the effect of the
body (after masking any effects on the region denoted by p), and the effect
(McALL p).

A,B F e; : (MONITOR p) ABt el

ABF e:T AB I ele
p € (Rconst U Dvar) (McALL p) Z e;
A,B I (EXCLUSIVE e; e3) : T
A,B F (EXCLUSIVE e; e3) ! (MAXEFF € €2[¢/p] (MCALL p))

Note that the restriction on the effect of the body prevents deadlock due to
recursive invocation of the monitor. We will not make use of this property.

6.4 Dynamic Semantics

From the programmer’s point of view, the introduction of explicit con-
currency into the language does not change the semantics of programs and
program fragments that do not make use of the new expressions. In partic-
ular, any program or program fragment that is free of COBEGIN expressions
is evaluated in left-to-right, applicative order and is deterministic.

The subexpressions of a COBEGIN expression, however, are evaluated con-
currently: their evaluations proceed independently and may be interleaved
subject only to the constraints imposed by critical sections. The semantics of
the EXCLUSIVE expression ensure that the evaluations of two critical sections
for the same region are never interleaved.

The standard semantics of MFX-3 does not guarantee fair scheduling; pro-
grams that rely on interleaving may not work as intended.

6.4.1 Monitors

Before we can describe the semantics formally, we must define what we
mean by monitors. Conceptually, a monitor is an object with one bit of
state that indicates whether or not some process currently has access to the
corresponding monitored region. Since a monitor is a shared resource with
state that can change, moni‘ors resemble locations.

Formally, monitors are a countably infinite set of constants:

Mon = {m;,m,,...} - monitors (m)
Const = ... -~ ordinary constants
Mon - monitors
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There is an implicit one-to-one correspondence between monitors and region
constants with the same subscript: we regard each monitor m; as the monitor
for the region constant r;.

In order to represent the state of the monitor for each monitored region,
we augment the range of the region map with the symbols IDLE and BusY.

Definition (revised). A region map ~ is a finite partial function with
signature Rconst — {USED, IDLE, BUSY }.

We have adopted the following convention regarding the use of the symbols
USED, IDLE and BUSY:

o if y(r) = USED, then r is an ordinary region;

e if ¥(r) = IDLE, then r is a monitored region to which no process cur-
rently has exclusive access; and

o if y(r) = BUsY, then r is a monitored region to which some process
currently has exclusive access.

Although two symbols would be sufficient, we decided to use three distinct
symbols so that it is always clear whether a given region is an ordinary region
or a monitored region. We do not actually make use of this property.

Since monitors are constants, they are also expressions. This means that
we must define their free ordinary and description variables, their free loca-
tions and region constants, their types, and their effects. The first few are
easy: since monitors are constants, they have neither free ordinary variables
nor free description variables. However, because of the correspondence be-
tween monitors and region constants, we must treat a monitor constant as
if 1t refers to the corresponding region constant:

FRC, zp(m,) = {r,}

The type of & monitor is a MONITOR type whose region parameter is the
corresponding region constant:

m, : (MONITOR r,)

Finally, all monitors have effect PURE because they are constants.
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6.4.2 Auxiliary Expressions -
The semantics of the MONITORED and EXCLUSIVE expressions are defined r,{-
in terms of auxiliary expressions. The basic technique is the same as for =
PRIVATE and EXTEND: each expression is reduced to a corresponding auxiliary o
expression, the body of which can then be reduced recursively. In the case o
of MONITORED, a fresh region constant is chosen during this initial reduction b
step, and embedded in the auxiliary expression. In the case of EXCLUSIVE, j
the initial reduction step makes the corresponding monitor Busy, and the -
final reduction step makes it IDLE. As always, the auxiliary expression serves :::
to express the applicable effect masking rule while the body of the auxiliary o
expression is reduced recursively. -
The auxiliary expressions for MONITORED and EXCLUSIVE are *MONITORED* A
and *EXCLUSIVE* respectively. Their syntax is given below. ~
-
Exp = e eXpPressions -
(*MONITORED* Rconst Exp) MONITORED In progress ;:;
(*excLUsive® Mon Exp) EXCLUSIVE 1 progress :"‘
In the *MONITORED® expression, the region constant 1dentifies the private, j.f-
anonymous monitored region  In the *rxcivsivees expression, the monitor .
constant identifies the monitor. and Lence the region. to which the expression -
has exclusive access ;
The sMoNtTORVD® expression s an auxihary binding expression: the re-
gion constant that represents the private region takes the place of the bound l'_'.'
vanable 1n the corresponding MONTTORED expression The sExXcivsives ex- _‘::
pression s not a binding expression, sinee an Exct o sive expression does not :::
bind any vanables o
The type and effect inference ruie for the *MONTTORE D® expression s given ]
below Tt s derived directhy frong the tude for the stonrroke b CXPIession, It
requires that the hody he well formed that the prnvate tegion not be freean \
the type of thie bodyand that the hody nor Lave any KEab o wkite effeet -
on the monitored regaan. The effecrs o the pvate region are masked ~
<
1B - - .
1.8 e o
P FRC,.- <
CREAL ro et wWRETE e '_.'
1.8 enoNTTORE D ¢ g N
4. 08 entoNiTorb e e T ey .::
2
The ty e and otfecr giference pade fop the cp N e CXPlessiol s g1ven _:;
below  This vule e dened tiH-*«'Tl_\ fromn the tone Son the b sy CeXpres ”
stone It ensure< thiat the boeds of the expresaon s wel Catied and does noe N
U '_
~

1]
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have any McALL effects on the region r;. W

o~ e

(] r
ABF e:T AB ¢t ele ,::
.. (McALL ry) Z € e
y A, B F (*EXCLUSIVE* m;e) : T 0‘::;
s A,B b (*EXCLUSIVE* m; €) ! (MAXEFF €[y/r;] (MCALL r;)) Y
) o
N . [ N
L 6.4.3 Reduction Axioms and Inference R
Rules s
' The reduction axiom for COBEGIN is very simple: when all the subexpres- ]
) sion of a COBEGIN expression are values, the expression reduces to NIL. e
1
%
! A
' ((COBEGIN vy ...vp),0,7) =2 (NIL, 0, 7) L
: . i3
" Subexpressions of a COBEGIN expression that are not values can be reduced e
y recursively; the recursive reduction inference rules will be presented shortly. s
:: The reduction axiom for MONITORED expressions, which is given below, N

is straightforward: the rule simply chooses an unused region constant r;,

marks it as IDLE, and replaces the expression by the corresponding auxiliary

X expression after substituting r; for the bound description variable d and m; E
' for the bound ordinary variable z.

Ol
\J
h ((MONITOREiz d z e),0,7) "
19 => 1..‘
k. ((*MONITORED* r; €[r;/d]|m;/z]), o, v[ri «— IDLE}) W
N (ri not bound in v) £
k. When the body of a *MONITORED* expression has been reduced to a value \N
, (by means of the reduction inference rules), the *MONITORED* expression, -
‘ which serves to mask the effects on the private region, is no longer needed O
% and can be reduced to a value. o
é ::
N ((*MONITORED® r v),0,7) =5 (v,0,7) !
" Note that the private region constant r cannot be made unused when the BC
:' expression returns, because references to this region may still exist (as was . "
) the case for the PRIVATE expression). However, if the state is well-formed, any o
@ remaining references to the region can never occur as the first argument to ':('
‘ an active GET or SET expression, and any remaining instances of the monitor "
can never occur as the first argument to an active EXCLUSIVE expression. N
’ The reduction axiom for EXCLUSIVE expressions can be read as follows: )9
. an EXCLUSIVE expression whose first subexpression has been reduced to a -
. monitor represents an attempt to acquire exclusive access to the correspond- 'r
ing region. Such an expression can acquire the monitor whenever the region '"
. corresponding to the monitor is IDLE. Acquiring the monitor simply means
X
‘? o

-
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making the region Busy and replacing the expression by the corresponding
auxiliary expression.

((EXCLUSIVE m; €),0,7) =2 ((*EXCLUSIVE* m; €),0,v[r; «— BUSY])
(7(ri) = IDLE)

An *EXCLUSIVE* expression represents a critical section whose evaluation
is in progress. When the body of the critical section has been reduced to a
value, the monitor can be released and the value of the body returned.

((*EXCLUSIVE* m; v),0,7) =5 (v,0,7[ri « IDLE])
The new reduction inference rules are presented below. The reduction
inference rule for COBEGIN is different from the others: it is the only rule

that permits a given expression to have more than one active subexpression.

(eh a, 7) é (esa 0', 7,)
{(COBEGIN ... ¢€;...),0,7) =% ((COBEGIN ...¢€}...),0',7')

The remaining rules are routine, and can be represented by the following
contexts:

e MONITORED in progress: (*MONITORED* 7 [ ])
e critical section: (EXCLUSIVE [ ] e3)
e EXCLUSIVE in progress: (*EXCLUSIVE* m [ ])

One technicality remains to be resolved: due to the introduction of explicit
concurrency, a state may have more than one active redex, which means that
the context of an active expression can change while the expression is being
reduced. This introduces a technical problem in the reduction axiom for the
*EXTEND* expression given in Chapter 5: the scope of the substitution of the
target region for the private region constant must be widened to encompass
the entire expression component of the state, rather than just the body of the
*EXTEND* expression, in addition to the store. This can be done by merging
the definitions of contexts and active expressions [Fel87, p. 317]; we omit the
details.

6.4.4 Properties of the Standard Semantics

Since an active COBEGIN expression may have more than one active subex-
pression, states can now in general be reduced in more than one way. Ac-
cordingly, we find that the active expressions of a state no longer form a
chain but a tree: the root of the tree is the expression itself, and the active
(immediate) subexpressions of each active expression are its children in the
tree. Every leaf of the tree is an active redex. For example, the tree of active
expressions of the expression
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(COBEGIN
(EXCLUSIVE m
(sET ! TRUE))
(EXCLUSIVE m
(SET ! FALSE)))

has two branches, one for each subexpression of the COBEGIN expression.

Although the individual reduction axioms are still deterministic, except
for the choice of free locations, reduction is no longer deterministic overall,
and the value returned by an expression is no longer unique up to the choice
of locations. Formally, the meaning of an expression, M| e ], no longer maps
equivalent stores to equivalent terminal states. However, it is still the case
that the semantics of the language are independent of the storage allocation
policy: the meaning of an expression, M| e ], corresponds to a one-to-many
mapping from the equivalence classes of stores ¢ modulo the permutations
that fix FL.,,(e) to the equivalence classes of terminal states modulo the
permutations that fix FL,:,((e,a)).

6.4.5 Suspended Expressions

Definition. An EXCLUSIVE expression in a state (e, o, ) is suspended if
it cannot be reduced because it is waiting to acquire a monitor that is Busy,
i.e. if it is of the form (EXCLUSIVE m; e) for some ¢ such that y(r;) = Busy.

More generally, an active expression e in a state (Cl[e],o,7) is suspended
iff all its active subexpressions are suspended, i.e. if every active redex in e is
of the form (EXCLUSIVE m; €') for some i (not necessarily the same for each
expression) such that 4(r;) = Busy.

A suspended expression is not stuck, since it becomes reducible when the
corresponding monitor becomes IDLE. However, since suspended expressions
have no control over when their suspension ends, a variety of deadlocks can
result.

e If an expression acquires the monitor m and then calls a subroutine that
attempts to acquire m recursively, then a deadlock results. In a well-
formed expression, deadlock due to recursive monitor invocation cannot
occur.

e A more intricate example is the so-called deadly embrace [Lam80]. If one
expression attempts to acquire the monitors m; and mg, in that order,
while another expression attempts to acquire the same monitors in the
opposite order, then a deadly embrace results whenever m, is granted to
the former expression and m; to the latter. There is a standard technique
for avoiding deadly embrace, namely to insist that the set of resources that
can be accessed by any given process must be totally ordered, and must
always be acquired in a sequence consistent with this ordering [Bri75).
Unfortunately, this technique cannot be employed in a language with first-
class monitors unless the declarations of monitors and monitored regions
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are augmented with information about this ordering, which would require
some form of constrained quantification over regions. We have not pursued
this option.

¢ Finally, there are a variety of so-called dynamic deadlocks, in which one
process is forever prevented from making progress by one or more other
processes that share some of the same resources. A detailed investigation
of dynamic deadlocks is beyond the scope of this thesis.

As long as a state contains any active expression that is not suspended,
there is some way to reduce the state unless it is stuck. This justifies our
earlier claim that as long as there is at least one active expression that can
make progress, some active expression is guaranteed to make progress.

6.5 Type Soundness

Because of the introduction of concurrency, the proof of type soundness
no longer holds as originally formulated: in particular, the effect propagation
lemma must be extended with two new cases. In what follows, we refine the
definitions and propositions that are affected by the introduction of concur-
rency.

We begin be refining the notion of a legal state.

Definition. A state 8 = (e,0,v) is legal, £(0) , iff

(as before) every auxiliary expression in 8 is active;

2. (as before) no two auxiliary binding expressions in 8 have the same private
region constant;

3. (as before) the private region constant of an auxiliary binding expression

is inaccessible in the context that surrounds the expression;

(new) no two *EXCLUSIVE* expressions in 6 have the same monitor; and

5. (new) a monitor m; is BUSY, (r;) = BUSY, iff § contains an *EXCLUSIVE*
expression of the form (*EXCLUSIVE* m; ¢').

b

L

Lemma (revised). (Effect Propagation) In a well-formed state, the effect
of each active expression is a subeffect of the effect of its parent expression,
unless

1. (as before) the parent is an auxiliary binding expression, in which case
the effects on its private region constant are masked; or

2. (new) the parent is an *EXCLUSIVE* expression, in which case the effects
on its monitored region are masked and replaced by an McaLL effect on
that region.

Proof. The proof proceeds as before, using the correspondence between
the new reduction inference rules and the new effect inference rules. In
particular, the effect of a *MONITORED* expression is obtained from the effect
of its body by masking the effects on its private region constant, and the
effect of an *EXCLUSIVE* expression is obtained from the effect of its body
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by replacing the effects on its monitored region by an McaLL effect on that Qe

region. o ::E:

'

As before, using the fact that the new effect inference rules parallel the .

structure of the new reduction inference rules. 0O '.:

L}

Proposition (revised). (Type and Effect Preservation) Reduction of a .

well-formed state preserves or decreases the type and effect descriptions of ::c;:'

the state. =~

g Proof. The proof proceeds as before, but there are some new cases to be A

considered. ;:,,’

It is easy to see that reduction still preserves consistency: new region con- E":L

stants are introduced only by the reduction axioms for PRIVATE, EXTEND and Sy
MONITORED, each of which binds the new region constant in the region map. Ny

Since a region constant bound in the region map never becomes unbound
(although the state of a monitored region may alternate between IDLE and
BUSY), reduction preserves consistency.

223

To show that reduction preserves legality, we consider each property of

. . ot
legal states in turn. The first three properties are the same as before, so we : .::‘
' consider only the two new properties. ‘c":
\
o The fourth property, mutual exclusion, is preserved because (i) an ,;. f
*EXCLUSIVE* expression can be created only when the region in question
is IDLE, and this makes the region Busy until the expression is reduced }-}.
to a value; and (ii) every *EXCLUSIVE* expression is active, and therefore X 4 ‘
cannot be duplicated. o
. - . 3 Ly
e The fifth property, monitor consistency, is preserved because (i) when /
a monitored region constant is created, it is IDLE and there are no N
*EXCLUSIVE* expressions for it; and (ii) a region can be made BUsY only pe;
by creating a corresponding *EXCLUSIVE* expression, and it can be made '.:
IDLE only by reducing that *EXCLUSIVE* expression to a value. 0 ""_«\“
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6.6 Effect Soundness

We are left with the task of extending our effect soundness proposition,
which has been invalidated by the introduction of McALL effects. For exam-
ple, if a state 6 contains an active expression of the form (*EXCLUSIVE* m; e)
with effect ¢, then a reduction of that active expression may access locations
in the region r; even though € does not incorporate any ALLOC, READ or
WRITE effects on r;. This is reflected in the following revised effect sound-
ness proposition:

Proposition (revised). (Effect Soundness) Reduction of an expression
in a well-formed state allocates, reads, and writes only locations that can be
reached through the regions specified by its effect and/or through regions that
are accessible only within the expression. In other words, if 8 = (C|e], 0,7),
6 = (Cle'},0',7') and 222 @', and e ! € where

€ ~ (MAXEFF (ALLOC p4) (READ pRr) (WRITE pw) (MCALL pp))

then
A(8,6') N Reach(Acc(C)) € Reach(pa)U Reach(pm)
R(6,8') N Reach(Acc(C)) € Reach(pr)U Reach(pm)
W(0,8') N Reach(Ace(C)) € Reach(pw)U Reach(pm)
Proof. As before, using the revised effect propagation lemma. o

This proposition generalizes immediately to § =%* ¢'.

Although this proposition is weaker than the previous effect soundness
proposition, its power to identify opportunities for concurrent evaluation and
memoization has not diminished because the locations that can be reached
through a monitored region can be read and/or written only in exclusive
mode.

Definition. A location !, , read and/or written in the reduction
step § =% 6’ is read and/or written in exclusive mode iff the active re-
dex reduced in the reduction step is embedded in a context of the form

(*EXCLUSIVE* m; | ]) for each monitored region constant r; € FRCg.,c(p)-

Proposition. (Monitor Encapsulation) In a well-formed state, a location
that can be reached through a monitored region is read and/or written only
in exclusive mode.

Proof. By the effect propagation lemma, and the fact that the body of
a *MONITORED* expression has no READ or WRITE effects, a READ or WRITE
effect on a monitored region can be masked only by an *EXCLUSIVE* expres-
sion. It follows that in every active redex that reads or writes a location that
can be reached through a monitored region is embedded in an *EXcLUSIVE*
expression for the corresponding region. a

Therefore, although an expression that has an McaLL effect on a monitored
region may allocate, read, and write locations that are accessible through




that region, it must acquire exclusive access to the region in question in ,.:“'
order to read or write. :::
In practical terms, the revised effect soundness and monitor encapsula- "
tion propositions show that is possible to state and enforce a set of language .
restrictions that ensure that all interference between concurrent tasks is me- 7_{"1
‘ diated by monitors and critical sections. This makes it possible to integrate 3::
explicit concurrency into a programming language designed to promote im- :ﬁ\u

plicit concurrency while preserving all existing opportunities for concurrent v
evaluation and memoization.
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Chapter 7. Language

o )
Extensions
The MFX language is far from being a complete programming language. In :‘;

this chapter we present several language extensions that make the language ~5
more practical, such as parameterized and recursive types, and we discuss Y,
their interaction with the type and effect system. The purpose of this chapter N
is to demonstrate the general applicability of the type and effect system.

We conclude the chapter with a discussion of polymorphic abstraction ‘_:.-
and its performance implications, and we propose an alternative definition N
of polymorphism that permits an implementation in which polymorphic ap- E A
plication has no run-time cost. &

[ [ ® bW

7.1 Trivial Extensions :i

In this section we introduce syntactic sugar for subroutines of multiple
arguments, for local variables, and for local description synonyms, and we

S

show how to define pre-declared descriptions and constants, such as the type i
of integers and the usual integer literals and operators. f.f
N
7.1.1 Subroutines of Multiple Arguments &
Thus far, all the constructs for abstraction and application bind only one 2
parameter at a time. As a result, subroutines of multiple arguments must be "
curried, and there is no way to define subroutines that take no arguments. i
We now remove this restriction: from now on, all constructs for abstraction :‘;,_
and application, including the derived constructs, will accept any number ::_'-C
of parameters. To improve readability, all parameter declarations should be :;

enclosed in parentheses. All the variables bound by an expression must be
distinct. \

This generalization is fairly routine, but we will illustrate it by means of N
a few examples. For these examples we will assume that int is the type of N
integers, that the literals 0, 1 and 2 represent the corresponding integers, <
and that + denotes a subroutine that takes two integers and returns their "
sum.

4
The following expression takes three integers and returns their sum: ™
'
(LAMBDA (x:int y:int z:int) o
(+ (+ xy) 2)) R
This expression has the following type: f
(]
(sUBR (int int int) PURE ': ,
int) .

The following expression emulates application for subroutines of a single
argument:

_‘,‘v,‘d,‘-"q'.\'-\:‘-)\ .‘y.*'s'\','-’ --_'.','-..\-.\-‘\, AR )\ .‘.".\‘r%-' 'f."f.'i\.:¢:\d'. ':.“.q_'.\ p \“\;\
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(PLAMBDA (t1:TYPE e:EFFECT t2:TYPE)
(LAMBDA (x:t1 f:(SUBR (t1) e t2))
(f x)))

This expression has the following type:

s
- - £
- -.. -

"

(POLY (t1:TYPE e:EFFECT t2:TYPE) PURE
(suBR (t1 (SUBR (t1) e t2)) e
t2))

ot AL

-
v

3;.'
e

-
-y
.

The necessary changes to the grammar, description inclusion rules, type
and effect inference rules, and semantics are straightforward, and will be
omitted.

7.1.2 Local Variables

MFX can easily be extended with the usual LET construct, the semantics of
which can be expressed as a source-to-source transformation that generates
an application of an ordinary subroutine. The syntax of the LET construct
is given by the following grammar clause:

B LAKS

(g8 4 .-"%‘:“'

Exp = cee - expressions
(et ((Var Exp)*) Exp) — let-expression

PEE

The expression (LET ((z; €1)...(zn €a)) €) has the following semantics.
First, the e; are evaluated, in order. Next, the resulting values v; are sub-
stituted for the corresponding variables r; throughout the body e. Finally,
the body, thus modified, is evaluated and its value returned. In other words,
this expression is equivalent to the expression

((LAMBDA (z1:7T1...Zp:Tn) €) €1...€p)

where the r; are the types of the expressions e;.

Because of the possibility of side-effects, this expression is not equivalent
to the expression obtained by simultaneously substituting the expressions e;
for the corresponding variables z; throughout the body e, i.ec.

eler/zy...eq/zp]

For example, the expression

(LET ((x (NEW rl1 BOOL TRUE)))
(BEGIN
(SET x FALSE))
(GET x))

is equivalent to the expression

-,

A -,,%.ﬂ_'( 4:?: W, '.r,'?v;a.;a;.r {:" :5 Xy ,S:hf R $
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e 3

}:':' ((LAMBDA (x:(REF ri BOOL)) ot

N (BEGIN 22

3 (SET x FALSE)) 2
(GET x))

» (NEW ri BOOL TRUE)) ::
0 »
o) and not to the expression :::
‘ 0
! (BEGIN %
B (SsET (NEW rl1 BOOL TRUE) FALSE) :
w (GeT (NEW r1 BOOL TRUE))) Iy
P ¥ '
The type and effect inference rule for LET expressions is given below. A
» This rule, which is a composition of the rules for ordinary abstraction and Bty
b application generalized to n arguments, can be read as follows: provided that <
- the e; are all well-formed, the type of the expression as a whole is equal to g '
" the type of the body in a type assignment in which each z; has the type of .J‘
| the corresponding e;. The effect of the expression is the least upper bound re)

of the effects of the e; and the effect of the body. t::
Vi,1<i<n.AB F e:™ s
, Vi,1<t<n.AB F ¢!e¢ A
< Alzy —7n)...[gn—m|,B F e:7 Py
< Alzi —n]...[gn e~ 7],B F e!le i:
; A,B + (LET ((z1 €¢1)...(zn €n)) €) : T v
* A, B F (LET ((z1 €1)...(zn €n)) e) ! (MAXEFF €;...¢€, €) g
i 7.1.3 Description Synonyms .g
" MFX can easily be extended with a construct for defining transparent \
! description synonyms. The semantics of this construct can be expressed in \."&
o terms of a source-to-source transformation. The syntax of the DLET construct N
y (for Description LET) is given by the following grammar clause: -
. Exp = .. — expressions v )
. (pLET ((Dvar Desc)*) Exp) ~ dlet-expression . )
‘ The expression (DLET ({d; 61)...(dn 6r)) €) has the following semantics: X
the descriptions §; are substituted for the corresponding description variables
} d; throughout the body e, and the body, thus modified, is evaluated and its N
' value returned. In other words, this expression is equivalent to the expression NG
o
o™=
6[61/(11...6"/(1"] :
; Because of the static type checking algorithm, this is not equivalent to the :
k. expression obtained by abstracting the body over the description variables &
. d, ...d, and applying the result to the corresponding description, i.e. p
.. (PROJ (PLAMBDA (dy:Ky ... dniKn) €) 61...0n) .
For example, the expression (
' o
)
99 NG
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(pLET ((apples int)
(oranges int))
((LaAMBDA (n:apples m:oranges)
(+ n m))
2 3))

is equivalent to the expression

{((LAMBDA (n:int m:int)
(+ n m))
2 3)

and not to the expression

(prOJ (PLAMBDA (apples:TYPE oranges:TYPE)
((1.AMBDA (n:apples m:oranges)
(+ n m))
2 3))
int int)

In fact, the latter expression is ill-typed in two respects:

e the application (+ n m) is ill-typed since + expects two values of type
int but n and m have type apples and oranges respectively;
e the application of the LAMBDA expression is ill-typed since it expects

values of type apples and oranges respectively but 2 and 3 both have
type int.

The type and effect inference rule for DLET expressions is given below. It
can be read as follows: provided that the é, are all well-formed, the type
and effect of the expression are equal to the type and effect of the body after
substituting the descriptions é; for the corresponding description variables

d;.

Vi,1<it<n.BF §:«

AB F e[by/d...0n]dn): T

A,B + e[61/d1...6,./d,.]!e
F (DLET ((dy 61)...(dn 65))e) : T
F (DLET ((dy 61)...(dn 8n)) €) ! ¢

s £
R

)

s
.
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7.1.4 Built-in Types

MFX can easily be extended with a variety of pre-declared variables, de-
noting types, effects, regions, subroutines, literals and so forth. The existing
abstraction constructs provide a formalism for describing such language ex-
tensions. We illustrate this below by showing how to extend MFX with a pre-
declared type variable int and a set of pre-declared variables corresponding
to the usual integer literals and operators.

The existing abstraction constructs are not powerful enough to extend the
language with additional type, effect or region constructors (such as array
and list). Constructs for introducing user-defined type constructors are
presented in the next section.

In order to extend the language with a type int and a suitable set of
integer literals and operators, it suffices to abstract every program over the
type variable int and the ordinary variables +, -, and so forth:

(pLAMBDA (int:TYPE)

(LAMBDA (+:
:(suBr (int
:(suBrR (int
:(suBR (int
:(suBrR (int
: (suBR (int

~NO*

S A

(suBr (int

int)
int)
int)
int)
int)
int)

PURE
PURE
PURE
PURE
PURE
PURE

int)
int)
int)
int)
BOOL)
BOOL)

:int 1:int -1:int 2:int -2:int ...)
e))

From the point of view of the programmer, the type int is an abstract
type with four binary operators, two binary predicates, and a countably
:nfinite number of literals. Because of type abstraction, there is no need to
specify the actual type and the actual values to which the program is applied:
it suffices to give a description (algebraic, axiomatic or otherwise) of their
semantics. Since any reasonable definition will suffice, we will not belabor
this point.

7.2 Higher-order Descriptions

MFX is based on the higher-order lambda-calculus of McCracken [McC82],
which supports type functions and recursive types. We have omitted these
features from MI'X in order to simplify the presentation. However, MFX can
easily be extended with both.

In this section we show how to extend MFX with higher-order descriptions.
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7.2.1 Syntax

In order to express the kinds of higher-order descriptions, we need to
extend the grammar of kinds accordingly. The new grammar of kinds is
given below. A kind description is one of the following: a kind constant (one
of REGION, EFFECT and TYPE), or a higher-order kind. There are no kind
variables, since there is no construct for abstraction over kinds.

Kind = - kinds (&)

REGION - kind of regions
EFFECT — kind of effects
TYPE - kind of types

(pFunc (Kind) Kind) - kinds of description functions

The kind (DFUNC (k1) K2) is a generalization of the kind “k;=>k;” in the
higher-order lambda-calculus of McCracken [McC82], i.e. it is the kind of
description functions that map descriptions of kind «; to descriptions of
kind «-.

The grammar of higher-order descriptions in general is given below. A
higher-order description is one of the following: a description variable, a
description function, or a description application.

HDesc =
Dvar
(pLAMBDA (Dvar:Kind) Desc)
(HDesc Desc)

- higher-order descriptions
— description variables

— description functions

~ description applications

The description function (DLAMBDA (d:x) &) corresponds to the type “Ad:x.6”
in the higher-order lambda-calculus of McCracken [McC82].

The updated grammar of descriptions in general is given below. A descrip-
tion is now one of the following: a region description, an effect description,
a type description, or a higher-order description.

Desc = — descriptions (6)

Region — region descriptions
Effect - effect descriptions

Type - type descriptions

HDesc - higher-order descriptions

A description application, like a description variable, can in principle have
any kind, including REGION, EFFECT or TYPE. The grammars of regions,
effects and types must be updated accordingly. We omit the details.

In what follows, we assume that the constructs for description abstraction
and application has been generalized to accept any number of parameters,
using the same syntactic conventions as before.
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7.2.2 Informal Semantics it
The description function (DLAMBDA (d:x) 6) acts as a function that, when " '.:
applied to a description of kind «, yields a description of the kind of §. This is ay
useful particularly in connection with a construct, such as DLET, for defining N
transparent description synonyms. '::
For example, the description function ',';
b
()
(DLAMBDA (r:REGION) i
(MAXEFF (ALLOC r) (READ r) (WRITE r))) "
4,
G
maps any region p to the effect (MAXEFF (ALLOC p) (READ p) (WRITE p)). J_’“
Since this description function takes a region as argument and returns an RN
effect, it has kind RN
>
(DFUNC (REGION) EFFECT) .
W
e
Descriptions may have free variables, provided that they are defined in J(":l'
the surrounding scope. For example, if sum is declared in the surrounding 9%
scope as a higher-order description of kind (DFUNC (TYPE TYPE) TYPE) ',:
and prod is declared as a higher-order description of kind (DFUNC (REGION d
TYPE TYPE) TYPE), then the description v
l'-

(DLAMBDA (r:REGION t:TYPE)
(sum UNIT (prod r t t)))

fa ¢
»_0
-

is well-formed and has kind

7
«

T

(DFUNC (REGION TYPE) TYPE)

%
Like a manifest description function, a higher-order description variable "5:
acts as a function that, when applied to a description of the appropriate N
kind, yields a description of some other kind — in other words, it acts as a
parameterized region, effect, type, or other description. ™ N
3 . . » . |‘ -
For example, a higher-order description variable of kind ha
o
Y
(pFuNc (TYPE) TYPE) i
acts as a parameterized type. If the description variable vector has this
kind, then the description applications (vector BooL) and (vector int) «‘L:
are well-formed and have kind TYPE. If vectors are implemented as sub- }_'::'
routines that map integers to vector elements, then the parameterized type &.‘_
vector could correspond to the description function (or parameterized rep- 5‘.‘
resentation type) e
(DLAMBDA (t:TYPE) o
(suBr (int) PURE t)) i::"
%
103 LN
N
"‘4 3"&;‘ #"3 R L N e D N N N N N e NN e o A L T A Ny, \"-E:‘-\‘.
a SIS -"‘l'_‘-’. - O : ..n" Cal - CaC iy > DA NS
~f.' \ ‘ ¥ ‘- 5 ».fxt'!‘-:f::":) . f: > f e 'd"‘:{ e .":~':f:.f:-'{v"‘:-ﬂﬂ ‘S:‘.':' \: ::\‘J':.-:!".‘;..t.\: f:-:; :J\Sh::; -'\: -':'is\d‘\- N \1'\ \



7.2.3 Description Conversion

The higher-order descriptions call for the addition of rules for alpha, beta
and eta-conversion.

(DLAMBDA (d:k) 6) ~ (DLAMBDA (d':k) 8[d’'/d]) (d' ¢ FDVye,sc(6))
((pLAMBDA (d:&) 6;) 82) ~ 6,[62/d]
(pLAMBDA (d:x) (6 d)) ~ 6 (d & FDVyese(6))

Two description applications are convertible whenever their respective
operators and operands are convertible:

61 ™~ 6;
62 o~ 6;
(61 62) = (] 63)

Description conversion in the presence of parameterized regions and effects
presents some interesting anomalies, due to the fact that the region and effect
constructors are all monotonic and distributive. We will return to these
anomalies at the end of this section.

7.2.4 Static Semantics

The kind inference rules for description abstraction and application are
taken directly from the higher-order lambda-calculus. Note in particular that
the kind of the actual parameter of a description application must match the
kind of the formal parameter exactly: there is no “subkinding”.

Blde—«k] F §: K
B F (pLamBDaA (d:k) §) : (DFUNC (k) &')

B |+ 6, : (DFUNC (K1) K2)
B I+ 62 Ky
B (51 62) %]

Our notion of description abstraction is more general than that of the higher-
order lambda-calculus, since we have more than one base kind. However, this
generalization is not visible in the inference rules.

The type and effect inference rules are not affected by the introduction
of higher-order descriptions: polymorphic abstraction over higher-order de-
scriptions is no different from polymorphic abstraction over descriptions of

base kind.
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7.2.5 Parameterized Types

Using abstraction over higher-order descriptions, it is possible to define a
variety of mutable parameterized types, such as array and 1ist, that are pa-
rameterized over the region to which the corresponding locations belong. For
example, given an immutable parameterized type vector, of kind (DFunc
(TYPE) TYPE), with operators

vector-new: (POLY (t:TYPE) PURE
(suBR (int (subr (int) PURE t)) PURE
(vector t)))
vector-get: (POLY (t:TYPE) PURE
(suBR ((vector t) int) PURE
t))

it is possible to implement a mutable parameterized type array, of kind
(pDFUNc (REGION TYPE) ‘I'YPE), with operators

array-new: (POLY (r:REGION t:TYPE) PURE
(suBrR (int t) (ALLOC 1)
(array r t)))
array-get: (POLY (r:REGION t:TYPE) PURE
(suBrR ((array r t) int) (READ r)
t))
array-set: (POLY (r:REGION t:TYPE) PURE
(suBR ((array r t) int t) (WRITE r)
UNIT))

where the parameterized type array could correspond, for example, to the
description function (or parameterized representation type)

(DLAMBDA (Tr:REGION t:TYPE)
(vector (REF r t)))

Parameterized types such as array meet the objectives set forth in Chap-
ter 2, which we reproduce below with a slight change to reflect the use of

regions:

e the programmer can easily instantiate a given type in several different
regions, to indicate how the values of the resulting types are used; and

o the method applies equally well to built-in and programmer-defined types.
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7.2.6 The Side-effect Operators Revisited %’{.
Using abstraction over higher-order descriptions, it is possible to replace % !
the type constructor REF and the operators NEW, GET and SET by a pa- -
rameterized type ref and polymorphic subroutines new, get and set. To .;- ) ”
make these variables built-in, it suffices to abstract every program e over the by a
description variable ref and the ordinary variables new, get and set: ’ .:E:
(PLAMBDA (ref:(DFUNC (REGION TYPE) TYPE)) AL,
(LaMBDA (new:(POLY (r:REGION t:TYPE) PURE R
(suBr (t) (aLLOC r) Py ':
(ref r t))) E' y
get: (POLY (r:REGION t:TYPE) PURE ! e
(suBR ((ref r t)) (READ r) 4434
t)) b
o
set:(POLY (r:REGION t:TYPE) PURE . g:ij
(suBR ((ref r t) t) (WRITE r) g,
UNIT))) 5-1» ‘
e)) !!.':l:
’ From the point of view of the programmer, ref is a parameterized type i
with three operators and no literals. Because of type abstraction, there is no b X
need to specify the actual description function and the actual values to which 15 .:j
the program is applied: it suffices to give a description (algebraic, axiomatic Vay
or otherwise) of their semantics. m
The combination of the parameterized type ref and the polymorphic sub- .\
routines new, get and set is almost as powerful as the built-in type construc- :::
tor REF and the built-in constructs NEw, GET and SET. However, it falls short hhuh
in two respects: implicit polymorphism and tonicity. &ﬁ
The first difference, implicit polymorphism, lies in the fact that the GET -
and SET constructs are implicitly polymorphic: they can operate directly on :': ‘
locations of any type, without a need for the programmer to supply region or h:x_r
type information. The polymorphic subroutines get and set, on the other f:_-_.‘_:
hand, must be applied to appropriate descriptions before they can be used. g
Nevertheless, instances of NEw, GET and SET expressions can always be
rewritten in terms of new, get and set, and vice versa. This is illustrated ,.'“‘;
below, where r and t are the region and type components, respectively, of K '.:-1
the type of location. y ::
(NEW r t value) — ((PROJ new r t) value) .‘.,
(GET location) ~ ((PROJ get r t) location) N
(SET location value) « ((PROJ set r t) location value) f:‘ '
This rewriting could be done automatically by the compiler, with the aid of '.‘::',;
some relatively simple type inference. Therefore, the polymorphic subrou- &
tines new, get and set are essentially equivalent to the built-in constructs (
NEW, GET and SET. Q ;'
S
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The second difference lies in the fact that REF is a type constructor: ac- :% Y
cording to the type inclusion rules, REF is monotonic in its first argument. ety
The parameterized type ref, on the other hand, is not monotonic in any of ;
its arguments. In other words, (REF p 7) is a subtype of (REF p’ 7) whenever }:}:}
p C p', but(ref p 7) is a subtype of (ref p' 7) only if p =~ p'. ;E’:".
Because of this difference, certain well-formed expressions are no longer -
well-formed when ref is substituted for REF. An example of such an expres- lj_""‘" )
. Wl ]
sion appears below.
—
(LAMBDA (refl:(REF rl int) (p- ':‘
ref2: (REF r2 int)) :j:?u.
(IF p refl ref2)) :"'*.
this expression has type p
o~
(suBR ((REF r1 int) (REF r2 int)) PURE b.,‘ {
(REF (UNION r1 r2) int)) ..\',‘,:* .:;
where the region description (UNION r1 r2) reflects the uncertainty about ; .u',é::
the region to which the location in question actually belongs. Ealu
When ref is substituted for REF, this expression is not well-formed be- f"{;i
cause no type is a supertype of both (ref r1 int) and (ref r2 int). :::;;-\. p
. . o
7.2.7 Tonicity has
'h
The difference between REF and ref comes down to the fact that in MFX £l

there is no way to represent the tonicity of a higher-order description vari-
able, e.g. the monotonicity or anti-monotonicity of the description variable
with respect to a given argument. It would be possible to augment the kinds
of description functions with tonicity information, just as we have augmented
the types of subroutines with latent effect information. Such a tonicity spec- LISt
ification would influence the convertibility of applications of the description
function, just as the latent effect specification of a subroutine influences the
effect specifications of applications of that subroutine.

Our research on this subject has suggested a four-fold classification: a
description function é; can be

AR

%

- €
) #l‘
e

Y
[
’

e non-monotonic, i.e. (§; 82) =~ (&1 83) iff 62 ~ 63, for example

(pLAMBDA (t:TYPE)
(suBR (t) PURE t))

e monotonic, t.e. (6; 82) C (6, 63) iff §; C 63, for example

(pLAMBDA (t:TYPE)
(suBr (int) PURE t))

e anti-monotonic, t.e. (8; &2) C (6; 65) iff 63 T 85, for example
(pLAMBDA (t:TYPE)
(suBr (t) PURE int))
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o constant, t.e. (8; §;) =~ (8; 8}) for all §; and 63, for example

(DLAMBDA (t:TYPE)
(suBR (int) PURE int))

The last case may seem trivial, or even absurd; however, it logically comple-
ments the other three cases, as the examples clearly show.

The type constructor ref, which maps a region and a type to another
type, is monotonic in its first argument and non-monotonic in its second
argument.

We have not found any prior research on the subject of tonicity specifica-
tions. However, since our primary focus is on types and effects rather than
type inclusion, a detailed investigation of higher-order kinds with tonicity
specifications is beyond the scope of this thesis.

7.2.8 Parameterized Effects and Regions

We now turn to the anomalies presented by description conversion in the
presence of parameterized effects and regions. The problem lies in ensuring
the completeness of the description conversion and inclusion rules.

Since the region and effect constructors are all monotonic and distributive,
every description function that returns a region or effect is also monotonic
and distributive. As a result, the conversion and inclusion rules for applica-
tions of parameterized effects and regions would be incomplete unless they
take these properties into account.

For example, any description function of kind

(DFUNC (REGION EFFECT) EFFECT)

is monotonic and distributive, s.e. if § has the above kind, then
e (6pe)C (69 €)whenever pC p' and e C €,
o (6 (UNION p; p2) €) is convertible to (MAXEFF (6 p; €) (6 p2 €)), and
o (6 p (MAXEFF € €2)) is convertible to (MAXEFF (6 p €;) (6 p €2)).

Moreover, since there are no region constructors that take effects or types
as arguments, and no effect constructors that take types as arguments, every
region function is necessarily constant with respect to all its type and effect
arguments, and every effect function is necessarily constant with respect to
all its type arguments. For example, any description function of kind

(DFUNC (TYPE EFFECT) EFFECT)

is constant with respect to its first argument, s.e. if § has the above kind,
then (6 7€) ~ (6 7' €) for all 7 and 7'.

These complications can be avoided by a language restriction that limits
polymorphic abstraction to types, effects, regions and parameterized types.
This restriction ensures that effect and region functions are always mani-
fest, so that they can be climinated by beta-reduction before the question
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of convertibility arises. Since we have been unable to find any use for pa-
rameterized regions or effects, we believe that this restriction is a reasonable
compromise.

7.3 Recursion

In this section we show how to extend MFX with recursive types and
expressions (but not with recursive effects, regions, or kinds). The higher-
order lambda-calculus of McCracken, which has served as a basis for much
of our type system, supports recursive types; however, it requires explicit
coercion between a description and its recursive instances [McC83, p. 6]. We
show that such coercions are unnecessary in MFX.

Note that recursion ic 10t needed to write non-terminating expressions in
MFX: this is already possible through the use of side-effects. For example, it
is possible to emulate Landin’s LETREC construct by means of effects [Ree86].
However, this technique seems rather inappropriate in a language in which
the effects of an expression are part of its specification.

7.3.1 Recursive Descriptions

In the description domain, we introduce a new construct, DLETREC (which
stands for Description LETREC), for defining mutually recursive type descrip-
tions. The syntax of this new construct is given below.

Desc = ... — descriptions
(DLETREC ((Dvar Type)*) Desc) - recursion introduction
The description (DLETREC ((d) 71)...(dn Ta)) 8) is convertible with the
description
8[ry/dy... 71}/ dn]
where

7] = (DLETREC ((d) 71)...(dn ™)) d;)

When the above conversion axiom is applied repeatedly to a DLETREC
description, the description may expand without limit:

(pLETREC ((list (sum UNIT list'))
(list’ (prod BooOL list)))
list)

~

(sum UNIT
(DLETREC ((list (sum UNIT list'))
(list’ (prod BoOL 1list)))
list’))

~

(sum UNIT
(prod BoOL
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A
(DLETREC ((list (sum UNIT list')) :
(list’ (prod BoOOL list))) RO
list))) )
~ Rat
‘ (sum UNIT -
| ‘-"\J' !
(prod BoOL ey
| (sum UNIT o
} (DLETREC ((list (sum UNIT list')) -
o (1ist’ (prod BoOOL list))) .:.“:;:;c;
|
[ list')))) <
) 1%,
} and so on. If either the body or one of the definitions contains none of the ::‘.:?:::
| bound variables, the conversion process may terminate after a finite number s
‘ of steps: .
P s
(DLETREC ((1list (sum UNIT list')) R
(1ist’ BooOL)) T
list) N \‘:\'
~ [ !l‘
(sum UNIT . {
(DLETREC ((list (sum UNIT list’)) "‘:;
(1ist’ BooL)) :"'."?
. L
list')) ‘:::
(sum UNIT BOOL) Bt
If one of the bound variables is defined as itself, either directly or indirectly, “ '
successive conversions yield a repeating, rather than an expanding, series of ,ﬁ‘
descriptions: N,
(DLETREC ((t1 t2)(t2 t1)) LR
t1) A
= S
(DLETREC ((t1 t2)(t2 t1)) \}.“:
t2) [N
(pLETREC ((t1 t2)(t2 t1)) E&E
t1) o
)
and so on. Wi
In general, applying the above conversion rule repeatedly yields a descrip- R
tion, whether finite or infinite, that is free of DLETREC descriptions except T
for DLETREC descriptions whose body is a variable that is defined as itself. '_::.', ,
Since all recursively defined descriptions are of kind TYPE, which is a base habe!
kind, the recursion equations of a DLETREC description form a regular system hovd
[Cou83], and all descriptious, whether finite or infinite, correspond to regular .
trees. Equality of regular trees is equivalent to equality of deterministic s-h
A
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finite automata, which is efficiently decidable [Cou83]. It follows that type
conversion and inclusion are efficiently decidable even in the presence of the
infinite descriptions generated by the DLETREC construct.

A DLETREC description whose body is a variable that is defined as it-
self corresponds to a singular unknown [Cou83]. Singular unknowns do not
appear to be of any use, and it would be possible to define the language so
that descriptions containing singular unknowns were considered syntactically
invalid or ill-formed. However, this would create complications since kind-
respecting beta-substitution would no longer preserve syntactic validity and
well-formedness. We have therefore decided to admit singular unknowns.
We arbitrarily treat all singular descriptions as convertible.

The kind inference rule for DLETREC descriptions is given below. It can be
read as follows: provided that the 7; have kind TYPE in a kind assignment in
which each d; has kind TYPE, the kind of the description as & whole is equal
to the kind of the body in the same kind assignment.

Vi,1<i:<n.B[d « TYPE]...[dn «— TYPE] F 7;: TYPE
Bld) « TYPE]...[dn <« TYPE] I 6: &
B + (DLETREC ((dj 71)...(dn Ta)) 6) : &

As indicated by the grammar and the kind inference rule, the DLETREC
construct can be used only to define mutually recursive type descriptions — it
cannot be used to define recursive region, effect, or higher-order descriptions.
We have imposed this restriction deliberately, in order to keep the language
simple.

As for recursive region or effect descriptions, they do not appear to add
any power to the language because all region and effect constructors are
idempotent: for example, defining d recursively as (UNION d r;) is equivalent
to defining d directly as r;. The same is true of effects. Although the three
base kinds have equal standing in most other respects, we believe that this
restriction is a reasonable compromise.

Unlike recursive effects and regions, recursive higher-order descriptions
could be quite useful. For example, the type function list of kind (DFuNcC
(REGION TYPE) TYPE) could be defined as the following recursive type func-
tion, given suitable parameterized types sum and prod:

(pLETREC ((list (DLAMBDA (r:REGION t:TYPE)
(sum UNIT (prod r t (list r t))))))
L)

Unfortunately, even if only first-order type functions were allowed, the
descriptions generated by the DLETREC conversion rule would correspond to
algebraic trees, because the recursion equations of a DLETREC description
would form an algebraic system [Cou83]. Equality of regular trees is equiv-
alent to equality of deterininistic pushdown automata, the decidability of
which is an open problem [Cou83].
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Fortunately, many useful recursive type functions can be rewritten as Kt

nonrecursive type functions that return recursive types. For example, the .h
type function 1list could be defined as follows: I
Y

(pLET ((list (DLAMBDA (r:REGION t:TYPE) %

(pLETREC ((list’ (sum UNIT (prod r t list’)))) :

list')))) .

) e

In view of this, we believe that our decision to disallow recursive higher-order &

descriptions is a reasonable compromise. )
As a shorthand, we allow DLETREC to be used in the expression domain “

as well, with the following semantics: x4
(DLETREC ((d; 71) ...(dn Ta)) €) 3_3

is equivalent to :::
I\f

(DLET ((dy 7{) ...(dw T})) €) !
where, as before, 7} (1 <i < n) is equal to ¢

(pLETREC ((dy 71) ...(dn 7,)) d)) ,

To avoid capture, the bound variables d; must not appear free in the type of Ny

any free variable of the body e. ﬁ-

7.3.2 Recursive Expressions x

MFX can easily be extended with the usual LETREC construct, the seman- 4

tics of which can be expressed as a source-to-source transformation. The

syntax of the LETREC construct is given by the following grammar clause: A
]

Exp = . - expressions :
(LeTREC ((Var:Type Exp)*) Exp) - recursive expressions :’::

The expression (LETREC ((z1:71 €1)...(Zn:Tn €n)) €) has the following f:':
semantics. First, the e; are evaluated, in order. Next, the resulting values ‘s

are substituted for the corresponding variables z,; throughout the values of
the e; and throughout the body e. Finally, the body, thus modified, is M

evaluated and its value returned. §\
We have imposed the restriction that all the e; must be LAMBDA or

PLAMBDA expressions. This restriction is sufficient, although not necessary, »_
to ensure that the e; can be evaluated even though the recursively defined -
variables z; arc not yet bound to their values. I
The type and effect inference rule for LETREC is given below. This rule can :::}
be read as follows: provided that each e, is well-formed in a type assignment b
in which each r, has the corresponding type 7; (which must itself be of kind :"

TYPE), and that the type of each e; is a subtype of the corresponding 7,, the
type of the expression as a whole is equal to the type of the body in that

- p’~..-(
"\!,\ A

.......
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same type assignment. The effect of the expression is the least upper bound
of the effects of the e; and the effect of the body.

Vi,1<i<n.B F 1,:TYPE
Vi,1<i<n.Alzy«7n]...[zn —7),B F €;: 7!
Vi,1<i<n.Alzi —m7n]...[za —7},B F e !le

Vi,1<i<n.7!Cr
Alzy ~n)...[2n & Tm),B F e:1
Alzy —n)...[zn—m],B t ele
A,B | (LETREC ({z1:71 €1)...(Tn:Tn €5)) €) : T
A,B F (LETREC ((z1:71 €1)...(Tn:Tn €n)) €) ! (MAXEFF € ...€, €)

As an example of the use of the LETREC, we present an expression that
computes 10 factorial using a recursive subroutine:

(LETREC ((fact:(suBr (int) PURE int)
(LaMBDA (n:int)
(i (<= n 1) 1
(* n (fact (- n 1)))))))
(fact 10))

The semantics of a LETREC expression can be expressed directly in terms
of LET and DLETREC, using a construction that was suggested to the author
by J. O’Toole. The construction is inspired by the Y-combinator, but has
been adapted to ensure termination under applicative order evaluation. The
basic idea is as follows:

e encapsulate each of the e; within a LAMBDA expression that expects to
be passed, as arguments, a set of functions which, when applied to them-
selves, yield the values of the z;.

e throughout the scope of the bound variables, i.e. throughout the e; and
throughout the body, replace every occurrence of any of the bound vari-
ables by a self-application of the corresponding variable to all the ;.

In order to make this self-application possible, these functions must all have
recursive types.

The transformation is as follows: the expression

(LETREC (($]:T1 61)

(xn:Th €n))

e)

is equivalent to the LETREC-free expression
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(DLETREC ((¢; (SUBR (#; ...t,) PURE 7))

T
':’5-
o1

(t, (suBrR (t; ...t,) PURE T4)))
(LET ((zj (LAMBDA (z}:t; ...z :tn)

erf-.. (= =y ..oxp)/Zi ] )

Ly ol al]
p)
&

L/
‘ _II‘."

X
; o

(zl, (LAMBDA (z]:t; ...z} :ta)
enl--. (2} 2y .. 2h)/zi . ) )))
el...(z% =} ...20)/zi.. D)

A ;'S-ff

. _J

%

To illustrate this transformation, we show the transformed version of the A
previous example, namely the expression that computes 10 factorial using a “ing
recursive subroutine: \"J:.:

A
(DLETREC ((t (suBrR (t) PURE (suBR (int) PURE int)))) :1
(LET ((fact’ (LAMBDA (fact':t) e
(LaAMBDA (n:int) ¥
(F (<= n 1) 1 gl

(* n ((fact’ fact) (- n 1)))))))) o

((fact’ fact’) 10))) \':\
[V

It is crucial that the self-application takes place only after the original
parameter (in this case, n) has been supplied: for example, the following
expression would diverge due to the recursive call on the third line.

¢

%A,
}'.J“-’ I__I:
e

o

(pLETREC ((t (suBrR (t) PURE (SUBR (int) PURE int))))
(LET ((fact’ (LAMBDA (fact':t)
(LEr ((fact (fact’' fact')))
(LaMBDA (n:int)
(iF (<= n 1) 1
(* n (fact (- n 1))))))))
((fact' fact’) 10)))) oy
]

e
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> 7.4 Immutable Regions X
A
- In this section we preseut an extension of MFX that is designed to permit o
, a uniform treatment of mutable and immutable data types. This extension ~ .5
\ makes use of the types, effects and regions of MFX. E;:
N Most real programming languages provide a rich set of type constructors '§$
) for data structuring, such as pairs, tuples, records, lists, and arrays. In many ]
languages such types are mutable, i.e. the corresponding values have some i
a state that can be updated and observed by the program. :,*_‘-_
‘; In a language with an effect system, such as MFX, there is a pervasive "::
! difference between immutable and mutable values: reading the contents of ::::
an immutable value has effect PURE, whereas reading the contents of a muta- o
ble value has a READ effect on the corresponding region. Similarly, creating
3 an immutable value has effect PURE, whereas creating a mutable value has :'f-(’:
j an ALLOC effect on the corresponding region. In order to keep the effect de- t‘-
: scriptions of program fragments to a minimum, it is important for a language ‘;j:‘
N with an effect system to provide type constructors for immutable types. LI
i Some programming languages offer the programmer two complete sets of 3:
type constructors, namely mutable ones and immutable ones [Lis79, pp. 108~ "’\
L 120]. Using this approach, it is evident from the type of a value whether the N
' value is mutable or immutable. However, the approach has two drawbacks. _:::j
3 First, it requires substantial duplication in the specification of the type con- .::'
structors and their operators. Second, since there is no way of viewing an
X immutable value as mutable, it is impossible to create, for example, a circular F'\
: immutable data structure. N
' It is possible to combine mutable and immutable type constructors in a ::;'_\
single, uniform framework. This technique, which makes use of the types, S
| effects and regions of MFX, has the following characteristics: -
' 1. there is no need for two separate sets of type constructors; :::::
2. reading the contents of an immutable value has effect PURE; :::j; ]
3. creating an immutable value has effect PURE; '.::f
4. immutable values can be initialized imperatively. /A
d The basic idea is very simple. Recall that all potentially mutable type con- ol
; structors, such as pairs, tuples, records, lists, and arrays, are parameterized ~:‘~
. with respect the region to which the writable location(s) of the corresponding :j'.:
| values belong. We arbitrarily designate a region, which we call the immutable \":{,
region IM, upon which no WRITE effects are allowed. It follows that any pair. B
tuple, or other value whose writable locations belong to the immutable region
is immutable. This establishes property 1 above. :
Provided that the type and effect checker rejects any expression that has ;:
. a (WrITE IM) effect] thereby enforcing the immutability of the region v, it is :‘;:
safe to convert any (READ IM) or (ALLOC IM) effect to PURE. This establishes )
properties 2 and 3 above. Property 4 follows from the fact that the EXTEND o
::;:
115 :\
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construct can be used for any target region, including the immutable region
IM.

In summary, the notion of an immutable region permits a uniform treat-
ment of mutable and immutable types, while at the same time permitting
the imperative initialization of immutable values.

7.5 Polymorphism and Effects

In this section we present a variation of MFX that achieves polymorphic
application with zero cost while keeping polymorphic values first-class. This
is made possible by the MFX effect system.

In MFX, polymorphic values are first-class values, and the body of a poly-
morphic subroutine is evaluated each time the subroutine is applied. This
design evolved as a generalization of the second-order lambda-calculus.

In polymorphic programming languages such as CLU [Lis79], all polymor-
phic subroutines must be defined at top-level, and the body of a polymorphic
subroutine is evaluated only once for each actual type parameter to which
it is applied; in the terminology of MFX, all polymorphic subroutines are
automatically memoized. This approach has two main advantages:

1. the programmer can refer to the result of a polymorphic application by
simply repeating the polymorphic application without causing unneces-
sary re-evaluation;

. the state variables that are created when the body of the polymorphic
subroutine is evaluated are automatically shared by all program fragments
that apply the subroutine to the same actual type parameter.

Besides the fact that polymorphic subroutines are not first-class, we find that
this approach has several other disadvantages:

1. the effect of a polymorphic application depends on whether it is the first
application of a given polymorphic subroutine to a given actual type pa-
rameter, which cannot be predicted by the caller, and which may not be
anticipated because polymorphic application normally has no effect;

. the implementation must keep track of type information at run-time in
order to determine whether a given polymorphic application is the first of
a given polymorphic subroutine to a given actual type parameter;,

. the mechanism for sharing state variables allows such sharing only be-
tween program fragments that apply a polymorphic subroutine to the
same actual type parameter, which seems an arbitrary and unnecessary
restriction.

We believe that the semantics of languages such as CLU would be sim-
pler, and their implementation more efficient, if the body of a polymorphic
subroutine were evaluated just once, rather than once for each actual type
parameter. This would address the latter two objections we raised above;
and if the evaluation can take place when the expression is defined rather
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than when it is applied, our first objection would also vanish. Unfortunately,
evaluating the body of each polymorphic subroutine just once without fur-
ther precautions would create a type loophole [Gor79a, p. 52]: it would
permit the allocation of a mutable value of a type that is not closed, and the
subsequent coercion of this value to multiple incompatible instantiations of
this type.

In order to close this loophole, we propose a variation of the polymorphic
abstraction construct of M#X, in which polymorphic abstraction is restricted
to expressions without side-effects, 1.e. expressions with effect PURE. Since
an expression with effect PURE can be memoized without changing the mean-
ing of the program, this restriction ensures that the body of a polymorphic
subroutine can be evaluated just once, rather than once for each application
(as in MFX) or once for each actual type parameter (as in CLU), without cre-
ating type loopholes. Moreover, provided that the programmer is informed
that a program may diverge if it contains a polymorphic subroutine whose
body may diverge, the body of a polymorphic subroutine can be evaluated
when it is defined, rather than when it is first applied.

This proposed variation of MFX has the following characteristics:

polymorphic subroutines are first-class values;

there is no need to keep track of type information at run-time;

type computation and value computation are separated;

polymorphic application has no run-time cost and no side-effects; and
unnecessary re-evaluation of polymorphic subroutines is avoided.

AN A e

This variation does not reduce the expressive power of the language: the
body of a polymorphic subroutine may be a subroutine with arbitrary latent
effects.

Due to the effect restriction, the body of a polymorphic subroutine can be
evaluated just once, rather than once for each application or once for each
actual type parameter. In practice, this means that polymorphic abstraction
and application can simply be erased:

Erase( PLAMBDA (d:k) €) = Erase(€)
Erase(PROJ € §) = Erase(e)
If the latent effect of a polymorphic subroutine is always PURE, it can be

omitted altogether from all polymorphic subroutine types: for example. the
type of the polymorphic self-composition functional can be written as

(poLY (t:TYPE e:EFFECT)
(suBR ((sUBR (t) e t)) PURE
(suBR (t) e t)))

We have adopted the effect restriction described in this section in the
design of the programming language FX [Gif87]. Our experience with the
various dialects of FX has confirmed our expectation that this approach is
elegant, practical, expressive, and efficient.
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Chapter 8. Practical Use of
Effect Information

8.1 Introduction

The type and effect system of MFX has been designed to support a variety

of program transformations and optimizations. When considering a program
transformation or optimization, the compiler must determine whether the
program transformation preserves the meaning of the program, and how this
will affect the performance of a program. Effect and region information
supports the former of these two tasks.

When compiling a program for concurrent evaluation, it is of critical im-

portance to choose an appropriate grain size for the concurrency: the optimal
grain size increases with the cost of process creation and synchronization. We
have chosen to side-step this difficult issue by focusing on compilation for a
dataflow architecture: the target language for our dataflow compiler has a
fixed grain size.

We have implemented a compiler that translates MFX programs into

dataflow graphs that reflect the implicit concurrency in the source program.
Constraints on evaluation order are represented in the dataflow graphs by
conflict edges and delay edges. We have extended an existing tagged-token
dataflow simulator with operators that support (writable) memory locations
and monitors; the dataflow graphs produced by the compiler can be evalu-
ated directly by the simulator.

The purpose of this chapter is to illustrate how the effect information

in an MFX program can be utilized to identify opportunities for concurrent
evaluation, and to show how to translate an MFX program into a dataflow
graph that reflects this implicit concurrency.

The rest of this chapter is organized as follows. We begin with a discussion

of interference between program fragments. Next, we present an algorithm
for computing minimal conflict graphs. The third and largest section of this
chapter is dedicated to the dataflow compiler. We conclude by presenting
some simulation results.
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8.2 Interference

When analyzing a program for opportunities for concurrent evaluation,
it is useful to be able to determine, given two expressions, whether these
expressions can be evaluated concurrently without changing the meaning of
the program. In a language such as MFX, in which subroutines and locations
are first-class values, this is in general undecidable. We therefore settle for a
conservative approximation. In this section we define a notion of interference
between effect descriptions such that any two expressions that have effect
descriptions that do not interfere can be evaluated concurrently without
changing the semantics of the program.

We begin by considering effect descriptions without free effect or region
variables; we subsequently generalize the definition to deal with arbitrary
effect descriptions.

8.2.1 Closed Effect Descriptions

In a sequential language, evaluating two expressions concurrently can
change the meaning of the program only if one expression may write to
locations that the other expression may read or write [Ber66]. By the effect
soundness proposition, the effect description of an expression gives a conser-
vative approximation of the (global, writable) locations that the expression
may read or write. This leads to the following definition of interference:

Definition. In the absence of McaLL effects, two closed effect descriptions
€1 and e interfere with each other iff there exists some region constant r such
that e€; has a WRITE effect on r and ¢; has a READ or WRITE effect on r or
vice versa (with €; and ¢; interchanged).

In a concurrent language, evaluating two expressions concurrently can
change the meaning of the program even if the expressions do not read and/or
write any common locations. In MFX, however, all such interactions are
mediated by monitors and critical sections. As a result, the definition of
interference between READ and WRITE effects does not need to be revised
in order to deal with explicit concurrency. Moreover, MFX prevents any
interaction between MCALL effects and READ or WRITE effects: READ and
wRITE effects on a monitored region are allowed only within the scope of an
EXCLUSIVE expression for the corresponding region, where McaLL effects on
the region are disallowed (but could not cause interference even if they were
allowed, since the expression would deadlock). As a result, the definition of
interference does not need to be revised in order to deal with interference
between McALL and READ or WRITE effects.

As for interference between McaLL effects, recall that evaluating two ex-
pressions concurrently can change the meaning of the program even if the
expressions do not access any common locations. This is illustrated in the
following program fragment, where m1, m2 and m3 are bound to the moni-
tors for the regions r1, r2 and r3 respectively, and where flagil, flag2 and
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flag3 are bound to references in the regions r1, r2 and r3 respectively, all
initialized to FALSE.

(COBEGIN
(LET ((vall (EXCLUSIVE ml1 (GET flagl))))
(BEGIN
(EXCLUSIVE m2 (SET flag2 vall))
(EXCLUSIVE m3 (SET flag3 TRUE))))
(LET ((val3 (EXcLUSIVE m3 (GET flag3))))
(EXCLUSIVE m1 (SET flagi val3))))

The first branch of the COBEGIN expression binds vall to the contents of
flagl, which is FALSE, saves this value in £lag2, and finally stores the value
TRUE in flag3. Concurrently, the second branch of the COBEGIN expression
binds val3 to the contents of £flag3, which may be either FALSE or TRUE
depending on the relative execution speed of the two branches, and saves
this value in flagl. Since the contents of flagl is read and stored in flag?2
before the value TRUE is stored in f1lag3, the final contents of flag?2 is always
FALSE.

The EXCLUSIVE expressions in the first branch of the COBEGIN expression
have effects (McaLL r1), (McALL r2) and (MCALL r3) respectively. Thus,
it might seem as if these expressions cannot interfere with one another. How-
ever, if the expressions

(ExcLUSIVE m1 (GET flagl))
and
(EXCLUSIVE m3 (SET flag3 TRUE))

were evaluated out of order, the second branch of the COBEGIN expression
could update the contents of flagl to TRUE before it is read by the first
branch. This would leave the value TRUE in flag2, which does not agree
with the standard semantics.

As the example demonstrates, MCALL effects interfere with each other
even if their regions do not overlap. This leads to the following definition of
interference:

Definition (revised). Two closed effect descriptions ¢; and e, interfere
with each other iff both have McALL effects or there exists some region con-
stant r such that ¢; has a WRITE effect on r and ¢; has a READ or WRITE
effect on r or vice versa (with ¢; and ¢; interchanged).

Although the region parameter p in the effect (MCALL p) plays no role in
the definition of interference, it is far from useless:

e programmers can regard it as machine-verifiable documentation,

e the compiler uses it to mask effects on private monitored regions, and

e we have used it to specify a language restriction that prevents deadlock
due to recursive invocation of a monitor.
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8.2.2 Region and Effect Variables v
When region variables are added, the definition of interference depends o
on whether or not aliasing between region variables and region constants o
is permitted. If aliasing were permitted, then a WRITE effect on a region ol
variable would interfere with a READ or WRITE effect on any region constant f :::‘
or variable, and a READ effect on a region variable would interfere with a ’, o::
WRITE effect on any region constant or variable. futl,
Since the use of disjoint regions is the primary means provided by MFX to )
represent the fact that two effects do not interfere with each other, we have N "u::
decided to prohibit all aliasing in MFX (see Chapter 3). This guarantees that ":::
in any scope, the regions denoted by effect constants and effect variables are h.(-
disjoint. This means that for the purpose of defining interference, effect i
variables can simply be treated as effect constants: %
e For any region variable d, the effect (WRITE d) interferes with the effects . :":F
(READ d) and (WRITE d) and vice versa. s
For effect variables the situation is very different: since MFX does not 2'::
impose any restrictions on actual effect parameters, an effect variable can i
correspond to (almost) any effect at all. This leads to the following definition "9
of interference: S: '
o An effect variable interferes with any effect variable, including itself, and E-:E
with any READ, WRITE or MCALL effect. s
In summary, two effects ¢; and e, interfere iff R
S
3p,p' . (MCALL p)C €, A (MCALL p')C e; E:J‘
)
or AR
(READ p) C & -
dp . (WRITE p)C ¢; A or o
(WRITE p) C e ;f-:
or o
r d' Ce vl
or o
(READ p) C €5 T3
3d,d,p . dCe A { or “-::::'
(WRITE p) C ¢ iy
or N
| (MCALL p) C € \
or vice versa (with €, and €; interchanged). E.:f;. ‘
This definition of interference serves as the basis for the effect restric- :-;:
tion on the COBEGIN expression (see Chapter 6). However, in a COBEGIN t:t
expression interference between McaLL effects is permitted.
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8.2.3 The Question of Scope

In fact, an effect variable cannot correspond to just any effect: for example,
an effect variable can never correspond to an effect on a private region that
is defined within its scope. For example, consider the expression

(pLAMBDA (e:EFFECT)
(LaAMBDA (p:(suBR () e UNIT))
(PRIVATE T
(LET ((x (NEW r BOOL FALSE)))
(BEGIN
(COBEGIN
(p)
(SET x TRUE))
(GET x))))))

(¢f. [Hal84, p. 246]). Since the effect variable e is bound before the private
region r is declared, e cannot possibly correspond to an effect on r. Under the
current rule for COBEGIN, however, the above expression is not well-formed,
because the effects e and (WRITE r) are assumed to interfere.

We have considered changing the definition of interference, and the effect
restriction on COBEGIN expressions, to reflect the fact that an effect variable
can never correspond to an effect on a private region that is defined within
its scope. Unfortunately, this more powerful definition of interference relies
on information that does not propagate across abstraction boundaries. For
example, when the expression

(PLAMBDA (@:EFFECT r:REGION)
(LaMBDA ((p:(suBR () e UNIT))
(x:(REF r BOOL)))
(BEGIN
(COBEGIN
(p)
(SET x TRUE))
(GET x))))

is considered in isolation, it can no longer be considered well-formed. Thus.
the more powerful definition of interference may discourage the use of pro-
cedural abstraction, which is contrary to our philosophy.

In contemplating various ways to refine of the definition of interference,
we have concluded that where to stop is ultimately a question of taste: the
interference restriction should permit expressions that obviously do not in-
terfere. We regard the current definition of interference as no more than a
reasonable compromise.
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8 8.3 Constructing a Minimal Conflict
" Graph

o In this section we show how to analyze a program for opportunities for
B concurrent evaluation. We only cover the language constructs of MFX-1; in

the next section we show how to deal with the additional constructs of MFX-2

’ and MFX-3.
When analyzing a program for opportunities for concurrent evaluation, we
X consider each subroutine body separately. This is a natural decomposition of
the problem, since each subroutine body is a maximal program fragment such
ol that nothing is known about what expressions may come before or after. For
W each subroutine, we construct a conflict graph, which is a directed, acyclic
' graph whose nodes correspond to the expressions in the subroutine body and

" whose edges indicate constraints on evaluation order that are due to side-
s effects. The constraints expressed by the conflict graph must be respected
{: by any implementation.

V. & o
s

By the effect soundness proposition, two expressions can conflict only if
their effects interfere. Recall that the effect of an expression consists of two
", components: its intrinsic effect, and its inherited effects. Since the inherited
. effects are inherited from other expressions within the same subroutine body,
L it suffices to consider interference between the intrinsic effects of expressions.
- In the absence of conditional expressions, it is easy to construct the con-
- flict graph: simply draw a conflict edge between any two expressions whose
intrinsic effects interfere. In the presence of conditionals, a conflict edge

,:: should be drawn between any two expressions that are ordered under the
::u standard evaluation order and whose intrinsic effects interfere.
™ This conflict graph is sufficient, in the sense that it represents all the

constraints on evaluation order that are due to side-effects. We next turn
to the problem of constructing a conflict graph that is minimal given the
available effect information.

In order to define what constitutes a minimal conflict graph, we must make
certain assumptions about the target architecture that will interpret the
conflict graph. Some of these assumptions are justified by the requirement
that the architecture be feasible; others are more arbitrary. For the purpose
of this chapter, we make the assumption that the target architecture has the
following properties:

e an application (ordinary or polymorphic) does not begin executing until
the operator subexpression has returned a value;

e a branch of an IF expression does not begin executing until the predicate
has returned;

e a NEW expression does not allocate and return a location until its argument
subexpression has returned and the new location has been initialized;

® a GET expression does not read and return the contents of the location in
question until its argument subexpression has returned;
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e a SET expression does not update the contents of the location in question
until both its argument subexpressions have returned, and does not return
a value until the contents of the location has been updated.

We do not consider target architectures that evaluate expressions (such as
the branches of a conditional) before it is known whether or not they should
be evaluated, nor do we consider architectures that return place holders (such
as futures, see [Hal85]) for values that have not yet been computed.

Given these assumptions, a conflict edge may be redundant because the
correct evaluation order is guaranteed by the target architecture. For exam-
ple, in the expression below there is no need for a conflict edge from the GET
expression to the SET expression, even though they are ordered under the
standard evaluation order and their intrinsic effects interfere:

(seT x ((BEGIN
expl

(i (GET x) exp2 exp3))
exp4))

We can represent this information in the form of a guarantee graph. This
is a directed, acyclic graph whose nodes correspond to the expressions in a
subroutine body and whose edges indicate constraints on evaluation order
that are guaranteed to be satisfied by the target architecture. By design, the
edges in the guarantee graph do not impose any constraints on evaluation
order. Consequently, any edge that appears in the conflict graph as well as
in the guarantee graph can safely be omitted from the conflict graph:

Lemma. (Guarantee Redundancy) Adding or removing a guarantee edge
to or from the corresponding conflict graph does not alter the constraints
imposed on evaluation order.

If a conflict edge links two expressions that can also be reached via some
other chain of conflict edges, this edge is redundant: omitting it from the
conflict graph, or adding such an edge, does not change the constraints that
the graph imposes on evaluation order. For example, if the subexpressions
expl, exp2 and exp3 in the expression (BEGIN expl exp2 exp3) all conflict
with one another, it suffices to have a conflict edge from exp1 to exp2 and one
from exp2 to exp3. In general, two conflict graphs are equivalent whenever
they have the same transitive closure:

Lemma. (Transitive Closure) Any two conflict graphs that have the same

transitive closure impose the same constraints on evaluation order.
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The following algorithm shows how to compute, for any conflict graph
G. and corresponding guarantee graph G4, the minimal equivalent conflict
graph G .

1. merge G. and G, into a single directed acyclic graph G;

2. compute G*, the transitive closure of G;

3. compute the least graph G~ that has transitive closure G*;

4. subtract G, from G~ to obtain the minimal conflict graph G,.

Proposition. The conflict graph G, is the minimal conflict graph given
the available effect information that imposes the same constraints on evalu-
ation order as G..

Proof. By the guarantee redundancy and transitive closure lemmas
above, the graphs G., G, G*, G~ and G, all impose the same constraints on
evaluation order. Moreover, G, is the minimal such graph: any edge that
is in G* but not in G,, cannot be generated by merging the graph with G,
taking the transitive closure, or both. G, is unique because each step of the
algorithm, including step 3, produces a unique result. 0

8.4 Compilation into Dataflow
Graphs

In this section we show how to translate programs from MFX, with its
precisely specified evaluation sequence, into dataflow graphs. We view MFX
as a functional language that has been extended with side-effect operators.
Accordingly, we have patterned our compiler after an existing dataflow com-
piler for the functional language ID [Nik87] [Tra86}. Our compiler consists
of three phases:

o the front end parses the program, verifies that it is well-formed, and ana-
lyzes it for implicit concurrency;

o the graph generator converts the parsed, annotated program to a program
graph; and

e the back end performs various optimizations and converts the program
graph to a machine graph.

Except for the treatment of constraint edges, the graph generator is quite
standard, and is therefore not described here. The back end is shared with
the existing ID compiler, and is not described here.

The remainder of this section is organized as follows. We begin by describ-
ing two transformations on MFX-1 programs that simplify further processing.
Next, we describe the target language. We then turn to the problem of ensur-
ing the correct evaluation order, and we present an algorithm that computes
the minimal sufficient set of extra edges that must be added to the dataflow
graph of each subroutine, given the available effect information. We then
turn to the issues that arise in the compilation of MFX-2 and MFX-3.
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8.4.1 Type Erasure ]
By the static typing and typeless semantics propositions, static type check- %
ing prevents all run-time type errors and all attempts to use undeclared vari- -
ables or uninitialized locations, and no type, effect or region information is :
needed at run-time. The compiler takes advantage of these properties: after ‘::
verifying that the source program is well-formed and analyzing it for implicit PSY
concurrency, the compiler erases all type information before translating the W
program into a dataflow graph. For example, the program fragment ,
BAS
(LAMBDA (f:(suBrR ((REF r int)) PURE int) o]
x:int) -
(f (NEW r int x))) N
is transformed into the typeless program: -.‘_,.
i‘.:-
(LaMBDA (f x) Ev'
(f (NEW Xx))) o
The type erasure algorithm is the same as that given in Chapter 4. Y
8.4.2 Lambda Lifting 0ol
. - S
MFX supports nested subroutine definitions and closures; the target lan- ]
guage supports neither of these. The target language does, however support e
partial application. The compiler employs a technique called lambda lifting famd
to convert any source program that uses closures into an equivalent pro- >3
gram in which all subroutines are defined globally and have no free variables s
[Joh85). For example, the program fragment 53’_\
(LET ((p (LAMBDA (f x) :
(Let ((g (LamBpA (h) (h x x)))) @
(g £)))) .::.\
) -
w N
in which the subroutine g is nested and has free variable x, is transformed I
into: N
(LeTrEc ((p’ (LAMBDA (f x) by
g x £))N s
(g' (LAMBDA (x h) :;:?_ .
(h x x)))) P
) -
PV
in which the subroutine g' is defined at top-level and has no free variables. 0
If several mutually recursive subroutines have different sets of free variables, :{__
then they must all be abstracted with respect to all of these free variables. ':'{
The details of this process are straightforward [Joh85]. N
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8.4.3 The Target Language

Our target language is the program graph language developed by the
FLA research group [Arv87]. Programs in the target language are (directed,
acyclic) dataflow graphs in which every node represents an operator and
every edge represents a path along which data tokens can flow from one
operator to the next. We use three kinds of operation nodes to implement the
functional subset of MFX: application nodes, conditional evaluation nodes,
and identity nodes. In addition, we use two kinds of constant nodes: ordinary
constants (such as TRUE aud FALSE) and subroutine nodes.

In the target language, every subroutine is represented by a dataflow graph
and a corresponding frame. The frame of a graph indicates how the graph
can be connected to other graphs: for each input edge of the graph the
frame has a corresponding source, and for each output edge the frame has
a corresponding sink. Frames correspond to basic blocks in conventional
compilers: there are no edges that point into or out of the graph for a
frame. Evaluation proceeds one frame at a time: when a frame becomes
eligible for evaluation (e.g. as a result of subroutine application), a copy
of the graph is made and a suitable input token is placed on each input
edge. The evaluation of the graph terminates when every output edge has
produced an output token. We use two kinds of frames: subroutine bodies
and conditional branches.

To keep the analysis and presentation simple, we deal only with frames
that have a single output. Although the target language supports conditional
branches with multiple outputs, we do not make use of this feature since there
is no corresponding feature in MFX.

We use three kinds of operation nodes: application nodes, conditional
evaluation nodes, and identity nodes.

An application node has two inputs, one for the operator and one for the
operand, and one output for the result. Application nodes may be curried.
As an example, the graph for the expression (f x y) is shown below.

<f> <x>
\ /

[ R -

<output>

y YL AR

AR
Vo n

.f ‘. 'q

.
»

Pl
l’ " \

s
K *

Y

TYAN

.)1"' ‘.l

ANy

e
AR

X € {'l'e:l-l'l'l

» PN T 2
RTINS P

.'.- .

£

b XA,




o

o

Ve

(s
o

A conditional evaluation node contains two frames, one for each branch
of the conditional. Each frame contains the entire dataflow graph for the
corresponding branch. The frames indicate how the input and output edges
of these graphs correspond to the free variables and result value of each
branch. The conditional node itself has one input for the predicate value,
one input for each free variable of the branches, and a single output for
the result. As an example, the graph for the expression (I p (f x) (f (g
x))) is shown below.
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<output>

An identity node has one value input, zero or more trigger inputs and one
output. An identity node passes on the value received on the value input,
but only after it has received values on all its trigger inputs. The illustration
below depicts an identity node with two trigger inputs.

<value> <tri1> <tr2>
\ | /

——t—mmdm -
| identity |

<output>

We use two kinds of constant nodes: ordinary constants (such as TRUE
and FALSE) and subroutine nodes.
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An ordinary constant node has one input and one output. The input of
a constant node is called a trigger input: it is used to indicate to the node
when it should produce a value on its output. We will not be concerned with
trigger edges, since the existing ID compiler supplies them automatically
when they are omitted. The illustration below depicts a constant node that

produces the value FALSE.

<trigger>
I

-—— - -——
| FALSE |

<output>

A subroutine is represented by a frame containing the dataflow graph for
its body. The frame indicates how the input and output edges of this graph
correspond to the actual parameters and return value of the subroutine.
A subroutine may have any number of parameters; multiple parameters are
supplied by curried application. Like an ordinary constant node, a subroutine
node has a single trigger input and a single value output. The graph for the

subroutine

(LaMBDA (f:(suBR (int int) PURE int)
x:int y:int)
f x y))
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is shown below. B
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<trigger> .
| AN
I.\
"""""" #ommemsss e .ﬁ_‘..r,
I I ot
I et Sl SUC adin
| | | | | | | o
| s St I I ~
| | tapply I I | | s
I | -=-=--- +-= | I | Q,:; v
I I I | I I :
I I S bl SO | :
LY
I | apply | | | ::’,.\ pt
RS
I I Sttt SLLC ! RS
I | | I | NN
| mmmemmeee- S | 'g" 4
| | 4
............ o)
! NS
&
<output> _.
ALY
Note that the subgraph for the body is connected to two parameter sources ::J'
that provide the parameter values to the graph, and to a sink that receives ,,\‘:1\
the result of the application. Subroutines with free variables are not allowed 2‘_&
in the target language. :::-“'
In order to express MFX programs that use the side-effect operators NEw, b
GET and SET, we have extended the target language with three new built-in AN
operation nodes: alloc, read and write. -}'.::.
’- ’
e An alloc node has one input and one output. ‘When a value arrives at ,f.:
the input, an alloc node allocates a new (writable) memory location, e
initializes it to that value, and sends it to the destination(s) of its output. Gy
alloc nodes are used to implement NEW expressions. :::..
N
¢ An read node has one input and one output. When a location arrives at -:3:_:
the input, a read node reads the contents of that location and sends it to \.'_Q'_:
the destination(s) of its output. read nodes are used to implement GET R
expressions. )
I\ l‘ -
e A write node has two inputs and one output. When a location arrives e
. . . T W
at the first input and a value at the second input, a write node updates e
the location in question with the value, and sends the value N1 to the ey
destination(s) of its output. write nodes are used to mmplement SET oA
. ‘e W
expressions. ,::-
_--:;::
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Note that these new operation nodes destroy the referential transparency
of the target language just as NEw, GET and SET destroy the referential
transparency of the source language. ,
EIAH
8.4.4 Conflict and Delay Edges Y
In the target language, evaluation order is constrained only by the flow R,
of data tokens from node to node. The compiler must therefore ensure that ) ".'kif
operations that may interfere with one another, such as read and write T
operations on locations in the same region, are evaluated in the order dictated b : 4
by the standard semantics. This is done by inserting conflict edges and delay :-‘,:
edges into the target dataflow graph. vl
The purpose of a conflict edge is to ensure that two nodes are always \':
evaluated in a certain order. More precisely, the purpose of a conflict edge T
from a node n1 to a node n2 is to ensure that all the effects of n1 take place '3-:' v
before any of the effects of n2 take place. To this end, the conflict edge :ﬂ:f-
connects the output of n1 to an identity node that delays one of the inputs LSy
of n2. The output of n1 is interpreted as a signal that all the effects of n1 ':
have taken place. '
For example, in the diagram below, evaluation of the node corresponding fx"; )
to the expression (read exp3) is delayed until after the node corresponding *"\
to the expression (write expl exp2) has been evaluated. f,_-:‘
e
<axpi> A
< >
ex;\; 7xp2 ?\q
- b "F
| write | 3‘$ :
<exp3> ~----4---- 5 ]
\ / e
e S S N
| identity | SR8
------ M Ry
! heAe
| read | *
e g
| t., ;
&
oY
The purpose of a delay edge from a node to the output edge of the graph :,.
containing that node is to ensure that the graph does not produce a value e
until the node in question has been evaluated. More precisely, its purpose is RG!
to ensure that the graph does not produce a value until all the effects of the h
node have taken place. To this end, the delay edge connects the output of ‘
the node in question to an identity node that delays the output of the graph.
132 3
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ot For example, in the diagram below, the value computed by the graph "ﬁz
¥ labeled <...> is delayed until after the write node in question has been g3
evaluated.
.: 5 t
Yy mommeeseseccccecoceocooeo i
8 | | e,
. | \ /o o
| P | N
| | write | | ‘
N l ——mmpo———- l :\'ﬁ
% I <...> / | Y
" | \ / | pos
| e e |
. | | identity | | 0
4 I - +--e- | N
“ | | | E
.......... ;
iy
3
H There are only four kinds of nodes that can have side-effects: alloc, read, i
' write, and apply nodes. N
' e An alloc node cannot interfere with any other computation. Thus, there :'.':::_ ]
is never any need to counect a conflict or delay edge to either the input *-
or the output of an alloc node. LNy
¢ By assumption, a read node does not read the contents of the location in ;:.L
question until its input (a location) has arrived. Thus, a read node can be Q‘-_:
delayed by delaying this input. Since a read node produces a result token ::s'."
only after reading the location in question, its output can be interpreted g
as a signal that all its effects have taken place. 3!
¢ By assumption, a write node does not update the contents of the location "‘; %
, until both its inputs (a location and a value) have arrived. Thus, a write "
’ node can be delayed by delaying either of these inputs. Since a write G
: node produces an acknowledgment token only after writing the location S
‘ in question, its output can be interpreted as a signal that all its effects N
have taken place. "

e By assumption, an apply node does not begin executing until its sub-
routine input has arrived. However, it may start executing the body of o
the subroutine even before the actual parameter values are known. Thus,
an apply node can be delayed only by delaying its parameter input. To

&7

ensure that an apply node produces a value only after all its effects have ::f
taken place, the compiler inserts appropriate delay edges into the graph 0N
for each subroutine, using the algorithm given below. This ensures that :.-’C"‘
the output of an apply node can be interpreted as a signal that all its b
effects have taken place. o
)
e}
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8.4.5 Constructing the Conflict and Delay
Graphs

For each subroutine, the compiler constructs a conflict graph and a delay
graph. Each is a directed, acyclic graph whose nodes are the expressions in
the subroutine body. The graphs are subsequently merged with the guarantee
graph for the subroutine and minimized; the remaining conflict and delay
edges are inserted into the target dataflow graph.

The edges of the conflict graph indicate where in the corresponding
dataflow graph conflict edges edges are needed in order to ensure that every
evaluation of the dataflow graph produces a result that agrees with the stan-
dard semantics; likewise, the delay graph indicates where delay edges edges
are needed.

The simplest algorithm for computing the conflict and delay graphs would
be as follows:

1. to compute the conflict graph G, draw a conflict edge between any two
expressions in the subroutine body that are ordered under the standard
evaluation order and whose intrinsic effects interfere;

2. to compute the delay graph G4, draw a delay edge from any expres-
sion that has an intrinsic effect other than ALLOC to the outermost
expression of the subroutine body.

However, this algorithm is not quite acceptable: it creates edges that point
into and out of conditional branches, but the target language requires that
each conditional branch be a self-contained graph that can be placed in a
frame.

e Edges that point into a conditional branch can easily be accommodated
by the target language: they can be treated as if they were free variables.
We have adopted this approach: every conditional node generated by the
compiler has one input for the predicate value, one input for each free
variable of the branches, and one input for each conflict or delay edge
pointing into a branch, and the frames for the branches each have one
source for each free variable and one source for each conflict or delay
edge. The implementation ensures that the tokens that arrive on these
edges are switched to the appropriate branch expression as needed.

e Dealing with edges that point out of a conditional branch is more prob-
lematic. One way to address this problem is to generalize the conditional
construct to have multiple outputs: one for the value of the conditional
and one for each edge that points out of a branch [Veen85]. For each such
edge, a dummy source has to be created that produces a token when the
branch from which the edge originates is not taken. We have adopted a
simpler approach: the compiler inserts delay edges into the graph for each
conditional branch to ensure that a conditional branch produces a value
only after all the effects of the chosen branch have taken place. Edges
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that would have pointed out of a conditional branch can then replaced by
edges that originate from the output of the conditional.

In order to ensure a correct treatment of conditionals, we have augmented
the algorithm given above with a third step:

3. redraw any edge that points out of a conditional branch so that it
emanates from the output of the conditional instead.

This algorithm (steps 1, 2 and 3) can be organized as follows. Enumerate
the expressions in the subroutine body, in any order that is consistent with
the standard evaluation order, and maintain a list of the expressions whose
evaluation always precedes that of the current expression. The branches of
past conditional expressions (and their subexpressions) must be omitted from
this list. For each new expression, scan the expressions in the list and draw
an conflict edge for each expression that has an intrinsic effect that interferes
with the intrinsic effect of the new expression. Moreover, draw a conflict
edge for each conditional expression for which the least upper bound of the
cumulative (i.e. inherited and intrinsic) effects of the branches interferes
with the intrinsic effect of the new expression. When all the expressions
in a subroutine body or conditional branch have been processed, scan the
expressions in the list and draw a result delay edge for each expression that
has an intrinsic effect other than ALLOC.

The conflict and delay graphs computed by the above algorithm can be
minimized by the same procedure as the conflict graph considered earlier:

1. merge G, G4 and G, into a single directed acyclic graph G;
2. compute G*, the transitive closure of G;

3. compute the least graph G~ that has transitive closure G*;
4

. subtract G4 from G~ to obtain the minimal conflict and delay graph
Gmn
Proposition. The graph G,, is the minimal conflict and delay graph

given the available effect information that imposes the same constraints on
evaluation order as the graphs G, and Gg.

8.4.6 Private Regions

As we showed in Chapter 5, the semantics of PRIVATE and EXTEND can be
expressed in terms of polymorphic abstraction and application. The compiler
takes advantage of this fact, and transforms every program into an equivalent
program that does not contain any PRIVATE or EXTEND expressions. For
example, the expression

(PRIVATE r
(LET ((x (NEW r BOOL FALSE)))
(BEGIN
(SET x TRUE)
(GET x))))

Tty

5

-~

*r,rr.’ "

P
Ay

s
-

(X8



IR

» -
"‘."\". N

is transformed into the typeless program:

((LamMBDA ()
(LET ((x (NEW FALSE)))
(BEGIN
(SET x TRUE)
(GET x)))))

Similarly, the expression

(EXTEND z T
(LET ((x (NEW r BOOL FALSE)))
(BEGIN
(SET x TRUE)
x)))

is transformed into the typeless program:

((LamBDpA ()
(LET ((x (NEW FALSE)))
(BEGIN
(SET x TRUE)

x))))

The compilation of the subroutine ensures, by means of a delay edge, that the
value of x is not returned until after the write operation has been performed.

In the preseut compiler, the dataflow graphs for PRIVATE and EXTEND are
actually subjected to procedure integration. This has the advantage that the
result edges in the body of the subroutine may turn out to be redundant,
or may be replaced by constraint edges that are more direct. In fact, any
result delay edge that delays the value of the body of a PRIVATE expression
solely because of an effect on ti.e private region of the PRIVATE expression can
simply be omitted, since the private region is inaccessible after the expression
returns.

8.4.7 Monitors and Explicit Concurrency

In order to express MFX-3 programs that use monitors, we have extended
the target language with three new built-in operation nodes: new-monitor,
acquire-monitor and release-monitor.

e A new-monitor node has one input and one output. When a trigger token
arrives at the input, a new-monitor node allocates a new (writable) mem-
ory location, initializes it to IDLE, and sends it to the destination(s) of its
output. new-monitor nodes are used to implement MONITORED expres-
sions. The trigger token is generated automatically by the surrounding
frame, and is of no further concern.

e An acquire-monitor node has one input and one output. When a loca-
tion arrives at the input, an acquire-monitor node determines whether
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the contents of that location is IDLE, and if so it updates the contents to ﬂt

BUSY and sends an acknowledgment token to the destination(s) of its out-

put. If the contents of the location is Busy, the destination of the output

is added to an (initially empty) list of pending requests associated with .

the location. The entire operation is performed atomically. :'S
N,
Sav

¢ A release-monitor node has one input and one output. When a location
arrives at the input, a release-monitor node sends an acknowledgment
token to the destination(s) of its output. If there are no pending requests ,
in the list associated with the location, the contents of the location is 4s
updated to IDLE. Otherwise, one of the destinations on the destination “
lists (for example the one that has been on the list longest) is removed ,
from the list and is sent an acknowledgment token. acquire-monitor and
release-monitor nodes are used to implement EXCLUSIVE expressions. S

It is an error if the location passed to acquire-monitor contains something vy

other than IDLE or Busy, or if the location passed to release-monitor con-
tains something other than Busy. When evaluating a dataflow graph that G
was generated by the compiler, these errors cannot occur.

Compiling the expression (COBEGIN expl ... expN) into a dataflow
graph is relatively straightforward: it suffices to generate dataflow graphs -
for the subexpressions exp1 through expN, and a single constant node that A
produces the value NiL. The output edge of the constant node is the output y

edge of the cOBEGIN graph. No delay edges need to be added: this is done
automatically, as needed, by the algorithm described earlier in this section. !

As we showed in Chapter 6, the semantics of MONITORED can be expressed '
in terms of abstraction and application. The compiler takes advantage of this
fact, and transforms every program into a form that does not contain any

MONITORED expressions. For example, the expression b9S:

(MONITORED © m .
exp) I

is transformed into the typeless program:
(LET ((m (new-monitor)))
exp’)

where exp’ is the result of erasing all type, effect and region information n
from exp, and where new-monitor is a special subroutine that invokes the
corresponding operation node (this subroutine is not available to the pro-
grammer).

71 u
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Similarly, the semantics of EXCLUSIVE can be expressed in terms of
LET, LAMBDA and two special subroutines, acquire-monitor and release-
monitor, that invoke the corresponding operation nodes (these subroutines
are not available to the programmer). For example, the expression

(X4

..
2y

137

B e N A N . PR e e e e e e e e e e G

N N e O O N S N A A ATy
e e W S A . . .

8w, ) l‘ o 3 C o l‘ A l. . . < " " A '. . ( { ' -. - J ¢ } , = '... v .~ ’

el

"' (.l

2



i ate aiy o : a2 ata alh 2l ats 'ats ata?, > qa S Gab fad- XY ‘e a" . » .
VUTUR A (M ™ ( d U \‘\..

3 4
: ::E
B (EXCLUSIVE expl ‘,::’,
» exp2) 2
o
is transformed into the typeless program: .
e (LET ((m expl’) .;.'
(body (LaMBDA () exp2'))) a0
N (LET ((ackl (acquire-monitor m)) ;:
(result (body)) s
" (ack2 (release-monitor m)))
' g
: result)) -(:',_"
; where exp1’ and exp2' are the result of erasing all type, effect and region :ﬁt
¢ information from exp1 and exp2, respectively. 2-
\ By encapsulating the body of the EXCLUSIVE expression into the subrou- )

. tine (LAMBDA () exp2') we kill two birds with one stone: first, we avoid ; A
\ name conflicts with the local variable m; second, compiling this subroutine N '
N in the usual way ensures that all the effects of the body take place between ‘
o the calls to acquire-monitor and release-monitor. Conflict edges must b
. be drawn from the acquire-monitor node to the apply node that invokes X
, the body, and from there to the release-monitor node. Note that the ac-
G knowledgment values returned by acquire-monitor and release-monitor :'_:}
i are discarded: only the value of the body is returned. r-\
" 3
) wF
' o
> g
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8.5 Simulation Results

The compiler described in this chapter has been implemented, and has
been run on a variety of test cases and sample programs. The dataflow
graphs produced by the compiler have been executed on the tagged-token
dataflow simulator built by the FLA group [Arv87]. In this section we discuss

some of these simulation results.

8.5.1 Simple Functional Programs

As might be expected, simple functional programs are evaluated in asymp-
totically optimal time as long as the computation is not limited by the num-
ber of processors. For example, consider the subroutines fact and prod
defined below. They are defined such that (fact n) and (prod 1 n) re-

turn the same value for all n > 1.

(LETREC ((fact:(the (sUBR (int) PURE int)
(LaAMBDA (n:int)
(IF (<n 3 n
(* n (fact (- n 1)))))))
(prod: (suBr (int int) PURE int)
(LAMBDA (low:int high:int)
(iIf (= low high) low
(LET ((mid (/ (+ low high) 2)))
(* (prod low mid) .
(prod (+ mid 1) high))))))
L)

The first subroutine, fact, uses simple tail-recursive iteration; the second
subroutine, prod, uses a divide-and-conquer technique. Accordingly, fact
should take time proportional to n, whereas prod should take time propor-
tional to [log, n]. In both cases, the total number of instructions executed
should be linear in n. This is verified by empirical results: using T(n) for
the latency (in instruction cycles) and I(n) for the number of instructions

executed, we have
28, forn <3
Tractln) = { 11n+6, forn>3
Ifact(n) = 49, forn <3
JactTt) = 2In+7, forn>3

and
Tproa(n) = 12[log, n] + 28

forn>1
Iprod(n) =44n + 7

As might be expected, prod is faster than fact for all n greater than a
certain value, namely for n > 5. The number of instructions executed by
(prod 1 n) is slightly more than twice the number of instructions executed

by (fact n), regardless of n, for all n > 1.
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:E 8.5.2 Imperative Programs and Effect
v Masking
) In MFX, a functional program can call an imperative subroutine without
:‘. losing the concurrency in the surrounding program, provided that this sub-
N routine has a functional specification. For example, consider the expression
:: below, which declares a private region r, defines the subroutines circular-
Y list and nth, and returns the sum of the 30eth elements of two circular lists
. containing the value 1 and 2 respectively.
L}
(PRIVATE T
2 (LETREC ((circular-list:(suBr (int) (ALLOC r)
” (1ist r int))
(LaMBDA (val:int)

o (EXTEND r ¢’
< (LET ((cons (PROJ cons r' int))
N (emptylist (PROJ emptylist r' int))
) (rplacd (ProOJ rplacd r' int)))
) (LET ((1 (cons val emptylist)))
i (BEGIN (rplacd 1 1) 1))))))
N (nth: (suBR ((list r int) int) (READ r)
d int)
r (LaMBDA (1:(list r int) n:int)
: (LET ((car (PROJ car r int))
» (cdr (PROJ cdr r int)))
. (tF (= n 0) (car 1)
. (nth (cdr 1) (- n 1))))))
. (+ (nth (circular-list 1) 30)
» (nth (circular-list 2) 30)))))
) The subroutine circular-list calls rplacd, which presumably has a
'$ (wWRITE r) effect. However, this WRITE effect is masked by the EXTEND
. construct, so that circular-list itself has a latent effect of only (ALLOC
. r). Thus, the two calls on circular-1ist should be performed concurrently,

even though both calls mutate lists in the region r. Indeed, the above expres-
K sion takes precisely two instruction cycles longer than a similar expression in
':. which the body of the LETREC expression is just (nth (circular-list 1)
o 30). The expression as a whole returns 3, and has effect PURE.
- In order to verify the performance implications of effect masking on larger

programs, we implemented a subroutine that sorts an array of integers, using Ny
. recursive descent quick-sort on large arrays, and switching to bubble-sort ':
. when the array size falls below a certain threshold. When a large number of b
i processors is available, the recursive descent should be unfolded in parallel, :';
X so that the overall execution time, which is dominated by the merging of the .

sorted sub-arrays, should be linear in n. This prediction has been verified p
; empirically.
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Chapter 9. Conclusion

In this chapter we discuss the limitations of our approach, sketch some
topics for future research, and summarize the results of our research.

9.1 Limitations

Our research has focused on the use of human-readable, machine-verifiable
program specifications. In this section we discuss some of the limitations of
this approach.

9.1.1 Benevolent Side-Effects

The term benevolent side-effects refers to side-effects on a data structure
that are not observable to the user of the data abstraction. A typical example
is the reorganization of a data structure that is conceptually immutable.
From a program specification point of view, it may be desirable to mask
benevolent side-effects. However, from the point of view of a compiler that
performs automatic concurrency analysis, benevolent side-effects must not be
masked, since concurrent evaluation of expressions with so-called benevolent
side-effects could lead to erroneous results. Thus, there is a tension between
two important clients of the effect system — the programmer and the compiler.
Even if it is agreed that benevolent side-effects ought to be masked, it seems
difficult to provide a general language facility for doing so in a way that is
machine-verifiable. For these reasons, it seems unlikely that our type and
effect system can easily be extended to support benevolent side-effects.

9.1.2 Futures

Many functional or near-functional programming languages provide con-
structs for eager and lazy evaluation. Two such constructs are futures in
Multilisp and promises in Scheme:

e “the expression (FUTURE e) immediately returns a future for the value of
the expression e and coucurrently begins evaluating e. When the evalua-
tion of e yields a value, that value replaces the future.” [Hal85, p. 502];

e “the expression (DELAY e) returns an object called a promise which at
some point in the future may be asked (by the FORCE procedure) to eval-
uate e and deliver the resulting value.” [Ree86, p. 10].

Promises, which provide lazy evaluation, are simply memoized closures
without arguments, and could be implemented as such within the MFX lan-
guage. In fact, promises are provided as a standard type in the FX language
(Gif87]: Since the difference between a promise and its value is known to the
programmer, a promise can have a distinctive type, so the type system can
be used to propagate its latent effect specification to all the points in the
program where it may be forced, even if it may be passed as a parameter,
returned as a value, or stored in a data structure.
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K Futures differ from promises in two respects. First, the semantics of a
o future specify concurrent evaluation, whereas a promise is evaluated only

when it is forced. Consequently, futures provide a combination of eager and
. lazy evaluation, at the option of the implementation. This does not pose any
special problems for the effect system, provided that the body of a future
is restricted to be an expression that has no direct READ or WRITE effects.
N Second, a future can be used and passed wherever its value is needed, whereas
) a promise must be forced explicitly. Thus, the specification of a future is
indistinguishable from the specification of its value.

It is this second difference that makes futures incompatible with our type

Yy

¥ and effect system: since a future has the same type as its value, there is no
::: way to use the type sys.tem to propagate its effect specification to the points
’ in the program where it may be used. We have not found a good way to
v extend our type and effect system to deal with languages that have futures
§ or other constructs that involve call-by-name or call-by-need parameters.

- 9.1.3 Jumps, Exits and Continuations

5 In languages that rely on the compiler to identify opportunities for con-
i current evaluation, the use of jumps, exits or continuations can reduce the
N amount of implicit concurrency drastically. For example, if the first subex-
N pression of (BEGIN expl exp2) contains a nonlocal jump, exit, or continua-
> tion invocation, then the expressions cannot be evaluated concurrently even if
»

their effects do not interfere. Although it may be possible to extend our type
and effect system with certain special effects, such as GoTo and COME-FROM,
representing various control transfers, we have not found a good way to avoid
the adverse impact of such control transfers on concurrency.

9.2 Future Research

In the course of our research, we have come across far more opportunities
than we have been able to investigate in detail. In this section we discuss
. some of the opportunities for future research that have arisen from our work.

. L

9.2.1 Type, effect and region inference

In MFX, the programmer must supply complete declarations of all for-
mal parameters, and every polymorphic subroutine must be applied to an
appropriate set of description parameters before the resulting value can be
used. In many programs, however, much of this information can be inferred
from context. Certain programming languages, such ML and Poly, perform
such type inference [Gor79a) [Mat85]. The type and effect system of MFX,
however, is far more complex than the type system of either Poly or ML. In
particular,

¢ ordinary application permits implicit subtyping;
e polymorphic subroutines are first-class values; and
e the constructors MAXEFF and UNION have strong algebraic properties.

142

"""" AR TN

ALV E W] [T ) PN gl voll L@ B.a .8 TR 4 . 0 . . - i tab ek af 1. gn Bl BV “afa-al ~aba &8, ry Ty N ‘oo L,

! '

P
.

F g
t L
"-"“.

[

Pyl #’*{:};'.:’ .

..,._.
VAN

2

te7 0 e
BAALS

e

s

o,
el

SNy Y
AP

AN

5
¥_s

g ?‘s-\-*-ﬁrw
"

F
v

2] g ST

BT

-



-

Y

ALY

s 1V A8

y( PP Lol g ] .-.‘-_.- LI LS » o 88 et e LIS P IR Y R S
e o S e e
- . e -y o 'y "w » - LA v v

At abac ot ot vak et ad_ gt R R R LR R At ARttt abac Al tate At et o 'aletal,’ rataiat et

In view of these factors, the general type inference problem for MFX may
be undecidable.

However, it may be possible to solve a special case of the type inference
problem, namely implicit projection. This term refers to the use of a poly-
morphic value where a monomorphic instance of it is expected. For example,
if mapcar is abstracted over the argument type, return type, and latent effect
of the mapping subroutine, then the ordinary application (mapcar f 1) is
an instance of implicit projection, shorthand for the expression

((PROJ mapcar 1) T2 €)
f1)

where £ : (SUBR (71) € 13). In MFX, not only the return type of £ prop-
agates automatically through the enclosing application of mapcar, but also
its latent effect.

Implicit projection greatly simplifies the textual appearance of programs,
and may make programs easier to write, read, and maintain. We have
adopted implicit projection in the design of the programming language FX
[Gif87]. In general, however, the limits of type, effect and region inference in
general are unclear.

9.2.2 Implicit Effect Masking

In MFX, effect masking is performed only on PRIVATE and EXTEND ex-
pressions. In fact, however, it seems that the effect masking rules could be
applied to any expression, using the following rules:

AB & e:T
AB F ele
B '~ d:REGION
¢ FDVgesc(A(2))

B d : REGION
T € FV(e) = d¢ FDVyeoo(A(x))
A.B + e!(MAXEFF €[y/d] (ALLOC d))

Although it would be possible to add these rules to MFX, we have not
done so for two main reasons.

e Although it secems that the type and effect soundness propositions would
remain valid, our current proofs would no longer suffice: the reduction
axioms rely upon the presence of the PRIVATE and EXTEND expressions to
indicate when fresh region constants should be allocated, and the sound-
ness proofs rely upon these region constants. and on the *PRrRivaTE* and
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*EXTEND* auxiliary expressions, to express what constitutes a well-formed
state.

e By shifting the burden of effect masking from the programmer to the
compiler, we would promcte greater reliance on the compiler to identify
optimization opportunities th it may be performance-critical. This would
be contrary to our philosophy: we believe that the invariants that make
such optimizatior: pussible should be expressed in the program.

Nevertheless, the p:nir.ciples behind implicit effect masking seem to be sound,
and the concept appears to work well in practice. We have adopted implicit
effect masking in the design of the programming language FX [Gif87].

9.2.3 Constrained quantification

The MFX type and effect system can be extended with bounded quantifica-
tion over types and effects [Car85); in fact, the compiler described in Chapter
8 supports bounded quantification. The most useful form of bounded quan-
tification is probably the following pattern: in order to constrain a formal
effect variable d; to effects that contain no WRITE or McaLL effects, it suf-
fices to abstract the polymorphic subroutine in question over a fresh region
variable d2 and to bound d; above by (MAXEFF (ALLOC d2) (READ dj)).
This technique can be used, for example, to define a version of mapcar that
can be applied only to subroutines that do not interfere with themselves.
Due to the effect bound on the formal parameter, the compiler described in
Chapter 8 would automatically compile this version of mapcar so that the ap-
plications of the mapping function to the individual elements are performed
concurrently as the recursion unfolds.

Ideally, one would like to be able to express more general constraints on
effect and region variables than mere subeffect relationships. For example, it
would be nice if one could express the absence of self-interference (as in the
example above) without resort to an additional region parameter. Similarly,
1t would be nice if one could constrain two formal effect variables d; and
d, to effects that do not interfere with each other, or if one could express
the constraint that a given effect variable does not correspond to any effect
on a given region variable. Finally, it would be nice to have a means of
indicating explicitly whether or not certain region variable are allowed to be
aliases for certain other region variables or constants: this would eliminate
the need for the current general anti-aliasing rule, which has proved to be
rather restrictive in practice.

The main disadvantage of bounded quantification and of more general
constrained quantification seems to be the sheer complication of the resulting
type and effect system. This has an impact in three areas:

e programmers will suffer if they have to specify the necessary constraints
on formal paraineters;

¢ the semantics of the language and the soundness proofs will be complicated
dramatically;
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e type and effect checking and inference will be more complicated and less
efficient.

Despite these complications, we believe that constrained quantification is
an attractive means of augmenting the power of a type or type and effect
system.

9.2.4 Processes as First-Class Values

It appears that MFX can be extended with asynchronous processes with
unlimited lifetimes that can be treated as first-class values. Such processes
can be regarded as a combination of futures and promises:

e The expression (FORK ¢) returns an object called a process and concur-
rently begins evaluating e. At some point in the future, the process may
be asked (using the JOIN expression) to deliver the resulting value.

Since a process must be joined explicitly, it can have a distinctive type, so
the type system can be used to propagate its latent effect specification to all
the points in the program where it may be joined. Thus, the possible effects
caused by joining a process can be analyzed syntactically.

A forked process differs from a promise in that its semantics specify con-
current evaluation, whereas a promise is evaluated only when it is forced.
This does not pose any special problems, provided that the body of a process
is restricted to be an expression that has no direct READ or WRITE effects.

Because of its semantics, a FORK expression may be evaluated lazily, and
a JOIN expression eagerly, without changing the semantics of the program.
This can be modeled using two new effect constructors, START and TOUCH,
which are defined so that

(MCALL p) ~ (MAXEFF (START p) (TOUCH p))

Using this equivalence, the effect of a FORK expression can be defined as the
ALLoc and START effects of its body, while the ToucH effects of the body form
the latent effect of the resulting process. The constraints on evaluation order
can then be expressed in terms of an asymmetric definition of interference
between START and TOUCH effects.

A forked process differs from a COBEGIN branch in that its lifetime is not
limited. In particular, a process that accesses a given monitored region may
survive the MONITORED expression that created the region. As a result a
private monitored region can not simply be reclaimed automatically when
the expression that created it returns.

If forked processes are allowed to survive surrounding MONITORED ex-
pressions, effects on a private monitored region cannot be masked. This is
illustrated in the following program fragment. In this program fragment we
assume that all effects on a MONITORED region can be masked and derive a
contradiction.
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(MONITORED rl ml
(LeT ((y (NEW r1 int 0))
(fork (NEw r1 (PROCESS pure UNIT) (FORK NIL)))
(flag (NEW r1 bool FALSE)))
(LET ((f (FORK
(MONITORED r2 m2
(LET ((x (NEW r2 int 1)))

(BEGIN
(FORK
(BEGIN

(WHILE (not (EXCLUSIVE ml (GET flag)))
NIL)

(LET ((£ff (EXCLUSIVE ml1 (GET fork))))
(BEGIN

(JoIN f£f)

(EXCLUSIVE m2
(EXCLUSIVE m1l
(sET y (GET x)))))N))
(EXCLUSIVE m2 (SET x 2))))))))
(BEGIN

(ExcLUSIVE ml (ST fork f))

(EXCLUSIVE ml1 (SET flag TRUE))

(EXCLUSIVE m1 (GET y))))))

The intended operation of this program fragment is as follows. First, the
variables y, fork and flag are allocated in the monitored region r1 and
initialized. Next, the fork f is created and stored in the reference fork, and
flag is set to TRUE. Finally, the contents of y is read and returned. Since
y was initially 0, the program fragment may return the value 0. Another
possibility is due to the fork £. This fork declares a private monitored region
r2, where it allocates and initializes a variable called x. It then creates a
second fork, updates the contents of x to 2, and returns NIL. This second
fork, finally, waits until the contents of flag is TRUE, which indicates that £
has been stored in fork, retrieves f, JOINs it (to force the contents of x to
be updated to 2), copies the contents of x to y, and returns NIL. Since all
this may take place before the outermost expression reads and returns the
contents of y, the program fragment may also return the value 2.

Since the process £ has latent effect PURE (by assumption), the compiler
need not ensure that the expression (JOIN f£f) is completed before the con-
tents of x is copied to y. This leads to a third possible outcome: because
of the incorrect effect declaration, the program fragment may return the
value 1. However, this outcome is inconsistent with the requirement that
every actual execution sequence is equivalent to some execution sequence in
which the expressions within each process are evaluated in applicative order.
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It follows that the assumption we made must be incorrect: effects on a pri-
vate monitored region cannot be masked when processes may have unlimited
lifetimes.

Despite these complications, we believe that it is possible to design a set
of constructs for creating and joining first-class process values in MFX in a
way that preserves and extends the properties of the type and effect system.

9.2.5 Object-level monitors

In MFX, each monitor corresponds to a particular monitored region. Since
there is at most one monitor for each region, and since this region appears free
in the type of the monitor, distinct monitors have different types. This makes
it impossible to manipulate sets of monitors or sets of objects containing
monitors.

In certain programming languages, such as MESA, it is possible to define
classes of monitored objects, in which each object has its own monitor lock
[Lam80, p. 110]. The use of individual monitors can drastically increase
the maximum concurrency that can be obtained. Although MFX currently
provides no such capability, it seems that it could be augmented with a
construct for defining a class of monitored objects that belong to the same
monitored region but that have individual monitor locks.

9.2.6 Application of Effect Information

In this thesis we have sketched one application of effect information in
some detail, namely compilation for a dataflow architecture. In fact, how-
ever, the information provided by a type and effect system can be used
for compilation for a variety of other architectures, including conventional
shared-memory and distributed-memory multiprocessors. Although this the-
sis has avoided the issue of grain size (see Chapter 8), it appears that a com-
piler for a multiprocessor can use effect information to identify opportunities
for concurrent evaluation in a way that is similar to the way in which such
information is used by our dataflow compiler. Furthermore, a compiler for a
multiprocessor may be able to use knowledge about the distinction between
mutable and immutable regions (see Chapter 7) to maintain cache coherence.

As we showed in Chapter 5, a type and effect system with private regions
can be used for storage reclamation. Unlike conventional garbage collection
algorithms, the reclamation of private regions is not based on the mere ex-
istence of references, but rather on high-level information about whether or
not these references can be used. Specifically, the reclamation of a particular
location is independent of whether or not references to that location may
still exist. As a result, it appears that storage reclamation based on region
information mnay be particularly suited for distributed storage reclamation.

Finally, type and effect systems can also improve compilation for unipro-
cessor architectures in at least two respects: concurrency can be used to
keep a uniprocessor busy during slow I/O operations and page faults, and
memoization can reduce the overall amount of computation required.
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9.3 Summary

In a language with a type and effect system, every expression has a type,
which describes the value returned by the expression, and an effect, which
describes the potential effects of the expression. Effects are defined in terms
of regions, which correspond to partitions of the store. The type of every
subroutine includes a specification of the latent effect of the subroutine; the
type of every location includes a specification of the region to which the
location belongs.

In analyzing the theory and practice surrounding type and effect systems,
we have shown that

e a conventional type system, to wit the typed lambda-calculus, can be
extended into a type and effect system;

e the familiar type polymorphism of the second-order lambda-calculus
can be generalized to polymorphism with respect to types, effects, and
regions;

e effects on private regions can, under certain circumstances, be masked
by the type and effect inference system;

e an effect system based on regions can be used to ensure that all inter-
actions between concurrent expressions are mediated by monitors and
critical sections;

o effect information can be used to compile imperative programs into
dataflow graphs that reflect the implicit concurrency in the source pro-
gram.

We believe that our research represents a step towards the integration of
functional and imperative programming by providing a single programming
model in which imperative and functional program fragments can coexist
and interact. Moreover, we believe that it represents a step towards the
integration of implicit and explicit concurrency by providing a programming
model in which the analysis of implicit concurrency is not hampered by the
presence of explicit concurrency.
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