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I. Introduction

In packet radio environments, where users are independent and bursty, the deployment of
Random Access transmission Algorithms, (RAAs), is recommendable. Those algorithms are
implemented by each user independently, they are insensitive to changing user population, and
they induce low delays. Several such algorithms have been proposed, and generally analyzed in
idealistic, (noiseless and with no propagation delays), environments, and subject to the assump-
tions that when simultaneous transmissions occur, (collision), then all information in the
involved packets is lost and retransmission is then necessary, and that a single transmission is
always received correctly. In realistic packet radio environments, however, several phenomena
occur. Specifically, atmospheric noise, forward propagation delays, and multipath fading are
present. Due to the atmospheric noise and the multipath fading,2], single transmissions are not

* always received correctly by the receiver. In addition, the differential forward propagation
delays may be used beneficially, to allow locking in and thus capture of some packet, when
simultaneous transmissions occur, [3]. ; .

In this paper, we consider packet radio, when capture is possible, and when a single
transmission is not received correctly with probability one. We model this case appropriately,

* and we then adopt a modification of the random access algorithm in [101 for packet transmis-
sions in the system. We analyze the performance of the algorithm for various system charac-
teristics, and we compare with the performance induced by a compatible modification of
Capetanakis' dynamic algorithm, [I]. The organization of the paper is as follows. In section II,
we present the system model. In section III, we present our algorithm. In section IV, we present

* the algorithmic analysis in terms of throughput and delays. In section V, we discuss the
appropriate modification of Capetanakis' algorithm and its performance. In section VI, we
present comments and conclusions.

Capture for the ALOHA algorithm has been studied in 171 and 1111. In 1121, perfect capture
of high priority packets when Gallager's algorithm, 141, is deloyed, is modelled and analyzed.

II. The System Model

We assume independent packet transmitting users and slotted channel. We assume that in
the presence of k simultaneous tr-rsmissions, one packet is correctly received by the receiver,
with probability Pk = pqk-I where p and q are system characteristics and are probabilities. For
example, in a frequency modulation system with white additive noise and fast Rayleigh mul-
tipath fading, and with per bit decoding at the receiver, p is a characteristic of the per packet
error-correcting code in conjuction with the additive noise and the Rayleigh fading parameters.
If lock-in procedures as those in [31 are also deployed, q is a characeristic of those procedures in

* conjuction with the system forward propagation delays. In general, assuming that Pk = pqk-I,
for some p and q, represents the environment of several packet radio systems. The parameter p
represents then the probability that a single transmission is received correctly, while the parame-
ter q is the probability that the receiver locks-in to some packet, when at least two simultaneous
transmissions occur. The set {Pk lkl is called the set of capture probabilities.

* Per channel slot, one of the following three events may occur: (1) No packet transmission,
in which case the slot is called empty (E). (2) Capture in either the presence or the absence of
multiple transmissions, in which case the slot is called successful (S). (3) Multiple or single
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transmission with no capture, in which case the event is called collision (C). We assume that the
receiver can distinguish between the above three events, and broadcast a ternary, (E versus S
versus C), feedback per slot to all the users in the system. The users can not thus distinguish
between success in the presence of a single transmission, and success or capture in the present of
multiple transmissions. We also assume the deployment of lock-in techniques, as those in [3].
Then, when multiple simultaneous transmissions occur and a capture event results, all the
involved users identify the captured packet. Finally, we assume absence of feedback errors and

• feedback propagation delays, and full feedback sensing. That is, each user knows the overall
feedback history, at all times.

Time will be measured in slot units, where slot t occupies the time interval [t, t+l). Then,
xt will denote the feedback that corresponds to slot t, and xt = E, xt = S, xt = C will represent
empty, successful, and collision slot t, respectively.

HI. The Deployed Algorithm

Considering the system model in section II, we adopt a modification of the window RAA in
[10]. The modification is necessary due to the assumption that the users can not distinguish
between success in the presence of a single transmission, and success or capture in the presence

* of multiple transmissions. We will call the algorithm, Modified Two Cell Window Algorithm,
(MTCWA). We will first state its operations. Then, we will discuss its operational characteris-
tics and its differences from the algorithm in [10].

The MTCWA utilizes a window of length A . Let t be a time instant such that, for some
t1 <t all the packet arrivals in (0, tj] have been successfully transmitted and there is no informa-

*tion regarding the arrival interval ( t, t], and such that t corresponds to the beginning of some
slot. The instant t is then called Collision Resolution Point, (CRP), the arrival interval ( 0, tj I is
called "resolved interval", and the interval (t, t] is called "the lag at t". In slot t, the packet

A min(t, + A,t)] attempt transmission, and the arrival interval (t, t2 is then
arrivals in (t1 = t2  +
called the "examined interval". The examined interval is called resolved, when all the arrivals

• in it have been successfully received by the receiver and this event is known to all users. Until
(t1 , t2 ] is resolved, no arrivals in (t2, o) are allowed transmission. The time period required for
the resolution of an examined interval is called the Collision Resolution Interval, (CRI). The
algorithmic rules are as follows:

1. If the examined interval (t, t2 ] contains zero packets, then the CRI lasts one slot, and a
new examined interval (t2, t3 _ min (t 2 + A,t+l)] is selected at t+l.

2. If the examined interval (t1 t2 ] contains one packet and xt = S, then slot t+l is wasted,
(with xt+l = E), so that it becomes known to all users that the examined interval has been
resolved. Thus, the CRI lasts then two slots, and a new examined interval is selected at t+2.

3. If the examined interval (tj. t2 ] contains at least one packet and xt = C, then the CRI lasts at
least three slots. During the time period that the CRI lasts, each involved user implements
the algorithmic rules independently, via the use of a counter. Given some user, the value of
his counter at time t is denoted rt, where r, equals either I or 2. The utilization and updat-

-,J ing of the counter values and the identification of the slot when the CRI ends. are as fol-
lows:

2
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3.1 The user transmits in lot t, if and only if rt = 1.

3.2 The counter values are updated as follows:

(a) If xt- 1 = E or S and r,-1 = 2, then rt = 1.

0 (b) If xt-1 = C and rt_1 = 2, then rt = 2.

(c) If xt-t = S, r,-1 = 1, and the user identifies capture for himself, then his captured packet
departs the system.

0
(d) If xt-t = S, rtt = 1, and the user identifies no capture for himself, then rt = 1.

(e) If xt_1 = C and rt_1 = 1, then

- F 1, with probability 0.5
r = 2: with probability 0.5

The CRI ends at the beginning of slot t, if and only if xt-1 = E and xt=_2 = E or S, and there
. has been no empy or successful slot followed by an empty slot pattern previously occured
0during the CRI. That is, the CRI ends the first time after its beginning, that a noncollision

slot is followed by an empty slot.
We note that the operations of the MTCWA within a CRI can be depicted by a two-cell

stack, where at each time t, cell 1 contains the transmitting users, (those with rt = 1), and cell 2
contains the withholding users, (those with rt = 2). As dictated by the algorithmic rules, follow-
ing a noncollision slot, (E or S slot), all the nontransmitted packets in the stack move to the
transmission cell 1, and cell 2 becomes empty. Thus, given some CRI whose length is more than
one slot, (nonempty examined interval), the first time that a noncollision slot is followed by an
empty slot, all users come to the knowledge that the stack is empty; therefore, that the CRI has
ended.

As mentioned earlier, the MTCWA is a modification of the algorithm in [10], where the
latter operates with binary, collision versus noncollision, feedback. The difference between the
two algorithms lies in steps 2, 3.2.(c), and 3.2.(d) in the description of the MTCWA, and in the
identification of the slot when some CRI, whose length is more than one slot, ends. Indeed, the
algorithm in [101 was designed for systems where a success feedback implies single transmis-

no sion. Thus, a CRI whose first slot is success lasts one slot, and if during some CRI xt = noncolli-
sion and r, = 1 occurs, then the single transmission departs the system at slot t. In addition, in

1%. the algorithm in [ 10], a CR1 whose first slot is a collision slot, ends with two consecutive noncol-
lision slots, such that the last slot in the pair is not necessarily empty. As compared to the algo-
rithm in [ 101, the MTCWA wastes occasionally an additional empty slot at the end of CRIs. forI* information synchronization among the users in the system. As we will see in section IV, this
waste may be over compensated by the capture events.

3%
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We point out that in environments with no capture and sure success when single transmis-
* sions occur, the algorithm in [10] attains throughput 0.429, which is the same with that attained

by the Capetanakis dynamic algorithm, [1]. As compared to the latter, the algorithm in [10] has
better delay characteristics, and superior performance in the presence of feedback errors. In
addition, in contrast to the Capetanakis algorithm, the algorithm in [10] can be easily modified to
operate in limited feedback sensing environments, and in contrast to Gallager's algorithm, [41, it
operates in environments where the Poisson user model is not valid. Also, as it is clear from the

0 description of the MTCWA, the algorithm in [10] operates in capture environments as those in
section II, with basically no algorithmic modifications. As we will see later, this is in contrast to
the Capetanakis' dynamic algorithm, which to operate in such environments, must be quite
drastically modified, at significant increase in wasted slots.

* IV. Algorithmic Analysis

Let Pk denote the probability of capture, given k simultaneous transmissions, where the set
{Pk}k-l is as in section II. Let us define,

* 0 _ n<_k ; Ln. k-n: The expected number of slots needed by the MTCWA for the successful
transmission of k packets, given that n of the k packets have counter
values equal to I and that the remaining k-n packets have counter values
equal to 2.

Then, the algorithmic rules in section III induce the following recursions; where w.p.
means with probability.

Loo = 1, LO.k = I + LkO ; k_>l

1 + Lkl. 0 ; w.p. PI

k_>l ; Ll,kl = 1 + L!,k- l ; w.p. (1- (1)

1 + LO,k ; w.p. I (l-Pl)

'12<.nk ; Lmk-n I + Lik1i ; w.p. ,2-(1-Pn), 0<in

We are concerned with the throughput and delay analyses of the algorithm, in the presence
of the limit Poisson user model. As discussed in [10], the latter user model provides a perfor-
mance lower bound for the MTCWA, within the class of independent and identical users whose
packet generating process is memoryless. Let ), denote the intensity of the Poisson traffic pro-
cess. Given the window A of the algorithm, let E{I IA,d) denote the expected length of a CRI,* given that it starts with an examined interval of length A and with a lag d. Then, for Lk.} as in

(1), we obtain:

4
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E0 , )L 0 e - (X A)k (2)E{IIA, d} = Lk, e- C
•k-0 k! 2

Let the system start operating at time zero, and let us consider the sequence in time of lags
that are induced by the algorithm. Let Ci denote the length of the i-th lag, where i> 1. Then, the
first lag corresponds to the empty slot zero; thus, C1 = 1. In addition, the sequence Ci; i>l is a
Markov chain whose state space is at most countable. Let Dn denote the delay experienced by

* the n-th successful transmission. Let the sequence Ti, i>_l be defined as follows: Each Ti
corresponds to the beginning of some slot, and Ti = 1. Also, each Ti corresponds to the ending
point of a length-one lag. Ti+ 1 is then the ending point of the first after Ti unity length lag. Let
Ri, i l denote the number of successfully transmitted packets in the interval (Ti, Ti+lJ. The
sequence Qi, i>l is a sequence of i.i.d. random variables; thus Ri, i>l is a renewal process. In
addition,- the delay process Dn. n21 induced by the algorithm is regenerative with respect to the
process Ri , i_>l and the distribution of Qi is nonperiodic, since P(Qi = 1) > 0.

Let us define,
Q1

Z = E(Qf], W = E{Y Di1 (3)
i=1

0
From the regenerative arguments in [5], it follows that the expected per successfully

transmitted packet steady-state delay, D, is given by the following expression:

D = WZ- 1  (4)

The effective computation of D relies on the successful derivation of upper and lower bounds on
0 the quantities W and Z. Those bounds are found via the utilization of the methodology in [51, in

conjunction with the quantities in the Appendix. The bounds on W and Z can be found only if:

A>E(IIA, d) (5)

where E (lIA,d) is as in (2), and where (5) determines the stability region of the algorithm.

*• For various values of the probabilities p and q, which generate the set (Pk )k of capture
probabilities, we computed the optimal window sizes A, as well as lower and upper bounds. X
and Xl respectively, on the throughput X* of the algorithm. We also computed lower and upper
bounds, D and Du respectively, on the expected per packet delay D , for various Poisson rates X
within the corresponding stability regions of the algorithm. We include the window sizes and

* the bounds on the throughputs, in Table 1. In Table 2, we include delay bounds.
In both Tables, we include the p=1 and q=O case, which represents sure success in the pres-

ence of single transmissions and lack of capture in the presence of multiple transmissions. We
note then the inferior performance of the MTCWA, as compared to that of the algorithm in [101.
In Figure 1, we plot the upper bound on the throughput against q, for various values of the pro-

! •bability p. In Figure 2, we plot the upper bound on the throughput against p > 1/3, for various
values of the probability q. In Figure 3, we plot the delay upper bound Du against the Poisson
traffic intensity X., for various values of the probabilities p and q.

From Table 1, we observe that, in he absence of capture and in the presence of sure success
of a single transmission, the MTCWA attains throughput 0.3404, while the throughput of the

• algorithm in [101 is 0.429. This loss in throughput is overcompensated for large enough values
of the probabilities p and q. As the latter probabilities increase, the throughput of the MTCWA
increases monotonically, (see Table 1, and Figures 1 and 2), remaining strictly less than one. As

5
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observed from Table 1, the optimal window sizes increase, with increasing q and decreasing p,
since then an increased number of arrivals takes better advantage of the algorithmic properties.
From Table 2 and Figure 3, we observe that vhen the value of the probability q is large, then the
expected per packet delays for small Poisson intensities increase, as compared to those
corresponding to smaller q values. This is so, because as q approaches the value 1, the MTCWA
basically operates as the TDMA algorithm, which notoriously induces high delays in the pres-
ence of low traffic rates.

We note that the MTCWA maintains the same advantageous properties as those character-
izing the algorithm in [10]. In particular, it can be easily modified to operate in limited sensing
environments, it is highly robust in the presence of feedback errors, and it operates in environ-
ments where the Poisson user model is not valid.

V. The Capetanakis Algorithm in the Capture Environment

Let us consider the system model in section II, where the feedback broadcast is ternary, and
where the users can not distinguish between success in the presence of a single transmission and

* capture in the presence of multiple transmissions. In this environment, the dynamic algorithm of
Capetanakis, [1], leads to packet losses, unless appropriately modified. The modification is
needed for the distinction by all users between success and single tansmission versus capture and
multiple transmissions. Two reasonable possibilities are the following: (1) After each slot with
feedback S, instruct all the users who did not transmit within it to withhold, and the users who

*might have transmitted within it and were not captured to retransmit. Continue this process until
the first non-S slot appears. Otherwise, the algorithm operates as in [11. (2) After each slot with
feedback S, all the users who might have transmitted within it and were not captured, move their
packets in the unexamined part of the arrival interval.

Among the above two modifications of the Capetanakis dynamic algorithm, the second is
• generally more efficient. A form of this modification, that can be easily implemented and

analyzed, is the algorithm in section III. The first modification induces the following recursions,
where Lk denotes the expected number of slots needed for the resolution of a multiplicity-k col-
lision:

L0 =1

=f 2 ; w.p. P, 6
L1 ={2+Ll ; w.p. (6)

[2 + Lk_ ; w.p. Pk

k 2; Lk= -kI + l+Li+Lk-i ;w.p.(l-Pk) I 2 -k, 0<ik

From the recursions in (6), and via the same methodology as that used for the analysis of
the MTCWA, we computed optimal window sizes and tight throughput and delay bounds, for
the limit Poisson user model and for various values of the probabilities p and q, where
Pk = pqk. We include the optimal window sizes and the throughput bounds, in Table 3. In
Figure 4, we plot throughput against q, for various values of the probability p, and for both the

6
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MTCWA and the modification -1 of the Capetanakis dynamic algorithm. In figure 5, we plot
throughput against p, for both the above algorithms and various q values. Finally, in Figure 6,

- we plot the delays induced by the two algorithms as functions of the Poisson traffic intensity X,
and for various p and q values.

Comparing Table 3 and Figures 4 and 5 with Table I and Figures 1 and 2, as well as Figure
3 with Figure 6, we observe the uniform inferiority of the Capetanakis-modification 1 algorithm,
as compared to the MTCWA. This inferiority is clearly quite significant. In addition, as with

* the dynamic algorithm in [1], its modification in this section is less robust to feedback errors
than the MTCWA is, and it is unclear how it can be adjusted to operate in limited sensing
environments.

VI. Conclusions

We considered packet radio environments with capture, where distinction between success
in the presence of single transmissions and capture in the presence of multiple transmissions is
impossible. We assumed ternary feedback broadcast, identification of the captured packet when
capture occurs, and capture models applying to many real systems. We then proposed and
analyzed a stable random access algorithm, (MTCWA), which is a modification of the two-cell
algorithm in [10]. The MTCWA can attain quite high throughput and low delays, when capture
occurs with high probability. In addition, it is highly robust in the presence of feedback errors, it
can be easily modified to operate in limited sensing environments, and it operates in systems
where the Poisson user model is not valid.
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Appendix

Bounds on the L -., Lengths

Given the set I Pk }l of capture probabilities, let us define,

A 0) = (3-Pt)(1+P1)-,A 1 ) = (l-P 1)(+Pt) -1,A 2 ) = 2P, (l+P )-1

{A'n)}: A ° = [1-2-(-Pn)]-t 1+2-(l-Pn)+2(1-Pn) A (0)} , n2n n fI (A .1)

(A()): A(t)=[1-2 -Pn)]- 2-n-Pni A(1)} n >2

A{a2 ): A 2 = [1-2-n(1-Pn) l-  P +2-n(1-Pnn)A , n 2

" Then, from the expressions in (1), we easily find by induction:
Lk-n = A( ) + A(') Lk,o + A (2) Lk-l, (A.2)

Lk,o = Ak0)[1-At)]1 + A 2)[1-AV1 ]-1 Lk-l,0 (A.3)

* It can be found by induction, that given no, there exist constants a, b, and c, such that,

A(°) [l-A(nt)]-1 <an+b;Vn>no

An ) < c< I ; V n> no  (A.4)

A 2 ) [1-A(')]- < 1; V n > no

The bounds in (A.4), in conjunction with (A.3) give:

0 < Lk0 < 2-'a k2 + (b+2-1 a)k-no[b+2-1 a(no+l)] +

nc-i A( 0)  n n A 2)

T++ + n V k>no (A.5)~~~jI I -A(') I= j+ lA I -Ano , 1=1IA I

If E{lIu,d) denotes the expected length of a CRI, given that the 'tngth of the examined
interval is u and the lag is d, then,

a.7
'lC
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XU (Xu)k(A6E{llIu,d} = Lko e- k (A.6)
* kk!

The bounds in (A.5) are used in the derivation of upper bounds on the expected value in
(A.6). The largest no in (A.5) is selected, the tighter those bounds are. Lower bounds on (A.6)
are derived by truncation of the system.

Bounds on the Quantities W and Z

Let W and Z be as in (3), and for the sequence {Ti I being as in section IV, let us define,

H = E(T 2 -TI) (A.7)

For the computation of the expected values W and Z, we also need the computation of the
expected value H in (A.7). Towards that, let us define the following quantities:

nu: The number of packet arrivals in an examined interval whose length is u.

0u: The sum of delays of the nu packets, after the beginning of the CRI.

V Ut: The sum of delays of the nu packets, before the beginning of the CRI.

l0: The number of slots needed to resolve an examined interval whose lenght is u.

hd: The number of slots needed to return to lag equal to one when starting from a col-
lision resolution instant with lag d.

wd: The cumulative delay experienced by all the packets that were successfully
transmitted during the hd slots.

P(l I u): Given that the examined interval has length u, the probability that the correspond-
ing collision resolution interval has lenght 1.

o Hd = E{hd) (A.8)

Wd = E{wd)

We note that H=H 1 , W=W1 . and Z=XH. The following recursions are induced by the algo-

rithm.

1 ;iflId  I
l-<d< hd - l,1+ h , 'ifld>l

* d>A hd = 1A + hiA+/1 (A.9

aI.2
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{ N'd + Zd ; if ld = I
l<d<A; Wd Yd + Zd + WI ;if Id> 1

d > A; Wd = WA + z, + (d-A)nA + Wd-A+

The above recursions yield the following infinite dimensionality linear systems:

E{ld} + .H P(IId) ; 1 d<_A
1=2

Hd = - (A. 10)
SE{A) + Y Hd-.+t P(IIA) ;d>A

/=1

E { d+Zd ) + Y W, P(l I d) "ld<A

• Wd = 00 (A.11)
E g{j + zA + (d-A)nA} + WdA+/ P(I IA) ; d>A

where, for Poisson traffic intensity X, we have:
E{lu} = X e (Xu)k

k-." k! Lk,O (A. 12)
• , k=0

i• Also, if Pk(!) denotes the probability that a multiplicity k collision is resolved in I slots, and
if /km denotes the number of slots from a multiplicity k collision to the first successful transmis-
sion, given k packets with counter values I and m packets with counter values 2, then,

P(Ikm =0) =0 ; -ek,m

Prn , s= 2
P(/0.m = s) = (A. 13)

L2--m(1 -Pmr)i [T] P (Ii,m-i s-2) , s*-3

i=0

4. ~~~k , S= I~kPIi~~
kl ; P(/k.m = s) k

Y, k -- (l-Pk)P(li,k+ m-i  =S-1) ,S _>2
l i=O

a.3

m~j i - =



0O P(1) 0{otherise

(A. 14)

k2!1 ; Pk (1) P k 0 = S)Pk 1i-S)
s2 I

Upper and lower bounds on the expected values in (A.10) and (A. 11) are found via the
methodologies in [51, and as in [91; details are thus omitted here. Those bounds are functions of
the parameters p and q, used in the sequence (Pk )-II of capture probabilities.
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Table Captions

Table 1: Optimal Window Sizes and Throughputs for the MTCWA

Table 2: Delay Bounds for the MTCWA

Table 3: Optimal Window Sizes and Throughputs for Modification-1 of the Capetanakis
Dynamic Algorithm

_ Figure Captions

,Fiure 1: The MTCWA Throughput against

Figure 2: The MTCWA Throughput against p

* Figure 3: Expected per Packet Delays for the MTCWA

i Figure 4: Throughput of the MTCWA and of Modification-1 of Capetanakis' Dynamic
Algorithm against q

Figure 5: Throughputs of the MTCWA and of Modification-1 of Capetanakis' Dynamic
Algorithm against p.

Figure 6: Expected per Packet Delays for the MTCWA and for Modification-I of Capet-
nakis' Dynamic Algorithm
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p q A'~zX
1 0 3.59 0.3404
0.99 0 3.60 0.338 1
0.95 0 3.65 0.3283

*0.9 0 3.73 0.3159
0.8 0 3.90 0.2900
0.7 0 4.08 0.2626
0.6 0 4.33 0.2335
0.5 0 4.62 0.2024
1 0.2 3.61 0.3489

*0.99 0.2 3.63 0.3464
0.95 0.2 3.69 0.3364
0.9 0.2 3.76 0.3235
0.8 0.2 3.94 0.2968
0.7 0.2 4.14 0.2684
0.6 0.2 4.38 0.2384

00.5 0.2 4.70 0.2064
1 0.4 3.76 0.3767
0.99 0.4 3.77 0.3740
0.95 0.4 3.84 0.3628
0.9 0.4 3.93 0.3484
0.8 0.4 4.12 0.3187
0.7 0.4 4.36 0.2873

*0.6 0.4 4.64 0.2542
0.5 0.4 5.02 0.2 192
1 0.6 4.12 0.4311
0.99 0.6 4.5 0.4277

*0.95 0.6 4.23 0.4141
0.9 0.6 4.35 0.3968
0.8 0.6 4.62 0.3609
0.7 0.6 4.93 0.3234
0.6 0.6 5.31 0.2842
0.5 0.6 5.82 0.2431

*1 0.8 5.14 0.5364
0.99 0.8 5.17 0.5319
0.95 0.8 5.33 0.5133
0.9 0.8 5.53 0.4898
0.8 0.8 6.01 0.4415
0.7 0.8 6.59 0.3916

*0.6 0.8 7.31 0.3401
0.5 0.8 8.24 0.287 1
1 0.9 6.60 0.6388
0.99 0.9 6.66 0.6330
0.95 0.9 6.92 0.6096
0.9 0.9 7.28 0.5799

G.0.8 0.9 8.12 0.5193
0.7 0.9 9.19 0.4572
0.6 0.9 10.59 0.3937
0.5 0.9 12.47 0.3291

Tablc I
* Optimal Window Sizes and Trhroughputs for the MvTCWA
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X ~ Du
*0.050 1.8484 1.8704

P=l1.0 0.100 2.3103 2.3638
0.150 2.9544 3.1088 D' Du

0.0q407 430 0.050 2.2769 2.3020
0.300 13.3007 14.8254 0.150 3.1467 3.2753 P=0. 8

*0.340 1128.5511 1303.8993 0.200 3.6102 3.8893
0.050 1.7980 1.8199 0.250 4.1002 4.6461

p= 1.0 0.100 2.1735 2.2354 0.300 4.6402 5.6269
0.150 2.6488 2.8091 0.350 5.3091 7.0029
0.200 3.3480 3.6667 0.400 6.3227 9.2068 q=0.9

.0.250 4.5412 5.1125 0.450 8.5711 13.9079
q=0.4 0.300 7.2210 8.2560 0.500 21.9793 41.0494

0.350 19.5308 22.5181 0.519 995.8154 1953.5874 ___

____0.370 1 74.6573 86.7865 0.050 3.6923 4.1729
0.050 1.7653 1.7686 0.100 5.2091 6.3705 p=0.5
0.100 2.0472 2.0580 0.150 9.8708 12.3195

p=0 0.200 2.360 2.3722 0.200 199.2676 250.6904 q=0p=10 .20 .654 .7220.202 1134.8308 1449.7117
0.250 2.9848 3.0962 0.050 3.5400 4.0669
0.300 3.3392 3.5613 0.100 4.6481 5.8919 p=0.5
0.350 3.7235 4.1338 0.150 7.6034 9.9150
0.400 4.1653 4.8773 0.200 25.6669 32.8335 q=0.4

*0.450 4.7195 5.9150 0.219 1992.9868 2624.6123
q=0.9 0.500 5.5399 7.5310 0.050 4.0370 4.1415

0.550 7.1278 10.6369 0.100 5.1029 5.4230 p=0.5
0.600 12.5655 21..01460.56286 716
0.638 467.0843 856.2050020 7511 943
0.050 2.2638 2.3986 0.250 9.5808 13.6043 q=0.9

4) P=0.8 0.100 2.8396 3.1943030 1762 2965
0.150 3.8213 4.4818 0.329 321.755 209.054
0.200 5.8827 7.0503 039 36185 0957

q=0.0 0.250 12.9436 15.5750
0.290 28541.1719 37671.2773
0.050 2.2023 2.3529

p=0.8 0.100 2.6304 3.0088
0.150 3.3118 3.9728
0.200 4.5661 5.6930
0.250 7.6565 9.5865

q=0.4 0.300 26.5528 33.0198
____0.318 690.8590 873.2444

Table 2
Delay Bounds for the MTCWA
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p q A X--X
1.0 0 3.82 0.3005
0.99 0 3.85 0.2986
0.95 0 3.95 0.2912
0.9 0 4.08 0.2817
0.8 0 4.40 0.2612
0.7 0 4.81 0.2389
0.6 0 5.36 0.2145
0.5 0 6.13 0.1877
1.0 0.2 3.86 0.3068
0.99 0.2 3.88 0.3049
0.95 0.2 3.98 0.2972
0.9 0.2 4.12 0.2871
0.8 0.2 4.45 0.2657
0.7 0.2 4.87 0.2426

- 0.6 0.2 5.43 0.2174
0.5 0.2 6.22 0.1898
1.0 0.4 3.98 0.3260
0.99 0.4 4.01 0.3238
0.95 0.4 4.13 0.3150
0.9 0.4 4.28 0.3036

* 0.8 0.4 4.64 0.2796

0.7 0.4 5.10 0.2539
0.6 0.4 5.70 0.2262
0.5 0.4 6.57 0.1964
1.0 0.6 4.24 0.3584
0.99 0.6 4.28 0.3558

• 0.95 0.6 4.41 0.3452
0.9 0.6 4.59 0.3317
0.8 0.6 5.03 0.3036
0.7 0.6 5.59 0.2737
0.6 0.6 6.32 0.2420
0.5 0.6 7.37 0.2083

* 1.0 0.8 4.81 0.4076
0.99 0.8 4.86 0.4045
0.95 0.8 -.05 0.3918
0.9 0.8 5.33 0.3755
0.8 0.8 5.97 0.3416
0.7 0.8 6.80 0.3057
0.6 0.8 7.93 0.2679
0.5 0.8 9.53 0.2282
1.0 0.9 5.48 0.4431
0.99 0.9 5.56 0.4397
0.95 0.9 5.85 0.4258
0.9 0.9 6.17 0.4079
0.8 0.9 7.28 0.3704
0.7 0.9 8.64 0.3306
0.6 0.9 10.56 0.2885
0.5 0.9 13.35 0.2442

Table 3
* Optimal Window Sizes and Throughputs for Modification-I oftihe

Capctanakis Dynamic Algorithm
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