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ABSTRACT

The eight-county Allegheny Region of Pennsylvania is

84% forested and comprises one of the state's most valuable

timbersheds. Much of this area is Inaccessible to

conventional logging equipment due to steep slopes, poor

drainage, and high erodability. For this reason, there has

been a recently growing interest in using cable yarders to

harvest these areas.

A computer simulation model was developed to aid in

investigating the feasibility of cable logging on a

particular site in the region. Data used were those

collected from a cable logging operation that was conducted

- on the Allegheny National Forest in October of 1986.

The simulation model utilizes the SIMAN simulation

language and simulates the functional elements of a cable

yarding operation. The utility of the model was

highlighted by comparing two plausable harvest unit

configurations for a given site. The alternative with the

shortest total harvesting time was then chosen.

Several design features will aid in the expansion of

W-. the model as more detailed data are collected. In

Pparticular, the model is modularized by harvesting

function, contains complete line-by-line documentation of

the SIMAN source code, and contains a thorough discussion

were ma<'e for further data acquisition and model

% refnement
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Chapter I

INTRODUCTION

The eight-county Allegheny Region (Figure 1.1)

is located along the northern tier of Pennsylvania and

comprises one of the state's most valuable timbersheds. The

region is 84% forested and contain..; the highest per acre

and total growing stock volume of any region in

Pennsylvania (Powell and Considine 1982). It contains 3.3

million acres, over 20% of the state's commercial forest

land (Lord 1985). Most of this is of the valuable northern

hardwood forest type consisting of high quality black

cherry, white ash, and sugar maple.

Much of this acreage is characterized by steep slopes,

poor drainage, and high erodibility. On the Allegheny

National Forest alone, it is estimated that 25,000 to

40,000 acres are eligible for cable yarding, due to

drainage and/or slope problems (Hockinson 1986).

J Environmental concerns over high soil erosion and stream

sedimentation have precluded the use of conventional

logging equipment, such as rubber-tired skidders, to remove

timber from these sites.

Cable yarding systems were used to skid timber in the

eastern United States in the early 1900fs. Their use died

out as the old growth stands disappeared. In the 1970's,

cable yarders were reintroduced to harvest steep terrain

A
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Figure 1.1: The Allegheny Region of Pennsylvania.
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Nand environmentally sensitive areas (Peters 1984). Cable

logging has a less detrimental impact on the environment

(primarily by reducing the number of haul and skid roads)

than conventional systems. For this reason there has been

a recently growing interest in using cable yarders to log

environmentally sensitive areas within the Allegheny

National Forest.

Using cable logging to harvest eastern hardwood logs

_ on steep terrain, however, can result in low production

rates and high costs per unit of wood produced (LeDoux

1985). Logging managers can improve productivity and

profitability by knowing how site-specific variables

interact with cable logging equipment. Carrying out this

investigation by field study or trial and error alone can

often be an expensive proposition. One tool that can aid

in the decision-making process is computer simulation.

Computer simulation provides the logging manager with a low

*cost means of exploring various system alternatives before

they are carried out and thus provides a valuable tool in

the decision-making process.

-' Objectives

This study is the first phase in the development of a

simulation model that logging planners could use to

investigate the feasibility of cable logging on a

particular site and under particular operating conditions.

The basic model proposed here does not examine the

interaction between logging equipment and site specific

'
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variables but can be refined to do so as more data are

collected in the future.

In October of 1986, a cable logging operation was

performed on the Allegheny National Forest to investigate

the feasibility of its use on a large scale in the region.

.The data used in the development of this model are limited

to those obtained from this one time and motion study. The

small data base will limit the actual use of this

* particular model to plan cable-logging operations on the

Allegheny National Forest.

The specific objectives of this study were the following:

1) design a model that simulates the cable yarding
operation that was performed;

V. 2) construct such a model, using SIMAN, with field data
that was collected during the operation;

3) evaluate the model with regard to several criteria,
including acceptability of model design, appropriateness
of regression equations, theoretical distributions, and
empirical distributions used, and ease of expanding the
model as more data are collected;

4) make recommendations for further data acquisition and
model refinement.

a-A

"C,
4 D



Chapter II

*REVIEW OF LITERATURE

Introduction

This chapter will present a review of the literature

on the following topics: (1) how elemental cycle times

of skyline logging operations have been defined in the past

for eastern harvesting operations, (2) the development of

timber-harvest simulation models in the past, and (3)

the validation and .erification of simulation models. This

chapter will serve primarily as background and support for

the methods to be used in the study.

EeetlCceTimes

Since 1971, the USDA Forest Service Engineering

Research Unit in Morgantown, West Virginia has been active

in studying eastern cable logging operations. As a result,

turn time predicting equations for various cable yarding

systems are abundant and well documented in a number of

publications: Cubbage and Gorse (1975), Fisher et al.

(1980), Rossie (1983), Biller and Peters (1982 and 1984),

Peters (1984), Fisher et al. (1984), Biller and Fisher

(1984), Peters and Baumgras (1984), Baumgras and Peters

(1985), LeDoux (1985), and LeDoux and Starnes (1986).

In all of the studies, total turn time was broken down into

five elements, and delay-free elemental yarding prediction

equations were developed. These five elements were

- outhaul, hooking, lateral inhaul, inhaul, and unhooking.

5
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Additionally, a delay-free total cycle time equation was

provided in each of the studies. This equation was

developed independently of the five elemental equations and

was not simply the sum of the parts. Since some of the

independent variables were highly correlated, they would

not all be needed to predict total cycle time. Thus, an

independent equation was developed.

Timber imulation Moes

Many different timber-harvest simulation models have

been developed over the past two decades, and they

represent a number of modeling viewpoints. Some, such as

those presented by Stark (1968), Bussell et al. (1969),

American-Pulpwood Association (1972), Martin (1975),

Killham (1975), and Johnson (1976) model a variety of

systems.

Others pertain to specific systems: Johnson (1970)

modeled the loading and hauling subsystems of a logging

* system; Johnson and Biller (1973) modeled a wood chipping

system; Bradley et al. (1976) and Bradley and Winsauer

(1976) modeled a whole tree field chipping operation and;

Bare et al. (1976) modeled a logging residue handling

system.

Goulet et al. (1980) evaluated five of these models:

Simulation Applied to Logging Systems (SAPLOS) (Johnson

1976), Timber Harvest and Transport Simulator (THATS)

(Martin 1975), Full Tree Field Chipping and Transport

Simulator (FTFC) (Bradley et al. 1976 and Bradley and



Winsauer 1976), Forest Harvest Simulation Model (FHSM)

(Killham 1975), and Harvest System Simulator (HSS) (American

Pulpwood Association 1g72). They found that while many
'a

user implementation problems exist, the models still

present a good picture of state of the art in timber

harvesting computer simulation. The salient features of

each of these models are presented in Appendix A; Goulet's

conclusions are presented below.

Imolementation Problms

Goulet et al. (1980) installed the five models

on Auburn University's IBM S 370/158 computer and ran them

* with test data. In summarizing their study, Goulet

concluded the following:

1) Each model operates under a slightly different set of
rules and assumptions according to the philosophy of the
model builder. Users are advised to proceed with

'4- caution when choosing and using a model and to be aware
of the assumptions made so that output can be analyzed
in this light.

2) The models are not easy to use, and in general, close
coordination between a computer specialist and the user
will be necessary.

V 3) The models FHSM, FTFC, SAPLOS, and THATS would require

extensive design and reprograming to simulate systems not
covered in the basic model.

Despite these problems the authors concluded that the

models represented a very good picture of state of the art

in timber harvesting simulation. Furthermore, much

learning occurred in the generation of these models and

many problems were uncovered in modeling and model

*z implementation.

a.



They stressed that continued development and

ref 4nement of timber harvesting simulation models were

needed to effectively analyze current and proposed

harvesting strategies. They suggested that the results of

the research and the learning derived from the present

models be incorporated In a new model that:

a) is designed and written from the user's point of view;

b) faithfully reproduces the harvesting operations to be
mode 1e d;

c) maintains a level of detail that Is uniform across all
functions;

d) collects model statistics to estimate both the mean and

the variance of each performance variable;

e) def 4 nes performance variables which can be used to study
the balance/imbalance of the system, measure the complex
'nteraction of personnel and machines. and effectively
measure marginal and total costs;

f) allows flexibility for tailoring to existing systems and
for the creation of new systems; and

g) Is usable without extensive computer trainIng.
A . :Q~anjLerdLi Ln MQ"&l

Work by Hines et al. (1981) established further design

criteria for a second generation harvesting simulation,

particularly modularization by harvesting function w ithin

an overall simulation frameworw established by the SLAM

(Pr'tsker 1984) simulation language. The modular design

strategy proposed by Hines et al. (1981) envisioned

separate modules, or tu Il ig blocks, each modeling a

unique harvesting function. A simulation run wou'd involve

assembl nq the acpropriate modules and executing a control

W
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program that would pass resources between modules and

collect model statistics.

To date, three modules have been completed. Webster

et al. (1983) reported the development and general features

of a feller/buncher module that simulates the operation of

one or two small, skid-steer machines. A highly detailed

description of the feller/buncher module is given by

Padgett (1982). Hines et al. (1983) reported the general

features of a grapple skidding module that can model one or
k."

two grapple skidders. Liu (1981) provided a detailed

* description. An input data pre-processor module has also

been developed (Rogers 1984) to assist the user in entering

data for the feller/buncher modules. Personal

communication with Rummer (1986) suggested that further

model refinement was necessary before the model could be

used for planning actual logging operaticns.

ValidaZton an- VerificaIioD

One of the most important phases in the development of

a computer simulation model is determining whether the

model is an accurate representation of the real-world

system being studied. Model developers address this

concern through model verification and val idation. Law and

Kelton (1982) described verification as the determination of

whether a simulation model performs as intended, i.e.,

debugging the computer program. They defined validation as

the determination of whether a simulation model Is an

accurate representation of the real-world system.

--.-
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A model should be developed for a specific purpose or

use, and Its validity should be determined with respect to

that purpose. A model may be valid for one set of

experimental conditions and invalid for another. A model

is considered valid for a set of experimental conditions If

"" its accuracy is within the acceptable range required for

the model's intended purpose (Sargent 1984).

Below is a description of some of the validation

techniques (and tests) used in model validation.

1) Face validity: Face validity is asking people
knowledgeable about the system whether the model and/or
its behavior is reasonable. This technique can be used
in determining If the logic in the model flowchart Is
correct and, if a model's input-output relationships are
reasonable (Sargent 1984).

2) Comparison to other models: Computer output from the
v simulation model being validated Is compared to the

output of other (valid) models (Shannon 1975).

* 3) Turing Tests: People who are knowlegeable about the
operations of a system are asked if they can
discriminate between real-world system data and model
output. A statistical procedure for Turing Tests is given

_* In Schruben (1980).

4) Historical methods: Naylor and Finger (1967) proposed
the three historical methods of validation: rationalism,
empiricism, and positive economics. Rationalism assumes
that everyone knows whether the underlying assumptions of
a model are true. Then logic deductions are used from
these assumptions to develop the correct (valid) model.
Empiricism requires every assumption and outcome to be
empirically validated. Positive economics requires only
that the model be able to predict the future and is not
concerned with its assumptions or structure.

5) Traces: The behavior of different types of specific
entities in the model are traced through the model to
determine if the model's logic is correct and if the
ecesary accuracy is obtained.

-V.:. VA
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Some of the comments on validation, found in the

documentation manuals of the models that were reviewed, are

instructive in showing the approach to validation that has

been taken in these models, and so will be repeated here.

Johnson et al. (1972, p. 361) say of SAPLOS,

The model needs further validation from

studies of a variety of logging systems
In different locations. This validation

process will be performed in conjunction
with the expansion of the data base.

Martin (1975, p.31) says of THATS.

The methodology of the model and its
structure need little validation because

the simulator simply duplicates the
process of logging as it is normally
performed in Appalachia. The sequence
of operations is the same in both.

Bradley et al. (1976, p.11) caution the user of FTFC,

The user must test the simulator on an

.* actual logging operation. The test is
required to detect errors in either

concept or model.

Martin's (1975) comment suggests that he used face

validlty in the validation of THATS. From the 1iterature
p.,

reviewed, it is uncertain if any formal types of validation

were used in the development of the two other models.

-ebster et al (1984) suggeste- that tryv.n to eve' .

a valid model Involves a multitude cf compromn ses

embrace design, practical, logical, economical, com~kt-,

language, implementation, and Dhilosc ¢ah'cal :'' ' es

At the heart of the problem of eve'dn2 s'iuaton "ow

is the question of comolewity of t e 'o,'..

realistic, a model may reed to be comp P., s'nce

'.S
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including more of the factors and variations of the system

the model becomes more capable of duplicating the system's

response. But complex models take more time to develop,

are more difficult to analyze, require more computer

resources, and cost more overall than simple models.

Simple models, on the other hand, will not always provide

the user with the quality or variability of results that

are naturally inherent within the system and may lead him

into erroneous conclusions.

Verification

Law and Kelton (1982) describe five techniques which

can be used for debugging the computer code of a simulation

model.

1) In developing the simulation model, write and debug the
computer program in modules or subprograms.

2) Structured-walk-through: All people involved in the
model development are assembled in a room. They go
through the computer code and do not proceed from one
statement to another until everyone agrees that the
statement is correct.

3) Trace: In a trace, the state of the simulated system,
i.e., the contents of the event list, the state
variables, certain statistical counters, etc., is
printed just after each event occurs in order to see
whether the program is operating as intended. These
traces should be examined in order to see if the model
logic is correct. Most major simulation language
packages provide the capability to perform a trace.

4) The model, when possible, should be run under
simplify 4 ng assumptions for which the expected model
output can easily be computed. The expected output
should then be compared to the actual output.

5) With some types of simulation models, it may be helpful
to display the simulation output on a graphIcs terminal
as the simulation actually progresses.

• •-



Chapter III

DESCRIPTION OF THE SIMULATION STUDY

Introduction

A computer model to simulate the harvesting actions of

a cable yarder in the Allegheny Region of Northwestern

Pennsylvania was constructed using field data collected

from that region. The model predicts time to harvest a

*• given site and volume harvested per unit time. The

discrete event model employs the SIMAN simulation language.

This chapter describes the "real-world" system that was

observed and the simulation model that was constructed.

I[.T& "Real-World" System

The focus of this section is the description of the

logging site, the logging machine, the logging operation

that was conducted, and the time study that was

performed.

Ib& Test Area

The logging operation was conducted on the Bradford

Ranger District of the Allegheny National Forest in

Northwestern Pennsylvania. The total area harvested was 11

acres. The primary tree species were black cherry, white

- ash, sugar maple, and basswood. The clearcut harvest

yielded an average of 12.3 MBF/acre of sawtimber and 9.7

cords/acre of pulpwood (Table 3.1), contained in an average

of 66 trees/acre (Table 3.2).

4.1

I
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Machine Specifications

The cable machine used was a slacking (live) skyline

(Figure 3.1) with a Christy carriage. The yarder, used to

transport whole trees from the stump to a landing, was not

a commercial design, and would cost about $50,000 if built

to order. It is owned and operated by Bess Skyline Logging

of Virginia. It was a single-drum yarder, powered by a six

cylinder Industrial Waukesha gasoline engine. Tower height

was 40 feet; the skyline was 3/4-inch IWRL regular-lay wire

rope; the mainline was 1/2-inch IWRL regular-lay wire rope;

maximum mainline pull was 15,000 pounds.

The Yarding Operation

The layout of the harvesting area is illustrated in

* Figure 3.2. Two log landings were constructed for the

operation (see Figure 3.2). The yarder was positioned at

the first landing. The tower was raised and guyed to

stumps or trees above the landing. The skyline was tied

off to a tailtree downhill from the yarder. The area

from which logs were harvested, at any one of these particular

setups, is termed a logging corridor. Logs were harvested

from several corridors at each of the two landings.

Changing logging corridors consisted of anchoring the skyline

to another tailtree so that the skyline would be situated

over an area that had not yet been harvested. This

particular type of harvesting pattern is described by

Peters (1985) as a reverse fan type; the cable yarder being

'po
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the point of common pivot and the tailtrees creating the

arc of the fan.

After a corridor was set up, the Christy

carriage traveled down the tight skyline until it engaged a

stop, which released the mainline from the carriage. Three

chokesetters took the mainline out and attached the logs,

then signaled the yarder operator to winch in the load.

When the load reached the carriage, a ball on the mainline

unlocked the carriage from the stop. The load traveled

uphill to the yarder at the log landing, where the skyline

was slackened and the logs were unhooked by a single

unhooker. These six elements (outhaul,lateral outhaul,

hooking, lateral inhaul, inhaul, and unhooking) comprise

one yarding cycle. For each corridor change, yarding

started at the top of the hill and progressed toward the

bottom. Maximum slope yarding distance was 425 feet. One

stem was usually landed per turn and occasionally two if

the trees were small.

Logs that accumulated at the landing area were

intermittently transported (by means of a rubber-tired

skidder) to a main loading area. It was necessary for the

cable yarder to cease operation while the skidder was at

the landing.

When all corridors were harvested at landing 1, the

guy lines were disconnected, the tower was lowered, and

the mainline and skyline were wound on the drum. The cable

.:-
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yarder was then transported to landing 2 where it was

assembled by reversing this process.

The conditions at landing 1 differed from those at

landing 2 in several ways. Landing I was situated in

such a way that the skyline crossed over the main logging

road (see Figure 3.2). On several occasions, yarding was

suspended in order to allow a logging truck to pass; this

was not the case for landing 2. The slopes were much

more gentle at landing 2. This caused the logs to drag on

the ground on the inhaul phase. This, combined with the

fact that the part of the unit harvested from landing 2

was much brushier, caused logs to get hung up in the slash

more often on the inhaul phase. Separate service time

equations, for some of the yarding cycle elements, were

developed for each landing in order to explain some of this

variability.

Timing ±he Operation

Time and motion study data were collected over a two

week period in October of 1986. Statistics were collected

on 183 yarding cycles from five corridors at two landings;

three corridors at the first landing and two at the second.

Throughout the study, continuous timing was used to

document elemental cycle times and delay times to the

nearest one hundredth of a second.

Most of the sampling was devoted to timing the

productive yarding elements so that elemental time

predicting equations could be developed for each of the six

4-
* .4,
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phases of a yarding cycle, or turn (outhaul, lateral

outhaul, hooking, lateral inhaul, inhaul, and unhooking).

Additionally, all hauling distances as well as number of

stems yarded per turn were recorded.

Four non-productive delay times were also recorded:

time to change landings, time to change corridors, time

needed to clear the landing of accumulated logs, and time

required to free logs hung up in the slash on the inhaul

element. The statistics collected are provided in Appendix

C, and their definitions are in Table 3.3.

The Simulation Model

This discussion will address four topics. First, the

functional elements of the "real-world" system the model

considers and their dynamic relationship will be presented.

Two flowcharts will be employed for this purpose: the Main

flowchart (Figure 3.3) and the Yarding Cycle flowchart

(Figure 3.4). Attention is then directed to the

development of random inputs which represent service times

and incremental distance changes in the model. Following

this, important features of SIMAN and of model construction

will be pointed out. A section on model validation will

foll ow.

A complete executable example that compares two

system alternatives, outpnt, and directions for modifying

the model (e.g. such as changing the number of corrijors,

corridor lengths, etc.) is provided in Appendix B. This

91..
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Table 3.3: Definitions of model statistics collected.

Oithaul toim s= dist e OthauIl ends when the carriage hits the stop.

.Laiwal o 1 JIM ad distance: Lateral outhaul ends when the chokem reach
the ss.

Laterl i l tim: Lateral inhaul tiff ends when the carriage begins to mmoe
uphill.

.1

4k J ZiM: I-oing tim ends when the signal is give to haul in.

"n u tiM: Inhaul tifs ends wn the stim are on the ground at the landing.

U Jim: Unlhking time ends when the outhaul begins.

*1.* Q % -tim: Total cycle tim begins and ends at the start of the outhaul.

N'.. gf = 1 axe: This is the nuber of s per t m that are
sucssfully yarded to the landing.

, de l .LtK aod dnatji): Systan delays are defined as any evert
that disrupts the "normal flow" of activity. System delays that wre recorded
are as follows:

D j 12 g t lartin: This time begins when unhooking ends and ends when
outhaul begins. The duration of this delay is 0.00 unless logs are actually
cleared from the landing n that cycle.

* lQj = g corridors: This time begins when unhooking ends at the
pruvious corridor and ends wher outhaul begins at the ne corridor.

* 2 I l O: This time beoIns when unhooing ends at the
previous landing and ends wt~m outhaul begins at the new corridor.

L m hum ua in a mn u elrnil t: This time beings when carriage
motion stops on the inhaul elment ad ends wten mation of the carriage resumes
(i.e. after log is freW from slash).

|.".

i -
°

-
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example serves to illustrate the potential usefulness of a

model of this type.

.:: The Maijn Flowchart

The Main flowchart (Figure 3.3) contains the model

logic that represents movement between corridors, and

between landings. The static and dynamic relationships are

illustrated.

The number of landings in the harvesting unit are

read into the model and a delay to set up a landing is

executed. The number of corridors at the current landing,

the current corridor length, and initial outhaul distance

(all specified by the user) are set. A yarding cycle is

then completed.

The number of cycles to be completed at the current

outhaul distance is then sampled from the user-defined

empirical distribution. When all cycles are completed at

that distance, outhaul distance is increased by an

increment that was specified by the user.
'p

-' If the outhaul distance is less than the current

corridor length, more yarding cycles are performed. If

this is not the case, a check is made to determine if there

are any unharvested corridors at the current landing. If

there are, a delay to set up a new corridor is executed and

the corridor is harvested in the same manner as described

above.

If there are no more unharvested corridors at the

current landing, than a check is made to determine if there

II



are any more landings in the harvesting unit. If there

are, a delay to set up the new landing is executed; If not,

the simulation is terminated.

Th Yarding Cc QJ_ rt _xI

The Yarding Cycle flowchart (Figure 3.4) contains the

model logic that represents a yarding cycle. The static

and dynamic relationships are illustrated.

The six productive elements of a cable yarding cycle

have been considered; outhaul, lateral outhaul, hooking,

lateral inhaul, inhaul, and unhooking. Additionally, two

p nonproductive delays have been considered: inhaul delays,

and a delay time to clear the landing of accumulated logs.

Two other nonproductive delays (delay to change corridors

and to change landings) are included in the Main flowchart.

St t s ia Analysis

This section describes how the data collected were

used to specify random inputs in the simulation model.

Theoretical distributions, empirical distributions,

regression equations, and median values were used.

Theoretical Distributions

Standard techniques of statistical inference were used

to fit a theoretical distribution to the data for some of

the cycle elements. After a theoretical distribution was

hypothesized, maximum likelihood estimates of the

distribution parameters were calculated using the

Statgraphics statis'ical package (STSC, Inc. 1985). The

Chl-sQuare goodness-of-fit test and Kolmocorov-Smirnov test

L'- • . • • . . . -. -" " .°. . - . .-. . . .." - -. . ll.. .•
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were employed to determine if an acceptable fit was

obtained. Random numbers were sampled directly from these

theoretical distributions In the simulation. Probability

density functions, of the theoretical distributions used,

are provided in Table 3.4.

Service time distribution results for hooking (Figure

3.5 and Table 3.5), unhooking (Figure 3.6 and Table 3.6),
.lateral outhaul for landing 1 (Figure 3.7 and Table 3.7),

and lateral outhaul for landng 2 (Figure 3.8 and Table

3.8) are provided.

Empiich Distributions

When a theoretical distribution form could not be

found to adequately fit the data, the data were used

directly to define an empirical distribution. In the

simulation, random numbers were sampled directly from this

empirical distribution. This method was employed to

describe lateral inhaul time (Table 3.9) and number of

yarding cycles to be performed at a given outhaul distance

(Table 3.10).

Regression Equations

When two yarding cycle elements were highly

correlated, their relationship was described through

standard regression techniques. A linear relationship was

found to exist between outhaul distance and outhaul and

inhaul service times. In the simulation, outhaul distance
-'p

is used to predict outhaul time and inhaul time in two

separate regression equations. Outhaul distance is highly

SoO-

°%

. r -. -, .- ".- "-. .- '" " ", ... P " ' " " " " -'" " . , :..: ..: . .- . . .. .. - .. . . ..'. .. .. . a., • . . - . . . . , . - . . . . . -, . . .... , -. , -
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Table 3.4: Probability density functions of two theoretical
distributions.

Weibull Distribution

f(x) , a -C x = '  e " ( X l S )  x>O

Lognormal Distribution

f ) 1-e(In x - /2r 2  x0O
" f(x) = e

J

I,~.. ~AW~ .* .
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Table 3.9: Continuous empirical distribution
for lateral inhaul time.

UMJLATIW aJHLATIE
-BAM F ITY VALE

-", 0.01 4
0.10 11

.-"0.20 14
0.30 17
0.40 22
O.50 30
0.60 40

.-.- 0.70 68
4,-. 0.80 92

0.90 136
1.00 387

Table 3.10: Discrete probability distribtion
for number of cycles to complete at a given
distance.

CLMJLATIVE DI-TE
PF-ABILMY VPLLE

0.24 1
0.34 3
0.48 4
0.55 5
0.58 6
0.69 7
0.72 8
0.76 9
0.79 10
0.82 11
0.86 12
1.00 20

04

*" - - -
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correlated to Inhaul time because the value of outhaul

distance will always be equal to inhaul distance.

Regression results for inhaul time for landing 1 and

landing 2 (Table 3.11 and Table 3.12 respectively) and

outhaul time for landing 1 and landing 2 (Table 3.13 and

Table 3.14 respectively) are provided.

Non-lprametric Methods

When there was a low sample size on a particular

element of interest, these elements were represented in the

simulation model by using the median value of the data

points that were collected. Median values were used to

explain the frequency and duration of the four

nonproductive delays that were modeled. Results for inhaul

delays, delays to clear the landing, delays to change

corridors and to change landings are provided in Table

3. 15

Selection_ of the SmulAtion Lnug

The following criteria were used in the selection of a

simulation language:

1) The completed model must run on a microcomputer.
2) The language must possess characteristics that will aid

in model modification.
3) The language must allow the collection of statistics

during the simulation run.
4) The language must be flexible enough to adequately model

the system under study.

The SIMAN simulation language (Pegden 1985) meets all

these criteria. It is a combined discrete-continuous event

simulation analysis language for modeling general systems.

Developed in 1982 and under constant revision, it is

K-

I ' . • .- .-.-. ". . .- , " . ""w , , , ,• . ,, .• .
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considered to be state-of-the-art in current simulation

language technology (Kleindorfer 1986). To date no harvest

simulators exist that utilize this simulation language.

Discussion here will be limited to the discrete modeling

capabilities of SIMAN.

Structure

SIMAN is designed around a logical modeling framework

in which the simulation program is decomposed into a model

frame and an experimental frame. External to this, SIMAN

has an OUTPUT processor which collects and analyzes

simulation results. Debugging the model code is aided by a

system trace and interactive debugger.

Model Frame. The model frame defines the static

and dynamic characteristics of the system. Within the

model frame, either an event or process orientation can be

used to describe the model. The primary modeling

orientation for discrete change systems is the process

orientation, in which the model is constructed by depicting

the functional operations of the system as block diagrams.

The block diagram is a linear top-down sequence of blocks

which represents specific process functions such as time

delays and queues. This orientation was used in the

development of the cable logging model.

A second modeling orientation is the event orientation

which may be used to augment or replace the block diagram

component of the model frame. The event component

consists of a set of user written FORTRAN subroutines which
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contain the mathematical and logical expressions that

define instantaneous state transitions within the system.

In future model refinement the event orientation will

be used to augment the model that has been developed.

Block functions (such as delay for hooking) will be replaced

perhaps by a very complex subroutine, thus increasing the

level of detail modeled.

In a sense, each block which explains a delay element

of the logging cycle may be thought of as a module in the

model. Each module may be refined individually by simply

replacing a specific block with a FORTRAN subroutine and

plugging it back into the model.

Experimental Frame. The SIMAN experimental frame

defines the experimental conditions under which the model

is to be run in order to generate specific output data.

This includes such elements as the initial conditions for

the run, machine capacities, the type oF statistics to be

recorded, and the various parameters and coefficients of

the theoretical distributions'and regression equations that

have been developed. Since these elements are specified

external to the model description, they may be easily

changed without affecting the basic model definition. Many

different scenarios may be modeled by modifying the

experimental frame.

"""uj Processor. Based on the model and experiment,

the SIMAN simulation program generates output fies which

record the model state transitions as they occur in

S.
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simulated time. The data in the output files can then be

subjected to various data analysis within the SIMAN output

processor or exported to a statistical package for

analysis. Within the SIMAN framework, the data analysis

follow the development and running of the simulation

program and are completely distinct from it.

System Debugging. 5abugging or model verification is

the process of isolating and correcting the logic errors

that produce invalid results. The SIMAN system trace is

used within a discrete model to generate a detailed trace

report of the processing of entities. In the event mode,

the trace report summarizes the occurrence of each event

and details all operations executed within the event. When

a logic error is detected, the SIMAN interactive debugger

may be used. It allows the user to interactively monitor

and control the execution of a simulation. Errors can be

isolated and corrected during execution without the need to

recompile, relink and rerun the simulation.

Moe Validation

The topic of validating simulation models has been

discussed in the validation section of Chapter II and so

shall not be repeated here. It is the intent of this

discussion to describe two methods used in the validation

of this model.

It was discussed earlier that a model should be

developed with respect to a specific purpose and validated

for that purpose. From prior discussion in this chapter,

7.C .. . . .. -.. . . . . -. .... . -
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it should be apparent that the purpose of this model was to

construct a working model that will pave the way for the

development of a more detailed model in the future; to be

used as a guide to aid further simulation studies. The

model was validated with respect to that purpose.

First, the model was examined to determine if it had a

high degree of face validity. The model flowcharts (Figure

3.3 and Figure 3.4) were examined to determine if the model

logic "mirrors" the logic of the system under study. Any

simulation study embraces a series of compromises as to the

level of detail that should be modeled. The model

developed, contains all of the major functional elements of

the system studied and the static and dynamic relationships

seem to make sense. Therefore, the model arguably contains

a high degree of face validity.

The following procedure was used to validate the model

empirically. Each of the theoretical input distributions

were examined for goodness-of-fit. The Chi-sq~are and

Kolmogorov Smirnov goodness-of-fit tests were used.

Regression equations were examined and detailed residual

analysis was performed. Empirical distributions and

median values are simply representative of the data points

sampled. A detailed discussion of these statistical results

were provided in the statistical analysis section of this

-" chapter and will not be repeated here.

/.4
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Chapter IV

SUMMARY AND CONCLUSIONS

Summary

This project has resulted in the development of a

timber harvest simulator that models the actions of a cable

yarder operating in the Allegheny Region of Pennsylvania.

Elemental yarding time predicting equations were developed

from field data collected from that region.

In the model presented in this study, the level of

detail is the function itself (e.g. hooking service time,

unhooking service time, etc.). Indirectly, many different

"what-if" questions may be answered, but it requires the

user to estimate the change in the maximum likelihood

estimates of the parameters affected by the change

proposed. This is illustrated in Appendix B where the

model is used to examine two harvest unit configurations

in order to choose the best alternative with minimization

of make-span as the performance criteria.

The simulation model has been designed around the

central premise that a simulation model will go through

many stages of development during its lifecycle. At each

stage, the model will be refined as more data are

collected; perhaps by someone that has not been involved in

the study to date.

For this reason the model has been fully documented.

Each line of SIMAN code has been commented so that the
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model logic may easily be understood. The methodology, and

data used in the development of input distributions have

been included and the results illustrated.

As previously pointed out, the model is modular in

design. Specific functions of the model may be developed

independently of others. Predicting equations developed

from the time study conducted may be used for functions

where further data are not available. As further data is

". " collected on other functions, these functions may be

developed in greater detail, independently of the others.

* Areas For Further Sudy

As previously mentioned, at the heart of any
Jdetail

simulation study is the question of the level of detail to

be modeled. Very complex models take more time and

resources to develop and are more expensive to use. Less

complex models on the other hand, may not be detailed

enough to answer specific questions of interest.

The approach that has been taken in the model

developed in this study was to model the elemental yarding

cycle function as the lowest level cf detail. Additional

data are needed if a higher degree of detail is to e

modeled. These data could be incorporated into a new model

that would consider specific elements w'thiln each funrt on

that has been currently modeled. Several suQgestions

.... , foll1ow.

What affect does the number of os 'ar eJ :er - -

have on productivity? As the numne- i '0 :s ar : --e

04
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cycle increases, hooking time, lateral inhaul time, and

inhaul time would be expected to increase. The total

-number of cycles needed to complete the operation however,

would decrease. How many logs should be yarded per turn?

What effect does the type of cable logging machine

used have on the total cost of the operation? For example,

a very powerful machine would be expected to shorten inhaul

and lateral inhaul time. Perhaps more logs could be yarded

per turn. However, the hourly machine cost would be

expected to increase as the machine capacity increases.

Would the total harvesting time for the entire operation

decrease enough to warrant the use of this larger machine?

In addition to modeling these machine specific

variables, a subroutine to calculate the cost of the

operation is needed. In general, the least expensive

system alternative will be chosen.

Tho size of the labor force should be considered when

predicting independent service times. What is the effect

of having a larger labor force? Does the total cost of the

operation decrease?

Site specific variables such as slope, brushiness, and

stand structure should be considered. In general, a site

tlat 4s very brushy would, take longer to harvest than one

trat Is rot. The relat onsh p between slope and

:r 'wrct4 t1 na rot -e as easy to quantify. Productivity

-e .'- - . steev an ,  verv f at s~tes. This

s rjt9rm rc el s.

d
•
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A subroutine to build a stand of trees to be harvested

is needed. Cartesian coordinates, a diameter, height,

and weight for each tree could be estimated from cruise

data. A decision rule, specified by the user, would then be

employed to determine which tree or trees should be yarded

on a given turn. This would add to the realistic aspect of

the operation and many additional "what-if" questions could

be addressed.
'

For example, many different logging configurations

could be considered. Several feasible log landing

locations could be examined and the best one chosen. The

question of how closely the corridors should be spaced as

opposed to increasing lateral outhaul distances could be

examined in greater detail than addressed in Appendix B.

With some of these suggestions for further research

implemented, the simulation model has the potential to

become a valuable tool for planning cable logging

operations in the Allegheny Region.

* - i- •
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Forest Harvest Simulation Model

The Forest Harvesting Simulation Model (FHSM) is a

FORTRAN / GASP II (Pritsker and Kaviat 1964), event-

oriented model that can be used to simulate a wide variety

of saw log and pulpwood harvesting operations in the South

(Killham 1975). Webster (1975) reported that the

requirements in developing this model were that it (a) be

flexible enough to duplicate the major systems used in

timber harvesting in the South, (b) be detailed enough

allow for analysis of individual harvesting functions, and

(3) possess a high "degree of believability" in the way iti

duplicates a system's operations.

Webster further describes the model. To satisfy the

first objective, the model simulates the functional

elements such as felling, limbing, bucking, skidding, etc.

in various configurations. While the configurations do not

cover all types of harvesting systems in the South, they do

cover a wide range of them.

Each function has been built as a'separate component

in the model. Development of a model formulation for a

specific system involves assembling the various components

that comprise that system.

To satisfy the second objective, components of the

model (the harvesting functions) are defined so as to allow

different pieces of equipment to perform the same function,

but also differentiates the equipment characteristics and

61
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work capabilities. For example, two different types of, ,

skidders may be used in the skidding function.

To satisfy the third objective, the model is detailed

enough to allow for the user to follow the flow of wood

through the model. In order to achieve this, a tree is

felled and it provides the basis for wood input to the rest

of the model.

Model input can be divided up into general and

operational categories. General input influences the

performance of all of the harvesting functions (e.g. tree

stand mix, tree size, merchantable height, etc.).

Operational input is that which influences one harvesting

function (e.g. skidder capacity, travel rate of skidder,

etc.).

In general, the model output consists of production

data in board feet, cubic feet, and weight for each

harvesting component over the time horizon simulated.

Additionally, for each harvesting function, production

statistics, productive time, and idle time are kept on each

piece of equipment or crew member.

Full-Tree Field Chipping and Transport Simulator

The Full-Tree Field Chipping and Transport Simulator

(FTFC) is composed of two GPSS (Schriber 1974) simulation

models, one for chipping (Bradley et al. 1976) and one for

transport (Bradley and Winsauer 1976), and was designed to

duplicate the features of a full-tree field chipping

operation including a stand of trees, feller-bunchers,

0A
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skidders, a chipper with loader, trucks and vans, one or

two optional setout trucks, a millyard scale and a chip

dumper.

Bradley et al. (1976) provide a model description.

The model attempts to mirror the harvesting operation down

to elemental time within each function in order to give the

model a high degree of integrity. It is machine

* - independent in that machine speeds and capacities may be

*1 altered to account for different equipment brands and

sizes.

FTFC does not consider delays caused by machinea
breakdown but has instead concentrated on delays caused by

machine interaction. For example, the skidder may "look

ahead" to see if another skidder is unloading at the

chipper. If not, it will take its load to the chipper. If

another skidder is unloading, however, it will deposit its

load at a stockpile and bring it to the chipper later, thus

representing a system delay.

Wood flows through FTFC in a manner identical to FHSM

with one exception. Instead of actually passing wood from

one function to the other, parallel random number streams

are generated at each function. Wood flow is identical to

that of FHSM when wood passes through each function in the

same sequence. However, when the orders of two bunches

have been inverted from felling to skidding, the trees in

the bunches have been effectively rearranged, and hence,

skid turn statistics will vary from model to model.

" .1 " ""4 ." "' " ' " " "" """
€

' - " """ ' 
"

" ' " . . . " " " " """" " "



61

Model input requirements include tree locations (in x,y

coordinates), tree volumes, and felling order of each tree

in the stand. Elemental machine productivity and capacity

data are also required.

The model's report generator provides detailed production

and cost statistics by operation, system energy

consumption, and net energy produced, the latter two in the

form of BTU's (Goulet et al. 1979).

,' --.. .Harvest Syst~em Simulator

The Harvest System Simulator (HSS) is a FORTRAN-based

time and event oriented simulation program and is part of a

larger package known as the Harvesting Analysis Technique

(HAT) (American Pulpwood Association 1972). The model was

designed to simulate the productive and non-productive

(dow ime, breaks, etc.) activities of a harvesting system

by simulating the interaction between harvesting equipment

and the stand being harvested.

HSS is different from FTFC and FHSM in that it focuses

on the larger systems aspect of the harvesting operation,

i.e., function to function interaction and not the detail

of any one function (Goulet et al. 1980).

O'Hearn (1977) described HSS. A maximum of 14

machines, working in any combination, and a maximum of six

aggregations of like machines (phase) can be simulated.

The harvested tract can be divided into a maximum of 14

harvesting areas that can differ in stand type, volume per

acre, species, composition, and skidding distance to the

04
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primary landing. Indiv:dual harvesting areas have no

acreage or volume limits. Unique production rates may be

specified for each harvesting area-machine combination.

The user controls the order In which harvesting areas are

processed. Terrain and stand limitations are modeled

through move or travel rate modifiers and deck locations.

Wood flows from phase to phase in aggregated volumes.

Nonproductive activities, such as machine failures,

breakdowns, delays, and servicing, can be imposed logically

or stochastically. Repairs can be made at the stump, the

deck, or the shop. Repairs at the stump hold the machine

in place, while repairs at the deck or shop require the

machine to move to the primary deck. Delays are divided

into two types: major and minor. Major delays bring the

machine back to the deck, while minor delays leave it in

place. A distribution between productive and nonproductive

time can be provided.

Program output is provided by two report generators

that can be called on separately or jointly. They provide

time, production, cost, and revenue statistics. Also,

discounted cash flow and return on investment analysis can

be made. All output reports and detailed and complete.

Simulation DI e_ Loa aI ng Syterms

Simulation Applied to Logging Systems (SAPLOS)

(Johnson 1976) is a discrete event, FORTRAN / GASP IV

(Pritsker 1974), general harvest simulation model that is

adaptable to a number of harvesting systems.



Johnson et al. (1972) reported, the development of tne

timber-harvesting model progressed through three phases of

analysis: (1) Identify and classify the most common

logging systems in Appalachia in terms of the general

operations (subsystems themselves) involved and their

points of interaction. (2) Within each subsystem identify

the activities particular to that subsystem adn determine

the sequence of these activities. Activities are the

various operations of a subsystem such as movement of a

skidder to the landing or the hook-up of logs by the

S- skidder. (3) Combine the particular activities of the
0

subsystems into the general events and activities involved

in the actual computer model. Events signal the beginning

and ending of activities.

Johnson further describes the model. In the first

phase of development, six subsystems were identified and

represents the standard operations of this model. They are

felling, bucking, prebunching, skidding, loading, and

",]-'.ihaul ing.

In the model, the operation of a particular subsystem

is represented by the activities that make up that operation

and the events that signal activity changes. The second

phase of the model development was accomplished through

the indentification of these activities. For example, the

arrival of a transporting vehicle at either the stump or

skidroad signals the first skidding activity--winching or

hooking the log to the skidder. The stump depicts the area

04
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where the tree was cut. An enc-of-hooking event marks the

end of the winching activity and the beginning of a move to

either another tree or the landing, depending on whether or

not the load is full.

The third phase of Cevelopment was accomplished

throu, h the identification of five "critical locations"

* where the six logging operations overlap. A "critical

locaticn" on the ground forms a control point in the

simulation model. They are (1) the stump or tree location

in the woods, (2) the sKidroad (when precunchers are used),

(3; the landing, (4) the prenaul ocK (when shutt'e trucKs

and prehaul trailers are used and, (5) the processing point

such as a m! l 1 yard).

Two stages of input are required in the computer

model. The two stages consist of objective information an,

subjective information. Objective Information consists of

the distributions used in the production equat'ons and are

used to obtain travel distances and load sizes. Subjective

information is used in equations to calculate procuct~on

times. The subjective informaticn cescribes the 'ogcinc

system being simulated in terms of the variables un:que t:

that system, e.;., a description of the terrain in terms of

slope and soil.

Model output consists of product'on frOm the operatioh

in cu i c feet of timber, the t re require- to ac 'eve t s

product on, anr the total cost 4voe ' Dr~Ouc nc the

t imber.

@4T:



Timber Harv _,_ an Transp;ort Simulator

The Timber Harvest and Transport Simulator (THATS)

(Martin 1975) is a FORTRAN based time and event oriented

simulation program which models the major harvesting

S-.. systems of the Appalachian Region. Martin (1975) describes

the structures, methodology, and main components of THATS.

THATS is built around a main program composed of eight

components (felling, bunching, skidding, bucking, loading,

"" hauling, roadbuilding, and cost accounting) and a "clock."

The model is a time oriented simulation in which iimulated

time on t~e clock is advanced one minute, then checks are

made for active events.

Simulated event times are generated either from given

averages and standard deviations, or from event times

Droduced by a reQression equation developed from collected

lata. All random variable event times nave either a norma'

or a 'o,,normal distribution. If any s<ewln: is present in

tne t'me study data, the lognormal :" strzuticn 4s se:.

Pe-,ression equations from data collected for AD a' a n

oo 2 oreratcons are ,onta ned In the reDort.

7he systemn s ulates one day at a t Im a s t ?

at tre en- of t e wor. - n- ,ay i a ;ta -,erp] mane-, w

-?a,- IPW w i3r, in a ~ ~~ e 1-2~:t~., 'j~

ta - a--
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and the output from the operation is a volume. The next

operation draws trees or pieces from the deposited output

volume, but these new trees or pieces have no relation to

the input trees of the first operation except that their

total volume equals the doposited output volume. For

example, a tree is generated for the felling operation,

felling statistics are collected on that tree, and the

volume of that tree is deposited for the bunching

operation. The bunching operation will now generate new

trees up to the volume of the felled trees deposited.

Input for THATS includes time and motion data

appropriate to teh system being studied. For those

functions in which operating or delay time has not been

related quantitatively to system or stand parameters, the

input consist of expected values (and their standard

deviations).

Output from THATS include system status information,

time summaries, production summaries, and cost summaries

Martin (1975).
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Comparison oI H arve.5 Unit Configurations

The simulation model was used to compare two harvest

unit configurations. The utility of the model is

highlighted and the procedure for modifying the

experimental frame is illustrated.

In the first scenario, the unit was harvested from four

corridors at landing I and two corridors at landing 2; in

the second scenario there were two corridors at each

landing. Minimization of make-span (total time to complete

the operation) was used as the performance criteria.

The crux of the analysies was determining whether It

takes more time to harvest the unit from more corridors but

with relatively short lateral hauls versus harvesting from

fewer corridors but with relatively long lateral hauls.

The first scenario was modeled using equations

developed from the time and motion study that was

carried out. Modifications were then mace to three c'

tnese equations in order to reflect the chan-es that we'-

made for the second scenario.

First, the times (number of cycles to complete at a

given outhaul distance) empirical istr'bution was

modified to reflect the increased 'Ikl4'1 ool of a.lr;" m(.

yarding cycles at a qlven d stance than the f rst

scenarlo. The lateral InhauI and j ate a' ,jt a e a +

were then modified to reflect the ocrease: oc
1

havinq relatively lon er lateral hau's. h Pf P ' ,

ul lustrated ny com D rnn the two VAN P rr pr' a r ,

-.... . . . . . . . . . ...... . '.-.. .
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listings. The listing for scenario 1 (pp. 73-74) is

presented in its entirety. The listing for scenario 2

(p. 75) only includes the changes that were made. All

other code is identical to that of the first listing. The

SIMAN model frame listing (identical for both scenarios)

is presented (pp. 76-79). Directions for the modification

of the experimental frame are presented below.

..- Interpretation Qf Model Output

When input to a simulation model are random (as is the

case here) the output statistics will vary from run to run.

It is thus necessary to perform several replications of

each scenario and perform statistical analyses on the data

of 'nterest. The procedure is straightforward and will not

be presented here. The output from two simulation runs

fone from each scenario) are presented in Table B.1 and 8.2

and are sufficient to highlight the utility of the model.

prom these tables it can be seen that make-span for

scenario one was 144,400 seconds (40.1 hours) and for

scenario two '27,000 seconds (35.3 hours). Therefore,

. scenar'o two wouid be chosen.

7"Te C-rrert model is set up to model a harvesting

"O-4'' jratlon with two landings. Modification of the S'MAN

mc:e I  frame woul 'e necessary to consider addltional

-, .an:'!' . 'h S ' :4SrbSS4On will thus only prov 4 de

ettons 'r t r mocIf cat 4 on of the number of

ar' s aveste, 3n:' of narameters associated with those

@,4

. ._. . -
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corridors (corridor length, starting distance, and

incremental corridor increase). In general, n corridors

may be considered as follows:

1) In the COUNTERS element change the last number to n+1;
2) In the PARAMETERS element 2, change the second number

to n;
3) In PARAMETERS element 5, specify the incremental

corridor increase desired;
4) In PARAMETERS element 6 and 11, specify the last

corridor number at landing 1 and n respectively;
5) In PARAMETERS element 27 through 27+n, specify the

corridor lengths;
6) In PARAMETERS element 28+n through 28+2n, specify the

starting distance for harvesting at each corridor.

ta.rt. A. &.".*S A .2,- A z. A 3
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**Sfl.WJ Expierntal Frrr - Scemir-io 1**
EEIN;

MEM~rC~AEE YARDERETR KtCES,2/12/1987;
DISC1EE,5,3;
TALLIES:

)3, LAT. Wfl-L. TDE, 13:
4, HM(< TDhE,14:
5, LAT. II+L. TDIE, 15:
6, IAL TIE, 16:

8, LNCW(M1 TD4E# 18:
9. Q..R. LAPO TINE,19;

* - WCkITERtS:1,EID CF J,7;
FER.ICATE, 1;

4 PARPETERS:
1,2.0: 1 TOTAL RER CF LPANDfl
2,6.0: 1 TOTAL INUbER CF 0340CR
3,14400.0: 1 LNC4ING SThP T (-<OWS)
4,5400.0: 1 C04UDCR SETLP M~E (SEMS)

5#25: D}C04TA C0IIXR TCFASE
6,4.0: 1 LAST C I1XM 1 4ER AT LAXODlG ?4ER 1.
7,4.46: 1 ETAO FCR LAiNWfG WEER 1

*8,04~5204: 1 ETA1 FCR LM2ThG WM~ 1
9,5.14: 1 BETO FCR LAN)I%' U1EER 1

*10,0.Z6617: I EEI FC1R LNCIG N143ER 1
11,6.0: 1 LAST QWIDX) W14ER AT LN)TG IHt4ER 2
12,.925: 1 PRB. TF NO I-4L M~AY AT LANeDM I{R 2
13,100.63: 1 D..RTICN. CF INM~L CELAY AT LAIN IWUVER 2
14,56.59: 1 LATERAL WT IhE ETA PfARP (1) FCR UAWNGN 2

15,.9: LATERAL WaflE ALP -A PAPM (2) FCR LAIN~G 2
16,6.34: 1 ETAO FCR UAN)I1G NM3ff 2
17,0.03038: I ETA1 FCR LAN)TG H14EER 2
18,24.68: 1 ETO0 FCR LN)TG NL3E 2
19,0.10185: 1 EE711 FC1P LA1{)TG NlUER 2
20, .24,1, .34,2, .48,3, .55,4, .58,6, .69,7, .72,8, .76,9, .79,10, .82,11,

.86,12,1,20: ITDES DISTRaBJTI
21,35.50,2.56: 1 LATERAL Jn~h~a TDhE DISTRIBJVI INFCR*4TICN~
22,53.81,1.9015- 1 I-W(NG TDME DIS",RIBJTIlf(RATICN
23, .01,4, .1,11, .2,14, .3,17, .4,22, .5,30, .6,40, .7,68,

.8,92,.9,136,1.,387: 1 LATERAL NiL4-L TIME DISTRIBSFICN' INFO.
24, .892,0.0,1.0,94.16: 1 TI-At CQ.AY TIME IWfCR*4TICN~

* - ~2,18.98,7.73: 1 LN{XjI TIM'E DISTRBJVCN~ ThfCaTICN
26, .858,0.0,1.0,45.0: Q.CEAR CF LAWCM TIMvE ThFCR4TICN
27,300.0: I LEIC7H CF (XIRI1XCi NMEfR 1
28,300.00: 1 L2EGTH CF (XCCR 14i R R 2
29,300.00: I LEI'GH CF (XT4JflX N1R 3
30,300.00: I LENGTH4 CF CC~fUI1XR NLMEE 4
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31,300).00: 1 L8EG7H CF CMUMXI WU'MP 5
32,300.00: 1 LDGTH (F CDWWO NJMFl 6
33,20.00: 1 STARTIST~iIa AT CXU4IDC NJKR 1
34,20.00: 1 STARTISTN(E AT CURWC1 ?HLNER 2
35,20.00: 1 STAR DIST~al AT CUEOM1 NJA1ER 3
36,20.00: 1 ST R1ISTNM AT CCW-WXR I4R 4
37,20.00: 1 STARTIST~aI AT NtID 14 3ER 5
38,20.00; 1 STARTISTAJE AT Ct1RDXI lRLMER 6

* * . *.
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**SIM E5q9eirental F,-T a, Scenario 2**
EESIN;

CCLTERS:1,END CF RLJ',5;

2,4.0: 1 TOTPL WAEER CF (X1RIIX

6,2.0: 1 LAST C0IE0M KMEER AT LANDING NMJER 1

11,4.0: 1 LAST C04DCR WAEER AT LANIN~G RMUER 2

20, .21,1, .28,2, .39,3, .42,4, .48,6, .62,7, .68,8, .74,9, .77,80, .80,11,
.86,.12,1#20: ITIMES DISTR.IBMC

21,50.00,2.56: 1 LA1EMP gJrrt'Il TINE DISTRIBJIOC4 ]}FR*iTICN.

23, .01,4,.0r7,11,. 14,14, .21,17, .35,22, .49,30, .63,40, .77,68,
.92,92,.97,136,1.,387: 1 LATERAL IN-Y4.L TINE DISTRMMCI@ IWO~F.

27,300.0: I LENGTH CF CCRRIDCR 94EER 1
28,300.00: 1 LENGTH CF CCRWIIX t'UER 2
29,300.00: 1 LEN~GTH CF CXRICR N14IR 3
30,300.00: 1 LENG7H CF CC~f1XR NJJ3ER 4
31,20.00: I STARrDISTAZE AT CCtfUIXR NJAR 1
32,20.00: I STARTflISTMt'E AT CCRRIDCR M-MER 2
33,20.00: 1 STDTISTa AT CCXfZIIX I41EP 3
34,20.00; STRT0ISTANC AT CU:F1X NLI.EP 4

64
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**SIMAN N Mde1 Frwe**-

EEGIN;

TINES =X(D.: I I4JER CF CYCLES AT A SPEIFIED CIJTHALL DISTACE
CTINE = X(2): I I4EER CF CYCES C~fLET AT C.~fN CJl-41 DISTANCE

INE= X(3): I IN3ENTAL CXIUIICi DISTW N M~TOASE
EFTA0 = X(4): I Y-INTUEPT IN ECQJTICN TO FEICT ClJ~hrALL T-13E
ETA1 = X(5): I CCEFF. CF MCIST IN EQJATICN TO PFICT CUTi-& TINE
ETCO = X(6): I Y-INTUEIT IN EOLIATICtJ TO PFICT I*-AlL TIVE
EET11 = X(7: I CIXEFF. CF MIST IN EUJATIaCJ TO PAE)ICT IN-iLL TINE
LNMv = X(8): 1 CJLIff~ LACII INt4ER

CM= NCC1): i aiJwCRNT C OJIII MIJR
UEL = X(g): I TOTFAL N4IvER CF LAIVINGS

RMvB = XC10): I TOTPL IL140 CF 0R0IXM
LTIME = XC11): I ELAPE TIME SIKE CCWWIC- ~AN

CEG= X(12): I LE]GH CFaTN CC~F4UXi~DCR
M SIST =X(13): IDISTANCE M*E1E HARVESTMI EEGAN AT afEN CCl~dDCR
TTIPE = AUl): I I4'R(S SINILATED TIME AT EEGIING CF A ThR'4
MCIST = X(14): I Q~gENT ClJfl-& DISTAI
TCL.EA = X(15): I TINE TO CLEAR aOfENT LANDING CF LOGS
OTflVE = X(16): I Gfl-~a TiNE
LOTIN = X(17): I LATERAL OJLL TINE
LITIMi = X(18): tLATEPAL IW4LAL TMN
ITIME =X(19): I IIHALL TIME
1-UTIN = X(20): I I(X(ING3 TINE
LI-fMh = X(21): I UNiXI(II TIN
IUFYM = X(22): IW DN~L ELAY TINE

LCP=X(23): I "JMvER CF LAST C0IflDM AT ThE affNT LAWI%
LSJT = X(24): I AIG SEThP TIN4E
OSUTI = XC3i); CCIfdER SThP TINE

S7?RT CQfATE, 1;
ASSIGN: 'IJJ3-.. = CCC).; ASSIGN NIvB.
ASSIGN: 'INJvRC = 00(2); ASSIGN I'UBD
ASSIGN: 'LSJTI' = 00C3); ASSIGN LSJTI
ASSIGN: 'CSJTI' COW4; ASSIGN OSJVI
ASSIGN: 'IJ = CC(S); A-SSIGN T(

* INITIALIZE VALLES FCP LANIN~G tUJEER CNE

LAND) ASSIGN: 'LI"Ml = 1.; ASSIGN LNJB
ASSIGN: 'LCCX~' = CC(6); ASSIGN LCXM
ASSIGN: 'EETA0' = CCC7; ASSIGN EETAC
ASSIGN: 'EETAl1' CC(8); ASSIGN ETAI
ASSIGN: 'BTOO' = 00(g); ASSIGN EEDO
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ASSIGN: 'ETII' = CO(O); ASSIGN EETl1
DELAY: 'LSJTI': EXT(0EWXR); DELAY BY L]JTI 11-EN FPRCEDE TO

;* INITALITE VALUES FOR LANDING NUAE TWO*

LAND2 ASSIGN: 'LCOIf' = CO(11); ASSIGN LCORR
ASSIGN: P(24,1) = 00(12); ASSIGN PROB. OF AN INA.L DELAY
ASSIGN: P(24,4) = 00(13); ASSIGN URATICN OF AN IN-&L

DELAY
ASSIGN LATERAL OUll-I.JL DISTRIEIJTION:

ASSIGN: P(21,1) = C0(14); 1. ETA PARP( ETR
ASSIGN: P(21,2) = C0(15); 2. ALPHA PARAWUTER
ASSIGN: 'TAO' = 00(16); ASSIGN BETAO
ASSIGN: 'ETAJ' = .' (17); ASSIGN ETA1
ASSIGN: 'BETO0' = 0(18); ASSIGN E-OO

* ASSIGN: 'E-11' = CO(19); ASSIGN BETII
DELAY: 'LSUTI': NEXT(CC NJI); DELAY BY LSUTT ThEN PROCEDE TO

' ,- BLOCK CCNTIN I

;* INIIALI2ES VALLES M-EN Q-iANGUNG CO DCRS *

N3fC1 R CCUNT: 1,1; INDENTS CUM
EC, 1:
IF, 'aICNMI .EQ. 'LCCR' + 1, EWLAI[):
ELSE, a)Nr1l; IS LANDING (O1LR.ED

CNTIUJ1 DELAY: 'CS=TI'; DELAY CSMJl
ASSIGN: A(2) = 'a4JG '+26; INOFEN4TS A(2)
ASSIGN: A(3) = 'CNMI'+26+'NttEC'; IN1 eENTS A(3)
ASSIGN: 'LTMIM' = 0; ASSIGN LTIME
ASSIGN: A(1)=TIW; ASSIGN TI-E
ASSIGN: 'CEG' = CO(A(2)); ASSIGN CLENG
ASSIGN: 'SDIST' = Cl(A(3)); ASSIGN SDIST
ASSIGN: '(I)IST' = 'SDIST'; ASSIGN MIST
ASSIGN: 'TIES' = P(20,1); ASSIGN TEVES
ASSIGN: 'CTINE' = 1: tNXET(CRFUDOC); ASSIGN CTE ThEN GO

TO BLOCK CORRIDOR

INITIALIZES VALUES W43E4 STARTING AT A NE& aCiJT DISTANE *

I'i5IST ASSIGN: 'LTfMl' = TNh - 'TTm'; ASSIGN LTIE
ASSIGN: 'IIST' = 'MIST' + 'IN '; ASSIGN MIST
ASSIGN: 'TDhES' = DP(20,1); ASSIGN TIES
BR 1:



IF, 'D~ES' .EO. 0, NBEDIST:
ELSE, Qt4NW; ANYV ThR'M AT O2JIUNT

mOIST
OO'4TIU~2 ASSIGN4: 'CTMNE= 1; ASSIGN CTIN

* INITIALIZES VALUES jA4-E STNRTING A ZW UAtC IN W3

qWLAND ASSIGN': 'Lt4J.'8 = 'LLt4E' + 1; ASSIGN L?4JB
EPNH 1:

CX'L.ETES A YAUING CYCL.E

CXf4DIR ASSIN: 'OTflvE' = 'TA0' + IEETA1I*IG)ISTI; ASSIGN T4E
DEAY: 'OVINE'; DELAY OTINE
TALLY: 1, ICTIST';FEF ~IST
TALLY: 2, '01TUE'; FECCFJ OTINE

ASSIGN: 'LJFIMv' WE(21,1); ASSIGNJ LOTIM
DELAY: ILOTIM'; DELAY LOTI1I
TALLY: 3, 'LOTIM'; FECX]{) LOTIM

ASSIGN: 'I-OTIM' WE(2,I); ASSIGNJ i-O1TU
DELAY: 'HOTIM'; DELAY I-CTVh
TALLY: 4, 'I-CTTM'; F;OCl H-TIM

- ASSIGN4: 'LITINI' C P(23,I); ASSIGNJ LITIMv
DELAY: 'LITIM'; DELAY LITIN
TALLY: 5, 'UITIM'; FEOCF LITIM

ASSIGNJ: ITIrv' = lTJ()' +- ?Ifl.11*QDISTY; ASSIGNJ FIIE

DELAY: IIvE'; DELAY ITINE
ASSIGN: 'flJTIM' = CP(24,1); ASSIGN IDTLM
DELAY: 'ITM;DELAY IT
TALLY: 6, 'ITI; F;CF INE
TALLY: 7, ' IDTIM'I PECK IDTIM

ASSIGNJ: 'Li-TIM' = ..(3,1); ASSIGN LI-TIM
DELAY: 'LHTIM'; DELAY ti-TIM
TALLY: 8, 1 ti{T~I FCCFJ LiTIM

ASSIGN: 'TC.EA' = P(26,1); ASSIGN TC.EA



DELAY: 'TCLEA'; DELAY TCLEA
TALLY: 9, 'TCLEA'; Ff-(XK -,a-EA

ASSIGN: 'CFDNE' IC7DE I + 1; ASSIGN CTUhE
EPNi 1:

IF, 'CFTE' .LT. 'T7'.S I, CCUIDOfRf:
EL , 4flC I ST; TESTS IF ALL ThRE

WFL..ETED AT IST

FINIS-IE CCW:1,1:DI-9DOJE; ENDS ThE SIMLATICN
END;
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OCLLM 2 = WML TDCV (SBIaCS)
.,OCILI44 3 aff * DISTMNM (FEET)
' C.LW 4 -LATEI3 OLA TD (S3WS)
" CCL. LM5 "LATERP CUTL T'IE (FEET)

CC.LLN 6 " D lINE (SEM S)CCLLM 7 =LAEPA- D. T (S NS)

CLU 8 =M ITDC (SEMC4S)
~CCLU44 9 z Lt-(CKDG FINE (SZMMS)

CCLLN i0 = EM CF Sr M. A-CCLU 2 = Tr.L CE TIME (SMUDS)
CCLLIW 12 OLLM -EE CELAY FE)

3 23400 100 39.80 30 9.74 6.20 34.40 16.09 1 129.23
4 6.00 100 57.80 40 14.8 240.35 34.18 11.59 364.77

S5 6.00 100 39.00 45 14.2B 4.18 32.75 34.83 1 131.04
-"6 10.00 120 Z7.40 50 21.05 45.17 31.78 15.29 1 150.69

'- .{8 10.00 120 27.70 50 32.82 12.32 32.63 18.49 1 133.969 11.00 120 43.30 75 13.67 16.39 32.42 17.12 1 133.90
0 10.00 120 29.20 86 24.99 21.00 32.78 35.28 3 153.25

'Ui'i 11.00 20 47.10 100 26.02 19.67 32.Z7 Z7.74 2 163.80
',/12 11.00 120 72.50 100 35.64 44.75 M.80 16.79 1 209.48
7:13 U.00 120 26.50 60 26.14 19.16 32.55 124.60 1 239.95 6r14 12.00 150 49.40 20 42.98 16.08 41.71 116.76 1 Z78.93 6

15 12.00 150 35.40 30 81.72 16.2M 43.42 158.00 2 346.75 6
16 16.00 220 16.92 25 48.99 28.58 163.00 20.55 1 294.04 517 18.00 220 29.o 35 34.11 15.17 6353 22.41 1 182.22

="l,,:18 16.00 220 Z7.90 35 54.01 165.60 57.68 14.78 1 335.97 519 18.00 220 29.00 40 24.44 14.00 54.0 25.09 1 164.73
20 18.00 220 34.80 40 31.62 19.0 60.32 13.40 2 177.20

21 16.00 220 39.00 25 82.07 24.00 61.46 19.53 2 231.56
22 17.00 220 26.40 30 65.07 27.50 61.19 233.37 1 430.53 56
23 17.00 250 17.80 15 4.83 15.02 3.42 20.49 1 139.11
24 21.00 250 43.30 75 65.71 15.39 74.70 38.42 2 23.18
10 10.00 20 29.30 60 20.14 21.0 73.99 35.0 2 425.64 46
1T 22.00 325 47.30 20 80.72 10.82 97.92 32.91 1 Z71.67 3
2B 22.00 32 16.40 25 34.14 14.73 96.80 17.15 1 29.45
29 22.00 325 20.40 30 16.72 19.43 84.55 12.67 1 1394.
3 20.00 325 46.40 30 25.65 16.08 1.4 11.4 1 18.9 6
31 21.00 325 16.80 25 8.30 17.19 43.4 158.81 1 187.7 6
32 22.0020 2.00 30 29.67 14.33 91.77 19.02 2 218.89
33 22.00 325 3.90 35 54.01 16.63 57.68 17365 1 335.91 6
34 21.00 325 14.300 40.89 16.0 75.17 0.92 1 178.31
35 21.00 325 36.80 1 20.01 19.06 0.32 1.0 27.20
36 21.00 325 27.50 35 32.74 20.15 78.66 24.96 2 205.11
37 20.00 325 32.50 75 48.67 20.00 76.95 32.53 2 230.65
38 21.00 325 28.00 60 72.78 39.66 80.63 114.81 1 356.88 6
39 20.00 325 30.90 45 31.87 19.67 122.31 19.14 1 243.89
40 23.00 325 52.60 80 35.06 24.30 89.74 20.58 2 245.28
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41 21.00 3Z 23.40 50 33.58 16.93 81.08 28.53 2 204.52
42 21.00 325 38.50 60 34.01 29.45 76.82 26.99 2 226.77
43 23.00 325 28.30 70 210.64 18.03 83.10 30.10 3 393.17 3
44 21.00 325 41.30 70 10.86 32.38 144.86 41.87 1 292.27 5
45 22.00 375 24.20 15 33.67 9.94 97.10 20.32 1 207.23
46 23.00 375 15.90 10 54.C5 10.67 102.21 34.19 2 240.02
47 25.00 375 31.00 50 48.14 10.78 89.58 15.15 1 219.65
48 25.00 375 23.00 45 37.68 12.66 92.31 15.24 1 2(.89
49 25.00 375 17.80 60 48.13 12.38 91.98 18.51 2 213.80
50 25.00 375 48.80 70 29.35 30.48 95.37 18.15 1 247.15
52 15.10 230 279.00 10 350.00 5.00 59.51 9.06 1 717.67
53 18.10 30 11.00 2 32.00 61.00 96.28 14.74 1 233.12
54 17.30 260 22.00 10 7.00 67.00 96.38 11.93 1 221.61
55 17.50 290 45.00 1 50.00 68.00 97.85 9.39 1 287.74 4
56 17.60 280 22.00 4 47.00 74.00 72.45 19.49 1 252.54
58 18.13 275 15.00 20 25.00 40.00 74.03 10.13 1 182.29
59 19.90 270 13.00 8 28.00 42.00 73.24 12.41 1 188.55
60 17.60 260 16.00 20 51.00 70.00 79.71 11.64 2 245.95
61 18.50 260 3.00 25 68.00 176.00 68.98 9.57 1 344.05
62 17.20 260 33.00 35 115.00 176.00 88.70 23.25 2 453.15
63 17.60 260 21.00 10 45.00 163.00 178.55 11.10 1 436.25 5
64 20.00 260 35.00 30 51.00 73.00 80.86 6.87 1 266.73
65 18.98 260 23.00 30 44.00 69.00 76.41 9.14 1 240.53
66 20.10 260 29.00 35 55.00 80.00 91.51 7.97 1 283.58
67 18.80 260 45.00 40 83.00 109.00 82.29 14.37 1 352.46
68 18.50 260 25.00 20 39.00 68.00 74.81 8.87 1 234.18

" 69 20.10 260 25.00 25 64.00 83.00 73.00 8.28 1 273.38
- 70 18.40 260 33.00 35 69.00 92.00 81.43 11.37 1 305.20

71 21.70 260 28.00 12 55.00 62.00 78.95 8.63 1 254.28
72 18.50 265 23.00 20 61.00 77.00 91.17 20.64 1 291.31
73 20.50 265 46.00 30 128.00 125.00 334.72 16.15 2 670.37 5
74 17.20 265 35.00 10 57.00 76.00 71.03 9.54 2 265.77
75 22.50 310 39.00 2 44.00 64.00 82.80 11.52 1 263.82
76 18.27 320 38.00 8 65.00 134.00 107.83 15.27 2 378.37
77 21.96 320 37.00 20 71.00 95.00 93.52 36.62 1 355.10
78 22.60 330 5.00 5 24.00 58.00 97.50 9.02 1 216.12
79 19.50 330 10.00 3 38.00 61.00 96.94 16.28 1 241.72
80 23.30 330 25.00 20 55.00 82.00 282.12 17.16 2 484.58
81 22.30 330 24.00 25 63.00 90.00 96.60 9.61 1 305.51
82 21.90 340 31.00 30 57.00 85.00 98.95 24.69 1 318.54
83 22.50 340 13.00 5 32.00 52.00 95.26 11.24 1 226.00
84 22.30 340 27.00 40 53.00 85.00 104.46 10.02 1 301.78
85 22.20 340 35.00 50 54.00 86.00 110.97 31.16 1 339.33
86 21.20 340 30.00 50 81.00 110.00 166.03 16.36 2 424.59
87 23.96 340 38.00 45 68.00 99.00 107.79 15.99 2 352.74
88 20.10 340 65.00 50 96.00 242.00 92.54 12.78 1 528.42 4
89 20.20 340 42.00 55 120.00 155.00 108.02 16.23 2 461.45
90 21.10 340 67.00 60 135.00 159.00 105.75 12.15 2 490.00
91 21.20 345 48.00 65 102.00 347.00 102.62 15.58 2 636.40 4
92 19.40 345 55.00 70 97.00 143.00 115.17 12.50 2 442.C7
93 20.30 345 47.00 10 87.00 109.00 112.54 10.74 1 386.58

p 0
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K 94 23.79 345 25.00 12 70.00 100.00 98.89 19.55 2 337.23
- 95 22.31 345 37.00 25 80.00 107.00 103.27 13.73 1 363.31

96 21.89 345 42.00 35 76.00 108.00 105.78 19.07 1 372.74
97 21.64 345 46.00 70 58.00 130.00 119.63 11.70 1 386.97
98 20.37 345 40.00 35 68.00 37.00 98.38 9.44 1 273.19

99 20.78 345 34.00 70 75.00 105.00 103.91 8.15 1 346.84
100 22.80 345 41.00 60 74.00 100.00 90.64 14.68 1 343.12
104 13.00 300 48.00 70 45.00 17.00 40.00 25.00 1 188.00
105 11.00 300 66.00 70 94.00 20.00 88.00 28.00 1 307.00
106 13.00 300 77.00 70 73.00 890.00 159.00 142.00 1 1354.00
107 11.00 300 77.00 70 43.00 42.00 76.00 50.00 1 299.00
108 20.00 300 79.00 60 14.00 13.00 36.00 24.00 1 186.00

: 109 67.00 300 56.00 70 36.00 95.00 35.00 31.00 1 320.00
110 36.00 300 6.00 70 62.00 32.00 65.00 17.00 1 278.00
111 12.00 300 49.00 50 40.00 387.00 54.00 19.00 1 561.00
112 12.00 300 41.00 40 34.00 518.00 133.00 15.00 1 753.00
113 73.00 300 47.00 50 112.00 84.00 42.00 19.00 1 377.00
114 12.00 300 60.00 50 112.00 361.00 48.00 17.00 1 610.00
115 13.00 300 65.00 50 75.00 38.00 46.00 28.00 3 265.00

O 116 97.00 300 68.00 70 108.00 371.00 55.00 22.00 3 721.00
117 14.00 300 63.00 20 103.00 21.00 44.00 34.00 3 279.00
118 13.00 300 49.00 20 107.00 10.00 66.00 20.00 1 265.00
119 7.00 300 63.00 40 53.00 31.00 51.00 15.00 1 220.00
120 164.00 300 76.00 40 19.00 31.00 44.00 17.00 1 351.00
121 13.00 300 62.00 50 62.00 31.00 56.00 10.00 2 234.00
123 20.00 320 55.00 30 10.00 46.00 113.00 19.00 1 263.00
124 15.00 350 49.00 50 54.00 25.00 35.00 22.00 1 200.00
13 15.00 350 68.00 50 19.00 31.00 51.00 25.00 1 209.00
126 14.00 350 88.00 50 10.00 25.00 42.00 20.00 1 199.00
127 15.00 350 59.00 40 31.00 40.00 37.00 28.00 1 210.00
128 16.00 350 59.00 40 37.00 38.00 46.00 35.00 2 231.00
129 15.00 350 86.00 65 39.00 26.00 54.00 20.00 1 240.00
130 16.00 350 66.00 50 35.00 129.00 62.00 16.00 1 324.00
131 17.00 350 56.00 60 31.00 16.00 78.00 18.00 1 216.00
132 13.00 75 17.00 10 27.00 5.00 37.00 25.00 1 124.00
133 13.00 75 36.00 50 17.00 33.00 42.00 43.00 1 184.00
134 10.00 160 23.00 20 48.00 10.00 33.00 38.00 1 162.00
135 15.00 160 19.00 10 20.00 15.00 43.00 17.00 1 129.00
136 13.00 160 18.00 20 20.00 184.00 91.00 19.00 1 345.00
137 47.00 160 80.00 30 22.00 23.00 43.00 19.00 1 234.00
138 16.00 160 36.00 40 32.00 45.00 28.00 24.00 1 181.00
139 16.00 160 23.00 50 25.00 53.00 68.00 11.00 1 196.00
140 39.00 160 33.00 20 39.00 30,00 58.00 60.00 2 259.00

, 141 11.00 210 87.00 20 52.00 86.00 191.00 21.00 1 448.00
142 20.00 210 36.00 10 24.00 18.00 36.00 18.00 1 152.00
143 21.00 210 69.00 40 21.00 25.00 162.00 89.00 2 387.00
144 20.00 210 67.00 40 31.00 33.00 107.00 38.00 1 296.00

. 145 19.00 210 28.00 30 17.00 25.00 87.00 61.00 1 Z37.00
146 59.00 210 43.Ck 20 16.00 29.00 83.00 33.00 2 263.00
147 22.00 210 38.00 20 30.00 39.00 65.00 43.00 1 Z37.00
148 20.00 210 25.00 30 61.00 L2.00 56.00 26.00 1 210. 0
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149 25.00 210 58.00 30 32.00 34.00 59.00 34.00 2 242.00
150 101.00 210 76.00 60 84.00 35.00 57.00 58.00 3 411.00
151 16.00 210 50.00 50 31.00 81.00 62.00 21.00 1 261.00
152 4.87 50 39.91 20 41.70 10.67 32.47 13.13 1 142.75
153 2.72 50 30.70 60 33.56 27.96 32.10 15.63 1 142.67
154 6.09 50 29.66 30 22.74 16.64 24.19 27.89 1 127.21
155 5.76 50 14.73 5 11.96 8.38 34.11 76.98 1 151.92 6
156 7.53 50 25.64 20 31.29 18.32 17.53 20.48 1 120.79
157 5.61 50 34.09 25 45.87 9.16 23.69 16.25 1 134.67
158 6.66 50 8.29 2 13.17 6.73 25.64 18.60 1 79.09
159 6.29 50 20.86 20 12.46 17.62 24.41 14.07 1 95.71
160 5.82 50 22.85 45 16.54 161.00 18.43 18.52 1 243.16
161 5.58 50 45.94 50 36.65 23.27 21.65 16.46 1 149.55
162 5.38 50 61.60 70 33.67 24.17 16.82 13.51 1 155.15
163 4.82 50 47.61 30 55.60 160.00 23.33 13.15 2 304.51
164 6.49 50 55.00 45 56.30 8.00 25.03 18.88 2 169.70
165 5.66 50 52.75 60 27.26 22.82 25.42 106.86 1 240.77 6
166 5.40 50 48.31 60 82.23 21.76 18.89 14.44 1 191.03
167 5.88 50 67.00 65 102.02 16.60 18.68 33.68 2 243.86
168 4.93 50 58.40 35 25.94 11.64 22.33 15.32 1 138.56
169 4.31 50 56.06 75 35.06 14.83 20.35 15.58 1 146.19
171 5.93 50 31.28 40 44.80 136.00 24.64 66.44 1 309.09 4
173 5.51 50 57.66 85 69.82 504.70 16.91 178.3 1 832.85 46
174 10.48 125 53.10 10 79.46 12.35 38.62 14.34 1 208.35
175 11.54 125 40.39 20 80.06 8.60 35.84 20.89 1 197.32
176 6.88 125 42.60 30 71.61 8.14 58.48 17.99 1 205.70
177 12.07 125 38.66 25 44.76 7.80 33.86 75.85 1 213.00 6
178 11.79 13 50.66 40 38.12 13.96 40.44 13.72 1 168.69
179 11.92 125 65.84 35 55.50 13.65 37.85 92.93 2 277.69 6
180 10.81 12 46.14 45 73.41 14.52 36.09 20.57 1 201.54
181 11.40 125 44.08 50 61.42 15.04 32.85 18.33 1 183.12
182 11.93 125 74.00 50 139.24 17.50 31.32 160.21 1 434.20 6
183 10.01 125 32.59 25 68.06 191.00 32.65 18.16 1 352.47 4
184 10.85 125 74.00 35 41.21 6.92 40.00 18.10 2 191.08
185 11.20 125 58.50 85 54.12 118.00 37.54 20.86 1 300.22
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