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CALCULATION OF THE COVERAGE PARAMETER FOB THE RELIABILITY
MODELING OF FAULT-TOLERANT COMPUTER SYSTEMS

Hassasnein Amer and Edward J. McCluskey

Center for Reliable Computing
Computer Systems Laboratory, Stanford University
- Stanford, CA 94305, USA

ABSTRACT

Programs for calculating the reliability of
fault-tolerant systeas do not explicitly take into
sccount the effect of failures in the hardware
recovery aechanisa, This paper shows how to
incorporate the failures in the recovery mechsnisa
of a simple redundant system, in the fault-handling
(coverage) model of CARE III and how to calculate
the required coverage parameters, specifically the
probadility that a failure is not lethal, It is
also shown that CARE III gives a conservative

estimate of the reliability of the redundant
systes,

1 INTRODUCTION

Analytical models have been developed o
estimaste the reliadbilicty of computer systems,
These models can be applied to a large class of
fault-tolerant systems {(Bridyman 848]) {ug 80). The
user sust oalculate the required paraseters for
thess ®models. One of these parameters {s the
eoverage, the conditional probability of
successful error recovery given that an error has
occurred, Error recovery consists of error
detection, isclation and system reconfiguration,
The sensitivity of the reliability to a small error
in the coverage estimation is well known [Arnold
72). The rellability of the hurdware responsible
for the error recovery has to be taken into account
(Losq 76) (Ogus 74).

CARE III i3 a well-known analytical model for
reliability oalculation. It has a separate model
for the coverage where it is assumed that the
{solation of a detected error and the recovery from
it will alwsys be successful [Bavuso 84) (Geist 83)
(Triveds 81) [Triveds 83]. Thus, coverage in CARE
111 consists only of error detection, Furthersore,
CARE II1 ocannot model latent faults 1in stand=by
spare sodules or recovery aechanisms, Latent
fsults are faults thst will not generate errors
until 8 fault occurs in the active module, R

In this paper, 3 hypothetical fault=tolerant
systes 1s designed to point out the difficulties
encountered in the calculation of the coverage
perameter(s). The fasilures in the hardware
recovery sechaniss are included in the coverage
model of CARE IlI.

In Sec. 2, the system i3 descrided. The
results of logic simsulation on a Daisy Megalogician
(CAD system) are reported. The faults are divided.

TAT YA eéi‘;@ :)‘,a,‘,n,ftv !sa,f‘o,‘:'

into different classes and some examples are given
to show the effect of the faults in the recovery
mechanism on the reliability of the systea, The
fault classes resemble those described in [Losq
76). Only permanent faults are modeled.

In Sec, 3, the coverage paraneters and the
.reliability of the system are calculated using the
models in CARE III. Special attention is given to
the calculation of %o or the probability of a
failure not being lethal to the system [Bavuso 84).
The reliability calculated using CARE III i3 then
compared to a relisbility prediction obtained from
a Markov model specific to the system under study.
It is shown thst the CARE IIl models produce a
conservative estimate of the reliadility.

Throughout this paper, a fatlure will refer to
a physical defect in & component while a fault will
be the aodel describing that failure, On the other
hand, an error occurs when a cosponent performs Lts
function incorrectly.

2 THE FAULT-TOLERANT SYSTEM

The fault=tolerant system consisty
identical modules (X and Y). Module X is active
(i.e, connected to the bus) in the error-free
condition, A detector controls a switch that
connects module Y to the bus in case of an error in
X. So, Y 13 a powered back-up spare i{n the system,

Figure 1 shows the system, It consists of an
OR gate whose function {s replicated by a NAND gate
and two inverters, An EXCLUSIVE-OR gate compares
the outputs of the OR and NAND gates to detect any
error, These two outputs are connected to the bus
through two buffers with 3-state outputs, The
switch i3 implemented by s D latch that (s
fnitially set 30 that module X is connected to the
bus, If the EXCLUSIVE-OR gate detects
discrepancy between the outputs of the OR and NAND
gates, the switch disconnects module X from the bus
and connects module Y,

This systea could be made much more reliadble dy
having two redundant switches as in the Bus
Guardians of the FTMP (Hopkins 78]. Also, both
modules could be systematically exercised or
"flexed™ to detect latent faults. The emphasis in
this paper is on the calculation of the parameters
necessary for the reliability models, not on the
design of reliadle systems,

The fault model used in this snalysis will be a
permanent single stuck-at fault model. The faults
are divided into five classes in order to calculate
the coverage parameters, A DAISY Megalogician was

of two
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used to perform the logic simulation of the system
and. to determine the classification of the faults,
Three of these classes correspond to fsults in
modules X and Y:

1) Undetectable faults: Since a fault in lead A,
for example, will have the same effect on both
inputs of the EXCLUSIVE-OR gate, it is undetectadble
snd the system fails (incorrect data on the output
bus).

2) Detectable faults: A fault in lead E, for
example, will only asffect one of the inputs of the
EXCLUSIVE-OR gate. It will be detected and the
switch will oonnect module Y to the bus,

3) Fatal fasults: C s-a-0, for example, will force
incorrect data on the output bus and the system
will immediately fail.

ﬁ N W2 RECOVERY NECHANISN
W[ o F i
F J [ ]
A ‘| 6 =l H ."
82 62 o ot
rmoo. x| o1
all® A
r2 Y ’]m P
c D "z
=
=]
=
nai =
&
n22
o0, v

1
el

Fig 1 Feult-tolerant System

When w=module Y 13 connected to the bus,
detectable or undetectable faults (in mod, Y) will
csuse @ aystes failure (incorrect data on the
output bdus), Therefore, they do not need to be
distinguished from each other, Also, If a fatal
fault ocours in module Y, the aystem immediately
fails even if module X was connected to the bus,
In susmmary, the faults in module Y can be grouped
in two classes: Fastal and non-fatal (non-fatal »
detectadle and undetectabdle).

Two fault classes need to be defined for the
recovery mechaniss:

8) Faults esusiasg premature switehing: J s-s-1,

for exsmple, will csuse module Y to be connected to
the bus even though module X {s fault-free.

"t‘| .‘Q,.'.\“.‘"- Ty ':A

5) Latent faults: A latent fault in the recovery
mechanism will not produce an error until 3 fault
accurs in the active module., J 3-a-0, for example,
will not produce asn error until the EXCLUSIVE-OR
gate detects an error in module X.

There sre also fatal faults in the switch, If
lead P is s-a-0, for example, both modules (X and
Y) will be disconnected from the bus and the system
fails,

The fsult classification is shown in Table 1,
The faults are divided into ten groups. Each row
in Table 1 _corresponds to a group and each #roup
corresponds to ane of the classes described above.
More than one group can correspond to the suve
class. Groups 2, 8 and 10, for example, all
consist of fatal faults, The total number of
faults in group 1 is equal to C(i].

Teble 1 Foult Classificstion

Growp C(1) a=0=0 =1 elass
imodule X1 V | 8§ (¥ ] [} A | undetectadble |
] 1 2 | 81 CD,GIN]CD, G M1 | fatal ]
{ i } 20 § A1,A2,E,F | AV,A2, t F | detectadle |
) { 1 § B1,82,G,0 li.lz.c.u } {
VoL | I G | cG.w | H
{Detostor! & | 1| | J | premature i
i { ] 1 | switehing H
| [ O N I Y | | §{ latent i
f Swited | 6 | 3| I WNILE | premsture |

] | | ] ] | switehing 1
1 I 7 twilgnnm | PP P2 | latent 3
i ] ] a2 21,022 | i H
] 1 81 11 P02} KM2, | Cfatal H
} | 1 § I a2 {
PN INIEROSUS IO NSO ETEITENETIONISEISEESEROSINRINDIENEEROG
llbdulo 1 9 |20} C{9) s Cl1) « C(3) | mon-fatal {
i 110 1 81 €[10) s CL2) | fatal

3 RELIABILITY CALCULATION USIMG CARE IIJ

CARE III is s very sophisticated and powerful
reliability model [Bridgman 84). It can be divided
into two parts : the aggregate model and the fault-
handling (coverage) model, The latter describes
the recovery process in detail. More information
sbout CARE III can be found in [Bavuso 84) {Trivedi
81). Figure 2 shows the single fault-handling
model, A fault (with rate f(t)) causes the system
being modeled to go to state A, The fault is active
but no error exists yet. The fault produces an
error (at a rate r(t')) and the system fgoes from
state A to state ‘E‘ If the error is not fatal,

the aystem will go to 3state Ap ( at a rate E(t™)

and with a conditional probability c¢). If the
error is fatal, the system will go to state F, Both
t' and t" are random variables. It is assumed that
they follow the exponential distribution. 1/r(t')
{s the average time for a fault to produce an error
and 1/E(t") {s the average time for that error to
be detected (or cause a system failure). State Ap

indicates that the error was detected; it s
assumed in CARE JII that the isolation of the error
and the recovery from {t, will always bde
successful.

Only permanent faults will be considered here.
The fault-handling model 3shauld be adle to
represent all the faults in the 1-out-of-? system
under study. The latent faults (J 3-a-0 for

) . .
LA y \
R ! "y .‘l”'n' 5!




- >
—-‘.‘ l“‘ -J

o g e

example) cannqt be handled 1ike the other faults.
A latent fsult will only affect the system after an
error in module X, The parameter t' (time for fault
to produce an error) will be many orders of
magnitude lerger than that of a detectable fault in
module X for example. The system could be divided
into two subsystems: 1) Modules X and Y, 2) The
recovery mechanism, The doudble fault-handling
model in CARE III ([Bavuso 84] can be used to
descride the dependence between the faults in the
two Subsystems, However, it will be impossidble to
distinguish the latent faults from the rest of the
faults in the recovery mechanism, A solution for
this problem 13 to divide the faults in the system
into two types: 1) Lastent faults, 2) All other
faults in the asystem, Hence, the (fault-handling
nodel has to be used twice,

Ap
cE(t)
(1) r(t) (1-¢)E(t")
—O——)—O
A : Feult is ective

Ag : Feult coused an error

AD : Module hes deen detected as fauily
F : System fatlure stste

f(t) : Moduls failure rete

r{t’) : Rete st which feult produces en error
€(L°) : Rete al which error is detected
[ . Probadility that s faulty module is not lethel

Fig. 2 CARE 11l Singie Feult-Hendling Model

Ao
cE(t)
2oz o (-0
0 Kr——D
191,2,3,4,6,
8,.9.10
O . Foull-free stale

Fig. 3 CARE 111 applied tu system inFig 1

In Fig. 3, the teult-handling model is applied,
to the faults in modules X and Y as well as the
non-latent faults in the recovery mechanism. The
parameter ¢ (probability that the system can
recover from the error) will be equal to the ratio

of the non-fatal faults to the total numder of
faults (non-latent).

Sum C(1) 123,4,6,9

Sum C{1] 1+1,2,3,4,6,8,9,10

Since the system is very simple and the clock
cycle 1is many orders of magnitude smaller than the
mean time Detween faults, the parsmeters r(t') and
E(t") asre both assumed to be large and constant,

Nt Py A

i Sl Oy TPA O
K :’5; ."!?“h‘,h‘!‘h A “""‘..\ A

T L Y e VT T

3

{.¢. the transitions from fault (state A) to error
(state AE) and that from error to recovery (state

AD) or system failure (state F), are almost
instantsneous.
Ap
zeIcCl r(t) [1{}]
25,7

Fig. 4 Modeling the letent feults of the sysiem in Fig !

The latent faults in tne recovery mechanis
are treated separstely as shown in Fig. 4, The
psrameter ¢, in this case, {s equal to zero because

any fault 4in the gsystem, while the recovery
mechanism {3 disabled, will leal to a system
fatlure. E(t") i3 assigned a large constant while
r(t') 4s equal to the trunsition rute between -
states 0 and A in Fig. 3.

- The reliability s calculated as follows

[(Triveds 81]:

Reliability(t)s1-P{being in state F ot time t}
FS Unreliability
s0 ] xi10°¢

40 ¢

CARE W

20
Markovmedel

. LN
ﬂ " ’
1 2 3 4 tx1000
hours
Fig. S Unreliabilily of the system
2e3Cl1) | Mod. X has faiied end wes |2 *ICli)
> disconnectled from bus. \—-3
m.‘.ﬁ | 110d. ¥ connected to bus. 122,8,9,10
2*ICH)
’{Non-unl foult in Mod. ¥ ’]
- 181,2,3,4,5,6,7,
4 fl" a"ol
2 *3Cl1)
1=1,2,8,10
T *ICN) | 13,7
1 2 °IClH] _n zeIcH) ¢
1s1,2,3,6,0,10 121,2,3,6,0,10
A

Letent fault
in switch

) em———

z+Cl9])

Non-fete! fault in ¥ mm]
latent feult in switch

Fig. 6 Reliadiitty model specific to system in Fig 1
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The reliability of the whole system will be the
product of the reliabilities calculated from the
abeve two models (Figs. 3 and &),

Unreliability(t)s
'-[1-'(3’“n_‘.‘.n" ].( 1-’ lSFl.‘.n" J

where srw,_u"“ denotes the event of 8 system
failure dus to 8 non-latent fault and SF““M

denotes the event of s system failure dus to 8
latent fault. Let 2z be the failure rate of any
gate, lateh, or fasnout branch in the circuit and
assume that the s-a-0 and s-a~1 faults are equally
likely, each with a failure rate of z. The
unsclubiuty is shown in Fig. 5 for z = 0.0001 /
10° hours ([Mi) 82) along with @ plot of en

unreliability prediction for the 3Same cystem
cslculated from a Markov model specific ta the
aystem under study (Fig. 6).

S SUMMARY and CONCLUSIONS

A very simple redundant systen was designed,
Jt oconsiats of two identical modules, one active
and the ether a powered back-up spare, The
recovery mechanism consists of s detector and a
switoh. The faults were divided into five classes
assuming asingle stuck-st fault model, The
classification of the faults was determined by a
Daisy Megslogician. The five fuult olasses were
then used to determine the coverage psrameters for
the fault-handling model in CARE JI!. Even though
only one type of Cfsilure (permanent) was modeled,
it wes found that the fault-handling (coverage)
aqdel had to be used twice w0 account for the
latent failures in the recovery mechanism, Each
time the model was used, a different set of
coverage parameters was calculated.

A relisdbility model specific to the system, was
al30 built and the results were compared to those
obtained with the models in CARE (]I, It was found
that CARE JII gives s conservative estimate of the
relisbility of the system.

fn conolusion, the Cfailures in the recovery
mechanimm made it necessary to "adapt®” CAPE III in
order to aocurately represent the system, Even
though CARE II] does not distinguish between active
and stand-by spsre modules, it gives a conservative
estimate of the relisbility of a stand-by redundant
system,
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". %:‘ PROPERTIES OF TRANSIENT ERRORS DUE TO POWER SUPPLY DISTURBANCES
o Mario L. Cortes, Edward J. McCluskey,
,::1." Kenneth D, Wagner and David J. Lu
\3‘(".
R CENTER FOR RELIABLE COMPUTING
-'3‘;0. Computer Systems Laboratory
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ey ABSTRACT errors were caused by delay effects. In another
by experiment, a metastability detector was built in
S order to analyze the output waveforms of the
,:;:i;t This paper shows that failures caused by circuits under test. It was found that power
,‘(“ﬁ power supply disturbances can be modeled as delay supply disturbances can cause metastability. The
ok faults, This conclusion results fram experiments circuits implemented for the experimental work are
where voltage sags are injected in the power supply described in Sec, 2, The experimental procedure
rails of gate arrays and bresddboard circuits. The and data analysis is presented in Sec, 3 followed
e susceptibility of the circuits to the occurrence of - DY the conclusions in Sec, 4, Preliminary results
:05':: - errors increases with clock frequency, This on power supply disturbances are presented in {Lu
el dependency can be attributed to the incresse in 84] and [Cortes 85].
j.‘A:g’ propagation delay with lower power supply voltages,
e, Errors are caused by violation of timing 2 DESCRIPTION OF THE EXPERIMENTAL SYSTEM
(ANA constraints of the circuits, It was also found .
that supply disturbances can cause metastability. the d ?‘;1"’:‘1“ “;‘u&“‘:" ;" :he‘d::pezmen; :;9
-~ e detector chip, the detector bre ards an e
;&9:#‘ 1 INTRODUCTION metastability detector, A description of the chip
?'Q“ . and the hardware utilized in the experiment can be
:;t" Power supply disturbances are known to cause found in [Lu B84] and (Wakerly 82]. A brief
,}3’ errors in the operation of digital systems. In the description of the circuits is presented next.
;f' literature ([Allan 83) [Chesney 83)), the 2.1 DETECTOR CHIP, This chip was proposed by
‘,‘zu' - susceptibility of circuits to power supply (McCluskey 81]). Its sole purpose is to monitor
' disturbances has been characterized by measurements itself for temporary errors. In this experiment,
. where logic gates with constant input signals have the detector chip used is a OMOS gate array
»";év,"‘t their power supply disturbed. By using constant fabricated by STC (Storage Technology Corporation).
;i!_a‘,__ inputs, the important effect of power disturbances Figure 1 shows the elements of the detector chip
‘;:," on propagation delay is underestimated and noise and their interconnections. The basic cell is »
.,‘.Q,. immunity problems are assumed to be the only cause set of three XORs wired in such a way that it has
. ~.:,s( of errors. This {3 not a reasonsble assusption in the following interesting properties: the complete
et systems where logic signals are changing with time. test set consists of all comdbinations of evene
) Experimental results show that propagation delay weight 3-bit vectors; any even-weight input vector
ot variation is the dominant effect and that noise produces the same vector at the output; any odd-
e imsunity plays a smsll role in error occurrence.  ¥elght input vector produces an even-weight output
‘,:,.. This psper shows that failures csused by power vector; therefore when the complete test set
S supply disturbances can be modeled as delay faults, (Fig. 1) is spplied, the output lines of the cell
":'.': Experiments were performed on a CMOS gate array and match their inputs, Fifteen bDasic cells are
K breadboard circuits implemented with TUHC and 74LS  C8acaded to form a chaim.  If the circult is

Yy cstalog perts. It was found that the error-free the output of a chain is e delayed
susceptibility of the circuits to power supply version of the input patterns. A set of Flip-Flops
voltage disturbances is relsted to the operating is added to synchronize the signals, An equality

tia! frequency. Errors are more likely to occur as checker built out of 3 XNORs and an AND gate

RN operating frequency increases. In the bresdboards,  Provides an active-low error signal denoted LAE for

;‘:z the error sechanism was observed directly by Look-Ahead Error.

;a‘. ; sonitoring voltage waveforms at internal nodes., It 2.2 DETECTOR BREADBOARDS. 1In order to permit

‘.'.' was found that, in most cases, errors were caused the observation of internal signals, a discrete

sy by violation of timing constraints due to the version of the detector chip was bduilt, It
increase of gate propagation delay during the consists of one module made of 10 basic cells

T disturbances. In the gate array, internal (Fig. 2). A clock generator, a 3-channel

At waveforms could not be observed directly, 1In order programmable pattern generator and a voltage level

0t to analyze the internal behavior, logic simulation  translator (open collector inverters 54505) are

sfael was performed on a gate srray model, All output 8130 included on the same board. The power supply

~,a‘.:l waveforms observed experimentally were successfully disturbances are applied to the circuit under test

ey reproduced by the logic simulation, confirming that  (Fig. 2). The rest of the board is supplied with 5

- .l.h v DC. The clock and pattern generators are
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implemented with 74LS parts, The portion of the
board that is subjected to disturbances (circuit
under test, Fig. 2) was implemented with TUHC
catalog parts in the CNMOS breadboard and with
T4LS catalog parts in the LSTTL breadboard.

| ooy Hoasig=: <+ d
o110 s

Chain
- =
[ 111 L
o —
firmia v LI Yout
Qo] cram ll e t

Detector Cl;eult

Fig. 1: The Detector Circuit

And Its Building Blocks
Disturbed Power Supply -
o - T
network reg - s
clock ]
D> { -
! peddeend Xout
L4 :’; it chain :’; ;:lﬂ
i L] ut
Sie S0 S10
Undisturbed Power Supply (VDD)
open-
collector] pattern clock
drivers generator generator

Fig. 2: The Detector Breadbosrd

2.3 METASTABILITY DETECTOR. This circuit is

sctually a late transition detector and was based
on a circuit suggested by Greg Freeman (Fig, 3)
[Freeman 85]). An error signal is generated
whenever s dsta transition occurs after DLYCLK
rising edge. The counter contents indicate the
error rate. This circuit was implemented in high-
per formance CMOS parts (T4HC). This {s an
appropriate scheme to detect metastadility when it
is 1impossidle to asccess the output of the
metastable memory element. This is the case for
the detector chip and the breadboard detectors
where all signals are buffered. When metastable
signals (metastable voltage levels) drive the
buffers, their outputs are likely to be observed
externally as valid logic signals becasuse of the
high gain of the buffers. Half of the
metastability occurences result in late transitions
at the buffer output,

1) A
EERLARI I

3 EXPERIMENTAL RESULYS AND ANALYSIS

In this section the various experimental
procedures are presented and the data is analyzed,
A sequence of different experiments was performed
on both the detector chip and detector breadboards,

3.1 DETECTOR CHIP. Two types of disturbances
were applied: DC and Pulsed (negative pulses), The
susceptibility of the chip to disturbances was
measured by increasing the magnitude of the
disturbance until the first error was observed at
the LAE output pin. The magnitude of the
disturbance 1s denoted AVp,. Low values of AVpy,

indicate poor tolerance to disturbances,

Data D @ - i O
Dmk (] 6 - C1 6
Ck | Counter I
ex— ; e
Window
Dlyelk I S B
Data No Error Error
Trlnoiﬁon? e

Fig. 3: The Metsstabliity Detector

DC vs Pulsed, A first set of experiments
was conducted to study the effect of duration of
the disturbances on error occurrence, It was found
that AVpn, is insensitive to pulse-width varistions

(1, 2, 4 and 7 microsec. were used), Furthermore,
the same value of AVpy, was measured for DC

disturbances, This is not surprising since
propagation delays and transients asre much shorter
than 1 microsecond. AVDD may exhibit a non-

negligible sensitivity to pulse width for very
short durstion disturbances (100 nsec or shorter).
However, voltage sags with such short duration are
very rare [Key 78). Therefore, it was reasonable
to limit the experiments to DC disturbances only,
and extend the results to typical pulsed
disturbances. The remaining experiments were
conducted using DC only.

DC Disturbances. Figure & shows the
veriation of the tolerance to disturbance (aVpy)

with clock frequency for the CMOS gate srray. The
nominal supply voltage is S V. One can identify two
regions in the plot: 1) a flat region (AVDD t 3.8
V) for frequencies below 2.5 MHz, that shows a weak
dependency on frequency; and 2) a region where the
tolerance to disturbances decreases monotonically
with frequency (from 2.5 MHz up to 12 MNHz) that
will be referred to as the frequeacy-dependent
region.

At low frequencies (flat region) it was
originally thought that errors occurred only
because of noise margin violations: VDD was too low

to gusrantee the VIH' vn_ for the CMOS gates.
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There is now evidence that other effects may
contribute to this behavior as well (Section 3.2).

In the frequency-dependent region, delay
effects were dominant, Errors were caused by
violations of timing constraints due to the
increase of gate propsgation delay during the
disturbances. For exasmple, at '0 MHz and for
disturbances larger than 2.3 V (Fig. 4), the delay
through the combinational logic of the detector
chip (the chain in Fig. 1) is longer than the clock
period (100 nsec.). The increase in propagation
delay with lower supply voltages occurs in CMOS and
LSTTL logic and is discussed in [Wagner 85).

Vdd -aVdd (V)

1.5 35 o
20 3.0 ¢
25 25 |
30 20 ¢
CMOS Gate Array
as 1.5 ¢
40 1.0 4
4.5 08 J
f (MH2)
s0 00

0 2 4 L} 8 10 12 14

Fig. 4: Tolersnce To Power Supply
Disturbances vs Frequency
for the Gste Array

Internal nodes of the gate array could not be
observed directly. In order to confirm that the
observed output waveforms resulted from delay
effects, a logic simulation model of the gate array
was implemented on a Megalogician Logic Simulator
(Daisy Systems Corp.). In the simulation model,
the gates have a constant delay, the clock
frequency {s varied and errors occur because of
tiaing constraint violations., This is equivalent
to having the clock frequency fixed and varying the
gate delay parameter in the logic simulation model.
In this way, the external behavior of a circuite
level dependency (delay vs power supply) can be
studied with 8 logic level equivalent model (timing
constraint violation). The analysis of the circuit
was substantially simplified by the use of the
logic simulation tool. All the output waveforms
observed experimentally were successfully
reproduced by the logic simulation. This confirms
that transient errors due to power supply
disturbances, in the frequency-dependent region,
can be modeled as delay faults,

3.2 CMOS AND LSTTL BREADBOARD DETECTORS.
Similar experiments were performed on breadboard
versions of the gate array: the CHOS BreadBoard
(T4HC catalog parts) and the LSTTL BreadBoard
(74LS TTL catalog parts). The breaddosrds allow
reconfiguration of the chain (changes in chain
length) and easy observation of the error
mechanisas. The results are presented in Fig. S
for the CMOS breadboard and in Fig, 6 for the LSTTL
breaddbosrd., The data points labeled 10 stages, ¥
stages were obtained on CMOS breadboards having
different chain lengths (numder of cells); the

disturbance magnitude (AVpn) was increased and the
error output LAE was observed for errors, In the
data points labeled Imput Error, AVpp 1s the
disturbance magnitude to cause an incorrect vector
at SO (Chain input in Fig. 2). The CMOS and LSTTL
breadboards exhibit a similar behavior to the gate
array (Fig. 4),

Vdd -avdd (V)

1.0 40¢
A input Error
20 30¢
4 Stages
3.0 20¢
CMOS Breadhoard 1
40 1.0} 0 Stages
~o
5.0 0.0 +

0 1 2 3 4 5 6 7 8 9¢ (MHz)

Fig. 5: Tolerance to Power Supply
Disturb vs freq Y
‘for the CMOS breadbosrd

Vdd -aVdd (V)
2.0 3.01 Input Error
25 25 * —

3.0 2.0 4

35 1.5 4

40 1.0 4 LSTTL Breadboard 10 Stages

45 0.5 4

5.0 00 - — . .
0 1 2 3 4 ] [} 7 1 (MH2)

Fig. 6: Tolerance to Powsr Supply
Disturb. vs freq Y
for the LSTTL breadboard

The error mechanism was observed by probing
the bdreadboards, Increases in disturbance
magnitude (AVDD) caused the signal transitions at

the chain output (810 in Fig. 2) to approach the
clock edge. An error was detected by LAE when set-
up time was violated, at S10. This observation led
to the conjecture that metastability can occur.

The shape of the curves depend on the
veriation of delay-per-gate with supply voltage and
length of the longest delay path in the system.
When the chain length in the CMOS breadboard was
changed from 10 to 4 stages (Fig. S), the tolerance
to disturdbances increased from 1.20 V to 2.57 V (at
8 MH2),

In the flat region, as the disturbance
increased, erroneous input vectors appeared at the
chain input (80, Fig. 2). This erroneous injection
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was responsible for the shape of the flat region in
the plots, This was caused by timing degradation
in the CMOS bresdboard and noise immunity problems
in the LSTTL breadboard,

3.3 METASTABILITY. Measurements with the
CMOS breadboard (Section 3.2) showed that the
conditions for metastability were present, For
some combined frequency and voltage conditions,
set-up time violations were observed, The goal of
this experiment was to detect metastability using
the circuit described in Section 2 (Fig. 3). No
attempt was made to fully charascterize the
metastability, Metastability was detected in both
the CMOS breadboard and the detector chip. For
simplicity, only the CMOS breadboard experiment is
described here. The signals labeled xout,' Yout'
Zout (Fig. 2) were connected (one at a time) to the
data input of the metastability detector (Fig. 3).
Both circuits used the same clock signal. The
window in Fig. 3 represents the minimum duration of
metastable states which would cause an error count,
For 4,0 MHz and Vpp = 2.32 V metastability was
detected., Note that this voltage is precisely VDD
for 4.0 MHz in Fig. 5. The occurrence was very
sensitive to voltage and frequency. Any drop in
the power supply voltage caused the condition to
disappear. The error rates observed (late
transitions count) are shown in Table 1,

TABLE 1: Metastability Error-Rate versus Duration

| window (ngec) i r
80 very high
60 320
80 2
100 1

This experiment shows that metastability can
occur in fully synchronous systems as well,

& SUMMARY AND CONCLUSIONS

One of the consequences of the power=-
supply/delay dependency is that computer systems
designed with tight timing will tolerate only very
small power supply disturbances, As an example,
suppose the QMOS breadboard is operating with a 10%
delay margin at 5 V / 9,3 MHz. It will tolerate a
maximun voltage dip of 0.5 V (Fig. 5). This
tolerance may be further reduced by other factors
like parameter variations, temperature variation,
noise, etc, In aspplications where speed is not
critical, the lowest clock frequency to meet the
specifications should be used, theredby improving
the tolerance to power disturbances, Digital
systems used for process control in dindustrial
plants are examples of such systems. When general
prpose computer systems are used they are exposed
to unnecessary risk because usually the clock
frequency 1s factory preset to obtain high
performance (tight timing), Evidence of
metastability was a byproduct of the experiments,
It was shown that metastadility can occur in a
fully synchronous enviromment, The experimental
results and conclusions presented here can be
extended to other logic families with supply-
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voltage / propagation-delay dependency [Wagner 85),
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ABSTRACT This paper presents a new self-testing scheme so
that test time can be reduced to one-half compared
,ig:' A concurrent built-in logic block observation to the BILBO approach. The concurrent BILBO
&‘g (CBILBO) technique for on-chip or on-board self- (CBILBO) [Wang 85) 1s constructed in such a manner
J‘g‘ test is presented in this paper. This technique is that, during self-testing, consecutive logic blocks
,.;l.: derived by combining the scan and BILBO techniques are simultaneously tested, If exhaustive or
) together, It allows test pattern generation and pseudo-exhaustive test patterns [McCluskey 8ua)
?JQ! response analysis to be performed simultaneously [Wang 86] are used, the CBILBO can achieve 100%
ot during self-testing. With this approach, test time single stuck fault coverage.
is reduced to one-half compared to the BILBO .
i :::::::: and is much less than with the scan . 2 BUILT-IN LOGIC BLOCK OBSERVER (BILBO)
o;‘:: The structure described in [Konemann 80) applies to
¢ . 1 INTRODUCTION circuits that can be partitioned into independent
'\ , modules (logic blocks)., Each module is assumed to -
:,‘!, Design for testability (DFT) techniques [McCluskey have its own input and output registers, or such
- . 84b] can be used to reduce test cost of VLSI/board registers are added to the circuit where necessary.
- circuits, Two DFT techniques that are commonly The registers are redesigned so that for test
. L. used are scan testing [HcCluskoy 84b) (Williams 73] purposes they can act as either autonomous LFSRs
:‘:f'_' ' [Eichelberger T7] and built-in self-test [McCluskey (TPGs) for test generation or MISAs for signature
I 85a] [McCluskey 85b) [Wang 85). analysis, The redesigned register is called a
L BILBO (Built-in logic block observer).
DN Scan testing requires that every D flip-flop (D-FF)
"‘« . and D-latch be reconfigurable into a scan path D~FF The BILBO is operated in four modes: normal mode,
Rt (SPFF) ([Willlams 73] [McCluskey 81] or an LSSD reset mode, test generation or signature analysis
shift register latch (SRL) [Eichelberger 77). Test mode, and scan mode. This technique is most !
o patterns and output responses are scanned in and suitable for circuits that can be partitione’ so
':J'. out of the chip or board during test mode, With that input and output registers of the resulting
’)-, this approach, sequential logic can be transformed modules can be reconfigured independently, 1f
.;-’. into combinational logic and test logic 1s self- consecutive modules have to be  tested
""J' testable, However, test time can be very long due simultaneously, since the test generation and
ety to the serial scan in-and-out property. signsture snalysis modes cannot be separated, the
’ signature data from the previous module must be
2 Built-in self-test (BIST) requires that test used a3 test patterns for the next module. In this
R patterns be applied using on-chip or on-board test case, a detailed simulation is required in order to
3 pattern generators (TPGs) and output responses be schieve 1005 single stuck fault coverage.
:} compacted to 8 single word (signature) using output
hht response analyzers (ORAs). The TPG can be a binsry 3 MODIFIED BILBO (MBILBO)
Sty counter, a syndrome driver counter [Barzilai 81], a
il constant weight counter [McCluskey 84a], s built-in One technique that overcomes the above BILBO
A logic block observer (BILBO) (Konemann 80), or a problem is described in (McCluskey 81]., It uses an
. linear feeduack shift register (LFSR) ([Wang 86). additional control input to separate test
I The ORA is usually a multiple-input or parallel generation mode from signature analysis mode, and
A signature analyzer (MISA) {Konemann 80] which is an eliminates propagation gate delay by integrating
SN LFSR with an Exclusive-OR (XOR) gate placed at the the additional circuitry into the original flip-
ty . data input of each SPFF or SRL ([Benowitz 75] flop design.
‘ : {Frohwerk 771. The TPG and the MISA can be
L2y, reconfigured from the corresponding input and Such a modified BILBO (MBILBO) design is shown
A R output registers of the circuit under test in Fig. 1. It is a revised version of the design
_— {McCluskey 81], respectively. A BILBO can also be given in (McCluskey B81], where only three modes of
,, enployed to serve the sbove purposes, If BILBOs operation are considered: normal mode, test
W sre used, to aschieve 1008 single stuck fault

generation mode, and signature snalysis mode, The

coverage, consecutive logic blocks must be either modification is obtained from the original BILBO by

S

I . tested at different times or tested alternately as adding one more OR gate to esch 24 input. The

0 described in (Willisms 83). control input B3 is slways set to O except when the

e register has to be configured into a TPG. In that
: ® L.T. Wang 1s slso with Digital Design Automation, case, B3 is set to 1, Fig. 2 shows an MBILBO one-

- Daisy Systems Corp., Mountain View, CA 94039, cell structure which integrates the additional

l:(..‘

*:0'0

l";

oK

' "
S0 .!‘g 5._‘*}', !!':\)q] )\ 100 Yk ‘i

v . o A ATATR VRSO CR S PR L R
AR E RN 7’5'!’7“« b AT e K MO X X .4.7 \\" Ny



THEERSEE.

10

circuitry into a D flip~flop.
all MBILBO 4inputs are effectively placed in
parallel, and thus no additional gate delay is
introduced, There may be some decrease in speed
due to increased loading.

With this approach,

B1 B2 B3 Operation Mode

1 1 0 Nomal

0 1 0 Reset

1 0 0 Signature analysis

1 0 1 Test generation

0 0 0 Scan

21 23

B3 1
e

V]
D

212
VY
wﬁ
T

=3

DQ

©
Xxcx

CK

Scan-In SCK Q1 Q2

Scan-OuvQ3
Figure 1. A 3-stage modified BILBO (MBILBO).

SCK

Zi 1

Qi

o {EHEE ]
LD

(B) Gate-level design

(A) One-cell stucture
Figure 2. An MBILBO one-cell structure.

8 CONCURRENT BILBO (CBILBO)

In the MBILBO approach, system registers (either
input or output registers) asre reconfigured into
either TPGs or MISAs, but not both st the same
time. To achieve 1003 single stuck fault coverage,
this requires that consecutive modules be tested at
different times or tested alternstely, For
circuits where test time (s a critical parameter,

use of the comcurrent BILBO (CBILBO) approach
presented here can reduce test time to one-half.

The CBILBO combines the design of a TPG and an MISA

together. It generates test patterns and compacts
output responses simulataneously during self-
testing. The CBILBO can be implemented using

either D flip-flops (D~FFs) or D-latches,

Fig. 3 shows a 3-stage CBILBO using D-FFs. Each
CBILBO stage consists of signature logic (including
an AND gate and an XOR gate), a D-FF, and a two-
port D=FF. The top 3 D-FFs and signature logic
constitute a 3-stage MISA and the bottom two-port
D-FFs constitute a 3-stage TPG.

B1 B2 Operation Mode
- 0 Normal
1 Scan
1 Test generation and Signature analysis
21 22 23
-8 ~ Scan-Out
*J ’Bbo Q ’570 a—1+-&+{ o oj
1 X L—b CK ~»] CK ~P CK
[T 7 M| L 1D —t—9{ 1D —1-81 1D
U 20 Q 20 0 20 Q
0 X] —t+—{ SEL 9 SEL 9 SEL
+—»{ CcK F—u CK |_<'-b cK
et
v v '
Scanin B2 SCK Q1 Q2 Q3

Figure 3. A 3-stage concurrent BILBO (CBILBO) using D-FFs.

This D-FF type CBILBO is controlled by two control
inputs, B1 and B2. wWhen B2=0, the circuit 1s
operated in normal mode, It functions as
parallel read-in register with the inputs 2i gated
directly into the two=port D flip=flops. When Bis1
and B2=1, the register is configured into a serial
read-in shift register, Test data can be scanned-
in via the serial input port or scanned-out via the
serial output port., Setting Bi1z0 and B2z1 converts
the register into a combination of a TPG and an
MISA. Fig. 4 shows s CBILBO one-cell structure
which integrates the additional circuitry into the
flip-flop. With this approach, no additional gate
delay is introduced although some speed degradation
may still exist.

Fig. 5 shows a 3-stage CBILBO using D=latches. 1Its
functions are controlled by four non-overlapping
clocks (SCK, TCK, Cx2 and CK3) and two control
inputs (B! and B2). Each CBILBO one-~cell structure

consists of signature logic (including two AND
gates and one XOR gate), and three D-latches (L1,
L2 and L3).

The L1 and L2 latches act as one TPG



stage (a two-port D-FF) to generate test patterns
to the next circuit under test (CUT). The
signature logic and the L1 and L3 latches act as
one MISA stage (a D=FF) to compact output responses
from the previous CUT. Fig. 6 shows a gate-level
design of the CBILBO one-cell structure using D~
latches, The structure is very similar to the
stable SRL (SSRL) for interfacing LSSD logic to

non-LSSD logic [DasGupta 81).
+L.3

scK
[
B1
zi
L
o x1 D]
zi
X1 0 aj» +3
~P CK
¢ +L2
Lo 1D
x2 —1pl2p oy L2 _I:DT
B2 — | SEL
sck —+ P K ScK
B2 —
!
x2
e

(A) Ons-cel stnuxture (B) Gate-level design
Figure 4. A CBILBO one-cell structure using D-FFs.

In summary, the D-latch type CBILBO requires three
additional non=-overlapping clocks compared to the
D-FF type CBILBO, However, unlike the CBILBO which
uses D-FFs and has an inevitable, essential hazard
(McCluskey 86], this CBILBO using D-latches is
hazard-{ree,
S SUMMARY AND CONCLUSIONS

A modified BILBO (MBILBO) design is
presented. Compared to the original BILBO
[Konemann 80], this MBILBO separates test
generation mode from signature analysis mode, and
is thus suitable for built-in self-test. By
integrating the additional ecircuitry into the
system registers, no additional gate delay is
introduced. Design of two kinds of concurrent
BILBOs (CBILBOs) using D flip=-flops (D-FFs) and D-
latches are then discussed. Both CBILBOs further

first

reduce test time to one-half compared to the BILBO
or MBILBO approach.
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Clocks B1 B2 Operation Mode
SCK/CK2 1 0 Nomal
TCK/CK2 0 1 Scan
SCK/CK2/CK3 0 0 Reset
SCK/CKI/TCK/CK2 1 1 Test generation and Signature analysis
21 22 23
B1 J ]
n e
Bz —— a — .
CK3 > L
=pr: L3jd L3 L3
SCK =
L1 -—-‘ L1p—t L1
TCK L2 L2 }— L2
CK2 L g
L — . -
o
v v
Q1 Q2 Scan-OuvQ3
Scan-In

Figure 5. A 3-stage concurrent BILBO (CBILBO) using D-latches.
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(A) One-cell structure
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(B) Gate-level design
Figure 6. A CBILBO one-cell structure using D-latches.
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Table 1 compares various design approaches. It can
be seen that the proposed CBILBO (either D-FF type
or D=latch type), like the LSSD SRL, the stable SRL
(SSRL) (DasGupta 81)], and the BILBO, has some

ability," Proc,, 14th Design Automation Conf.,
pPp. B62-468, Las Vegas, Nevada, June 1977.

[Frohwerk 77] Frohwerk, R.A., "Signature Analysis:

"
disadvantages. For example, it needs more pins; it :.:::Npizt?:nneu 25;"::' ‘l;e";hod, Hewlett-
increases hardware overhead; and it may introduce » PP. » Ry ¢
additional gate delay during normal operation, (Konemann 80] Konemann, B., J. Mucha, and G.

Zuiehoff, "Built-in Test for Complex Digital
Although there 1is slight performance degradation Integrated Circuits,” IEEE J. Solid-State

due to the addition of extra gate delay in the D-
latch type CBILBO, both CBILBOs offer many distinct

Circuits, pp. 315-318, June 1980,

features. First, they have all the benefits azgt:’key_bi1’]1 gr':cu::rk.yiut%ni:ou:nd T:;t. B.owrlg:ég
offered by the scan approach. For example, any Trans .on Circuits and Systems, pp 1;)70-1079
sequential logic can De transformed into Nov 1.981 . * !
combinational logic and test logic is still self- ° *

testable. Secondly, they allow interfacing LSSD [McCluskey B84al McCluskey, E.J., "Verification
logic with non=LSSD logic as offered by the SSRL Testing -- A Pseudo-Exhaustive Test Technique,”

approach. Thirdly, neither software test
generation nor fault sisulation are required as in
the BILBO approach. Finally, test time is much
less than with the scan approach, and can be one-
half the test time of the BILBO or MBILBO approach.
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Table 1. CBILBO comparison with other designs.

Swble | D-FF | DLlach
Parameter vs. Type | D-Laich | SRL | BILBO | MBILBO| SRL | CBILBO | CBILBO
Pin Count 3 7 6 7 9 ] 11
Clock/Test Ping 1 3 3 4 4 3 6
Hardware Overhead * 1 23 | 34 34 34 4-5 4-5
Extra Gate Delays 0 0 1-2 0 0 0 2
Test Data Storage ° . N 1 1 N 2 2
Test Times * - >>2 2 2 »>»2 1 1

*: Values are given by ratio.

N: Number of test patterns for each scan path.




-«
-

A K A
v E.. F

J:‘
v‘. .'

o "1SSCC 86 / THURSDAY, FEBRUARY 20, 1986 / PACIFIC BALLROOM D / 10:45 A.M,

SESSION Xiil: VLS| MODELING AND PACKAGING

THAM 13.4: Modeling PewerSupply Disturbances in Digital Circuit®
Mario L. Cortes, Edward J. McCiuskey,
Kenneth D. Wagner, David J. Lu
Stenford University
Stenford, CA

POWER SUPPLY DISTURBANCES are known to cause errors in the -

:  aperation of digital systems. In the literature’? the susceptibility of

 eircuits to power supply disturbances (PSD) has been characterized by

" measurements where Jogic gates with constant input signals have their
power supply disturbed. By using constant inputs, the important effect
of power disturbances on propsgation delay is underestimated and
noise immunity problems are sssumed to be the only cause of errors.
In systems where logic signals are changing with time, this is not &
reasonable assumption. Experimental results show that propagation
delay variation is the dominant effect and that noise immunity plays
a small role in error occurrence. It will be shown in this paper that
:uihm caused by power supply disturbances can be modeled as delay

sults.

The subjects of the experiments were: a CMOS gate array®® and
discrete versions of the gate array implemented with catalog parts®*®.
Figure 1 shows the logic diagram of the circuit used in the experiment
(detector eircuit)’. It consists of cascaded basic cells, synchronizing
ddements and checking circuitry. When the complete test set for the
Exclusive ORs (XORas) (Figure 1) is applied 10 s basic cell its output
signals mateh the input signals. Therefore, if the circuit is error-free
the output of a chain is a delayed version of the input pattern and the
error output signal {LAE) is inactive.

The experimental conditions were as follows: Voltage dips (nega-
tive pulses) were injected in the power rails of the detector circuits
while the complete test set was repeatedly applied to its inputs and
the error output (LAE) obeerved with an oscilloscope. For a given
opr ~ating frequency the magnitude of the disturbances increased until
the first error was observed. Only dc disturbances were used; pulse
durstion longer then device propagation delay. This is a reasonable
-'mpliﬁatioc‘l sinece short power supply disturbances (100ns or shorter)
are very rare .

Figure 2 shows the dependency of disturbance magnitude (A Vpp))
on clock frequency for the three circuits: the CMOS gate array (detec.
tor chip) and the CMOS (CMOS breadboard) and LSTTL (LSTTL
bresdboard ) discrete versions. The nominal supply voltage is 5V.

*This project was supported in part by International Buasi-
ness Machines (IBM) under a contract with Palo Alto Research
Associates (PARA), in part by the Brazilian National Com-
misslon for Nuciear Energy (CNEN) and in part by the Innova-
tive Science and Technology Office of the Strategic Defense
Iaitistive Organization and was administered through the Office
of Naval Ressarch under Contract No. N0OOO14-85-K-0600. The
logie simultation was performed on a Megaiogician workstation
made poesible by Daisy Systems Co. (Mountain View, CA).

**Pabricsted by Storage Technology Corp.

eee74L8, T4HC.

'Alhn. A., “Noiss Immunity of CMOS Versus Popular
Bipolar Logie Families”, Motorola Application Notes, AN-TO8A;
1083,
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One can identily two regions in the plot: (1) a flat region lor bawer
frequencies (below 25011z (or the pate array) and (2) a frequency
dependent region (above 2.5MHz for the gate array ) where the taler-
ance (o disturbances decreases as the clock frequency incerases. The
three curves exhibit the same behavior: the CMOS breadbaoard has a
small flat region. noticeable in an expanded plat. The shape of the
curve depends on the vanation of delay -per-gate with supply voltage
and length of the longest delay path in the system.

For low frequencies (flat region), noise -immunity problems are
one of the causes of the olwerved errors. In the frequency dependent
region, delay eflects are dominant. Errors occur because, during the
disturhances. gate propagation delay increases and 1iming constrants
are violated. The increase in propagation delay with lower supply
voltages oceurs in CMOS and I.STTL. logic and was discussed cartier®.

In the gate array experiment, intemal nodes could not be obaerved
directly. To confirm that errors were caused by delay effects, u logi
simulation model of the gate array was built, Al wavetorms obitained
experimentally were succewsfully reproduced by the logic simulation.
This confirms that transient errors due to power supply disturbances,
in the frequency dependent region, can be maodeled as delay faults,

. In the breadboard experiments. it was possible 10 observe the

error mechanism directly. Increasing disturbances caused signal 1ranm-
tions at the input of Trizeg (Figure 1) 10 approach the cloch edge.

An error was detected by ILAFE. when set-up time was violated. This
oberrvation led to the conjecture thal metastability can occur.

A metastability detector was built (late transition detector) and
metastable states lasting B0ns or shorter were defected. This shows
that power supply disturbanees can cause metastabiity (even i 4
fully synchronous circuit).

In another expernnent with the CMOS breadboard. the length of
the longest delay path in the vircuit was changed by reducing the
number of basic cells in the chain (Figure 1) from 10 to 1. The jhape
of the curve (not shown here) varied arcordingly and the tolerance to
supply voltage disturbance was higher for the shorter path rirenit.

One of the consequences of the powersupply/delay dependency
is that compuler systems designed with tight tmung will tolerate only
very small power supply disturbanees. As an example, suppose the
CMOS breadboard is operating with a 10% delay margin at 5V /M Mz,
It will tlerate a maximum voltage dip of 0.5V ; Figure 2. This taler-
ance may be reduced further by other factors; e.g., parameter varia-
tions, temperature variation, noise, etc.

In applications where speed is not critical, the lowest clock fre.
quency 1o meet the specifications should he used. thereby improving
the tolerance to power disturbances. Digital systems used for process
control in industrial plants are examples of such systems. Wheu
general-purpose cumputer systems are used they are exposed to umie.
ceysary risk because usually the cluck frequency is factory preset 1o
obtain high performance (light timing).

The experimental results and conclusions presented can be extended
to other logic families with powersupply-voltage/propagation delay
drpendency.

3Chesney. T. and Funk, R.. “Noise immunitv of COS/MUS
B-Series Integrated Circuits”, RCA Application Notes, ICAN-
6587: 1983,

’McCluuhev. E.J. and Wakerly, J.F., “A Cucuil for Detee-
ting snd Analyzing Temporary Failures”, Spring Compcon,
Digeat of Papers, p. 311.321; Feb., 1981,

‘Key. Lt. T.S.. “Diagnosing Power Quality-Related Cum-
puter Probiems', IEEE Industriel 4 Commercial Power Sys.
tems Conference, p. 48-.39; 1978,

Swagner, K. and McCluskey, E.J., “Effect of Supplv Voi-
tage on Circuit Propagation Delay and Test Applicationy”,
In1. Conf. on Computer.-Aided Design; 1985
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FIGURE 1~Detector circuit and building blocks.
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DESIGN OF CMOS VLS! CIRCUITS FOR TESTABILITY

Dick L. Liu and Edward J. McCluskey

Canter for Reliable Computing, Computer Systems Laboratory
Departments of Electrical Engineering and Computer Science
Stanford University, Stanford, Calilornia 94305 USA

ABSTRACT

This paper describes a design technique which facilitates
testing for stuck-open faults in CMOS VLS circuits with scan-path. In
this technique, the combinational circuitry is implemented with
specially designed gates which can be tested with a simplified 2-
pattern test for stuck-open faults. The simplified 2-pattemn test
cannot be invalidated by arbitrary Gircult delays and it can be applied
through the scan-path by specially designed shift register latches.

1 INTRODUCTION

Due to advances in VLS! technology, hundreds and
thousands of devices can be fabricated on an IC chip. A VLS| circuit
is extremaely difficull 10 test due to ks high device-io-pin ratio. To
alleviate thig testing problem, R is advantageous 10 use a Design For
Testability (OFT) technique during the design of VLS circults.

One example of DFT Is the scan-path technique which
facilitates IC testing in two ways: (1) scan-paths parntition an IC into
several blocks which can be tested independertly, and (2) scan-path
design transforms a sequential circuit it a combinational circuit foc
which Automatic Test Pattern Generation (ATPG) s relatively

j However, certain fauks in a CMOS IC

invalidating the sequential-lo-combinational transformation of the
scan-path design. Such a fault causes an FET to remain non-
conducting irmespective of the applied vollage level at the FET gate
terminal and is called an FET stuck-open fault (sop tault)
{Wadsack 78].

The test for a sop fault in 8 CMOS logic gate consists of two
tast paitems: an initializing input pstiem and & test input pattem. The
initializing input (T4) places the ouiput of a faulty CMOS logic gate at
logic-1 10 detect an NFET sop fauR or at logic-0 10 detect an PFET
sop {auk . The test input (T3) than sensliiizes the effect of the fault 1o
the output node of the logic gate and propagates this effect 10 an
wmm The generation of 8 2-patiem test is a nontrivial

{Jain 83] and [Reddy 83] have reported that arbitrary delays
in the Clrcull Under Test (CUT) can invalidate a 2-pattern test.
Generation of hazard-iree test pattems which are able o detect 80D

generate than stuck-at faul pattems,

10 apply t0 a scan-path IC. This is because the process of shifting in
the T2 patiem will alter the state of the CUT established by the T

2 A TESTABLE CMOS LOGIC CIRCUIT DESIGN

This section describes a technique for designing testable
CMOS combinational circuits. The proposed technique is based
upon two assumplions about the CUT. First, & assumes that there is
only one sop fault in the CUT. Second, the combinational pant of the
CUT does not contain transmission gates.

2.1 A fully complementary gate structure

A CMOS combinationa! circuit is constructed by
interconnecting CMOS gates. Figure 1 shows a block diagram of a
CMOS gate which consists of a pull-up network of PFETs (p-net) and
a pull-down network of NFETs (n-nef). Most CMOS gates used in a
logic circult are what may be referred W as fully complementary gates.

These gates are defined as follows.
vdd
p-net
leAgubsstof N
{x1 x1"...xmxm?} z
a-net
4
v

Figure 1. Block diagram of a CMOS gate.

{Definition 1] A Fully Complementary Gate (FCG) is a CMOS gate
with the following properties: (1) each logic gate input is connected
10 the transistor gate terminals of both a PFET and an NFET, and (2)
the p-net provides conduction paths for all input combinations for
which output Z is logic-1: the n-net provides conduction paths for att
input combinations for which output 2 is logic-0 (Mukherjee 86}.

An exampile of an FCG is shown in Fig. 2. It realizes an AOI
gate. Notice that an FCG can realize any combinational Boolean
function I double-rail inputs are available.
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{Property 1) (FCG iniiakzation)

The output node 2 of an FCG can be initialized to logic-0 ¥ all of ks
inputs are set 1o logic-1. Similarly, the output Z can be initialized to
logic-1 it all the inputs are set to logic-0. (During the Initialization, if
both x and its complement x’ are inputs t0 an FCG, they sre assigned
the same logic value.)

Normally R is not possible 10 set both input x and x' 10 the same
logic value unless they are primary inputs. However, such an input
condition can be established in a testable combinational circuit 1o be
described later in this section.

2.2 Stuck-open fault test patiterns

To detect a sop fault in an FCG requires two patterns. The
inltializing input Ty can be easily determined using property one.

The test input Ty is derived by assigning values 10 each input
variable such that & can (1) turn on the faulty FET (P). (2) tum on
enough FETs 30 that a conduction path from Vdd through Py 10 the

output exists i the fauk is in the p-net, or a conduction path from the
output through Py to ground exists when the fault is in the n-net, and

(3) tum off enough FETs so that no conduction path exists which
does not include Py [El-Zig 81). This type of 2-pattem test uses an
ai-1 patiem or an al-0 patiemn as the T4 input, hence & will be called a
simplified 2-pattern fest.

The next two examples illustrate the derivation of simplitied 2-
pattemn tests for FCGs. The lirst example is an AQI gate, and the
second is an 8-input complex gate.

[Example 1] Find a 2-pattern test for FET P2 sop fauk in the AOI
gate shown in Fig. 2.

This circult is taken from {Jain 83]. In that paper, this circult is
uu_dlo Blustrate that some 2-pattem tests may be invalidated due 10
timing skews in mukipie input changes (0.9. Ty=100and T2«0 0 1).
The authors proposed & 2-pattern test (i.e. Tq=0 11 and
T2=0 0 1) in which only one input makes a trangition.

In our approach, the Ty input is the all-1 pattemn because the
fauly FET P2 s In the p-net. The T3 input sets A 10 logic-0, B 10

logic-0 and C 10 logic-1. This 2-pattem test containg two lnput (A snd
8) changes. Whils changing both A and B 10 0, a conduction path
between Vg and Z is establshed 10 provoke the fault. It is apparent

that the order of these two input transitions will not affect the
detectability of the P2 sop faull.

Atest for P2 sop fauk.
A B Cl2|T

]t 1 oo
B_gos|o
Z°: fauly oulput

[E'x;_m%hzl Find 3 2-pattern test for FET PS s0p faul in the circull
of Fig. 3.

[Reddy 83] presented this circuit (o demonstrate that
because of arbitrary delays no 2-patiem test exists for the PS sop
faul. However, ¥ every input variable and its compiement can be set

to logic-1 at the same time, a valid 2-pattem test for this {auk can be
derived.

To detect the PS sop fault, a simpiified 2-pattem tes! as listed
below is applied to the complex gate. This 2-pattern test containg
four input transitions.  Input B and D changes have no effect on the
output node Z. input A’ and C' changes provoke the fault.

A test for PS sop fault.

ANBBCCODD|2|T
™11 ¢ ¢+ ¢t 11 110
10 01 100 1]1]0

Z°: favlty output

Although this test involves multiple input transitions, its validity
still holds in the presence of arbitrary delays. There are four inputs
(A, 8, C, D') which are not changed in this 2-pattern test. These
Inputs block all the conduction paths between Vg and Z, except for
the path consisting of FET PS and P6. Therefore, node Z cannot be
accidentally changed to logic-1 before the T2 input is applied to the
circult.

-
A Zas Gos Sapr e
Sz 2dps Aies YRe ilpro

Figure . A complex gate.

The following theorem formally states the validity ol simplified
2-patiem tests under arbitrary circuit delays.

ghoomn 1] ¥ an FCG implementation of a Boolean function is

ndant, then for each of its FET sop faults, there exists a
simpillied 2-pattem test which cannot be invalidated by arbitrary
circult delays.

Proof: Assume the faulty transistor in an FCG is the PFET Py
controfied by the Input variable x;. Since the faul is in the p-net, the
Tq input of the simplified 2-pattern test is the al-1 pattem. The T»
Input can be derived using the method of Boolean difference. First,
find the trangmission T of the p-net. Second, find the Boolean
ditferance of T with respect 10 x;. Let dT/dx = {(x4,....Xq). Since the
FCQ Is imedundant, ks transmission T will not be vacuous inx; A Tp
input can be found by assigning logic-0 to input variable x; and
assigning proper logic value 1o other input varigbles such that
{(x4....Xp) = 1. (if input variable x; controls another FET P, inthe p-
net, a Ty input can still be derived by assigning valus to other input
variables $o that a conduction path through P, will not exist.) This
test input will be calied TP and & will establish one or more conduction
paths from Vdd through Py to the output node. Let these paths be
collectively called path A.

Comparing pattern Ty 10 Ty, there may be multiple input
variables that change from fogic-1 10 logic-0 to tum on PFETS in the
FCG. Among all the input variables making transitions, some control
FETs in conduction paths other than path A. These sre classilied as
category one input variables. The other input varisbles belong to
calegory two.

Category one input variables are set 10 logic-0 because their
complement inputs are set to logic-1 within pattern TP $0 as to block

L e o T, 0 0 'ﬁiﬂm&v@ﬁﬂ%ﬁmﬁmﬁ



other conduction paths in the p-net. Category one input changes
cannot establish a conduction path between Vdd and the output
node. Otherwise, TP ig not a valid test pattem for the Py sop fault.

Category two input variables will lum on every FET, excepl the
faulty Py, In path-A. 1f a subset of these input variables will establish a
different conduction path C in the p-net, then these input changes
may invalidate the 2-pattern test. However, i path C exists in the p-
net then it will make path A redundant. Thersfore, no other
conduction path can exist because the circult is kredundant. As a
result, even i the 2-pattern test consists of multiple input changes,
the order of input transitons will not affect the validity of the test.

Similarly, the test for an NFET sop fault can be proved to be
valid under arbitrary delays. €0
Q.E.D.

2.3 A testadle combinational clrcult

A combinational circuit can be constructed by interconnecting
FCGs. However, a sop fault in this type of circuit is difficult to test
because the embedded FCGs of this circuit can not be properly
initialized by using an all-1 or an all-0 pattern at the circuit inputs.
However, il an inverting buffer is added to every FCG which fans out
10 other FCGs, we can easily intliakize an embedded FCG by setting all
the circult inputs 10 logic-1 or logic-0. This observation leads to the
concept of a testable gate and a testable combinational circuit.

{Oetinition 2] A Testable Gate (TG) consists of a fully
complementary gate connected 10 an Inverting Buffer (1B).

Figure 4 shows a block diagram of a TG. R ig interesting to
note that any sop fault in the 1B can be detected by toggling the IB’s
input. This implies that applying a simplified 2-pattem test 1o detect a
sop fault in the n-net will toggte the input of the IB so that sop fault in
FET P)g will be detected as well. Therefore, # is not necessary 1o

(Property 2} (TC initialization)

Iif all the inputs of a TC are set to logic-0, then all of its logic gate inputs
are set 10 logic-0. Likewise, i alt the inputs of & TC are set o logic-1,
then all of Hs logic gate inputs are set to logic-1. (During the
initialization of a TC, if both x and its compiement x' are inputs 1o the
TC. they are assigned the same logic vakse.)

Due to the above property, & is straightforward to generate the
T4 input for any logic gate embedded in a TC. This TC design

technique resembles the CMOS doming circult technique {Krambeck
82]. While a domino circuit offers the speed advantage over a
conventional static CMOS circuit, a TC provides the testing
advantage over a conventional static CMOS circuit.

Since the IB of every TG adds overhead 1o 3 TC design, it is
worthwhile 1o investigate the impact of such a design technique in
terms of circuit area and speed. A 4-bit adder circuit (FA4
macrofunction) described in (LS| 85] is used as an example.

First, we examined the area overhead by comparing the FET
counts of each design. The testable design uses 8% more FETs
than the original design. This number is much smaller than the
overhead figure of converting a conventional gate into a TG (<50%).
This is because the last level of a TC consists of conventional gates
which do not introduce any area overhead. Also, the original design
uses S inverters which are not required in the testable design.

To evaluate how the testable design can affect the circuit
performance, the critical paths of two adder designs are compared.
These paths are shown in Fig. 5. The original design has six
conventional gates in its longest path. The same path in the testable
design contains the equivalent of nine conventional gates. Using
device parameters from the Stanford University's Center for
Integrated Systems 2um CMOS process, SPICE simulations show
negligible diffarences in the critical path delay of the two designs.
This is because the IBs increase the drive capability of each TG in the

A develop separate test patterns for sop faults in the 18. critical path.
N ¢ Vad
Ly .;‘
- - e
'-a 5 oy L z
1 90 -
* AN
!.::i : Ne
J >
_:.k Figure 4. A testable gate structure.
R
;:. ] For a TG in general, assume TP is the test input T3 for a sop
45N 1ault in the p-net, and TN is the test input T for a sop faul in the n-
b %! ;“n'st:dzi;\p‘?m :ut set for detecting a sop (aulk in each part of 3 TG Figure S. m). &u path of & 4k .:::
. 0 ic design (D) testable design.
bt Table 1. A 2patiern test set for 8 TG. ¢ ooc ®
) £CG | afskinpnet ataull in nenet 3 APPLICATION TO SCAN-PATH ICs
2 Pl
-+ n a1 pattem a0 pattern Many VLS cirauits are designed with the scan-path techniqus.
W ),-" ™ ™ ™ This technique requires that every memory element in a sequential
-l circuit be connected as one or more shilt registers (i.e. the scan-
ot T fauny P tauky Ng paths). The scan-paths can be easily tested independent of the
12 — sequential circuit configuration, The remaining combinational
=i n -0 pattem a1 pattern circuitry is then tested by applying test pattems through the scan-
o T ™ ™ paths. However, 1o detect a sop fault in the testable combinationat
M) ?{ww:rl K is not necessary 10 shift two pattems into the nssc:n-palh‘
’ . 1 input pattern can be generated by the scan-path itsell.
e ot 21 asata, Camplomanat Cieut 701 .8 ol -
t,0 I X For example, in the LSSD scheme, the scan-path is made out '
O testable gates and fully complementary gates. Testable Qates are .
ol Yl Tidoh ‘w'.z e ';‘;‘M My %ulv | ’mg" ates  Of Shift Register Latchas (SRL) [Eicheiberger 77]. A CMOS SRL
are used in the last level of the circul.
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impiementation which is capable of generaling the T4 input is shown
in Fig. 6. Two control inputs (P and G) are added 1o the SRL. During
normal mode, the P input works as the power line, and the G input as
the ground ine. The laich outputs (Q and Q) take on complementary
values. Duting test mode, ¥ both P and G are set 10 logic-1, the SRL
outputs are forced 1o logic-1 and the scan-path generates an ali-1
pattern. Similarly, ¥ both P and G are logic-0, the scan-path
generates an all-0 pattern for the CUT,

A procedurs 10 apply the simpiified 2-patiem test through the
scan-path is described below.

1. (shift) Apply the appropriate number of A, B clock pulses 10
the scan-path so that the T2 input pattern is shifted in and

stored in the L4 latches.
2. (Ty Input) Activate and hold the B clock line at logic-1. Set P

and G to logic-1 such that an ail-1 pattern appears at the
inputs 10 the CUT, or set P and G to logic-0 it an all-0 pattern

is required.
3. (T3 input) Set P lo logic-1 and G 1o logic-0, then the Tz

input pattern will appear at the CUT inputs. Activate the C
clock line once 10 strobe the CUT response into the scan-
path.

G p

1_‘ o
p ® 0k
. c 8 & °soo

L1 latch L2 lstch

- 3

Figure 6. A CMOS Shift register iatch design for testability.

4 SUMMARY AND CONCLUSIONS

Testing for CMOS sop faults in a scan-path IC is difficult
because of the following problems: (1) Detection of & sop fault
requires the application of two test pattems 10 the circult. (2) Artbitrary
delays in the CUT can invalidate a 2-pattem test. (3) it is aimost
impossibie 10 apply the 2-pattern tests through a scan-path.

This paper describes a design technique which can facilitate
the testing of sop faults in a scan-path IC. The technique has the
following features.

{1) R is based on a testable combinationa! circult design.

(2) Every logic gate in the testable circuit can be tested with a
gimpiified 2-pattern test set for its sop fault.

(3) This test set cannot be invalidated by arbltrary circull delays.

(4) For scan-path ICs, the simplified 2-pattern test can be easily
applied through the scan-path by specially designed shift
register latches .

A 4-bit adder is designed according 10 the proposed
technique. The testable design uses 8% more FETs than the
original design and imposes no periormance penalty.
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