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INTRODUCTION
This paper concerns the application of lattice filtering [37Z,3] Cj
techniques to discrete frequency domain data. Time domain models for two
different antennas are found, the monopole and cavity-back spiral. Lattice
. \S .
models and a layered medium mode[/L4;5] are obtained. ajf:_
The following is a brief 1ist of important notation used in the work,

basically that of Parker [1].

N Number time domain sampled points

Y; Discrete time domain signal

&nn Forward prediction error

Emn Backward prediction error

Ts Time domain sampling period

Yl Discrete Fourier transform of y.

R, Autocorrelation coefficient of lag i T,

k,i Reflection (partial correlation) coefficient
Wy Fundamental angular frequency

m Order of difference equation for ¥i s

bml 2th coefficient in difference equation for ¥; s
HR Right going planar wave

W Left going planar wave

L :
uy Wave propagation speed in boundary % 'q:

n, Characteristic impedance in boundary % @]

Single sampling period delay e e
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PRODUCTION OF AUTOCORRELATION COEFFICIENTS
We assume all Y, (fu,) i=0,...,m are knowné The method by which these
complex quantities are obtained is immaterial. However, for this work they
were obtained through experiments using the EMP Engineering Research Omni-
directional Radiator (EMPEROR), the heart of which is an HP8510 Network
Analyzer.
The calculation of Ri i=0,...,m is straight forward.

Ry = IYOIZ + % !gl |v1’2 cost ugi T, i=0,...,m. (1)

Wy is related to the sampling period in equation (1) by

2%
Y = Tzm + TT,pTs (2)

where [2m + l]zb is the nearest power 2 operator on 2m+l, The number (N) of
time samples is taken to be [2m+1]2P. Ri is useful in determining an estimate

of y;  i=0,...,N-1.

PRODUCTION OF LATTICE STRUCTURES
For a linear causal stationary real autoregressive (AR) process of order

m, the forward prediction error is given by

m .
e =Y, ;21 by Yot ne0,..., N-1. (3)

mn




The backward prediction error (sometimes called postdiction error) is the
following expression:

- m
& = Yom 1-'2.1 bog Ypemed ne0,.., Nl (4)

The bmls in equations (3) and (4) are the difference equation coefficient for
an AR process of order m. It is assumed that €mn and Emn have the same
statistical properties, that €n " %n = Yn° and that m g 250.
Using the Levinson-Durbin algorithm and equations (3) and (4) we can
write the following important relations:
e -k .e

®m+l,n = mn T mel €m,n-1 (5)

®n+l,n = “Knel Cmn * €m,n-1 (6)

where the quantity km+1 (reflection coefficient) is given by either the

expectation

E(emn Em,n-l) 7)

k -
m+1 - 2
* E(Iem,n-ll )

ratio or equivalently

k . =b (8)

m+l m+l,mel °

Another way of calculating the k-values is to use the Shur algorithm [6],

since by now the Ris are known. This algorithm involves the following steps:

-3-




1.

2.

3.

4.‘

5.

Define a generator matrix

G - (9)
1 oo m

Shift the first column of the generator matrix and define

0 R, ... R
T 0 m-1
G = (10)
1 ,
0 R1 .o Rm
Calculate k1
R1 X
ky = RE (11)

Define a matrix e(kl)

g = —L (12)

Produce new generator matrix

T T
6 = 8(k)) & (13)
1 1




6. Go to step 2 and repeat until all ks are found.
We have used the above algorithm to calculate k-values.
Equations (5) and (6) can be represented by the basic lattice diagram

(Fig. 1). We shall call this

3m.n-1 3m01.n
em.a :noi,n
Figure 1. Basic Lattice Structure (k:'+1 * 1)

structure the transmission lattice as will become obviously justified from the
following lattice, which we shall call the scattering lattice (Fig. 2). From
the scattering lattice it is clear that the backward error and forward error

can be viewed as right going

-1 1 - k3. ‘G __pimete

k-.': hb'
.:T u,; Om. 0

Figure 2. Scattering Lattice Structure ( km+1)




and left going signals, respectively; and the transmission lattice relates
quantities at one port with those at the other port.

If we drop the second subscript on the error and represent single
sampling period delays by z'l, the transmission lattice looks 1ike this

(Fig. 3).

Figure 3. Transmission Lattice b Delay

By cascading transmission lattice we can produce a "whitening" filter as shown

in Fig. 4. That is,

:, Z-‘ l-‘ ...C ‘M&l
- o0 knol
Y
[ + LR

Figure 4. Whitening Filter




from Fig. 4 we have a relationship between the outputs §m+1 and ensl and the

single input ¥; of the following form:

- T (14)

where the matrix T is the overall transmission matrix:

T= . . (15)

Now, one can examine the T22 entry of T for the characteristic equation or use
Levinson-Durbin to calculate the AR parameters. Before leaving the
transmission matrix we consider the case when error signals are delayed

B

according to a factor z °, where 8 is a constant. It follows from

equations (5) and (6) that the lattice structure will be as shown in Fig. 5,




- LY 1
2 " -1 +> 2 7€m .9
m L] ﬂ — m

.z 0e, R + C z-ley .1

Figure 5. Transmission Lattice Delay Z'B in Each Branch

Cascading scattering lattices without the 2-8 factor, we generate the
following filter (Fig. 6), which was used to predict Yn n=0,1,...,N-1. By

driving the filter at the sl terminal with a shifted pulse, we

(A z-! 1 -1} + 2! 1 -k, 4+ LA
;.. :‘;_

g
' k‘ k’ [ BN BN kﬂ" kﬂ'lvl

)
(" N |( ) ¢
<.. vr + ®m.

Figure 6. Cascaded Scattering Lattices

obtain a response which estimates the original discrete time signal, Yie If
we include the z'B factors in each basic lattice, we get the diagram shown in

Fig. 6 but with z"B delays with the 60 and ey signals treated appropriately.

The z'B factor is important in considerations of EM waves in layered media.




WAVES IN A LAYERED MEDIUM

We assume from an EM field theory point of view that the source free

medium of interest is linear and stationary, but that it is divided into

sections which are anisotropic and homogeneous bounded by short sections of

materials which are isotropic and nonhomogeneous. We assume that right going

and left going planar waves exist in the different media which make up the

overall medium and variations in y and z directions are negligible. Figure 7

depicts this situation [5].

1 2 m+ 1

Wno Wa, N Whaa wﬂ. m N Wa me
N N
N\ N
N N
\ [ 2N BN \
\ \
E \
N

s e Nee

Ww wl.l S wu ] WU‘| b wl..m . |

—_> X 5x JX 6X

Figure 7. Layered Medium,

The sections numbered 1 to m+l and shaded are the isotropic -- but not

necessarily homogeneous -- boundaries. Between the boundaries are sections of

anisotropic homogeneous materials. To the right of boundary m+l and left of 1

are infinite isotropic homogeneous regions.

Considering the boundaries first, from transmission line theory, we can

write after a few manipulations the re1ationship'between right and Teft going

waves as the following [4]:




1 9
Wo T, T ) Wp
%_ - : (16)
X 1 4
W -, (x) u, Bt W

For the %th section al(x) in operator equation (16) is given by

dnl

@ (x} = 2'31; I (17)

where n, is a function of position. We can solve equation (17) for Ng» i.e.,
X
ng(x) = A exp [2 [ a,(3) dA] (18)

where A is a constant. Now, it can be shown using forward discretization with

step sizes Ax and At and for small %— %% factors that the scattering lattice
- ]
structure for equation (16) is the following:

Wa r-1 1 -k} 2\ W:
T\
A-
k' kf
+
7\ W,
e -t
WL'_' Vf

Figure 8. Transmission 1ine lattice for boundary L (L = 1,...,m+l)




k! in the above Fig. 8 is Eldx, where @, is the average value of a, in the

1
boundary L. For a very small magnitude value kz is approximately the
reflection coefficient of EM wave theory. From Fig. 8 we recognize that

NR’ m+l is 303109005 to ém+1 and that NL, is like €nel The only problem

m+1
is the representation of the delay in the basic scattering lattice of Fig. 2.
This problem can be rectified by considering waves in regions between
boundaries. We simply use the propagation times to establish the delays.
Since the medium is homogenous between boundaries, corresponding reflection
coefficients are zeros and the scattering lattices are sections of straight
lines. Then it follows that the z-8 factor (8 = 0) of Fig. 5 represents the
time it takes a left going wave to be emitted by one boundary and propagate to
the next boundary. Since from the basic lattice structure analogous right
going "waves" must take longer than Teft going ones (the z'1 factor), the
material between boundaries must be anisotropic with propagation speed in one
direction different form that in the opposite direction. So, not only do we

have the lattice models of Figs. 4 and 6, we also have a layered medium model

which will have the structure of Fig. 9.

z-’a-m 2! 1 'k,zn,l :f : z"moi

A-
kmo b} kun 1
Y
- (N
z“‘m U z-‘.m.|

Figure 9. Basic Layered Medium Lattice for Errors




RESULTS

The above modeling theory was applied to data obtained for experimental
use of EMPEROR where a 22.5 cm monopole was used as a test object. The
response of the monopole for 250 k-values and for 15 non-zero k-values
modeling was obtained. The reduced order (15 non-zero k-values) cases result
from setting statistically insignificant k~values equal to zeros, and
correspond to elimination of certain exponentially damped sinusoidal
components, Discrete Fourier transforms (DFT) and time estimate signals are
shown in Figs. 10-18. The only problem in producing these results was
selecting the proper shift for the input pulse. This was done by trying
different shifts until the DFT of the estimate time signal matched that of the
measured frequency domain data.

In Figs. 19-21 is shown how well the scheme performs for a more
complicated antenna test object, the cavity-backed spiral antenna. These
values were reproduced for 250 k-values, only. As in the monopole case the
lattice model does yield agreeable results for frequency domain. For time

domain, the results for CB spiral are not as good as those for the monopole.

CONCLUSIONS
It has been shown that autocorrelation coefficients and reflection

coefficients are key quantities in structuring lattice models. It has been

. shown that frequency domain data can be used to build time domain lattice

models. It has been demonstrated that the method works for monopole and

cavity-backed spiral antenna data.

el )

:5 !"lf”’\-i ‘\l’.“—.’.'..., #'ué e ? (LA i




REFERENCES
Parker, S. R., "Lattice Modeling of Stochastic Signals: Some Fundamental

Concepts.” LLNL/UCRL 15802, SIC 4343905, 1986.

Makhoul, John, "Linear Prediction: A Tutorial Review," Proceedings of

IEEE, Vol. 63, April 1975, pp. 561-580.

Kay; S. M. and S. L. Marble, "Spectrum Analysis-~A Modern Perspective,"

Proceedings of IEEE, Vol. 69, November 1981, pp. 1380-1419.

Bruckstein, A. M., B. C. Levy and T. Kailath, "Differential Methods in
Inverse Scattering,” SIAM Journal of Applied Mathematics, Vol. 45,

April 1985, pp. 312-335.

Orfanidis, S. J., Optimum Signal Processing: An Introduction. New

York: Macmillan Publishing Company, 1986.

Dewilde, P., A. C. Vieira and T. Kailath, “On a Generalized Szego -
Levinson Realization Algorithm for Optimal Linear Predictors Based

on a Network Synthesis Approach,"” IEEE Transactions on Circuits and

Systems, Vol. CAS-25, September 1978, pp. 663-675.




ajodouoy wd §°22 u0}3e1a440003nY "0l 24nb} i

be
Bs2 ea2 es? 201 oS o

. p1°@
“ . o -

 c8°8-

- 50°0

1U3131 44302 uogzelaaaoooznv

¥ —

1ug 313y 1084 sa

Gk :0v 60 gg-230d-€




bis

(ssniea-y oudzuou (G2)
310dousy WO G°22 JUSIDL}4B0) UOLYIB|J3Y || d4nb)y

Japag
052 002 oSt 12} as 2

A A, A

] ﬁv.sl

.  2°B-~

-15-

JU3LI4 34300 UOLIIII3Y

. dal

A 9°'0

1vd 37131 DBBs 5S4

O reten a0, . ANTINn..C




b1s

2s2

(san|ea-y ouazuou Gl)
alodouoy wd g° 2z 1U3L314430) uoL323(4ay | a4nby4

NELY)

4 Bs1 o8t s

=

-2 8-

S11780°+J33/53NWA~) 1EB¢ SA

U331 4330) uoL3da 49y




98:8p:11

az

98-23¢-¢

(santea-y o5z § 14y 31 odouoy

mu:u:ru;k
St

/,

Lapoy Sonfep-y 052 ---
IudWLuadxy —

af

‘€l 9dnby 4

ar

$134 3004 uU~hhh¢J\hzuzuzu¢xu

83

S

209

-r8‘g

o}

-88°p

®
-y
o
Bey ¢

N
-
-]

~r1°Q

~91°9

N4 Jaysuea)

(W/A/0) uopqay

17~



(sanjeA-y G|) 144 ajodouoy ‘| a4nb}y

Rauanbauy

-18-

Bey ¢2)

(w/A/A) uoL3doung Jdjisuvd]

I
!
}
I
I
I -@81°0
|
I
!
I
|

: L9POW sanieA-Y Gl --- 2170
Juduaadxy —

] ! Lvi0

4 -9t °8

€144 13A0W 3D1L11UW/INININIIXI

AR:9L:TT  9R-730-6




(sanjea-) 0G§2) asuoday a|odouow paje(nwis °Gl a4nbid

8-3
6 8 A 9 S 1 4 € b4 1 -]
A Iy . A A A 2 & 2 w-
i 43
- 'm‘
[ =g
3
W
~N A
- D °o 8 >
Yy
g
[ =4
w—t
w
[, ]
=
®
w
( 'm w
=3
w
4]
=
S
4 -9

16d°107d 8S8# SdU

GAEr:B80 98-2330-41



(sanleA-y G|) asuodsay a|odouoy pajeinuis 9| 4nbid

awy g
S 14

A,

£
O
b~
O
-m
oy
-4
®

-20-

(A) asuodsay as|ndw] pazteuuouun

L ¥ L

S11/80°=23-310dONOK S°22 2EB# Sd

9E:EV B0 98-230-41




bis

pjeg asuodsay a)odoucy 40 uoSidedwo) “°/| 94nby4

awi)

01 ; [ I ? s v : 2 1 070 o
r@'
23
Q=

|
i\ e

1
.-Nl

N

. ar
¢ = ’ Aty | )

. . nﬂ

: {
_ 4

&_

L9poW sanieA-y 0§2 ---

JUBWEABAXT — - v

e —
_ rw

\
¥ L T T v . 1 -8

PEIEGITT

9R-930-6

(A) asuodsay as|ndw] paz(euuouun -

~21-




ot

eleg 3asuodsay a|odouoy 40 uosuedwo)

£
r @

swyy
S

QO
Bl

"8l d4nbi4

M

by

Bl

13POW sanjep-y G| ---
juswL4adxy —

T

- p—

2

a4

9

PQIPGITT

9R-DA0-6

. m mw S

(A) asuodsay as|ndw] pazi|ewuouun

-22-.




psz o2

leaids g9 uotie|auuoaogny "6l 3unbyiy

bey
BST ear s 8

A A

Iua L4430y uotye(auuaodo3ny

.

19@°371 48 1964 gq




13:4

OTJIHIVvOr

DS 4968 KFILE.DAT

20a

150

Order

100

o Y. ] v N )
® ® o o

IuUaLd1L4480) uoL3da(yay

-24.

-0.21
-0.4-
-08.6
-0.81

1

[

S

-

Q.

[%¢]

[~e]

(&

<+

| =

3]

-

Q

o~

4 n

Y Q

L =

o —

o m
=

c

O XX

oy

- O

[SRTe}

N

—

Y

[+¥]

<

(=]

(3 ¥]

[+3]

}

=

(=2]

et

[T




teatds gJ 40 s{44 30 uostuaedwo]) °{z dunbi4
A
suanbauy 63
Al A B ? v 2 e,
‘ ]
f . E-3

- _m "

. . - 8%
-
] fst @
. @
|+-
[14
- 3
. ’ 0
1 , Lge -~ m
5 o
o =
=3
" - Ss2 =
™~
-
~
| 2

) judwaadx3y —
[SPOW SINLBA-Y 0SZ ---

13a0W 3DILLIY VW ANIWIYNIALXT 80






