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Dynamics of Atoms in Low-Symmetry Systems
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“ Laboratory of Atomic and Solid State Physics
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Abstract |

Recent ideas to extend the scope and applicability of large-scale
computer simulation of condensed phases are discussed. These include (i) the use .
of simulated annealing and related methods in first-principles calculations and
(ii) the development “effective-medium” and similar approximate approaches to

interatomic interactions in low-symmetry situations. Exampies of applications
to molecular dynamics simulations are presented.
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1. Introduction

Computer simulation of condensed phases and complex phenomena
Wi adds a new important dimension to physics research. In particular, it has proven

invaluable in bridging the gap between experiment and theory In those cases

;:25:3 where either (or both) of the two is (are) inaccurate, insufficient or
3::::" fundamentaily limited. Moreover, computer simulation vastly extends the scope
;l;,;:'.‘ of model building and testing from the traditional domain of linear equations
O .

E:P and analysis to that of nonlinearity, which 1s more a rule than an exception in
,::..; nature.
:E'. There are actually a multitude of numerical techniques often vaguely
W

& referred to as computer simulation or computer experiments. They range from
o

éi:;&: numerical solutions of partial differential equations to Monte Carlo, Langevin

'

:??:’ and molecular dynamics simulations to path integral evaluations. Likewise, the
:‘g;;':’: physical applications include such diverse systems as turbulence and
".:' hydrodynamics, lattice gauge theories of quantum chromodynamics, phase
‘11,1 transitions and critical phenomena, stochastic dynamics of growth and pattern
A
i%gés formation, and eiectronic, structural and thermodynamic properties of materials.
R
::7;::: This talk will concentrate on the last one. There has been impressive progress]
'ézét'é in that area during the 1ast few years, both in the development of algorithms and
e

.:' computer codes and their implementation to large-scale computing, as well as in
e‘s‘.’l
:ié&;ﬁ the development and refinement of useful physical and mathematical concepts
ERY:
‘ ‘;‘:‘ angd aevices. In particular, molecular dynamics simulation= combinea with a

i)
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proper descriptiqn of electron-mediated forces, provides a powerful technique
for a computer-based microscopic description of interesting and important
material properties. | shall discuss (i) the recent ideas on how to
systematically go beyond the rigid (par) potential description of interatomic
interactions and make contact with electronic structure calculations for
low-symmetry systems and (ii) present selected applications of molecular

dynamics simulations to physical problems of current interest.
2. Beyond classical potentials

Molecular dynamics simulations are conceptually simple yet
increasingly useful in elucidating the properties of matter in the microscopic to
mesoscopic scale. The usefulness and quantitative reliapility , however, often
hingei on to what extent the force laws between interacting atoms and
molecules can be specified. while relatively simple force taws are feasible for
such systems as rare gases and polar molecules, descriptions based on
few-body forces are not yniversally applicable 1n metallic and covaiently bonded
matter. (Such descriptions may, however, be useful in himited applications as
evidenced by the vast body of work on pair potential simulations for metals® and

the recent efforts? in modelling Si and Ge by two-body and three-body forces )

Here | d1ScussS two recent approaches to interatomic interactions The 1.rst1s a

scheme to perform first-principles alectronic structure caiculations n porallel




to the atomic dynamics, while the second entails a class of more approximate

but computationally fast methods of obtaining the force laws.

2.1. Simulated annealing and related methods

A few years ago algorithms based on thermodynamic concepts were

Introduced to solve large-dimensional, nonlinear optimisation probiems. In 23

short period of time these techniques, the most famous among which 1S the

simylated gnngalings method, have attracted a good deal of attention

Optimisation problems involve @ “cost function”, which has to be minimizeg with ‘

respect to the relevant parameters (degrees of freedom). Simulated annealing is

pased on the analogy between minimizing the cost function In an optimisation

oroblem and the physical problem of obtaining a ground state, e.g. the process of

qrowng a good crystal by slow cooling from i1ts melt. In order to avoid derects or

glassy areas In the crystal, slow annealing is necessary. This prohibits the

system from getting stuck into a local free energy minimum. In the general

aptimisation problem, this may be accomplished by using e.g. the Metropolis

Monte Carlo algorithm to accept random displacements In the parameter <pace

The temperature enters as a control parameter in the Boltzmann factor, wnich 1s

e 3qjusted to ensure the passage to the global minimum As 3 last stsp, a
steepest-descent quench can be used to lock 1nto the global mimimuym

A very important contribution to the simulated anneaiing 11eas for

electronic ana structural properties is que to Car and Parrinello® They compineq




the electromc density-functional Hamiitoman with the 10n1C kinetic energy 1nto
a cost function to be giobally minimized. Traditicnally, in electromc structure

calculations one first minimizes the electronic energy for fixed ionic positions.
3 According to the Born-Oppenheimer principie, the (Helimann-Feynman) forces on
1ons can then be evaluated and the system 1s ailowed to relax. This leads to a
series of elaporate self-consistent caiculations with the necessary matrix
diagonalizations. Even with the biggest available computers, such a procedure
becomes prompitively expensive for systems containing more than a dozen or so
atoms, as the numper of degrees of freedom to be optimised increases This 1S
S0 despite the great symplifications provided by a6 /n¢70 pseudopotential theory
) and local-density approximations for exchange and correiations. 4nother
| bottleneck In these calculations is the cost of large matrix diagonalisations,

which scaie as proportional to M3, where M 15 the total number of basis

functions needed to represent the eiectronic states and charge densities.

Car ana Parrinello suggested that the combined cost function of
electrons and 10ns be minimized by using simulated anneling in the phase space
of nuclear coordinates and density-functional single-particle electronic
wavefunctions Ratner than doing a Monte Carlo-type search, they add a fictitious
classical vinetic enerqy (with an arbitrary mass) to the electronic fields, and
derive the Lagrangian equations of motion for both electronic and ronic degrees
of freedom Additional dynamics can be assigned to e.g. the volume and snace of
X the system Orthonormality of the electron states 1s imposed by the technicue of

Lagrange multipliers The result 15 a set of coupled equations of motien, wnich

' A Yy A 1,Y (NN ’i (3L I S TR TS R
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can be simuitaneously soived for the ion coordinates and the electron fields
using standard discrete time-step methods of classical molecular dynamics.
Starting from a suitapble set of initial conditions, the “temperature” associated
with the fictitious classical dynamics of electrons can be gradually lowered so
that the system can relax to i1ts global ground state. By adjusting the electron
classical "mass” one can (and should) stay n the vicimty of the
Born-Oppenheimer surface.

This technique has two important merits. Firstly, it provides 2
systematic and practical way of combining real molecular dynamics of the 1ons
with interactions truly derived from electronic structure, 1.e. no assumntions or
the force laws are required. This is very important for looking at such delicate
things as structural phase transitions, grawn poundary strucwres7, finite
temperature structures of clu‘sters8 etc. Secondly, as the simuiated annezing
technique expicitly avoids qQirect matrix diagonalisation steps, s
computational cost for the electronic part of the problem 1increase only
proportionally to MN (N is the number of electrons) as far as the “iterative
diagonalhisation” is concerned. There are other parts of the calculation such as
the orthonormalisation of the cccupied states (MN), the generation of the charge
densities (MN), and the solution of the Poisson equation, which scales as MinM
(using fast Fourier transforms) However, 1t 1S obvious that the Car-Parrinelio
techmaque will be the one of choice for very large electromc structure
calculations.

in fact, if one freezes the nuclear positions and only 1ooks at the




hankdaanihantanhat e |

electronic mimimization problem, there probably are even more efficient dynamic
method for the purpose of iterative diagonalisation. The cost function is 1n this
case convex (at least for nonmagnetic systems; magnetic ones can exnibit
* bistability) and steepest-descent techniques? are feasible. Another recent
suggestion]o deais with speeding up the orthonormalisation step . By using
' Schrodinger dynamics and a Fourier bandpass fiiter one can quickly sieve out the
eigenfrequencies and associated eigenfunctions. For evaluating the total efectron

- density, which usually 1S the quantity of interest 1In self-consistent

Y calculations, one can show that the procedure can be optimised to scale as
3
5 Another aspect of the computational cost of iarge-scale electronic

structure calculations concerns the basis sets used o represent he
K wavefunctions and densities. Two commonly used basis sets in large calculations
are plane waves and Gaussians. The latter do not constitute a complete and
orthonormal set, and consequently quadrupie sums over products of the basis

K functions are needed in evaluating some of the energy terms. This quickly

becomes expensive. Using plane waves is equivalent to using an equally spaced
grid in three space dimensions. If one needs a resolution good enough to describe
core electrons 1n atoms, millions of plane waves are needed to represent the
simplest unit cells. To overceme this problem, pseudopotentials can be
constructad to eliminate the core orpitals. If these potentials are loczi, the
computational task remains relatively manageable. However, to describe atoms

- such 3s oxygen nonlocal pseudopotentials are necessary This leads to mixing of
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the Fourier components of the basis with a considerable increase in the

computational difficuity. 1
The finite element method'' provides in principle an attractive |

alternative as a basis set. In thi1s method, low-order polynomial sAgpe runcrions l

are defined on a real space grid so that the functions are strictly zero outsige |

their respective elements. The mesh can be varied so as to give high resolution

where needed. |f core orbitals are kept, this amounts to stretching the resolution

near nucler so that the important cusp condition can be fulfilled. It 1s aiso verv

easy to represent any function in terms of these shape functions. The method

3
N

leads to a very sparse (but large) Hamiltonian and overlap matrices, whicn are
~ nearly optimally amenable to iterative schemes such as the Car-Parrirelio
| method. Moreover, fast algorithms (e.q. the multigrid technique' 2) are availapie
i for soiving the Poisson equation using finite elements. Combining the methoas
listed above may eventually lead to breaking the bottleneck in very iarge |

3 electronic structure calculations with real atomic and molecular dynamics.
2.2. Effective-medium theories

) Even with the increase in computing power and the ingenious new
: algorithms, the task of reliably calculating total energres for interacting atoms
| will long remain probiematic in eg. studying the dynamics of comolex,
’ low-symmetry extended defects. Another limitation of many first-crinciples

calculations 15 that the amount of pnysical 1nsignt they airectly provic: '2 2rten

EALR 2 M O MM I » g SETE RS TEVIEN
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limited. In order to iZentify the important parameters and pnysical trends
extendaple to other systems simpler models have to be extracted and deveioped.
An alternative approach to calculating thz total energy of 23
complicated system 1S provided by the effective-medium-the0r\,11 3 ints various
disquises. The simplest defimtion for these approaches 1s that they aim to go
deyond the pair-potential description of condensed matter to nclude
Jensity-dependent interactions. The pair-potential model has serious drawbacks
In applications to energetics of metallic and covalent solids ( 1t may still be
very useful for generating qualitative information such as the local

configurations of atoms). For example, uniess the elastic constants <atisfy the
Cauchy relation Cyo = C44, which is seldom true in real solids, zn eguilicrium

pair potential cannot reproduce them. One suggestion to deal with this prablem is
t0 add to the total energy a term which depends on the macroscopic volume, oy
analogy with  simple-metal pseudopotential perturbation theory. The
volume-cdependent term provides a fictitious external pressure, which balances
“he Cauchy pressure. It is however clear that the bulk modulus is no more
uniguely defined (unless the volume-dependent term is linear in volume). This
aifficulty may lead to 2 gross mispresentation of cohesive properties 30 that
even qualitative simulating of zuch processes as crack opening or vacancy
clustering, which invclve volume changes, become suspect.

The basic 1dea behind the effective-medium theories is simple: the

total enercy of any given atom is determined by the effect of the surrounaing

atome 'n the <pirit of density-functicnal theory, the electron density o(r)
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singled out as the key variable. One writes a generically’ 4
‘,t:f
s
’ ‘.: N
= SFAM(R:)) +& 5 - R. DS
ErotN) = SRR -3 T PR -Ryy +ES . (D)
:‘\":6: 681
B
I,
B
) The firct term is the "embedding" energy of an atom to its (instantaneoys)
i A
u,:"s
;I::; environment; s dependence is through the electron density of all the other
e
atoms. An ansatz for this is
oy
“L
o
shhi _
Rk ni(R) = Tny(R; - Ry, (2)
- 38 .
g
2 where ny(R) 1S 2 density cloud associated with an atom at R. The first term
e
‘l's 3 . - .
contains the leading many-atorn contributions arising from the interaction or the
it
el . Lo e _
;_2' atom with the electron density tails of all the other atoms. The function F can oe
i
fone .
R calculated for a suitably chosen reference system. A particularly convenient one
3
"‘ . -~ . . -
Ee.' i5 the homogeneous electron gas, for which the embedding energies, screening
o
o 3 ’
‘:;:, clouds and associated electrostatic potentials can be calculated exactly. The
e second term is related to thje electrostatic interaction between the emoedded
)
“S , . " “
1 atoms, and the third term is the "band structure” energy related to the change in
G one-electron eigenvalues in going from the reference system to the real one. The
-"..' ~ g - b
ey
4 af . . .
;355 third term 1s usually small in magnitude in metallic systems, but is important in
+. 0
!«:‘:l
' determining €.g. the trends over transition metai series of the s-d hybridisation
-
REX
?:L;E' terms.  The decomposition (1) bears resemblance to the famihar
’;Hb‘
l:‘!g )
3 pseugopotential-pased perturbation theory15 for simple metals, but 15 rmucn
-EE;' - ' . A 7 ! » !
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- wider 1n applicability. There are several formulations based on (1 ) whicn miffer

in detail but conform to the same philosophy.

There Is an ongoing effort to calculate the individual terms in the

l"‘- |
:Z;-E expansion (1 ) from first principles - with a mimmum of adjustable parametrs
l'\‘/e

af\{

" and uncontrolled approximations. in the formulation of Jaccosen e ,3/.16, the
“(ﬁ

-_»_.,_: runction F is based on the homogeneous electron gas and reads

é§§£

. Fin) = aE"™(n) - o, (3

o)

%

'f“

2

- where

¢

Y .

b X =-[dra¢(r). ()

A

.9;‘ -

el Above, AE™OM 15 the embedding energy ! 7 of an atom into a homogeneous electron
l;,

!vv@

gas of density n, and Asb Is the atom-induced change In the electrostatic
.; potential of the jellium. Inserting (3) into Eq. (1) implies a self-consistency
v §

1t

0 requirement in constructing the pseudoatom density clouds: n,(R) should be
1

E: obtained from embedding the atom into a jellium characterised by the "tail
M

i) ,

» summation” density ni(R) By going to the atomic-sphere-approximation,
il , .

Z; Jacobsen of a/,'6 discuss in detail the various cancellations and tail corrections
R

5

* .

’3'53 in Eq. {1). As emphasized by these authors, the variational property of
N density-functional theory guarantees that independent approximations rmide In

ooth the electren density and effective potential bring about only seconz-orcer
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errors In total energy. This property is useful in seeking for conventent
approximations in the evaiuation of Eq. (1).

For perfect close-packed monoatomic solid the second term in Eq. (1)
1S nearly zero, and the cohesive energy per atom reduces to a very simple

formula

on = AEhom(n) -o{n + EbS (S)

For simpie metals even the pand-structure term Ebs is small. Thus the position
and depth in the minima of Ec(n) (see Fig. 1.) determine the equilibrium iattiice

constant and cohesive energy. The bulk modulus is

B =(1215)7" d%./ds?,

where S is the wigner-Seitz radius. The equilibrium configuration is in general a
result of the competition between inter-atomic electrostatic attraction ( -e¢(n)
and kinetic energy repulsion, which dominates aE™™M(n),

Jacobsen et 3/ '9 nave also shown that Eq. (1), with approcriate
account of the electrostatic second term, which is nonzero in a low-symmetry
situaticn, can easily be used to analyze trends and even quantitatively predict

energles associatea with , cay, surfaces and adsorbates.  For example,

-

% QA OCO L DAL
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(2 .
effective-medium theory offers a conceptually simpie way or rationalizing the
opservations of surface relaxations on open fcc (110) surfaces of metals. The
ariving force behind the Jnwargs relaxation of the first lattice plane 1s the

. attempt of these atoms to place themselves in the optimum electron density as
defined bv the minimum of the E.(n) curve of Fig. 1. The atoms in the Tirst plane

have fewer nearest neighbors than in bulk and subseguently sample too low a
density, which is compensated for by moving closer to the second plane. The
R electrostatic term (beyond the atomic-sphere-approximation) opposes this trend
and diminishes the relaxation. In fact this term, in combination with the

increased density from the relaxed first layer, is responsible for the ocudwards

«

e
B g

relaxation of the second layer. For close-packed surfaces these two terms

nearly cancel, but the more open the surtace the stronger the driving force from
the conesive term E.~(n) = Similar consigerations can be used 1o expiain the

stability of the missing-row reconstruction of some fcc (110) surfaces.
"; Likewtise, the tendency of adsorbed dimers on metals of (i) to have a shorter bond
length than in vacuum and (ii) to rise slightly above the surface as compared to
single adsorbates can be easily be qualitatively understood as arising from the

same 9asic competition between the embedding cohesion and electrostatic

repulsion.

- My T

redfield and Zang»«nll‘8 have recently used the information contained

-~
-

in Fig. to discuss the stabtlity of icosahedral phases in Al-transition metal

a

- e -

alloys. Fig. | shows that Al and Mn, for example, have very different optimum

-
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g | | (3.
density requirements. Redfield and Zangwill argue that the Mackay tcosanedron

encased in a shell of Al atoms is the optimum compromise for the structure of

the alloy. It is also =asy to see from Fig. |

that 1cosanedral binary alloys of Al are only formed with transition metzis to

the right of Ti in the Periodic Table.

2.3. Embedded-atom and related methods

The same basic physical considerations as Jiscussed 3above z2re
i involved in the recent “embeaded-atom”'? and "glue"20 models for interatomic
‘:‘ interactions. The total energy expression in these 1S very similar to that of ea.
A;i
(1):
‘ N '
Etot(N) = iz.Fi(“i(Ri)) ’z':’-.?(Ri - Rj). (8)
’ . t‘,
i
i However, in these approaches the functions F; and CP are empirically
bt
;Z,‘s‘ determined, obtained by choosing reasonable forms for the two functions and
Ty
—~ fitting to experiment. In particular, Daw ef a/'? assumed the pair potential term
s P tobe purely repulsive
by
ci::
PR = LalRlzgB), (9)
R
{4

't.
et
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;’!Htﬂ ‘,lat..‘uiﬂ‘; ‘f',




. -

where I, and Im are (R -dependent) offactive charges (- Q) of two embeaced

atome A angd B separated by distance R. The "'many-body” potential function F(n),
depencent again on the electron density atom the atom positions, starts from
Z2ro w1ty A negative slepe and positive curvature. it can be obtained by fittmgz'
the 2xgression ( 3) to give he correct =ublimation energy, lattice constant,
21astic <onstants, vacancy formation energy etc., whereafter the model can be
used 10 computer simulations of other more complicated pnenomenazg The
nformation used in the empirical fit actually only determines F(n) and 1ts first

two cerivatives for electron densities near the average host electron censity
— q 3
Neq Forles<2 nas arquea rhat the zero pressure equations of state can be used to

determine F(n) for a larger class of electron densities. This 1S based on the
ansatz of a "umiversal” equation of state suggested by Rose ¢ 2723 1t should be
noted, however, that the functions F(n) in £gs. (1) and (3) are not physically
ccmparadle, the latter 1s merely one possible parametrisation of the many-atom
effects, while the first one actually obtains the function from embedding into
the reference system.

Daw, Foiles ana coworkers< 22 have applied their scheme o a large
sariery Oof important materials science problems. The computational cost dees
not significantly exceed that of pair potential simulations, once the functions £
angd 7> are fitted Ercolesst et J/ 20 nave used a very similar "glue” mocel to

‘nvestigate the surface reconstruction of Au(i00).

]

Finnis and Sinclair=4 have suggested yet another enerqy expression

4.




[5
whicn tﬁ@s resemblance to Eq. (1). in particular, they choose /

Fin)=-AYn. (10)

Moreover, n in their work 1S not interpreted as a density, but the rather the

superposition i3 thought of in a more general sense that n, In g (2} i3 an

| adjustaple function. The square root in EQ. (10) 1s chosen to mimic the result of
1‘. tight-Dinaing theory, 1n which n, would be interpreted as a sum of squares of

overlap integrals. This recipe and fit lead to an N-body potential applicaple to

bce transition metals.

3. Computer simulations of structural properties

The above 1deas have recently been applied in a number of computer

simulation studies for materials problems of great practical interest. These
include (i) sputtering and associated defect production?> by hyperthermal !0ons
near single-crystal surfaces, (ii) quenched-in structures?® ana cohision
cascades in amorphous so0lids, and effects associated with melting and

-

sohaification in constrained geometries and near surfaces and interfaces =" |

choose to di1scuss one example of the latter the in some detall below.




3.1. Rare gas - metal interfaces

Noble gases are practically nsoiuble 1n metals and therefore show a
strong tendency to precipitate into wnat are conventionally called bubbles even
‘N the Cases where tne precipitate is in a solia phase. The pressure inside these
cubDies C3an pe =normous, up to several GPa. The precipitation tengency naturaily
arises from the strongly repuisive nature of the metal- rare gas interaction In
arder 1o correctly characterize the qas densities and oressures insice these
pubbles via a numoer of experimental _orobes:8 it has turned out to be important
to have an accurate structural descriotion of the interrace between the meia|
and the gas.

we have undertakeh a series of molecular dynamics simuiatiens~> for
confined rare-gas bubbies. In general, large precipitates have three-dimensonal
faceted shapes. The problem of describing the atomic structure can therefore ce
approached by considering planar metai-noble gas interfaces representing the
facets A candwich qeometry was set up with six layers of metal atems tup to
432 atoms) on eacn side of a collection of up to ©00 qas atems Peredic
bounaary conditions were 2appited in all three airections The nteratomic
potentials were specified according to effective-medium theory In agdition, a
long-range van der waals attraction adjusted to qgive correct physisorption

properties of singie gas atoms was aaded to the force law The metal-metal

potent1al reproquces well tre Duip tattice constant, Duik modulus 2angd




subhimation energy. The simulations were run up to 1500 hundred timesteps of S

* 10719 s after the system was first equiliibrated to the required temperat.re
F1g. 2 shows two examples of the perpendicular gas density profiles

for He near an Al (10Q) interface No sohdification 1S observed in this case with
InCreasing mean density ny, defined 25 the 3verage value for iarge I, 3 :trong

peak In the He density profile first cevelops near the Al surface and seccndary
peaks in the fluid follow. The c=urface peak originates from the statictical
packing of atoms near the repulzive metal, much as with har@ cpheres nezr an
impenetrable wall. The other peaks at h:gher fluid densities si1gnal inc:olent
ordering in the compressed flula. The distance between the peaks correspongs ¢
that between close-packed planes. No appreciable enhancement of the 'ateral
orgering 1< dbserved n the He layer closest to the interface cempared to tne
deeper layers

Another set of simulations was performed for the Cu/Kr interfac2 :n
this cace 2 soligification transition 1S observed. At high enough densities, *rere
are  metastab/e sohd structures with lattice planes parallel to  but
incommensurate with the metal planes These can be obtained from var'ous
ctarting arrangements with different packing gensities. At lower gas den< tinc,
3 fluid-like profile develops at the interface The observed general featur-c of
the pnace diagram are consistent with bulk ¥r thermodynamical data

Pernaps a more Interasting observation concerns an “anneal: o’ ~un,

~ ¢
performed at Kr density of 25 * 1092 273 The fiy1d was frst equintr xteg at

3 nicn temperature, whereafter “emoperature was loweren




celow the sohidification hine. Time evolution of the system was then followed at
a fixed temperature. In th1s case solid atomic planes nucieate from the interface
(Fig 3) The pianes of Kr which start to condense parailel to tne Cu surfaces are
those of close-packea (111) character They are not, however, perfect (111)
planes, presumavly due to the constraint of the periodic beungary conditions

The opservaticn that the close-packed (111) pianes of the gas zi'gn
themselves with the metal nlanes 15 also consistent with the experimentai
results of electron aiffraction. It seems that the malor criterion for tne
arientational relationsnip of the rare gas puobles 's that the clese-packed olanes
nf the nas are parallel 1o those of the host matrix (the latter presymably form
the facets of the metal voias).

This result seems at first quite surprising, sSince the gas-met3l
interacticns at the relevant distances are highly repulsive. One mignt have
expected the gas to precipitate with a loosely packed plane next to 23
close-packed metal surface In addition, since the gas-gas interactions are 2iso
repuisive at small distances, the close-packed gas has a higher surface energy
than 3 more loosely-packed one Finnis=0 has shown that the solution to the
apoarent paradox 11es in the ract that a lowering of the bulk internal enerqy can
pe acnieved with the epitaxial orrentation, wnich more than outweigns the nigrer
interfacral energy Under high qas cressure and constant volume conditicns the
placing of low-ngex fcc (111)curfaces next to the metal facets 1s more than

compensated by tre refavxation of the pulk gas which this permits Whil2 this

result 15 ceemingiy 'ngependent of the actual orrentaticn of the meral facets, the




edge effects inherent I1n the geometry used in the simulation might be important
In establishing the rather small energy differences between hcp and fcc ordering.

Finally, there 15 an interesting connection between the molecular
dynamics resuits and the experimentally observed superheating of rare gas
precipitates in metals. Roussow and Donnelly31 reported a solid-fluid transition
“« N Ar dbubbies in Al 480 K above the bulk Ar meiting temperature for the density
question. The melting transition was deduced from the disappearance or electron
diffraction spots assoclated with Ar. (The superheating effect is apparently
much smaller or even apbsent for Kr in Cu and Ni.) Since the bubbles n general

must pe small to withstand the high pressures needed to solidify the flud at

B )
Y high temperatures, a large fraction of the atoms will be at the bubble surrace.
| Roussow and Donnelly= ! discuss the surface effects in terms of reduced thermal
3
s vibrations of the gas atoms caused by the metal surface , which they present as
)

a mecnanism for suppression of the melting transition. The present molecular
dynamics results suggest an alternative explanation , which may not descrioed
i as true superheating effect (it does not exclude that in the bubble interior

melting takes place at the predicted bulk melting temperature). The peaks in

the gensity profile even in the fluid phase are signature of ordering processes at
- the 1nterface, which in a small bubble might yield a solid-like dirfraction
N nattern above the bulk melting point of the sohid The inverse mechanism,
surface-wnitiated melting or oremeiting has been observed In a2 numper of
computer simulations3<  and , Mmore recently, also n 1on scattering

?YDGNMGMS:} The picture that i1s emerging from these studies 13 that m2iting

N | f‘Q‘l_;\.!“'a‘.J .‘E!‘A.;h'.i LIS N




13 imtiated by a continuous lattice instability at the free surface and that the
melting proceeds along directions of high packing density. This seems to be the
Case for a wide variety of interatomic potentials, Including the angular

o
3.(.1'. three-body ones necessary to stabilise the tetrahedrally coordinated structures
":

of Si and Ge34.

4. Conclusions

i To sustain the steady progress in expanding the scope and accuracy of
§:; electronic structure calculations , improvements are needed in algorithms used
to solve the counled prablems of electronic (quantum) and iomic (classical)
R degrees of freedom. The receﬁt ideas based on simulated annealing and related
methods are most promising in this respect, and may well revoiutionize and
s unify the traditionally somewhat separate fields of electronic structure
o calculations and classicat molecular dynamics simulations. Also the questions of
completeness and manageability of basis sets in large calculations are subject
to new scrutiny. On the other hand, the development of simple but transparent
schemes such as the effective~-medium theory and related approaches is most
» helpful from both pragmatic and conceptual points of view.
Eventually the limiting obstacle in detailed understanding of chemical
and structural problems lies 1n the level of description of electronic excnange

. ang correlation effects. ‘while the local-gdensity approximation of
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density-functional theory has proven surprisingly robust and reliable, 1ts
validity is fundamentally limitedS2 Efforts to improve and generalize 1t are

thus very worthwhile.
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o Figure Captions
Lt

i' Fig.1. The energy E.(n) (see Eq (6) ) as a runction of electron density n for

y various elements. After refs. 16 and 17.

X Fig.2. The simulated perpendicular density profiles for pressurized He fluig near
K AICT10) wall. T = 300 K . After ref. 29.

;i;;: Fig. 3. The simulated nucleation as a function of time (b - ¢) of sohd Kr(ill)

o layers near a Cu(100) interface after quenching from the meit (a). After ref 29
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