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ABSTRACT

SUDIES OF

ANALYSIS, SNMIS, MiD ASSEMSSDmT

Lawrence J. Hill

The purpose of this report is to analyze, synthesize, and assess
the extant literature on postdisaster economic recovery in the context
of providing a background for policy development. For purposes of the
study, the U.S. economy has been divided into two broad components--the
physical infrastructure and the institutional infrastructure. The for-
mer is comprised of factors of production or, alternatively, all tangi-
ble resources used in production, while the latter encompasses the en-
vironment that facilitates and coordinates economic exchange.

Three broad approaches have been used to address issues associated
with the physical infrastructure in the aftermath of a disaster. They
include (1) economic resource assessments; (2) the use of formal econo-
mic models to simulate the performance of a postdisaster economy; and
(3) individual industry studies. Based on an analysis of the contribu-
tions to the literature on the physical infrastructure, three conclu-
sions were drawn. First, the magnitude of potential destruction of eco-
nomic resources under hypothetical disaster scenarios has been docu-
mented. Second, problems that could potentially thwart economic recov-
ery have bein detailed. Third, the economic conditions--in a conceptual
sense--under which recovery is likely to occur have been formulated.

Reearch on the institutional infrastructure has been assessed in
the context of the reconstruction of the German economy following World
War II. The primary recommendation is that further analysis should be
undertaken to develop an organization and stabilization program that is
consistent with fiscal and monetary reform and damage compensation. The
program should place less emphasis on central administration and price
controls than some observers have argued.

Three other areas have been identified which, if addressed, could
significantly improve planning for economic recovery. First, attention
must be devoted to developing economic control measures in the event
that the economy becomes increasingly fragmented over a period of time
due to a prolonged nuclear conflict. Second, in an extension of re-
search undertaken over the past three decades, the transportation indus-
tries and the production and use of electronic control devices should be
the subjects of further study. Finally, most studies of economic recov-
ery have dealt with the U.S. domestic economy, excluding important in-
ternational considerations. Therefore, attention should be devoted to
problems with both the international monetary system and international
trade in the aftermath of a generalized disaster. The latter problem is
especially important because of the likelihood that many economies
throughout the world will not be directly affected by the disaster.

ix



STUDIS OF
POSTDISJIST ECOWMIC RRGOOVE:

AMkLYSIS, SYS T IS, AND ASMT

Lawrence J. Hill

flNTROIDfON

The purpose of this study is to analyze, synthesize, and assess the
extant literature on postdisaster economic recovery in the context of
providing a background for policy development. The magnitude of disas-
ters under consideration is all-inclusive. Therefore, economic recovery
from relatively localized disasters that are the result of natural phe-
nomena--earthquakes, floods, and tornadoes, for example--is considered
as well as economic recovery fron a generalized disaster resulting from
a hypothetical nuclear attack.

It must be emphasized at the outset that, with respect to a hypo-
thetical generalized disaster, only studies associated with some aspect
of economic recovery from the disaster are considered in the study.
Therefore, research undertaken on strategic and military considerations,
continuity of government issues, and biological and meteorological ef-
fects of the disaster is beyond the scope of this study. The extent to
which these factors could impinge on economic recovery--and the problems
that could arise because of them--may be fruitful topics of other re-
search endeavors.

For purposes of this study, the U.S. economy has been divided into
two broad components--the physical infrastructure and the institutional
infrastructure. The physical infrastructure is comprised of factors of
production or, alternatively, all tangible resources used in the process
of producing goods and services. It includes land, labor, capital,
energy, and other inputs in the production process. The institutional
infrastructure, on the other hand, encompasses the environment in which
productive economic activity occurs. It can be viewed as the estab-
lished social, political, and economic arrangements that facilitate and
coordinate economic exchange. Economic institutional issues include or-
ganization and stabilization of the economy in concert with other mone-
tary, fiscal, legal, and social arrangements that provide the environ-
ment for productive activity.

The report is divided into eight chapters. Besides an 4- -oduction
and a concluding chapter, there are six substantive chapte 'Qihapters
2 through 5 and Chapter 6 present research results on the .iysical and
institutional infrastructures, respectively. Chapter 7 provides an as-
sessment of the research presented in the preceding five chapters.

Both the discussion of the physical and institutional infrastruc-
tures are organized in a hierarchical manner. That is, they are intro-
duced with a summary of the methodologies and results at the beginning
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of the discussion. For the physical infrastructure, Chapter 2 provides
the summary. The beginning of Chapter 6 contains the summary of re-
search on the institutional infrastructure. The remainder of the dis-
cussion on the two broad components of the economy provides a more in-
depth analysis of prior research in the respective areas, highlighting
the contributions of individual studies. The synopsis of prior research
on the two components of the economy is intended to provide the inter-
ested reader with a broad overview of research approaches, scope, and

results that comprise the extant literature on postdisaster economic re-
covery.

The organization used to present prior research on the physical in-
frastructure in Chapters 2 through 5 was dictated by both the method-
ology and geographical scope of prior research. That is, besides the

summary of research in Chapter 2 alluded to above, the discussion of
physical infrastructural issues is organized on the basis of (a) studies
of the national economy in Chapter 3--further divided between studies
using formal economic modeling approaches and nonmodeling methods, (b)
studies of regional or local economies in Chapter 4--again divided be-
tween studies using modeling approaches and nonmodeling methods, and (c)
individual industry studies in Chapter 5, which include industry studies
of aluminum, rubber, steel, chemicals, drugs, construction, transporta-
tion (surface modes, rail, water, and air), petroleum (including pipe-
lines), natural gas, and electric power.* No distinction is made in the
classification between studies of economic recovery from geographically
localized or generalized disasters. However, the distinction is obvious
from the content of the research.

The presentation in Chapter 6 on the institutional infrastructure
is organized around four critical issues in a postdisaster economy: (1)
economic organization and stabilization, (2) the monetary system, (3)
the fiscal system, and (4) damage compensation. Here again, no dis-
tinction is made in the discussion on the type of disaster under con-
sideration. However, the majority of research on institutional issues
associated with natural disasters has been concentrated on damage com-
pensation or, more specifically, a comprehensive program of disaster in-
surance. The presentation in Chapter 6 concludes with a discussion of a
historical analogue--the economic reconstruction of post-World War II
Germany--which is used to isolate issues that are important for recovery
of a severely damaged economy. Although it is recugnized that there is
no perfect historical analogue for the likely extent of damage and dis-
ruption in the aftermath of nuclear attack, the discussion is at the
very least suggestive of the economic problems that might arise as a
direct result of policies adopted in reconstructing a seriously damaged
economy.

*A postattack economy can be characterized in stages--defined some-
what arbitrarily on a temporal basis--which reflect priorities in the
recovery effort: a population maintenance phase, a reorganization phase,
and a recovery phase. Emphasis in this study is placed on the reorgan-
ization and recovery phases. Therefore, the food production and pro-
cessing industries which are instrumental in the population maintenance
phase are excluded from this study. However, they are included in other
ongoing work on postattack recovery.

S-2



To provide a framework for discussion of prior research undertaken
on postdisaster eccnomic recovery, Figure S.1 contains a somewhat sim-
plified characterization of the U.S. economic system. The framework
provided in Figure S.1 emphasizes the relationship of various components
of the total economic system to one another and, as such, does not at-
tempt to characterize the flow of goods or money through individual sec-
tors of che economy. The framework is presented as a convenient means
to systematically show the nature and extent of research that has been
undertaken on various aspects of a postdisaster economy.

The uppermost echelon of the figure--population, resources, and in-
stitutions--provides a highly aggregated representation of the sources
of inputs into the economic system. Disaggregating, population and re-
sources can be viewed as comprising the inputs into the production
process or, technically, factors of production. Those factors have a
number of dimensions which include their quantity, quality, composition,
and geographical dispersion. Institutions that have evolved to coor-
dinate or provide an environment for productive activity can be general-
ized into those related to social, political, and economic aspects of
the nation. Factors of production used by industry, final demand for
goods, and economic institutions shown in the third and fourth echelons
of Figure S.1 provide the framework around which the research reviewed
in Chapters 2 through 5 and Chapter 6 was organized--namely, the physi-
cal and institutional infrastructures, respectively. When aggregated,
final demand components in the fourth echelon--net of imports--consti-
tute the gross national product of the economy.

To varying degrees, studies of the postdisaster economy have ad-
dressed every component of the economic system depicted in Figure S.l.

Highly aggregated studies of the national economy have assessed the vul-
nerability of the three components of national resources as reflected in
the first echelon of Figure S.1--population, resources, and institu-
tions. In these studies, economic resources typically have been mea-
sured as manufacturing value added and institutions have been measured
in terms of private and public decisionmakers (corporate management and
government administrators).

Although, very little analytical research has been undertaken on
the institutional infrastructure relative to research on issues associa-
ted with the physical infrastructure, all of the economic institutional
issues presented in Figure S.1 have been addressed. Questions of opti-
mal organization of the postattack economy and stabilization measures
have received the most attention. For the most part, potential problems
with fiscal and monetary reform have been discussed in a speculative
manner.

A number of studies have addressed surviving factors of production
under alternate attack scenarios. These studies have addressed various
dimensions of those factors as presented in Figure S.1, with inferences
drawn about the ability of the surviving population, labor force, and
management to harness them into a viable economy.

The majority of studies of postattack economic recovery have ad-
dressed issues associated with the ability of estimated surviving indus-
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Figure S. 1

Schematic Representation of the U.S. Economic System
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trial capacity to both generate output sufficient to sustain the surviv-

ing population and grow sufficiently to attain a reasonable per-capita
standard of living. In terms of Figure S.1, these studies addressed
business firms/industries and final demands. The studies have been con-
ducted at both the national and subnational levels. Methodologies em-
ployed have included formal modeling approaches, nonmodeling resource
assessments, and studies of individual industries.

The remainder of this summary contains three sections. The follow-
ing two sections provide an overview and assessment of research on the
physical and institutional infrastructures. The final section presents
conclusions and four recommendations for future research.

PHYSICAL INFRASTRUCTURE

Analysis of the economic effects of relatively localized disasters
as would result from natural phenomena has generally proceeded along two
fronts. First, in the majority of studies, prior disasters have been
analyzed using historical time series data to ascertain both the short-
and ling-term effects of the disaster on the regional economy. Typical-
ly, aggregate economic indicators--employment and retail sales, for
example--have been analyzed (1) for a period of time prior to the disas-
ter, (2) during the period immediately following a disaster, and (3) for
the long term, over a number of years to determine if the disaster had
any perceptible influence on the economy as reflected in economic indi-
cators. Second, economic models have been used either to simulate the
performance of the economy during the disaster period to determine the
effects of the disaster or to simulate the effects of a hypothetical
disaster.

ln general, the results of studies of geographically localized di-
sasters have shown that there are no long-term effects of natural disas-
ters on regional economies. For the short term, the studies have gener-
ally shown that the disaster provides a stimulus to the local economy.*
In an econometric simulation study of the long-term economic impact of a
hypothetical earthquake in the Charleston, South Carolina metropolitan
area, for example, Ellson, Milliman, and Roberts' (1984) conclusion is
typical of the conclusions of studies of the long-term effects of natu-
ral disasters:

What is clear is that the health of the regional economy is
determined more by the assumptions one makes about the nation-
al (exogenous) growth factors driving the regional economy
than by the disruptive effects of an earthquake whose severe

*The only prominent exception to these general statements on short-

and long-term recovery from geographically localized disasters is a po-
tentially devastating earthquake in California. For simulations of the
performance of the regional economy in the aftermath of a hypothetical
earthquake in California, see Cochrane (1,,5) and Munroe and Ballard
(1983).

S-5



effects are largely temporary and tend to diminish over the
longer run. (Ellson, Milliman, and Roberts, 1984, p. 570).

Moreover, in an analysis of statistical time series data to determine
the economic effects of the 1964 earthquake in Alaska, one of Dacy and
Kunreuther's (1969) conclusions reflects the general results obtained
from analyses using aggregate economic indicators to ascertain the ef-
fects of natural disasters:

In fact, a disaster may turn out to be a blessing in disguise.
Aside from the economic boom that often follows because of the
large amount of reconstruction, there is an opportunity for
commercial establishments and homeowners to improve their fa-
cilities. (Dacy and Kunreuther, 1969, p. 168).

The literature on the physical infrastructure of the economy in the
aftermath of a large-scale nuclear disaster can be viewed in the aggre-
gate as attempting to answer two broad questions:

1. Do resources survive in sufficient quantities to accommodate economic
recovery on a national or regional basis after a hypothetical
disaster?

2. What are the physical impediments to economic recovery?

Three broad approaches have been used to address these questions: (1)
assessment of surviving economic resources; (2) simulation of economic
models; and (3) studie3 of individual industries,

National or subnational economic resource assessments have ranged
from simple analyses of surviving population, labor, and industrial ca-
pacity in the aftermath of hypothesized nuclear attacks to relatively
detailed analyses of the surviving labor-capital composition. In gen-
eral, the results of the studies showed that prospects for economic re-
covery from the hypothetical attacks were favorable. Hanunian (1966),
for example, postulated eight hypothetical attacks that were intended to
span the range of plausible attack scenarios at the time of writing. He
concluded that recovery prospects are favorable with farm output outper-
forming nonfarm output in the immediate postattack period. Although Ad-
dington's (1968) analysis of the results of several hypothetical attack
scenarios showed that there would be a labor-capital imbalance in the
postattack economy, he concluded that the prospects for recovery are
favorable because labor could be applied to capital more intensively in
the postattack economy.

Goen et al. (1967, 1969) examined various facets of economic recov-
ery under two attack scenarios--a counterforce strike (directed primar-
ily at military facilities) and a countervalue strike (directed primar-
ily at economic and population centers). Aspects of the postattack eco-
nomy under examination were population, manufacturing capacity, indus-
trial and public management, agriculture/food processing, homeless sur-
vivors, and the availability of labor for manufacturing activities. Al-
though under both attack scenarios the authors concluded that the output
required for producing intermediate goods did not exceed available ca-
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pacity, the demand for food products would exceed undamaged capacity by
40 percent under the countervalue scenario. Under both attack scenar-
ios, petroleum refining capacity would be more than adequate to service
postattack demands. However, in a study of the number of additional
weapons required to reduce petroleum capacity below the level required

for recovery, the authors concluded that seven additional weapons would
produce a bottleneck in the petroleum sector. Other sectors especially
vulnerable to imbalancing attacks were printing and publishing (one ad-
ditional weapon) and instruments (three). Additionally, after examining
the surviving labor force and manufacturing capacity, the authors con-
cluded that imbalances in the supply of labor would reduce manufacturing
output by approximately 20 percent of what it could be with surviving
physical resources.

Laurino and Dresch (1971) examined the Soviet threat of the 1970s,
the constraints placed on that threat, the ability of the United States
to take counteraction, and prospects for economic recovery. Defining
four levels of economic viability--adequate, imbalanced, austere, and
moribund--the authors concluded that, under the constraints placed on
the Soviets in the early and mid-1970s, they could reduce the United
States to the imbalanced level of viability. Reduction to the austere
level would require changes in Soviet objectives. An imbalanced level
means that the economic system cannot function at the required level
even though surviving capacity is adequate in most sectors. The austere
level means that economic capacity can only sustain the surviving popu-
lation.

The results of the more general resource assessments--pcrcentage of
preattack population, labor force, and industrial capacity surviving an
attack, for example--were used to draw inferences about the capability
of the region under examination to recover from a hypothetical attack.
Since they do not generally provide any indication of the ability of
surviving management to harness these repources into a viable mechanism
for recovery, the results can at best be used to identify potential
problems with surviving physical reso-.rces in the postattack economy and
do not provide a definitive statement on recovery potential.

With respect to the use of economic models to simulate the perfor-
mance of the postattack economy under hypothetical attack scenarios, an
approach that lends itself well to isolating problems of potential sig-
nificance in economic recovery is input-output modeling. Input-output
models cast in a linear programming framework have been used extensively
to address problems related to imbalances or bottlenecks in a damaged
economy. Bottlenecks can be identified that impede the production of
both intermediate and final goods in the postattack economy.

The level of aggregation across individual industries in input-
output studies has been dictated by available data on the inter-industry
production coefficients in the economy. The earliest studies of the
postattack recovery potential of the U.S. economy were highly aggregated
across individual industrial sectors of the economy. For example,
Clark's 1958 study of the recovery potential of the economy was based on
nine highly aggregated sectors [see Kahn et al. (1958)]. Ensuing
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studies using the input-output approach were disaggregated in accordance
with data on inter-industry production coefficients.

While nearly all of the studies using an input-output approach
found limiting factors in recovery--bottlenecks, for example--the poten-
tial for economic recovery was found to be generally favorable in the
earlier studies. For example, after analyzing two hypothesized attacks
in 1975, Bickley, Crane, and Pearsall (1967) concluded that the surviv-
ing population would enjoy a standard of living comparable to the late
1950s. One of the attacks they considered was a large-scale counter-
value strike in which it was estimated that 90 million people and 34 to

41 percent of the capital stock would be destroyed. Bull (1973a, 1973b)
simulated the economic performance of thr economy in the first 90 days
after a hypothetical attack. Under the attack scenario, only 55.7
percent of the population and 34.4 percent of industrial capacity were
estimated to survive. Bull's conclusion was that the damaged economy
could produce essentials for survival. in the 90-day period.

Sobin (1968b, 1969) simulated the number of people who could be
supported by surviving economic resources after a large-scale, counter-
value attack on the United States. His primary conclusion was that a
relatively small amount of investment in key sectors of the economy
($295 million at the time) would lead to economic output that could po-
tentially support an additional 49 million survivors, increasing the
total supported population from the original 151 million to 200 million.
Dresch and Baum (1973) simulated the performance of the economy under a
wide range of attack scenarios and under different assumptions about Lhe
amount of postattack investment expenditures made in selected sectors of
the economy. The results of their analysis suggested that recovery
prospects are favorable and, after the heavier of the simulated attacks,
recovery to preattack levels of GNP could occur within a decade. Pear-
sall (1968) simulated the performance of the economy to ascertain
whether it could attain a 1958 standard of living. Numerous hypotheti-
cal attacks to create bottlenecks in individual sectors of the economy
were designed for the study. Although Pearsall concluded that attacks
concentrated on individual economic sectors could be devised to thwart
recovery, he believed that the destruction of economic resources re-
sulting from the attacks could be overcome by resorting to alternative
sources of supply, substitutions, labor intensive operations, and ap-
propriately applied investment expenditures.

Although the results of simulation studies using an input-output
approach have generally shown that the potential for economic recovery
is favorable, the input-output approach has a number of limitations that
are especially important in the context of simulating postattack re-
covery potential. First, the input-output coefficients reflect peace-
time production relationships. Their use for simulation of the post-
attack economy does not consider potentially severe disruptions in eco-
nomic relationships. Second, economic activity within any individual
aggregated sector in the models is assumed to be homogeneous. That is,
all prod-.cts and processes are assumed the same. Third, and related to
the second assumption, all activity within an individual sector is as-
sumed completely substitutable within that sector and, in contrast, no
potential substitution of products or processes across different sectors
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is embodied in the specification of the models. Finally, at least for
national models of the postattack economy, the production relationships
are aggregated geographically which masks many of the important inter-

regional problems that may arise in the postattack economy. The most
prominent of these potential problems involve transportation across re-
gions of the country.

Many potential problems in the postattack economy that are masked
by input-output studies have surfaced in studies of individual indus-
tries. In a recent study of the aluminum industry, for example, Block
et al. (1977) examined, among other issues, the relevance of a relative-
ly disaggregated 367-sector input-output representation of the U.S. eco-
nomy for analysis of postattack problems in the aluminum industry. With
respect to input-output tables, the authors concluded:

A review of a highly disaggregated set of economic input/out-
put coefficients (367 sectors) indicated input sectors with
low dollar values but without suitable substitutes. There-
fore, performing a postattack sensitivity analysis to deter-
mine the reltive importance of ingredients for rebuilding
based upon input/output coefficients (in other words, relative
price) is meaningless. In addition, capital equipment is in-
cluded only at a gross level of aggregation and at typical an-
nual depreciation levels--not at plant replacement levels.
Furthermore, some supplies necessary to normal operations

(such as refractory brick) are not included in the tables.
(Block et al., 1977, p. 24).

A number of other in-depth studies of individual industries illumi-
nated potential problems problems in economic recovery that cannot be
captured in input-output studies. The work of McFadden and Bigelow
(1966)--the steel and petroleum refining and petrochemicals industries--
and Tate and Billheimer (1967)--the aluminum industry--on the
detrimental impact associated with a rapid shutdown of those respective
industries has important implications for postattack recovery. Van Horn
and Crain's (1975) study of the process control industry from both a
supply and demand standpoint underscored potential problems in an indus-
try in which, from a supply standpoint, important inputs are derived in
large measure from two regions of the country and in which, from the
standpoint of demand, rapid technological advances potentially increase
the vulnerability of control measures in industries using electronic
process control devices.

A study by Miller and Stratton (1980) on the petroleum industry
provided one of the many substitution possibilities that are feasible in
a postattack economy. Their recommendation for use of an expedient
crude oil unit to produce diesel fuel would substantially reduce the
amount of time that it would take to make diesel available in the post-
attack economy. Similarly, conventional and unconventional substitution
possibilities for electric power discussed by Foget and Van Horn (1969)
could potentially ameliorate some of the electric power problems in a
postattack economy. Many of the other studies of individual industries
that are presented in Chapter 5 illuminate both problems and potential
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solutions in specific industries of the postattack economy that are
beyond the capability of input-output models to embody.

As the state of the art in economic recovery modeling progressed,
many modelers saw the need to relax the assumption of fixed production
coefficients. A refinement to the fixed production technology approach
was the introduction of production functions that relate output in indi-
vidual sectors to the use of capital and labor. More recent refinements
include the use of endogenously determined input-output relationships
that are based on the level of surviving resources after a hypothetical
attack on the economy. Recognizing the deficiencies inherent in simu-
lating the performance of the economy on the basis of surviving physical
resources alone without consideration of economic institutions, *he most
recent attempts at modeling the postattack economy have involved a sys-
tem dynamics approach in which, among other factors, managerial, i -cal,
monetary, and psychological factors potentially impinging on ecoLSnic
recovery were incorporated in the modeling system.

Hill and Gardiner (1979), for example, used a system dynamics ap-
proach to address the question of whether economic recovery was auto-
matic or whether the governing authority played an instrumental role in
the performance of the postattack economy. The results suggest that
adequate surviving industrial capacity per se is not sufficient for eco-
nomic recovery. Emergency preparedness activities and resource manage-
ment actions are important factors in economic recovery. In another
study using a system dynamics approach, Peterson et al. (1980) incorpor-
ated psychological responses in their formulation of a postattack re-
covery model. Based on the simulation of a number of different scenar-
ios, the authors concluded that there was a "threshold" of damage where-
in the psychological response of the population thwarts economic re-
covery.

To varying degrees, the specification of system dynamics models to
ascertain the recovery potential of the postattack economy has included
many of the institutional features of the economic system that typically
are not incorporated in economic models. That is, there are a number of
implicit assumptions that typically underlie the formulation of an eco-
nomic model. These assumptions--whether made explicit or not--deal not
only with the physical infrastructure of the economy, but the institu-
tional infrastructure as well. It is implicitly assumed that there is a
viable medium of exchange in existence to facilitate market trans-
actions. It is also assumed that there is an established system of
property rights and a legal system that guides economic activity. It is
assumed that the primary method used for the allocation of resources is
the market mechanism--the interaction of market forces. It is assumed
that a system of incentives as embodied in the tax system is well estab-
lished. Moreover, it is assumed that incentives exist for the produc-
tion of goods and services--a profit motive--and there are incentives
for human capital to be offered in labor markets. With respect to the
latter point, the implicit assumption is that a sociocultural system has
evolved over the years that both guides individual behavior and comple-
ments the functioning of the economic system.
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Clearly, there is a large difference between (a) the use of eco-
nomic models to simulate the activity of the physical economic infra-
structure--land, labor, capital, and material inputs--in an environment
where all of the institutional features of the system are well-
established and operative over a number of years and (b) the use of eco-
nomic models to simulate an economy in which political, economic, and
social institutions are either destroyed or seriously impaired. Simula-
tion of economic activity in the latter context must necessarily incor-
porate explicit representation of all of the political, social, and eco-
nomic institutions--and their interrelationships--to determine the eco-
nomic recovery potential of the postattack economy. Or, alternatively,
combining drastic changes in both the physical and institutional ar-
rangements in the economy lead to a large number of possible outcomes
that are quantitatively unpredictable.

The importance of this latter point has not gone totally unnoticed

in the literature on postattack economic recovery. As discussed in
Chapter 6, Dresch and Ellis (1966) undertook a detailed systems analysis
study of the interactions between the sociocultural, political, and eco-
nomic subsystems of the national entity to isolate potential problems
that may impinge on postattack recovery. On a qualitative basis, they
identified inputs to and outputs from each of the subsystems that char-
acterize the national entity. Although they recognized that a quanti-
tative model depicting the interrelationships between various components
of the national entity would provide valuable insights into the opera-
tion of the postattack economy, data limitations proved prohibitive. On
the use of a model to characterize the functioning of the national en-
tity and prospects for economic recovery, Dresch and Ellis observed:

Although systems analysis has been used (in this study) to ar-
range these inputs into a frame of reference, it seems clear
that no model or simulation, however vast, could usefully en-
compass or faithfully distill the essence of the whole U.S.
society. (Dresch and Ellis, 1966, p. 13).

The implications of Dresch and Ellis' assessment of modeling the post-
attack recovery potential of an economy in which there is serious im-
pairment in the functioning of all strata of the national entity are

quite clear.

Based on examining the research contributions on the physical in-
frastructure of a postattack economy, three conclusions relating to
postattack recovery emerged. First, the level of potential destruction
of economic resources under hypothesized attack scenarios has been de-
fined. Second, partially as a result of the first, potentially signifi-
cant problems in harnessing surviving resources into a viable productive
economy have been detailed. Third, the economic conditions--in a con-
ceptual sense--under which recovery is likely to occur have been demon-
strated. These conditions were discussed by Winter (1963):

In aggregative terms, the process of achieving viability can
be viewed as a race between the reconstruction of the capital
stock (and thus the recovery of output) and the depletion of
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the inventories from which essential needs are being met in
the meantime. (Winter, 1963, p. vi).

There has been no definitive quantitative statement on economic re-
covery to complement Winter's qualitative assessment of the recovery po-
tential of the U.S. economy. The quantitative assessments of economic
recovery that have been presented in the literature are merely sug-
gestive of recovery potential if the institutions that guide productive
activity do not impede economic performance. These institutions are the
subject of the next section.

ECONWC INSTITUTIKAL I1FALSTRUCTURE

In general, as in the case of studies of the physical infrastruc-
ture of the economy, the majority of prior research on institutional is-

sues has been concentrated on recovery from large-scale disasters that
are the result of hypothesized nuclear attacks. However, in contrast to
prior research on the physical infrastructure, there has been relatively
little substantive research undertaken on issueR related to the institu-
tional infrastructure of the economy in the aftermath of a disaster.
The importance of that gap in the literature has been underscored over
the past three decades by numerous contributing authors on the subject
of postdisaster economic recovery.

For example, Cavers (1955), writing in the early years of the
nuclear age on institutional issues associated with nuclear war, con-
cluded:

the problem (of nuclear attack) has been unfortunately
conceived largely in terms of physical arrangements. Even the
most far-reaching of our non-military defense planning ef-
forts, Project East River, devoted virtually no attention to
problems of legal and economic organization. Indeed, of its
263 recommendations, only one in my opinion fits into this

category. . . (Cavers, 1955, p. 131).

Furthermore, in their extensive research on the vulnerability of
the nation as an entity to nuclear attack, Dresch and Ellis (1966)
stated:

some of the most important effects of a massive attack
may not come from the direct effects on property and capacity
but from the indirect effects on institutions and attitudes.
(Dresch and Ellis, 1966, p. ii)

In assessing the research undertaken on the postattack economy, Dresch
and Ellis concluded:

Past studies of industrial and economic vulnerability have
gone into detail in the analysis of surviving capacity, the
requirements for repair, conversion, and reconstruction of
capacity, the allocation of facilities and other resources,
and the feasibility of meeting alternative schedules for econ-
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omic support and recovery. The attention devoted to institu-
tional and organizational aspects of recovery management, how-
ever, has been hopelessly limited. (Dresch and Ellis, 1966,
p. 117).

Finally, in their study of prospects for recovery from nuclear at-
tack, Greene, Stokley, and Christian (1979) concluded in part:

The major unanswered questions deal with human behavior, so-
cial and political disorganization, and the restoration of a
functioning economy--all questions not of physical resources,
but of 'management.' (Greene, Stokley, and Christian, 1979,
p. v).

Most of the emphasis in the literature on institutional issues as-
sociated with relatively small-scale, localized disasters resulting from
natural phenomena has been on damage compensation in the aftermath of
disaster. Concisely, the majority of contributors to the literature
have argued that a comprehensive system of disaster insurance is, from
an economic perspective, much preferred to the present ad hoc approach
of compensating for losses attributable to natural hazards.

With respect to economic institutional issues in the aftermath of a
nuclear disaster, published research has been, almost without exception,
speculative or superficial, generally lacking an analytical basis. In-
deed, one of the primary recommendations advanced by contributors to the
literature on the postattack economy has been the need for more rigorous
analysis of institutional issues--organization and stabilization mea-
sures, monetary reform, a system of taxation, and war damage compensa-
tion.

What is clearly needed in the area of economic institutional plan-
ning is a research effort to integrate all of the organizational, mone-
tary, and fiscal tools that are at the disposal of all levels of the
government. Integration is required to ensure that economic planning is
consistent. Besides resolution of the myriad problems associated with
entangling legal arrangements that existed prior to a large-scale disas-
ter, a coordinated effort must be made to resolve all of the organiza-
tional, monetary, and fiscal problems attendant with a large-scale di-
saster.

To illustrate this principle of coordination, it is clear that,
from an equity and production incentives standpoint, a system of damage
compensation must be developed and integrated with the fiscal system or,
alternatively, an extra-tax program of damage compensation must be de-
veloped that is consistent with the fiscal program. The program of dam-
age compensation, therefore, must be coordinated with the approach that
will be used for Federal revenue generation. This is no less true for a
currency reform which must be part of a system of overall monetary pol-
icy in the postattack recovery effort.

Although there are no perfect historical analogues for the poten-
tial economic problems that a nation will confront in the aftermath of
the large-scale destruction of human and physical resources and the im-
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pairment of economic institutions, the experiences of countries that un-
derwent reconstruction after World War II (Germany, for example) suggest
some of the economic problems that an attacked nation may confront.
What is apparent from the economic stagnation experienced by Germany in
post-World War I7 reconstruction is that economic policy was improperly
devised. The result was a degree of economic stagnation that could have
been ameliorated with implementation of an economic reconstruction pro-
gram that relied less on direct controls and central administration and
more on the market mechanism.

In Germany, a policy of repressed inflation in concert with a host
of commodity controls that superceded the market mechanism led to eco-
nomic stagnation and reversion to an exchange system that only partially
involved the use of the prevailing currency. The economic reforms ini-
tiated in June of 1948 that revalued the currency, lifted direct con-
trols, and revised the tax system led to a dramatic reversal in economic
productivity.*

Stagnation of the German economy was attributable to three interre-
lated factors. First, the occupying powers continued a very rigid sys-
tem of wage and price controls that was catried over from the German
wartime economy. Second, earned income was taxed heavily. Third, the
authorities failed to eliminate the enormous amount of excess purchasing
power that was present in the economy.

Perhaps the most important manifestation of these economic policies
was their effect on incentives--incentives both to produce and work.
With respect to production incentives, a rigidly controlled system of
absolute and relative prices in concert with other factors that charac-
terized the German postwar economy--declining labor productivity and
shortages of raw materials, for example--did not afford adequate compen-
sation for output. Thus, there was no incentive to produce at pre-
vailing price levels. The lack of incentive to produce led to shortages
of consumer goods. The lack of consumer goods in concert with excess
liquidity in the economy offered no incentive for the work force to of-
fer their services in the labor market. Money compensation, in general,
was not sufficient to attract labor in an economy where consumer goods

A caveat must be added when attributing Germany's dramatic eco-

nomic turnaround wholly to reforms initiated in June of 1948. Many
authors have pointed out that other factors may have contributed to the
economic stagnation prevalent in the immediate postwar period. Hirsh-
leifer (1963), for example, pointed out that, besides the policy of re-
pressed inflation, there were two other organizational forces at work in
Germany in the immediate aftermath of the war--restrictive economic pol-
icies of the Allies and social and political disorganization. Hirsh-
leifer argued, however, that these two forces were secondary to the pol-
icy of repressed inflation in explaining Germany's stagnation: " ... the
analysis here indicates that social and political disorganization was
not too significant as an independent factor after the crisis of 1945,
while the economic disorganization caused by the lack of an effective
monetary mechanism persisted until the reform." (Hirshleifer, 1963, p.111).
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were not available and there was already an excess amount of purchasing
power.

The extant literature on economic organization and stabilization in
the postattack economy has addressed the spectrum of control and stabil-
ization possibilities. There are at least three major themes that per-
meate the literature on economic control in the event of a large-scale
nuclear disaster. First, most authors have stressed the importance of
economic management in the recovery process in the early aftermath of a
nuclear disaster. Second, a theme that also runs through the literature
is that the Federal government's plan for controlling the economy is in-
adequate. For the Federal government to take any kind of active role in
directing the economy, much more preparation will have to be undertaken
in the preattack period. Finally, with respect to the Federal govern-
ment's current planning, too much emphasis has been placed on the types
of control measures used to direct economic activity in the American
economy during World War II. Alternate control measures must be de-
veloped.

What is readily evident from a study of the various scenarios re-
sulting from a large-scale disaster is that the Federal government can-
not assume the role of "invisible hand" in economic recovery. That is,
the allocation of economic resources that, for the most part, is made by
innumerable decentralized decisions in the preattack economy cannot be
superceded by a system in which the central authority makes all of those
decisions. There are at least two important reasons for this assertion.

First, resources needed for effective central management of the
economy more than likely will not be available. The lack of management
resources is attributable to both the likely destruction of centers of
government and the amount of managerial resources required for making
resource allocation decisions in an economy as complex and as potential-
ly imbalanced as the postattack U.S. economy. Even if the political
authority of the federal government were reestablished, centralized con-
trol of economic decisions would necessitate an enforcement cadre that
extends well beyond the bounds of likely surviving resources.

Second, the size of the resource management base notwithstanding,
the Federal government does not have the experience, expertise, or in-
formation to assume all of the decentrelized decision-making that char-
acterizes a market-oriented economy. For example, it is anticipated
that one of the most important stimulants to recovery--at least in the
early postattack recovery phase at the local level--will be reliance on
unconventional or expedient production processes that will circumvent
the need for some types of productive inputs that were used preattack.
The localized nature of these activities is conducive to on-site--and
not governmental--implementation. Therefore, even if all of the mana-
gerial resources of the Federal government survived a large-scale disas-
ter (because of extensive preattack measures to ensure survival, for
example) and other institutional arrangements were reestablished to pro-
vide the proper economic incentives (an effective currency, for exam-
ple), the capability of a central authority to control a damaged, mar-
ket-oriented economy is limited.
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Several contributors to the literature on postattack economic re-
covery have argued that nationalization of all economic resources and
consequent centralized control of economic activity for at least a short
period of time in the recovery effort may be desirable because, if ef-
fectively administered, it would eliminate many of the other institu-
tional problems in the postattack economy. For example, if the alloca-
tion of all producer and consumer goods were accomplished through cen-
tral administration, the requirement for currency reform would be less
compelling because markets would be superceded and currency would not be
required to facilitate exchange. Economic activity would proceed on the
basis of government proclamation. The two aforementioned arguments on

the level of surviving managerial resources and the expertise to control
the economy are applicable here. Reliance on a policy of nationaliza-
tion and control for a limited time in the immediate postattack period
is even less appealling if one assumes that the most critical period of
the recovery effort is in the early stages of reorganization when empha-
sis is placed on rebuilding the capital stock.

If central control of economic resources is eliminated from con-
sideration as nonworkable or inefficient, presumably some form of a mar-
ket mechanism will guide economic activity at all levels without reli-
ance on the government for allocation of resources. Under this assump-
tion, the role of the Federal government in economic stabilization must
be delineated. That role, of course, is a direct function of economic
problems that are likely to arise in the postattack environment. One of
the most important problems is the distortion of relative prices that
guides economic activity in a market economy. Some authors have main-
tained that wage and price controls are the solution to the anticipated
problem of wild price fluctuations. Assuming that an effective currency
reform can be implemented, it is questionable whether wage and price
controls are advisable in the postattack economy.

There are several compelling reasons for this assertion. In order
to be effective and prevent reversion to barter, a system of wage and
price controls must match legal price ceilings with realistic prices de-

termined by the relative availability of surviving resources. In peace-
time use, price ceilings for controlled goods are established and then
periodically adjusted to reflect cost increases. In wartime (the U.S.
economy during World War II, for example), price controls were the mani-
festation of the need to direct a large amount of economic resources in-
to the production of war-related goods at the expense of consumer goods.
Rationing of consumer goods was imposed as a result of their relative
scarcity and, to prevent rapid increases in the level of prices, price
ceilings were imposed on a number of consumer goods. An elaborate price
control administration was in existence to develop legal prices con-
sistent with current market conditions.

These applications in an undamaged economy can be differentiated
from what would be expected in the postattack economy because of the
lack of information on realistic relative prices. That is, a large-
scale and disproportionate destruction of resources would cause a dras-
tic alteration in realistic relative prices from what prevailed in the
preattack economy. Any attempt to freeze prices at preattack levels for
any period of time would result in a serious distortion of relative

S-16



prices. Moreover, because of lack of finely detailed information on the
destruction of resources, substitution possibilities, and the pace of
recovery in individual sectors of the economy, it is improbable that the
Federal government could determine a legal set of prices that would be
consistent with realistic prices based on prevailing conditions in the
economy.

The economic consequences of a failure to match legal and realistic
prices is well documented. In Germany, for example, the occupying
powers continued a system of price controls established by the Nazi
regime. Relative prices in the aftermath of the war were nearly the
same as those set a decade earlier in 1936. This distortion in relative
prices led to shortages of important commodities because of the disin-
centive to produce at legal price ceilings that only partially covered
the costs of production.

Given the nonviability of wage and price controls, what is needed
is a comprehensive research effort to explore various options for pro-
viding price signals in a disproportionately damaged economy. More than
two decades ago, Winter offered some unconventional suggestions for
dealing with this problem during his participation in the Project Harbor
study [see National Academy of Sciences (1963)). For the most part,
those suggestions were conceptual alternatives to a system of wage and
price controls. The potential solutions advanced by Winter were (a) ad-
visory prices developed by the government and based on some form of
damage assessment, (b) a futures market for essential commodities, or
(c) a system of select price guarantees. All of the proposals advanced
for consideration were intended to provide realistic price signals in a
market economy to guide investment behavior.*

The role of the Federal government in economic recovery outside of
the development of a contrived market mechanism is also important.
Many authors have argued that an elaborate system of commodity controls
must be established to ensure that important inputs into production are
directed to their most essential uses. Here again, the problem of in-
formation available at the smallest level of detail--the individual
plant level, for example--is a constraining factor. The fundamental
question is whether the Federal government has the information available
to make efficient resource allocation decisions. The level of informa-
tion required is at the individual input level and requires knowledge
of, among other things, inventories, substitution possibilities, and in-
vestment expenditures.

Several authors have advocated the development of an information
system which would provide the Federal government with information
necessary to control the economy. Dresch (1964), for example, developed
an elaborate master scheduling system that would direct investment deci-

sions and material flows in the postattack recovery effort. The pro-

*For a detailed analysis of postattack markets, see Cantor, Henry,

and Rayner, Markets, Distribution, and Exchange after Societal Cata-
clysm, Oak Ridge National Laboratory, Oak Ridge, Tennessee, ORNL-6384,
1987, Forthcoming.
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posed scheduling system would require the federal government to decide

priorities for production with the assistance of 509 regional institu-
tions established to provide information for the master plan. However,
upon further reflection, Dresch (1968b) abandoned the idea of a master
scheduling system because of its unwieldiness in the early postattack
recovery period where it will be essential for investment decisions to
be made on a timely basis.

With respect to monetary reform, nearly all commentators have em-
phasized the need for a program to prevent reversion to barter. The im-
portance of a currency reform to adjust the level of liquidity in the
economy in the wake of a disaster is well documented. In Germany, for
example, the authorities pursued a policy of repressed inflation. Under
this policy, excess purchasing power in the economy did not result in
rapid increase in prices because wage and price controls were imposed.
Had the authorities abandoned the system of price controls without mone-
tary reform, the economy would have experienced a period of rapidly in-
creasing prices. The currency reform of June 1948 adjusted the liquid-
ity in the economy to match the available supply of goods and, there-
fore, a balance between the monetary and real economy was attained.*

To resolve potential monetary problems in the postattack economy, a
number of authors have espoused a currency reform--the so-called "blue
money" proposal--in which a new scrip would be issued to replace the
preattack currency at an exchange rate sufficient to eliminate excess
liquidity and, therefore, the potential for rapid inflation. Other
authors have discussed the need to back the new currency with an impor-
tant postattack commodity--gold, food supplies, or petroleum products,
as examples--to ensure its functioning as a medium of exchange. Other
authors have argued that multiple currencies should exist (at the state
or Federal reserve district level, for example) because of the possibil-
ity of a lack of confidence in a national currency.

It is evident that a policy of stockpiling the preattack currency
for use in the postattack economy is not consistent with the solution of
one of the most important potential problems in the economic recovery
effort--the control of financial liquidity in the face of the dispropor-
tionate destruction of real and monetary resources. A more effective
approach would be to stockpile a new scrip--the so-called "blue money"--
to be used as part of a currency reform early on in the postattack
economy.

In the postattack economy, the tax system is a crucial factor in at
least two important areas. First, it has an obvious importance in
directing expenditures from current consumption to savings. The

*It must be emphasized that the excess liquidity in the German

economy during the Allied occupation 4n the aftermath of the war was the
manifestation of years of economic controls imposed by the Nazi regime.
In the postattack recovery context, the potential for a liquidity prob-lem is caused by the potential for disproportionate destruction of realgoods and purchasing power. However, the economic implications in both

cases are similar.
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savings, of course, are utilized to finance investment in plant and
equipment that will be used to increase future levels of consumption.
The second area where taxes play a prominent role is in the postattack
incentive system. In Germany, for example, high levels of taxation in
concert with excess liquidity in the economy proved to be a disincentive
for working.

Perhaps no aspect of postattack economic recovery has elicited more
divergent views than those associated with the tax system. Conjecture
has varied from using the tax system as a means to redistribute sur-
viving wealth--a damage compensation system--to using it as a vehicle to
absorb excess purchasing power. Although a number of different types of
taxes have been offered for consideration (national sales tax, value-
added tax, progressive income tax, estate tax, c.pital gains tax, and a
tax on wealth), a comprehensive program of taxation that is consistent
with other institutional measures has not been offered in the
literature.

An important disagreement in the literature has been on the use of
steeply progressive income taxes. On the one hand, it has been argued
that progressive taxes, among other characteristics, offer a viable
means to redistribute wealth. On the cther hand, it has been argued
that progressive taxes would stifle economic growth; thus, the redistri-
bution of wealth should be handled outside of the tax system.

Authors contributing to the literature on a postattack system of
taxes have in general pointed out the need to use the system for di-
recting resources into investment and away from consumption goods.
Dresch, for example, argued that a tax system, if devised properly,
could contribute to eliminating excess purchasing power by diverting in-
come from current consumption into savings. His proposal of forced
savings would attach a tax surcharge on every taxpayer beyond the level
of normal withholding for Federal revenue generation. The additional
tax withholding would reduce current purchasing power and would be used
for investment purposes. The tax surcharge would be used by individual
taxpayers to purchase investment certificates that could be converted
into various public and private securities to help finance thz recovery
effort. The program would be eliminated after the economy was back on a
long-run recovery path.

RECOMMENDATIONS

Four areas have been identified which, if addressed, could signifi-

cantly improve planning for economic recovery in the aftermath of a di-
saster. First, attention must be devoted to isolating problems and de-
veloping control measures in the event of a prolonged nuclear conflict.
Second, research should be undertaken to develop an organization and
stabilization program consistent with approaches to fiscal and monetary
reform and damage compensation in a severely damaged economy. Third, as
an extension of research undertaken over the past two decaies, several
key industries should be the subject of more intense scrutiny. The most
prominent of these are th. transportation and process control indus-
tries. Fourth, an increased emphasis must be placed on problems and op-
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portunities associated with the international economy in the aftermath
of a large-scale nuclear disaster.

A scenario of prolonged nuclear conflict and its attendant economic
problems cuts across all facets of planning for economic recovery--eco-
nomic stabilization, individual industry performance, and international
effects. However, little substantive research has appeared in the lit-
erature which addresses organization and stabilization problems in an
economy increasingly fragmented over a period of months and how these
problems differ from those that would arise in a less extended conflict.

The most important problem in postattack economic recovery planning
is development of a consistent program encompassing all of the economic
tools at the disposal of the government to ensure the proper environment
for productive economic activity. The preceding discussion delineated
(a) the potential managerial, fiscal, and monetary problems that are
likely to arise in a postattack economy; (b) the problems encountered
with economic control devices used in the severely damaged German eco-
nomy after World War II; and (c) possible solutions to postattack eco-
nomic problems. A research effort is required that provides a detailed
array of possible approaches to stablization, monetary, fiscal, and
damage compensation problems, along with their strengths and weaknesses.
The research should attempt to develop a consistent approach for all
economic reform measures. It should not be limited exclusively to
Federal reform but should encompass subnational jurisdictions as well.

Studies of individual industries have isolated many problems that
may arise in key industries as a result of a generalized disaster. The
studies provide a sound basis for planning and developing corrective
programs for recovery. However, among the many industries that are cri-
tical for recovery, there are two industries which warrant further de-
tailed study--transportation and process control. A series of studies
at the Stanford Research Institute in the 1960s encompassed the vulnera-
bility and viability of all of the transport modes. Because of changes
in both the transport resource base and the strategic threat over the
past two decades, however, the studies are somewhat outdated. In the
"islands" or "pockets" of survival context, transportation looms as one
of the most important service industries. With respect to process con-
trol, Van Horn and Crain's (1975) study of the industry from both a sup-
ply and consumption standpoint illuminated the potential severity of
problems that could arise as a result of a generalized nuclear disaster.
From the standpoint of supply, geographical concentration of important
inputs used in the industry poses significant problems for recovery.
From the standpoint of demand, rapid improvements in--and penetration
of--technology used for industrial process control systems increasingly
contribute to the vulnerability of industrial control processes and,
hence, industrial output.

No important topic relating to postattack economic recovery has
been overlooked more than the international economy. Many studies have
alluded to the potential importance of foreign sources of supply to
ameliorate bottlenecks, fur example, but no study has specifically fo-
cused on supply sources and problems that may be encountered in obtain-
ing vital imports. International considerations take on increased im-
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portance because cf the likelihood that many economies throughout the
world will not be directly affected by the disaster. Potential problems
include restrictions on international transport and the reluctance of
foreign governments to trade. Additionally, a question of critical im-
portance is the effect of a global nuclear conflict on the international
monetary system in general and the U.S. dollar in particular. A re-
search effort that addresses these potential international problems is a
necessity in the context of planning for domestic economic recovery.
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1. INTRDDUC OR

The purpose of this study is to analyze, synthesize, and assess the
extant literature on postdisaster economic recovery in the context of
providing a background for policy development. The magnitude of disas-
ters under consideration is all-inclusive. Therefore, economic recovery
from relatively localized disasters resulting from natural phenomena--
earthquakes, floods, and tornadoes, for example--is considered as well
as economic recovery from a generalized disaster resulting from a hypo-
thetical nuclear attack.

It must be emphasized that, with respect to a hypothetical general-
ized disaster, only studies associated with some aspect of economic re-
covery from the disaster are considered in the report. Therefore, re-
search undertaken on strategic and military considerations, continuity
of government issues, and the physical, biological, and meteorological
effects of the disaster are beyond the scope of the present study. How-
ever, concomitant with this study, there were a number of more special-
ized studies conducted at Oak Ridge National Laboratory that deal with
other aspects of recovery. Those studies include the effects of radia-
tion on land, the provision of postattack shelter, the provision of
emergency food and water, and a study of national security food require-
ments.*

For purposes of the present study, the U.S. economy has been divid-
ed into two broad components--the ph s.'cal infrastructure and the insti-
tutional infrastructure. The physical infrastructure is comprised of
factors of production or, alternatively, all tangible resources used in
the process of producing goods and services. It includes land, labor,
capital, energy, and other tangible inputs in the production process.
The institutional infrastructure, on the other hand, encompasses the en-
vironment in which productive economic activity occurs. It can be
viewed as the established social, political, and economic arrangements
that facilitate and coordinate economic exchange. Economic institution-
al issues include the organization and stabilization of the economy in
concert with other monetary, fiscal, legal, and social arrangements that
provide the environment for productive activity.

*C.F. Baes III, C.T. Garten, Jr., F.G. Taylor, and J.P. Wither-
spoon, The Long-Term Problems of Contaminated Land: Sources, Impacts,
and Countermeasures, Oak Ridge National Laboratory, Oak Ridge, Tennes-
see, ORNL-6146, November, 1986; C.V. Chester and G.P. Zimmerman, Civil
Defense Shelters: A State-of-the-Art Assessment--1986, Oak Ridge Nation-
al Laboratory, Oak Ridge, Tennessee, ORNL-6252, Forthcoming; D.J. Bjorn-
stad, F. Paul Baxter, and Sterling Hobe Corporation, Emergency Food De-
livery: A State-of-the-Art Assessment, Oak Ridge National Laboratory,
Oak Ridge, Tennessee, ORNL-6257, Forthcoming; A.H. Voelker, The Provi-
sioning of Water in Emergencies: A Research Assessment, Oak Ridge Na-
tional Laboratory, Oak Ridge, Tennessee, ORNL-6203, September, 1986; and
C.R. Kerley and S. Das, Issues and Options for Achieving National Food
Security in the United States During National Emergencies: Phase I, A
Pilot Study of Grain Stocks and Stocks at Risk, Oak Ridge National Lab-
oratory, Oak Ridge, Tennessee, ORNL-6256, Forthcoming.
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In the literature on generalized disasters, the aftermath of nucle-
ar attack has been typically characterized in stages--defined somewhat
arbitrarily on a temporal basis--that reflect priorities in the recovery
effort. One characterization divides the period following nuclear at-
tack into a population maintenance phase, a reorganization phase, and a
recovery phase. Population maintenance refers to the period of time in
which the majority of effort is devoted to ensuring the long-term sur-
vival of the remaining population. Important activities during this
phase are the provision of essentials required for existence--food,
shelter, and clothing. The reorganization phase is the period of time
in which surviving resources and institutions are reshaped to resume
productive activity. The recovery phase refers to the resumption of
economic activity at a level consistent with surviving resources.*

Using the population maintenance-reorganization-recovery character-
ization of the postdisaster economy, emphasis in this report is placed
on the economic reorganization and reccvery phases. Tle primary reason
for this focus is the aforementioned research undertaken at Oak Ridge
National Laboratory which has as its main thrust issues associated with
the population maintenance phase in the aftermath of a generalized di-
saster. Also, very little attention is devoted to economic issues asso-
ciated with the period preceding a generalized disaster--crisis relo-
cation, for example. Population maintenance and crisis relocation is-
sues are considered only to the extent that they were included in prior
studies on multiple aspects of postattack recovery.

The report is divided into eight chapters. Besides an introduction
and a concluding chapter, there are six substantive chapters. Chapters
2 through 5 and Chapter 6 present research results on the physical and
institutional infrastructures, respectively. Chapter 7 provides an as-
sessment of the research presented in the preceding five chapters.

Both the discussion of the physical and institutional infrastruc-
tures are organized in a hierarchical manner. That is, they are intro-
duced with a summary of the methodology and research results at the be-
ginning of the discussion. For the physical infrastructure, Chapter 2
provides the summary. The beginning of Chapter 6 contains the summary
of research on the institutional infrastructure. The synopsis of prior
research at the beginning is intended to provide the interested reader
with an overview of research approaches, scope, and results. The re-
mainder of the discuszion on the two components of the economy provides
a more in-depth analysis of prior research in the respective areas,
highlighting the contributions ot individual studies.

The organization used to present prior research on the physical in-
frastructure in Chapters 2 through 5 was dictated by the methodology and
scope of prior research. That is, besides the summary of the research
in Chapter 2, the discussion is organized on the basis of (a) studies of
the national economy in Chapter 3--further divided between studies using

*Another characterization of the aftermath of nuclear attack that
is somewhat similar includes a reconstitution phase, a recovery phase,
and a reconstruction phase.
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formal economic modeling approaches and nonmodeling methods; (b) studies
of regional or local economies in Chapter 4--again divided between
studies using modeling approaches and nonmodeling methods; and (c) indi-
vidual industry studies in Chapter 5, which include studies of aluminum,
rubber, steel, chemicals, drugs, construction, transportation, petro-
leum, natural gas, and electric power.* No distinction is made in the
classification between studies of economic recovery from geographically
localized or generalized disasters. However, the distinction is obvious
from the content of the research.

The presentation in Chapter 6 on the institutional infrastructure
is organized around four critical issues in the postdisaster economy:
(1) economic organization and stabilization; (2) the monetary system;
(3) the fiscal system; and (4) damage compensation. Here again, no dis-
tinction is made in the discussion as to the type of disaster under con-
sideration. However, the majority of research on institutional issues
associated with natural disasters has been concentrated on damage com-
pensation or, more specifically, a program of comprehensive disaster in-
surance. The presentation in Chapter 6 concludes with a discussion of a
historical analogue--the economic reconstruction of Germany following
World War 1l--that is used to isolate issues that are important for re-
covery in a disrupted economy. Although it is recognized that there is
no perfect historical analogue for the extent of likely damage and dis-
ruption in the aftermath of nuclear attack, the discussion is suggestive
of the economic problems that may arise as a result of policies adopted
in reconstructing a seriously damaged economy.

To a large extent, the discussion of Germany in Chapter 6 is used
as a reference point for the assessment of prior research on the insti-
tutional infrastructure presented in Chapter 7. In Chapter 7, a sche-
matic representation of the U.S. economy is also presented to help iden-
tify and assess the major thrust of prior research on both the physical
and institutional infrastructures of the postdisaster economy. Besides
the conclusions drawn from the study, Chapter 8 presents some recommen-
dations which, if acted upon, could significantly improve planning for
economic recovery in the aftermath of a disaster.

*Note here the absence of the food production and processing
industries which are instrumental in the population maintenance phase of
recovery. Issues associated with those industries are included in other
research on economic recovery.
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2. OVERVIN OF STUDIXS OF THR PYSICAL IMPFAMUCTM

2.1. INTRODUCTION

As discussed in the introduction, the U.S. economic system is char-
acterized in this study as consisting of two broad subsystems--the phys-
ical infrastructure and the institutional infrastructure. The purpose
of this chapter is to provide an overview of published research on the
physical infrastructure of both the national economy and regional econo-
mies in the aftermath of a disaster.

The presentation of prior research on the physical infrastructure
of the economy is hierarchical in the sense that a su ary of prior re-
search--including the scope of research and identification of common
themes--is presented in this chapter, while a more detailed examination
of individual research efforts highlighting the contributions of indivi-
dual studies is presented in the following three chapters. The presen-
tation of research in the following three chapters has been divided into
three broad categories reflecting the scope of the extant literature:
(1) studies of the national economy in Chapter 3; (2) studies of local
or regional economies in Chapter 4; and (3) individual industry studies
in Chapter 5. For Chapters 3 and 4, the discussion is further divided
into studies using formal economic models and studies using nonmodeling
methods.

The classification used for presenting research in the following
three chapters is not intended to define precisely the geographical
scope of the disasters under consideration. That is, although all of
the studies categorized as "studies of the national economy" are related
to some aspect of the economy after a hypothesized large-scale nuclear
attack as opposed to the national consequences of a regional disaster,
not all of the regional studies are limited to examining the effects of
geographically localized disasters. Many of the studies of damaged
regional or local economies are discussed within the context of a much
broader nuclear attack scenario. The emphasis of these analyses, how-
ever, is on the reconstitution and recovery of one specific geographical
area. Moreover, although studies of individual industries were general-
ly undertaken in the context of hypothetical nuclear attack scenarios,
many of the studies---whether implicitly or explicitly acknowledged--also
pertain to the effects or threat of more geographically "3ca]ized disas-
ters.

For studies using economic models on a national or regional level
to simulate the performance of the postdisaster economy, it is not the
purpose here to provide an overview of all economic models that poten-
tially could be used for that purpose. Rather, the focus is on modeling
systems that have been constructed or used to simulate postdisaster eco-
nomic performance and the results of which have been documented in the
literature.

Since emphasis is placed on the results of the studies on questions
such as the viability of the economy in the aftermath of a hypothetical
disaster and the potential impediments to recovery, an important issue
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is the relevance of past studies to present conditions. The problem is
particularly acute because the majority of studies of economic viability
or recovery in the aftermath of a disaster have been conducted in the
1960s and early 1970s. Clearly, the economic structure of the economy
and, in the case of a generalized disaster, the nature of the nuclear
threat have changed substantially since the majority of the studies were
undertaken.

The purpose of the present study is not to conjecture on the appli-
cability of the results of prior studies for the present time, but
rather to delineate and assess methodologies that have been used to ad-
dress some aspect of the economic recovery question. In Chapter 7, the
results are evaluated in the context of the methodologies employed--not
necessarily in the context of their applicability to economic and na-

tional defense conditions that exist at the present time.

2.2. STUDIES OF THE ATIONAL ECONOMY

Table 2.1 provides a list of the studies of the national economy
using economic models--categorized by corporate contractor--that are
discussed in detail in Chapter 3. While all of the contributions listed
in Table 2.1 involved the construction of formal models of the national
economy, some of the published works did not present simulation results.
In those cases, the primary purpose of the reports was to document a
modeling approach that could be used to simulate some aspect of the
postattack economy. These studies include Wetzler, Dolins, McGill et
al., and Decision Science Applications.*

The studies embraced a wide array of issues associated with post-
disaster economic recovery. Although somewhat of an oversimplification,
the purposes of the studies listed in Table 2.1 can be categorized into
four broad areas: (1) determination of the conditions for postdisaster
recovery; (2) analysis of some measure of performance of the postattack
economy; (3) analysis of the effect of various Federal policies on post-
disaster recovery; and (4) analysis of the effectiveness of various
types of military and nonmilitary defense measures that could be under-
taken in the predisaster period to ameliorate the potential physical ef-
fects of nuclear weapons.

In the first area, Winter provided the conceptual conditions under
which an economy could recover from nuclear attack. Succinctly, he
characterized the recovery effort as a "race" between the depletion of
vital inventories and the replenishment of productive capacity. The
primary purpose of the studies in the second area was to determine in
quantitative terms the performance of some aspect of a damaged economy.
Included among the measures were estimates of postattack gross output,
the determination of bottlenecks or constraining sectors in the economy,
and the number of people that could be supported by the surviving re-
sources of the economy. Several of the studies also dealt with aspects
of how specific resources are measured and their effect on simulation

*For Decision Science Applications (1983), simulation results were
presented for the Soviet economy.
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Table 2.1.
Individual Studies of the National Economy

Economic Models

Institution Author(s) Date

The Rand Corporation Clark* 1958I

Bear and Clark 1960
Massell and Wolf 1962
Winter 1963

Engineering Strategic Studies Group Wright and Smith 1965

Institute for Defense Analyses Peskin 1965
Bickley, Crane, and

Pearsall 1968
Pearsall 1968
Wetzler 1970
Dolins 1970
McGill et al. 1972

Stanford Research Institute Allen 1968
Allen 1969
Lee 1968b
Lee 1968c
Lee 1969
Lee 1970
Baum and Dresch 1971
Dresch and Baum 1973

Arms Control and Disarmament Agency Strell 1968

Research Analysis Corporation Sobin 1968b

Sobin 1969

American Technical Assistance Corp. Bull 1973a
Bull 1973b

Federal Preparedness Agency Pettee 1978

Analytical Assessments Corp. Hill and Gardiner 1979

Pugh-Roberts Associates Peterson et al. 1980
Peterson et al. 1981

Decision Science Applications Decision Science
Applications 1983

Battelle Pacific Northwest Belzer and Roop 1984

Contained in Kahn et al. (1958).
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results. Wright and Smith, for example, contrasted the performance of
the economy by using different measures of capacity in an input-output
framework.

The focus of studies in the third area was the analysis of some of
the policy options of the federal government and/or the private sector
and their effect on economic recovery. The most prominent of these op-
tions was investment in specific sectors of the economy to alleviate
bottlenecks. The fourth broad area of research addressed types of pre-
attack defensive measures that could be taken to mitigate economic prob-
lems in the aftermath of an attack. These measures were both military-

related (the most important resources to defend, for example) and non-
military-related (preattack expenditures to "harden" specific economic
resources).

Table 2.2 provides a summary of the studies of postattack economic
recovery that are classified above as comprising the second, third, and
fourth broad areas of research using economic models. The table is in-
tended to provide a broad overview of the primary study purpose, model-
ing approach, and principal conclusions under the disaster scenarios
considered. The table also provides a concise summary of the evolution
of modeling approaches from the early, highly aggregated input-output
study by Clark to the relatively sophisticated system dynamics ap-
proaches of recent years.

Although Table 2.2 shows that the purposes of the studies varied
considerably, the approaches used by individual authors to address spe-
cific questions were similar. The general approach used in all of the
studies was to assume a hypothetical attack scenario or series of sce-
narios, perform an assessment of damage to the population and economic
resources, and incorporate the results of the damage assessment into the
formal structure of the model to simulate economic performance. The at-
tack scenarios were either hypothesized by the authors, provided by a
government agency, or derived from an optimal targeting model. Damage
assessment was accomplished in a variety of ways. The approaches varied
from a relatively simple assumption that all of the resources in a tar-
geted metropolitan area were totally destroyed as a result of the hypo-
thetical attack to the use of formal damage assessment computer systems.
The results of the damage assessments were typically incorporated into
the economic model by reducing the amount of capital and labor available
for use in the postattack economy. Labor availability -s typically as-
sumed to be available in the same proportion as the viving popula-
tion.

The economic models developed for simulating the postattack economy
ranged from highly aggregated fixed-coefficient, input-output models
[Clark--nine sectors, Strell--six sectors] to relatively sophisticated
system dynamics models that determine production relationships endog-
enously [Peterson et al. (1980), for example]. Apart from the more re-
cent use of system dynamics approaches, the majority of studies used
some variant of an input-output model in a linear programming framework.
That is, given production interrrelationships between individual sectors
of the economy, the procedure was to maximize an objective function
given the linear constraints embodied in the production relationships.

2-4

~ ~ ~ . ~ & * ~U



fa 44 6 > 4 $
04 :t- 0 0 0 2-i
00 .04 0- -r4 4.r4 04)

4.''0 1 0 ri >. .0 0r W ) r. >
4. 0 4J..-4 -4 V J 0U) 0U CO 0

r..4 u) 4-4 0 .4U -A 0 4)4)0
0j ri u-H > 0 U-4 U) 41 a)

W0 "0 r.0 041U .4 0 (a (A$4
U)$ %0~ 40 >- M>

0 a) 4 41. 4) ul 0 '-4> 00 *-44j
-'-4 1-4 M'~ u _ : ) >Q) c tn~' 0a0 > > co

4J4 "A Nx 0 4) 4) -40 0- A~ 0-4 0.0 A

:3 0.U) 0; w w $4 r:; 4 Co~ S20 U 4-' 0 -
-4 bdJ 41 k ) 0) 0$0 u ' 0 -. 4 4 u s -- t

u c0 0. 44 4-4 W ) 00 0)0)r 0) 1 1
0 0o 41 4-4 440 -1 .0 4 40c 041 4-4 4-4 4.30

o W20 .s 0'0 O-4 v ..3U 0hL.0 9z(1 0 4.4

0 -

0

0 0 0 0 0 0
0w - - -. 0 rf

1 -4 1-4 H H- 5-4 i
1-4 5-4"

o 00. w4 0 0 0 0 0 0 $
0 c00 0 44 4 1 4 1 44 44 4 04-

-4 -40 4.o Ai 0 0 0 0 4.1
41 04 0 U ) (A) (0 4) 0) U)
4.o 40 0 0) (A 0 0 0 0 0
Z a0 U I I 1 0 O

0 . -7 00 co 0 00 0' I$

0 0.0 4-4 U
04 00 0 E-

U) 4 $4 M
0

040 0 lU) 0
0$0 00 0 -4 .,j4>

a4) 00 '01 0U) %-o co~$ U)co
.0 M4$ 244 $4 .,I'400
41-C U)0 :3 0 0 U .- 0

'0 00 02 0-4 00 -4~.- .-
44 A 0 414 N4 00 $ 4 $

w4 0'U 00 0 '4 r) 00 0. 4- >

Ci) cl0 -4)f 1-0 co Iu n14 0 0 .

m a-4 0 a) (Ac . .,

01 c 0 0 N 1.) 0 t

W-4 44) E-0 004 %D 0>))L)u

'0 0r*-4 41 ,- 41

4-4 >-*r 0 S a) 0 0
4-u4'$ 0 41 "-4- 0 .4>

00 000 0o w V)$ U0
0 4.4U U) $ w 2$4 -EpQ 00 C

4.) 0- 00 (A0 41 0 0 >0 Vo)
$4 0 0-- $4 ) 0 $44 41 c 0'

-0 : .: : 4 0 - -4S-

cr 0 U) CL)-40

Ci) W4- -42 44 00 WU $44a)0 1 0U60>0 0
'00 0 44 04- 41 a) 04 0)0n 40 1-

0 0>1 m4 4) :) 0 00- 04- 0) 44 T

a) 0 0- 05 4-4 r 4 0 )r e. 00 0 s
En a4 (A m 00 W4 co 0 1 CO

0% U

(1) - % 0O
in 0 n 0 r- 00

2D 400 m) X '0
=~ 4) wI 0 0 O -d% 0 00 0' 0o c

.041 o ma oO ato $4' C%' .v4' C'0 $4 00 C
U3Q -4- 2 4 -) -4 1 -4 Q -4 $ 4 L)

2-5 
S



00
I4Wa ) & 0 u r. u C

4J4 4S i 4 -4d d r 4)4 C6 a) 0

Q) 0 -. 7 0 -4 - .00 Q) u> tw w= 44 $
SU C () u p m a 4J :3U 01)0 W 0 0 a a 0

4.I w d a . 0W u4- >,. 1 ) 3

(4 34 4- 04 D.J 4 V 4400) .-4UE 00 $4 -)U
-40 41 0. V.3.- 0.0 4 4 4.. -"4

c U) .32 0 U4 0- 1f) H )-
0 41-14z >0 4 c r_ 0) 00u M 00
.A0 . u0 C 4I>>4U 0-40-

co -4 >U ) a )

u .,q -4 -4 3 4-> m - it4J i

C:J V. 0

00 0 0 0 1

10 -4

00U): 4 14 V -.U ?) 0 W
c. 0 J4 44 4 0 u 1U 0 $-i 4

0 II t CU a n U S0 (D 0 '0>, a U-4 M3 1 '4 a -400 43) (
10 (A 0 1 10 00 V) r. In4

4) % 40 04 00 440 V0.-'

v1 0 1 0 1 0 0 :0 0 0 0.

m- 0 4. p 1-4 O 1 0- 0 0
U)~ ~ ~~ m4- , 0 t 0o0 1' -U

00 41-41

~1- 0. 0I' 0 0
02 0 0(-4 > >0 0U 0

C-;. a) -1) O'C C: E-4 E- t

z0 0.10x : :
0w 0' co 04 4 0 0 0

(d~- r. - C q -.- ,
U) Q0$4C 0 0

W 0 0
14-..V u r.. 00 03 0-. ' )' U--

(n ~ 4.~ 0 - $4 C- c4 0 0-4 0 -

0) :I W C) 4 W 2-6 4



Typically, gross output was used in the objective function. The input-

output framework afforded analysts the ability to ascertain potential

bottlenecks in the recovery effort.

Early studies employing an input-output framework characterized the

interrelationships in the postattack economy in a manner similar to the
preattack economy. This was accomplished by using fixed preattack pro-
duction relationships to reflect postattack input requirements. Recog-
nizing this limitation in evaluating the postattack economy, several
authors placed less emphasis on preattack production relationships. In
one of the earliest attempts, Wright and Smith contrasted the results of

using preattack production coefficients--maximum degradation of capa-
city--with a minimum degradation scenario that assumed that not all of
the inputs used in preattack production were required postattack. Under
the maximum degradation scenario, effective capacity was simulated to be
zero--the economy ceases to function--while in the minimum degradation
scenario nearly all of the surviving capacity would be effective. In
the same year, Peskin concluded that output increases dramatically by
assuming increments to capacity through more intensive and extensive use
of labor. Later modeling efforts at the Institute for Defense Analyses
amended the fixed coefficient assumption by incorporating production
functions for individual sectors that established a relationship between
labor, capital, and other inputs in the production process. More recent

attempts at simulating the postattack economy have attempted to "endog-

enize" input-output relationships [Peterson et al. (1980), for example].

While nearly all of the studies found limiting factors in economic

recovery (individual sectors that could constrain output in an input-
output framework, for example), the potential for economic recovery was
generally concluded to be favorable in the earlier studies. Bickley,
Crane, and Pearsall, for example, concluded that the surviving popula-
tion after two hypothesized attacks in 1975 would enjoy a standard of

living comparable to the late 1950s. One of the attacks they considered
was a large-scale countervalue strike in which they estimated that 90

million people and 34 to 41 percent of the capital stock would be de-
stroyed. Bull simulated the economic performance of the economy in the
first 90 days after a hypothetical attack in which only 55.7 percent of
the population and 34.4 percent of industrial capacity were estimated to
survive. Bull's conclusion was that the damaged economy could produce
essentials for survival in that period.

Sobin simulated the number of people who could be supported by sur-
viving economic resources after a large-scale, countervalue attack on
the United States. His primary conclusion was that a relatively small

amount of investment in key sectors of the economy ($295 million at the
time) would lead to output that could potentially support an additional

49 million survivors, increasing the total supported population from the
original 151 million to 200 million. Dresch and Baum simulated the per-
formance of the economy under a wide range of attack scenarios and under
varied assumptions about postattack investment expenditures in different

sectors of the economy. The results of their analysis suggested that
recovery prospects are favorable and, after the heavier of the simulated
attacks, recovery to preattack levels of GNP could occur within a
decade.
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Pearsall simulated the performance of the economy to ascertain
whether it could attain a 1958 standard of living after numerous assumed
attacks designed to create bottlenecks in individual sectors of the eco-
nomy. Although Pearsall concluded that attacks concentrated on indivi-
dual economic sectors could be devised to thwart economic recovery, he
believed that the adverse effects of the attacks could be mitigated by
resorting to alternative sources of supply, input substitutions, labor
intensive operations, and appropriately applied investment expenditures.

The .aajority of earlier studies of the postattack economy shared at
least one important theme. They were focused on the potential imbalance
of production in various industries and demand for the output of these
industries. An approach that lends itself well to this type of analysis
is use of some variant of input-output analysis. However, this approach
assumes that all of the institutional problems of the economy have been
resolved. Thus, all of the potential managerial, monetary, and fiscal
problems in the aftermath of a generalized disaster have been assumed
away. In recognition of this drawback, more recent models of postattack
recovery have focused attention on managerial, fiscal, monetary, and
psychological problems.

Hill and Gardiner, for example, used a system dynamics approach to
simulate whether economic recovery was automatic or whether the govern-
ing authority played an instrumental role in economic performance. The
results of the simulations over a 24-month period showed that adequate
surviving industrial capacity per se is not sufficient for economic re-
covery. Emergency preparedness activities and resource management ac-
tions are important factors in the ability of the economy to recover.
In another system dynamics approach, Peterson et al. (1980)* incorpor-
ated psychological responses in their characterization of the postattack
economy. Based on the results of a number of different simulations, the
authors concluded that there was a "threshold" of damage where the psy-
chological response of the population is a limiting factor in economic
recovery.

Table 2.3 lists studies of the national economy in the aftermath of
disaster using nonmodeling methods. The Laurino, Hanunian, Addington,
and two Goen studies examined specific aspects of economic recovery un-
der hypothesized attack scenarios. The two studies by Bickley addressed
the concentration of population and essential economic resources. Laur-
ino and Dresch examined the Soviet threat in the ]970s and its implica-
tions for recovery from nuclear attack. The two studies by Goen and the
Laurino and Dresch study were part of the National Entity Survival Study
(NESS) conducted at the Stanford Research Institute in the late 1960s
and early 1970s that addressed multiple aspects of the postattack re-
covery problem.

In general, the results of the studies listed in Table 2.3 showed
that prospects for economic recovery from various attacks hypothesized
by the authors were favorable. Hanunian, for example, examined eight hy-

*As noted in Table 2.., Peterson et al.'s work was subsequently ex-

panded by Belzer and Roop (1984).
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Table 2.3
Individual Studies of the National Economy

Nonmodeling Methods

Institution Author(s) Date

The Rand Corporation Hanunian 1966

Stanford Research Institute Goen et al. 1967

Stanford Research Institute Laurino 1967

Department of the Army Addington 1968

Institute for Defense Analyses Bickley 1968

Institute for Defense Analyses Bickley 1969

Stanford Research Institute Goen et al. 1969

Stanford Research Institute Laurino and Dresch 1971

pothetical attacks that were intended to span the range of plausible at-
tack scenarios at the time of writing. He concluded that recovery pros-

pects were favorable with agricultural production generally outperform-
ing non-agricultural production in the immediate postattack period.
Based on examination of several attack scenarios, Addington concluded
that there would be a labor-capital imbalance in the postattack economy.
However, he argued that the prospects for recovery are favorable because
labor could be applied to capital more intensively in the postattack
economy.

Goen et al. examined various facets of economic recovery under two

attack scenarios devised for use in the NESS studies--a counterforce
strike, SRI A, and a countervalue strike, SRI B. Aspects of the postat-
tack economy under examination were population, manaufacturing capacity,
industrial and public management, agriculture/food processing, homeless
survivors, and the availability of labor for manufacturing. Although
the authors concluded that the output r,3quired for producing inter-

mediate goods did not exceed available capacity under both attack sce-
narios, the demand for food products would exceed undamaged capacity by
40 percent in the SRI B attack scenario. Under both attack scenarios,
petroleum refining capacity %ould be more than adequate tc service post-
attack demands. However, the authors concluded that only seven addi-

tional weapons would be needed to reduce petroleum capacity below the
level required for recovery. Other sectors especially vulnerable to im-

balancing attacks were printing and publishing (one additional weapon)
and instruments (three). Moreover, after examining surviving labor
force and manufacturing capacity, the authors concluded that imbalances
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in the supply of labor could reduce manufacturing output by approx-
imately 20 percent.

Laurino and Dresch examined the Soviet threat of the 1970s, the
constraints placed on that threat, the ability of the United States to
take counteraction, and prospects for economic recovery. Defining four
levels of economic viability--adequate, imbalanced, austere, and mori-
bund--the authors concluded that, based on the military constraints that
the Soviets faced in the early and mid-1970s, they could reduce the
United States to the imbalanced level. Reduction to the austere level
would require changes in Soviet objectives. An imbalanced level means

that the economic system cannot function at the required level even
though surviving capacity is adequate in most sectors. The austere
level means that economic capacity can only sustain the surviving popu-
lation.

2.3. STUDIES OF REGIONAL/LOCAL ECONOMIES

Table 2.4 provides a list of studies of regional/local economies in
the aftermath of disaster using economic models. Methodologies employed
in the studies included a social accounting framework (Boesman, Manly,
and Ellis), an econometric approach (Ellson, Milliman; and Roberts and
Munroe and Ballard), an input-output approach [Cochrane (1975)], a gen-
eral equilibrium approach [Cochrane (1984)], a multi-component approach
(Minor, Lambert, and Smith), and a regional systems approach (Lambert
and Minor).

Table 2.4
Individual Studies of Regional/Local Economies

Economic Models

Institution Author(s) Date

Checchi and Co. Boesman, Manly, and Ellis 1972

Texas Tech University Minor, Lambert, and Smith 1972

University of Colorado Cochrane 1975

Texas Tech University Lambert and Minor 1975a

Pacific Gas and Electric Co. Munroe and Ballard 1983

Colorado State University Cochrane 1984

Multiple Universities Ellson, Milliman, and Roberts 1984
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The Boesman, Manly, and Ellis and Cochrane (1975) studies were

focused on the short run potential of the economy after a disaster. The
former study concluded that the gross output potential in the Louisiana-
southern Mississippi region would be 57 percent of its preattack level
after a 10.8-megaton attack in the area, while the results of the latter
study showed that $6 billion of the predisaster level of $22 billion of
value-added would be lost after an earthquake of the magnitude of the
one in San Francisco in 1906. The Ellson, Milliman, and Roberts study
showed the long-term economic resiliency of the Charleston, South Caro-
lina SMSA. The authors simulated the economic performance of the region
from 1981-1990 after three hypothetical earthquake scenarios and com-
pared the results with a base case simulation over the same period. The
results of the Munroe and Ballard econometric study of the potential
economic loss from an earthquake in California showed the potential vul-
nerability of the California economy to an earthquake.

The studies at Texas Tech University were conducted primarily to
develop regional modeling tools. Using a total resource system model
that included manufacturing sectors and service sector inputs--oil, gas,
electricity, and water--Lambert and Minor concluded that the Louisiana-
southern Mississippi region is highly vulnerable to attack and recom-
mended civil defense activities such as stockpiling and crisis reloca-
tion planning to ameliorate the vulnerability of the area.

Table 2.5 provides a list of studies of regional or local economies
in the aftermath of disaster that were conducted without the use of for-
mal economic models. The first six studies examined some aspect of re-
covery from a nuclear attack, while the remaining studies addressed re-
covery from various natural disasters.

The Clark, Truppner, and Sullivan et al. studies examined recovery
prospects in the aftermath of nuc iar attack in New England, Houston,
and Ohio, respectively. After hypothesizing four attack scenarios,
Clark concluded that, because of the dependence of the New England re-
gional economy on the rest of the nation for many of its essential sup-

plies, preattack stockpiling of essential commodities is important for
recovery. After hypothesizing 16 different attack scenarios that in-
cluded different shelter assumptions, Trupprier concluded that the sur-
vival of the Houston population and the labor force across sectors is
contingent on the type of shelter assumptions made. Based on his anal-
ysis of potential output in the area after the hypothesized attacks, he
cautioned against using the results of aggregated national analysis to
assess the economic performance of the nation because of the diffi-
culties encountered in local areas. Sullivan addressed the vulnerabil-
ity of Ohio's surviving population in the first year after attack. His
primary conclusion was that a significant reduction in the number of
casualties would result from a specific crisis relocation system (Pro-
gram D-Prime).

The other three studies of regional economies in the aftermath of
nuclear attack were damage assessments of specific geographical indus-
trial areas. Brown studied the damage resulting from a five-megaton
nuclear attack on industrial facilities within 21 miles of ground zero
in the San Jose, California area. Pryor, Commerford, and Minor studied
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Table 2.5
Individual Studies of Regional/Local Economies

Nonmodeling Methods

Institution Author(s) Date

The Rand Corporation Clark 1956

Institute for Defense Analyses Truppner 1965

Stanford Research Institute Brown 1966a

Southwest Research Institute Pryor, Commerford, &Minor 1968

Southwest Research Institute Minor, Pryor, & Commerford 1969

System Planning Corporation Sullivan et al. 1979

University of Texas Brannen 1954

Institute for Defense Analyses Kunreuther and Fiore 1966

Universities Dacy and Kunreuther 1969

URS Research Co. Black 1970

University of Alaska Rogers 1970

Texas Tech University Minor, Lambert, & Wittman 1972

University of San Francisco Douty 1977

Universities Friesema et al. 1979

Universities Wright et al. 1979

Academy for Contemporary Probs. Rubin 1981

Harbridge House, Inc. Harbridge House NA

NA-Not available

the effects of attack on one manufacturing complex in San Jose. The
complex was a composite of five critical industries that the authors
concluded were essential for recovery. In an expansion of the San Jose
study, Minor, Pryor, and Commerford analyzed the effects of attack on
the industrial area of Detroit.

The remainder of the studies listed in Table 2.5 were on historical
natural disasters. The majority of these studies involved analysis of
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short-run and/or long-term time series data--employment and retail
sales, for example--to determine the effect that the disaster had on the
local economies. Disasters under consideration were the 1964 earthquake
in Alaska (Rogers; Dacy and Kunreuther; Kunreuther and Fiore), the 1953
tornado in Waco, Texas (Brannen), the 1906 earthquake in San Francisco
(Douty), and the 1970 tornado in Lubbock, Texas (Minor, Lambert, and
Wittman). Friesema et al. studied the effects of (1) the flood in Yuba
City, California in December, 1955, (2) Hurricane Carla in Galveston in
1961, and (3) the tornadoes in Conway, Arkansas in 1965 and Topeka, Kan-
sas in 1966.

The common theme that runs throughout these analyses of historical
disasters is the negligible effect that the disaster had on the long-run
performance of the local economy. Indeed, in many cases the long-run
performance was actually enhanced by the construction of new facilities
in the aftermath of the disaster. With respect to the short run, the
disaster may have caused a temporary negative effect, but, even here,
the influx of funds for reconstruction typically led to a marked im-
provement in economic performance.

Also, after a study of price movements in the aftermath of the
Alaskan earthquake, Dacy and Kunreuther concluded that, because of the
relative inelasticity of supply due to outside aid, prices did not in-
crease for housing or food destroyed in the disaster. For organiza-
tional aspects of r covery, Rubin studied the local experience with six
unnamed natural disasters and concluded that prior experience with
natural disasters was an important factor in recovery because the rela-
tionships established with state and local officials in prior disasters
facilitated management of recovery operations.

2.4. INDIVIDUAL INDUSTRY STUDIES

Table 2.6 contains a list of studies that were conducted on indivi-
dual industries. The studies embraced a wide array of issues related to
the vulnerability and viability of specific industries in the aftermath
of a disaster. These issues include: (a) the effects o: a rapid shut-
down of a manufacturing complex; (b) viability analysis that incorpor-
ated both supply and demand potentials; (c) damage assessments from
blast, overpressure, or fire; (d) estimated repair efforts in the after-
math of various attack scenarios; (e) attempts at modeling specific
industries; (f) the degree of possible substitution between manufac-
turing processes; (g) the number of weapons required to imbalance or re-
duce an industry to nonviability; and (h) multiple industry studies un-
der a prespecified attack scenario.

The most prominent of the latter type of study were a series of
studies of transport modes undertaken at the Stanford Research Institute
in the 1960s and studies of the petroleum distribution system, the
natural gas system, and the electric power system as part of the Five-
City Study in the 1960s. The transportation studies at the Stanford Re-
search Institute were national in scope and were based on a prede-
termined set of attack scenarios.
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One of the most significant results of the industry studies was the
increasing reliance of individual industries on electronic control
processes and their vulnerability to attack. In a 1975 study of both
instrumentation supply and demand in the aftermath of attack, Van Horn
and Crain expressed concern at the trend toward increasing use of elec-
tronic instrumentation as opposed to pneumatic instrumentation in indus-
try as a result of rapid changes in technology. The latter form is much
less vulnerable to nuclear attack in both production and use. Indeed,
the authors pointed out that the most significant inputs into the pro-
duction of electronic instrumentation devices--resistors and transis-
tors, for example--are themselves geographically concentrated and highly
vulnerable to nuclear attack. The results of the Van Horn and Crain
study are even more ominous in light of the fact that many of the other
studies listed in Table 2.6 concluded that one of the most vulnerable
aspects of the functioning of the industry is the control system used in
the production process.

McFadden and Bigelow examined the vulnerability of specific indus-
tries to rapid shutdown of operations. They concluded that the most
vulnerable industries are petroleum refining and petrochemicals, blast
furnaces and coke ovens in the steel industry, refining and smelting in
the aluminum industry, and the explosives industry.

For the energy industries, the studies have generally shown that
petroleum and electric power are relatively more vulnerable to nuclear
attack than the natural gas industry. The transmission and distribution
of electric power is particulary vulnerable at very low overpressure
levels. Petroleum refining is also vulnerable because of its geographi-
cal concentration in the Southwest. The transportation of both crude
oil and refined products through pipelines is especially susceptible to
the effects of disasters because of both a large concentration of
throughput in relatively few lines and a pipeline system's reliance on

automated control processes.
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3. PHYSICAL INFRASTRUCTURE: STUDIES OF THE NATIONAL ECONMY

3.1. STUDIES USING ECONOMIC MODELS

The purpose of this section is to present the methodology and re-
sults of research conducted on the national economy in the aftermath of
a generalized disaster. All of the studies reviewed in this section
were undertaken using a formal model of the economy. The approach used
in the presentation will be to (a) discuss the specific postdisaster is-
sues under consideration in the study, (b) outline the modeling method-
ology employed to address those issues, and (c) summarize the results.
The studies will be discussed sequentially, using the list presented in
Table 2.1 of the preceding chapter.

The majority of studies contained in this overview were conducted
in the 1960s and early 1970s. Clearly, both the economic structure of
the economy and the nature of the nuclear threat have undergone dramatic
change since the majority of the studies were undertaken. The purpose
here is not to conjecture on the applicability of the results of those
studies to the present time, but rather to delineate modeling approaches
that have been used to address aspects of the economic recovery problem.
Moreover, the purpose here is not to discuss all of the economic models
in existence that could potentially be used to simulate economic recov-
ery from a generalized disaster. Rather, the models incorporated in
this section either have been used to simulate the recovery potential of
the economy or were developed for that expressed purpose.

3.1.1. The Rand Corporation

One of the earliest modeling studies assessing the potential of the
U.S. economy to recover from nuclear attack was undertaken by Paul Clark
as part of a larger study of nonmilitary defense issues at the Rand Cor-
poration [see Kahn et al. (1958)I.* Clark estimated the production po-
tential of the U.S. economy both one year and ten years following a

1500-megaton attack on the 50 largest metropolitan areas of the United
States. The 50 areas, comprising one-third of the population and more
than one-half of the manufacturing capacity at the time of the study,
were assumed totally destroyed. The methodology employed by Clark was
the use of a highly aggregated, nine-sector input-output model of the
economy.

*The total study was undertaken under the coordination and direc-

tion of Herman Kahn to study the potential effectiveness of non-military
defense measures. Besides the economic analysis by Clark, the study en-
compassed foreign policy implications, various types of conventional and
nonconventional fallout shelters, social problems, and tactical evacua-
tion.

**The input-output analysis was based on a 1952 table showing the

relationship between capital and gross output, linked by nine producing
sectors.
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By assuming that output in each sector was proportional to surviv-
ing postattack capacity (ranging from 30 to 60 percent of preattack out-
put across sectors), Clark found that gross output in the economy would
be 56 percent of preattack output after the first year following the hy-
pothesized attack. On a per-capita basis, that level of gross output
would be the same as that of 1929 or 1940. A bottleneck in the economy
was the capability to produce new durable goods (metals, building mate-
rials, and machinery). Clark estimated that producing new industrial
machinery at 25 percent of the preattack level would necessitate both
stopping production of new consumer durables and reducing military pro-
duction to a maintenance level.

Over the ten-year period, two investment scenarios were simulated
under the assumption that growth in output in each of the aggregated
sectors was directly proportional to the growth rate of capital in those
sectors. It was also assumed that the growth rate c apital in the in-
dividual sectors of the economy was constrained by output in the durable
goods and construction sectors. Under the first investment scenario,
the rate of investment was assumed constant over the ten-year period
and, as new capital was made available, it was assumed to be used in the
production of consumer goods. Under the second investment scenario,

consumption was assumed constant for the first five years following the
attack and then allowed to increase in the latter t ve years as accumu-
lated capital was used in the production of consumer goods. In the
first scenario, gross output was estimated to be 89 percent of its pre-
attack level after the ten-year period. The corresponding percentage in
the second scenario was estimated to be 128 percent.

The results of the study led the authors to advance three preattack
nonmilitary defense recommendations:

First, stockpile construction materials for patching up par-
tially damaged capital during the reorganization phase .
Second, preserve normal inventories of metals, building ma-
terials, and machinery . . . Third, shelter compiete plants in
the durable goods sector of the economy, or possibly standby
components of plants. (Kahn et al., 1958, pp. 28-29).

Clark's 1958 study was subsequently expanded at the Rand Corpora-
tion in collaboration with Donald Bear [Bear and Clark (1960)]. The
primary purpose of Bear and Clark's work was to determine potential dis-
equilibria of demand and supply (bottlenecks) in various sectors of the
postattack economy after a hypothesized attack on the largest 80 U.S.
cities, ranked in terms of manufacturing value added. The attack was
assumed to destroy the total productive capacity of the 80 cities--56
percent of preattack capacity. Under the scenario, 60 percent of the
preattack population survived. The analysis was intended (a) to isolate
sectors that could prove to be a significant problem in the postattack
recovery effort and, hence, (b) to provide guidance in establishing pri-
orities for emergency operations in the recovery effort.

The authors employed a 44-sector, input-output model based on pro-
duction coefficients for 1947, but updated to 1956 for the study. The

3-2

'0 % -N N N



manufacturing segment of the economy, the focal point of their analysis,

was disaggregated into 23 sectors.

A number of limiting assumptions were invoked in the study to de-

termine final demand. The assumptions included: (1) the level of aggre-

gate output in the postattack economy would be 50 percent of the preat-

tack level; (2) disposable income would be 65 percent of the level ex-

perienced before the attack, with demand for consumer goods based on in-
come elasticities determined from the experience of the 1930s; (3) final

demand for government durable goods would be 20 percent of the preattack

level; and (4) other government expenditures would be 75 percent of
their preattack level.

The authors found that 13 of the 23 manufacturing sectors would ex-

perience excess demand in the postattack economy. Using an importance
ratio calculated as the quotient of postattack demand to supply, the
simulation results showed that instruments would experience the greatest

excess demand (a 1.93 ratio of demand to supply), while textiles would
experience the largest excess supply (0.5 importance ratio). Other
manufacturing sectors experiencing excess demand included printing (1.58
importance ratio), nonelectric machinery (1.56), fabricated metal prod-
ucts (1.54), electric machinery (1.47), motor vehicles (1.46),

nonferrous metals (1.36), ferrous metals (1.33), other transport equip-
ment (1.25), miscellaneous manufactured products (1.18), apparel (1.06),
food (1.04), and rubber (1.03). Other sectors experiencing excess sup-
ply were stone, clay, and glass (0.97), petroleum (0.96), chemicals
(0.96), furniture (0.90), paper (0.78), lumber (0.73), tobacco (0.67),

leather (0.66), and radio/television equipment (0.66). Recognizing that
eight of the first nine manufacturing sectors experiencing excess demand
were related to metal-working durable goods industries, the authors con-
cluded that

the metal-working durable-goods industries deserve par-

ticular attention in devising civil defense policies to accel-
erate postwar economic recuperation. (Bear and Clark, 1960,
p. 22).

In a later study at the Rand Corporation, Benton Massell and

Charles Wolf (1962) used three measures derived from the economic devel-
opment literature to examine the correspondence between the Bear-Clark
results on industrial priorities in recovery from nuclear war and prior-
ities for development of industrial sectors in a developing economy.
The three development measures used by the authors included (1) an in-
terdependence index developed by A.O. Hirschman,* (2) relative growth

*The interdependence index measures both backward and forward link-
ages for an industry. Backward linkages measure the inducement provided
by the specific industry to other industries to produce inputs for it,
while forward linkage measures the impetus provided by the specific in-
dustry to other industries to use its output. The former is estimated
by calculating the ratio of purchased inputs to the total value of pro-
duction in the sector, while the latter is estimated as the ratio of in-
termediate demand to total demand.
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coefficients developed by H.B. Chenery,* and (3) proportionate expan-
sion of physical output in individual sectors as targeted by India from
the start of India's Second Five-Year Plan (April, 1956) to the end of
its Third Five Year Plan (March, 1966). Using the Spearman rank corre-
lation coefficient as a measure of the degree of association, they
examined correlations between the Bear-Clark results and the three de-
velopment measures to determine similarities and/or differences between
establishing industrial sector priorities for recovery from nuclear at-
tack and attaining higher levels of aggregate growth in the developing
world.

The Spearman rank correlation coefficients for the (1) interdepen-
dence indices, (2) Chenery growth coefficients, and (3) establishment of
priorities in individual sectoral growth as embodied in India's five
year plans with the Bear-Clark results were -0.31, 0.44, and 0.47, re-
spectively. The coefficients indicate an inconsistent set of results
across measures of industrial priority. The results led the authors to
conclude:

The authors are inclined to accept the results as evidence, on
balance, of a weak but positive correlation between priorities
in (developing nations and recovery from nuclear attack).
(Massell and Wolf, 1962, p. 21).

In another study at the Rand Corporation, Sidney Winter (1963) de-
veloped a highly aggregated conceptual model of the U.S. economy to de- er

termine the conditions under which economic recovery could occur--or
economic collapse could result--in the aftermath of a nuclear attack.
Winter defined economic viability in the following manner:

An economy is viable if it is functioning, and capable of pro-
ducing, without external aid, an output sufficiently large and
appropriate in composition to: (a) provide its workers and
their families with a level of consumption high enough to
maintain their productivity and to give them the incentive to
continue to contribute their services to the economy in a so-
cially productive way; (b) meet any fixed claims on its output
that may exist; (c) maintain the stock of real capital (inclu-
ding inventories) required to accomplish (a) and (b). (Win-
ter, 1963, p. 17).

The fixed claims referred to in (b) could include expenditures for na-
tional defense, welfare requirements for the disabled, or any other type
of expenditure deemed appropriate as a matter of national policy.

Concisely, Winter summarized the recovery problem as follows:

In aggregative terms, the process of achieving viability can
be viewed as a race between the reconstruction of the capital

*The Chenery growth coefficient--or elasticity--measures the ratio

of the percentage change in per-capita value-added for each industrial
sector to the percentage change in national income.

3441
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stock (and thus the recovery of output) and the depletion of
the inventories from which essential needs are being met in
the meantime. (Winter, 1963, p. vi).

In Winter's simple conceptual model used to illustrate conditions
under which the economy will stagnate, collapse, or recover, surviving
labor (L) and capital (K) are assumed homogeneous, with the ratio of the
latter to the former (K/L) defining the productivity of labor. Output
of the economy is used to (1) meet the subsistence needs of the labor
force (c units per worker per time period); (2) provide the fixed claims
(R) determined by national policy; and (3) replenish the capital stock
(d). Any output greater than these commitments is assumed to be in-
vested to augment the surviving postattack capital stock.

To demonstrate the recovery potential of the economy, Winter argued
that there is some hypothetical level of capital stock (K*)--given a

surviving labor force level and a fixed government commitment--that is
necessary to provide output that will satisfy subsistence living, the
fixed commitment, and replenishment of the capital stock. Without an
inventory of food, K* is the solution to the following equation:

Lf(K/L) = cL + dK + R

where f(K/L) = the productivity of labor,

f'(K/L) > 0, and

f"(K/L) < 0.

If the surviving capital stock (K0 ) is below the hypothetical level
(K*) w4.thout an inventory of food, the economy is nonviable. Similarly,
without an inventory of food, the economy will stagnate (recover) if the
surviving capital equals (exceeds) the hypothetical level needed to meet
the subsistence level of labor, the fixed government commitment, and re-
plenishment of capital stock. On the other hand, given an initial
stockpile of surviving food, the economy can recover with the surviving
capital stock less than the hypothetical level if the food stockpiles
are sufficiently large to enable the combination of labor and capital to
replenish the capital stock to at least the hypothetical level before
the food stockpiles are depleted. Hence, the characterization of post-
attack recovery by Winter is a "race" between reconstruction of the cap-
ital stock and the depletion of food inventories.

The "race" is characterized diagramatically in Figure 3.1 where So
is the surviving inventory of food, t is time, and all of the other var-
iables are defined above. The broken curve in Figure 3.1 depicts a case
in which the economy would collapse because food supplies are depleted
before restoration of the capital stock to K*. The solid line repre-
sents a case where the economy is viable because the capital stock is
sufficient to meet all requirements before time tv when the inventories
of food are depleted.

Winter used this rather simple characterization of the postattack
economy to delineate the major features of the technological feasibility

3-5



Figure 3.1
Conditions for Economic Recovery
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SOURCE: Winter (1963), Figure 1, p.22.

of recovery. He recognized, however, that there are other factors which
could impede economic performance and must be considered in determining
recovery prospects:

An attempt to apply the aggregative model to determine the
feasibility of reorganization under various circumstances
would be likely to produce overoptimistic results. The compo-
sition of the aggregates in an actual postattack situation
would not be ideally suited to the needs of the reorganizing
economy. (Winter, 1963, p. 28).

Other considerations that may play a significant role in postattack
recovery include the disproportionate destruction of some assets (petro-
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leum refining, for example); an inappropriate composition of the capital
stock and surviving labor force; the geographical distribution of sur-
viving assets; and significant changes in the composition of demand.

3.1.2. Engineering Strategic Studies Group*

J. Wright and B. Smith (1965) studied the effectiveness of a nu-
clear attack on the U.S. economy as a whole and in individual geographi-
cal regions. They forecasted a data base including population and in-
dustrial capacity for the 132 largest standard metropolitan statistical
areas, encompassing 272 counties. At the time of writing, these areas
accounted for 58 percent of the population and 83 percent of the indus-
trial capacity of the continental United States. Economic activity was
divided into 78 sectors. Sectoral input-output coefficients were de-
rived from the Department of Commerce's 1958 interindustry study. The
input-output system was solved on the basis of maximizing gross output
in the postattack economy.

One of the distinguishing features of Wright and Smith's work is
that they provided a range of results Dy incorporating three different
measures of destruction in their analysis; (1) raw destruction of capac-
ity and fatalities, (2) maximum degradation, and (3) minimum degrada-
tion. Raw destruction of economic resources was calculated using the
Office of 7ivil Defense's DASH damage assessment system. Maximum degra-
dation of capacity was estimated using the inflexible input-output coef-
ficients. Minimum degradation was calculated under the assumption that
not all of the inputs used in production preattack would be necessary in
the postattack period. The elimination of specific inputs for certain
sectors under the minimum degradation scenario was estimated by the au-
thors. The primary purpose of using three different destruction mea-
sures was to illuminate differences in simulating recovery potential of
the economy when fixed input-output coefficients are used as the basis
of analysis and when these assumptions are relaxed.

The authors simulated the system under two different hypothesized
attack scenarios--combination counterforce/countervalue 6,920-megaton
and 10,600-megaton attacks. Under both attack scenarios, effective ca-
pacity was found to be zero, using the assumption of rigid input-output
coefficients (maximum degradation). In other words, the economy would
cease to function. This was true even though, under both hypothesized
attack scenarios, a significant portion of raw capacity survived (82
percent in the smaller attack case and 68 percent in the larger). In
the minimum degradation scenario, 78 percent of the surviving industrial
capacity would be effective in the smaller attack case. The correspond-
ing percentage for the larger attack case was 63 percent.

*The disc-., n Wright and Smith's study presented here is based

on an overview nro;il . Robert Ayres (1966c) of the Hudson Institute.
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3.1.3. Institute for Defense Analyses

The Institute for Defense Analyses uas involved in several modeling
studies of the postattack economy. in one of the earlier studies, Henry
Peskin (1965) developed a model to examine the effectiveness of appro-
priating expenditures for protecting industrial capacity from nuclear
attack. Although the conceptual specification of a model cast in an in-
put-output framework to evaluate budget appropriations for industrial
protection was delineated, the reported simulation results did not in-
clude that specification. Other model specifications were used for the
simulations.

The structure of the modeling system employed in the analysis was a
77-sector, input-output model reflecting 1958 interiadustry relation-
ships. One of the sectors was labor and the other 76 were producing
sectors. Formally, total output of sector i is represented as follows
in the system:

ZaijXj + Fi  Xi

where aij = amount of i used to produce one unit of j,

Xj = output of sector j,

Fi = final demand of sector i, and

Xi =total output of sector i.

In the simulations reported in the pilot study, Peskin solved the
system on the basis of three different solution criteria: (1) uncon-
strained final demand [gross national product (GNP)] maximization; (2)
GNP maximization constrained to be in the same proportion as preattack
base-year GNP; and (3) GNP maximization with a minimal requirements vec-
tor for postattack consumer needs. Also, each of the three scenarios
was simulated under the assumption of both normal labor utilization and
maximum labor utilization. The latter assumption was incorporated in
the simulations by using extra labor shifts to increase output from ex-
isting capacity in individual sectors. Formally, the linear program

took the following form vith the three different solution criteria or
objective functions:

Maximize (1) ZFi  (base-year prices)

(2) EaiF i  (base-year final demand composition)

(3) ZFi + zZ (minimum requirements vector)

Subject to Xi  X i

where ai = proportion of total final demand accounted for by i,

Eai = 1,
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Xi = postattack capacity in sector i,

Fi = portion of final demand determined endogenously,

z = weight for Z, and

Z = percentage of minimum final demand satisfied.

The first objective function represents simple maximization of
final demand or gross output. The second objective function constrains
the vector of final demands--and, therefore, the composition of gross
output--to be in the same proportion as that which existed in 1958--the
base year of the simulation. The third objective function divides final
demand into two components--an exogenous level of minimum final demand
for each sector and a portion determined endogenously in the system.
Under this formulation, final demand for any individual sector i is
characterized as follows:

- I
Fi = ZFi + Fi,

wh-re Z S 1, and

F = minimum final demand,

and gross national product is computed as follows:

GNP = ZFi + EFi

An attack scenario was hypothesized, and the capacity available af-
ter the attack was computed from a damage assessment system. The hypo-
thetical attack resulted in destruction of a large part of physical ca-
pacity measured in terms of sectoral output. For example, aircraft and
parts were reduced to 7.8 percent of preattack 1958 output, while the
output of petroleum products was reduced to 20.2 percent of its preat-
tack level. However, because of assumed movement to shelter, 66 percent
of the preattack population survived the attack. Six indices were used
to measure performance in each sector under each of the six simulations.
They included surviving capacity, excess capacity, capacity shadow
price, stock shadow price, final demand, and output.

At least two important conclusions resulted from the simulations.
First, the selection of a solution criterion significantly affects the
simulation results. For example, assuming normal labor utilization,
per-capita GNP was $753.60 (in 1958 dollars) under the unconstrained GNP
maximization scenario, and it was $348.30 and $123.40, respectively, un-
der the proportional base year and minimum final demand constraint sce-
narios. Second, the results of the bimulations underscored the effec-
tiveness of increasing output through more intensive use of surviving
physical facilities. For each of the three solution criteria simulated,
per-capita GNP is significantly larger with more intensive use of physi-
cal facilities. In the unrestricted GNP maximization and minimum final
demand cases, for example, per-capita GNP more than doubled under the
assumption of maximum labor utilization in comparison with the assump-
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tion of normal labor utilization. Under the proportional base year
case, it is a little less than twice as large.

Another interesting result of the simulations is the number of bot-
tlenecks which arise. In the scenario which generates the largest per-
capita GNP (unrestricted GNP maximization with maximum labor utiliza-
tion), one-half of the producing sectors experienced a deficiency in ca-
pacity which limited further growth in the economy. In the other two
scenarios, only one sector is deficient in capacity in each of the four
simulations. Paint products, petroleum products, and cans, barrels,
drums, and pails are among the limiting sectors in those simulations.

Although Peskin did not incorporate the industrial protection bud-
get expenditure portion of the model in the simulations, he concluded
that

any plans to budget funds for the protection of popu-
lation must be preceded by a detailed and definitive study of
the protection of industrial resources. (Peskin, 1965, p.
viii).

The features of the modeling system used by Peskin for which no
simulations were reported included five protective measures: (1) aug-
menting capacity or stocks in normal locations without hardening; (2)
augmenting and hardening capacity or stocks; (3) augmenting capacity or
stocks in a non-targeted locale; (4) hardening existing capacity or
stocks; and (5) dispersing existing capacity or stocks to a nontargeted
locale. The five protective measures were incorporated in an input-out-
put framework as follows:

k.k
-ZCi + aij Xj + Fi  Xi

kk
ZDi + X i 5 X i

kk 
-EEv + EbvjXj Yv - * = , ...v m

k k ik k k ik k k -
EEC1 " + M + evEv  B,

where Ci 
= amount of additional output attributable to stock

augmentation in sector i for activity k, 'Z

k
Di = amount of additional capacity attributable to capacity

augmentation in sector i for activity k,

k
Ev  amount of additional capital stock v attributable to

act cvtv k,

k
di = unit cost of implementing C in sector i,
k -

di=unit cost of implementing D in sector i,
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k

ei = unit cost of implementing E in sector i,

bvj = type v capital required per unit output of sector j,

Yv = upper limit of postattack capital stock v,

B = civil defense budget allocation,

and all other variables are defined above.

The first terms in the first three relationships are "relief" vari-
ables in the sense that they allow increased output, capacity, and capi-
tal, respectively, as a direct result of civil defense-related indus-
trial protection. Excluding the first term in the first two relation-
ships, the system has the same structure as the input-output model used
for the reported simulations. The fourth relationship is a civil de-
fense budget constraint for the five industrial protection measures in-
corporated in the model.

As noted above, no simulations were reported for the industrial
protection specification of the model due, in large measure, to problems
in obtaining cost estimates for the various civil defense activities.Peskin observed:

In practice, the development of the foregoing cost coef- "W.
ficients is a difficult and time consuming process. Not only
are pre-attack protective measures difficult to cost, but de-
termining the additional post-attack capacity which these mea-
sures bring about requires the application of cumbersome dam-
age assessment models. (Peskin, 1965, p. 44-45).

Peskin also considered the specification of two other objective
functions. The first. is an attempt to simulate output based on a post-
attack price system. That is, final demand for the output of each sec-
tor i is weighted by a factor w in an attempt to derive a market clear-
ing system of prices for all sectors:

Maximize EwiF i

Recognizing that determining a market clearing system of weights
would be difficult a priori, Peskin suggested an iterative approach in
which weights could be set arbitrarily at first and then adjusted after
examining model simulations:

If for example, there were thought to be too much clothing
relative to food, the model could be re-solved with a lower
weight on clothing and a higher weight on food. (Peskin,
1965, p. 35).

The second objective function is an attempt to approximate a demand
curve for the final demand of each of the producing sectors. Formally,
the objective function is specified as follows:

3-11
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Maximize E wiF i + wiF i + +. +lwiF ij ,

1 2 k
where wi > wi > . . . > wi  ,and

1 -I 2 -2 k-i -k-i
Fi . i Fi SFi, • . . Fi  ! i

In an extension of Peskin's work, Bickley, Crane, and Pearsall
(1968) estimated the recovery potential of the U.S. economy following
two hypothesized attacks in June of 1975. One of the attacks (Attack A)

was a counterforce attack in which military facilities were targeted and
losses of population and industrial capacity were simple by-products of
the attack. Under this scenario, 50 million people and 13 to 17 percent

of the capital stock were destroyed. The other attack (Attack B) was a
combination counterforce/countervalue strike in which both military andcivilian facilities were targeted. Losses from this attack scenario .,

were 90 million people and 34 to 41 percent of the capital stock. Al-
though estimates of the surviving population were available for both at-
tack scenarios, the authors simulated postattack economic performance
under a number of alternate assumptions about the number of survivors.
For Attack A, survivors ranged from 135 to 225 million people in incre-
ments of 10 million people, while the corresponding range for Attack B
was 105 to 225 million survivors in increments of 10 million people.
The estimates of surviving resources were based on studies conducted by
the National Resource Analysis Center and the Office of Civil Defense.

The methodology employed by the authors to examine recovery poten-
tial was use of a static input-output model cast in a linear programming
framework. The criterion for solution of the system was maximization of
value added constrained on (1) the lower end by minimum final deliveries
of essential survival supplies that were based on estimates of minimum
per-capita survival requirements and (2) the upper end by maximum final
deliveries that were based on an estimate of per-capita consumption in a
1975 preattack economy. It was further assumed that all output would be

derived from current production (that is, no stockpiles or inventories
were included) and that labor is homogeneous, perfectly mobile, and con-
strained not to exceed a fixed percentage of the surviving population.

Formally, the interindustry relationships of the economy were rep-
resented as follows:

ZaijYj + Xi= Y,

where aij = input-output coefficient, -amount of sector i's
output used to produce one unit of j,

Yi = total output of sector i,

Yj= total output of sector j, and

Xi = final demand of secor i.
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The input-output relationships expressed above were cast in a linear
prograrming framework to produce the following postattack recovery
problem:

i

Maximize ZXi = V

Subject to Xi ? Xi(min),

Xi < Xi(max),

Yi S Yi, and

J-
ZbjYj < M,

where V = value added minus imports = gross national product,

Y = maximum gross output of sector i,

b= labor used in the production of one unit of j, and

M total postattack labor force.

The classification of industries for the study was based on the in-
dustrial interrelationships published by the U.S. Department of Commerce
for 1958. Since the study was based on two attacks that were assumed to
occur in 1975, estimates of the 1975 interindustry structure were re-
quired. The input-output coefficients were extrapolated to 1975 from
1970 estimates provided by the Bureau of Labor Statistics. The basis
for the projection to 1975 was rates of change in the coefficients from
1958 to 1970. Minimum final deliveries for the 1975 postattack period
were estimated from a combination of sources that dealt with survival
needs. Maximum final deliveries were based on an extrapolation of ac-
tual per-capita final deliveries to 1975 provided by the Bureau of Labor
Statistics for 1962 and 1970. Postattack industrial capacity for the
individual sectors was derived by multiplying estimated preattack gross
output in 1975 with both the percentage of capacity destroyed and the
ratio of emergency usage to normal usage.

The simulation results suggested that prospects for postattack eco-
nomic recovery are favorable. The authors concluded in part:

This study of two sample attacks points out that the basic
physical components of the economy--labor and capital goods--
survive in such proportions as to ensure a reasonably high
standard of living. If the chaos envisioned after a nuclear
attack can be overcome, and a reorganization achieved to
properly utilize the surviving resources, then the survivors
of an attack in 1975 may be able to attain a standard of liv-
ing comparing favorably with that of the late nineteen
fifties. (Bickley, Crane, and Pearsall, 1968, p. 259).
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On the potential disproportionate destruction of population and economic

resources, the authors further concluded:

If people and resources survive together in nearly equal pro-
portions then, on a per capita basis, the economy has the po-
tential of being as viable as before an attack. However, if
resources survive in greater proportions than the population
available, labor will restrict total output. On the other II
hand, if fewer resources survive in proportion to the popu-
lation, intensive use of the available productive facilities--
working additional shifts or other means of more fully utili-

zing capacities--a relatively high standard of per capita
value added may be achieved. (Bickley, Crane, and Pearsall,
1968, p. 259).

In an extension of the 1967 Bickley, Crane, and Pearsall study, Ed-
ward Pearsall (1968) simulated the performance of the economy to ascer-
tain the feasibility of attaining a 1958 standard of living in the af-

termath of a number of different types of attacks on specific U.S. in-
dustrial sectors. The was different from the 1968 Bickley, Crane, and
Pearsall work because it considered attacks explicitly designed to de-
stroy industrial capacity rather than militiary targets or population.

The approach employed by Pearsall was to extrapolate population and
industrial capacity by standard industrial classification (SIC) sector
for 228 standard metropolitan statistical areas (SMSAs) to the year
1975. For each SIC category, the SMSAs were ranked in descending order
based on the percentage of total capacity in 1975. Various types of at-

tacks intended to destroy a certain fraction of industrial output were
assumed for 52 individual manufacturing sectors and ports of entry. It
was also assumed that if an SMSA were targeted, it was totally de-

stroyed. That is, the targeted sector and all other industrial capacity
and population in the SMSA were assumed destroyed. The economic anal-
ysis was undertaken using a static, input-output model. The estimated
1975 coefficients are the same as those used in the 1968 study by Bick-

ley, Crane, and Pearsall (1968). Final demands for the system were es-

timated on the basis of (a) attaining a 1958 per-capita standard of liv-
ing for final end-use goods and (b) producing potentially important
goods required in the postattack period. An example of one such good is
medicine.

The results of the simulations suggested that it is -ossible for an
aggressor nation to conduct an "efficient attack"--that Ls, one in which
the attack creates a shortage of the targeted industry's postattack ca-
pacity, leading to a failure to attain a 1958 standard of living. At-
tacks on 10 of the 53 sectors could be devised to reduce postattack ca-

pacity in those sectors to a level that will impede attainment of a
level of output consistent with a 1958 standard of living. The basis
for this conclusion was calculation of the ratio between output needed

to produce a 1958 standard of living and emergency capacity, where emer-
gency capacity is defined in a manner similar to the maximum labor util-

ization scenario used in the 1968 Bickley-Crane-Pearsall study. In-
cluded among the sectors susceptible to an efficient attack--ranked in
order of severity--are aircraft and parts, ordnance and accessories, im-
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ported products, petroleum refining, optical and photo equipment, paints

and allied products, tobacco manufactures, metal containers, primary

iron and steel, and professional and scientific instruments.

Although the simulation results suggested that a number of sectors

of the economy are vulnerable to attacks that could impede recovery,

Pearsall concluded that attacks designed for industrial destruction are

not as troublesome as attacks designed to destroy population:

Although it is certainly possible to devise a nuclear attack

to induce severe scarcities of one or another industry's ca-

pacity, no attack on physical capital stocks can indirectly

cause casualties or threaten the nation's economic power to

the extent of an attack of comparable magnitude on the na-

tion's population. Selective capital scarcities may be over-
come rather easily in a modern economy by resorting to alter-
native sources of supply, by making substitutions among prod-

ucts and processes, by capital transfers, by massive infusions

of investment capital, and by labor intensive operations of

surviving facilities. (Pearsall, 1968, pp. 38-40).

Moreover, Pearsall concluded that light and moderate attacks may prove

more troublesome for economic recovery than heavier attacks:

light and moderate attacks, i.e., attacks that leave
more than half of the nation's population alive, may create

greater problems of postattack resource balance than heavy at-
tacks. It is very difficult to devise a heavy attack that
discriminates sufficiently between industrial targets and peo-

ple to create serious capacity scarcities. (Pearsall, 1968,
p. 3).

Elliot Wetzler (1970) described the specification of the Institute
for Defense Analyses Economic Model developed for simulating economic
performance in the recovery phase of the postattack economy. Although
an 82-sector input-output model constituted the basis of the system, a

number of extensions of static input-output models were incorporated.

For example, constant elasticity of substitution (CES) production func-
tions were included for each of the sectors.* Additionally, the re-

strictive assumption of labor homogeneity usually invoked in models of

this type was relaxed by specifying different labor productivities for
individual sectors. Finally, although final demand is initially pre-

*The estimated coefficients for the CES production functions were
developed by Bruce T. Grimm (1969) in an earlier Institute for Defense
Analyses study. Grimm estimated CES production function coefficients

for 52 input-output sectors. Since the model developed by Wetzler con-
tains 82-sectors, Wetzler assumed a constant relationship between labor
and value added in the remaining sectors. Although Grimm explored other

specifications for the production relationships (Leontief and Cobb-Doug-
las production functions), he concluded that the CES representation pro-
vides ". . . Much greater sensitivity to the limits of productive capac-
ity in manufacturing industries. "
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specified for solution of the system, the actual simulated level of fi-1

nal demand is determined through an iterative process in which the ex-M
ogenously specified final demand vector is adjusted to attain an exoge-
nously specified target unemployment rate. A schematic representation
of the system is provided in Figure 3.2.

Figure 3.2
The IDA Postattack Economic Model
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Use of the system requires three inputs: an estimate of final de-
mand by sector, a matrix of input-output coefficients, and damage re-
sulting from a hypothetical attack scenario. Value added by sector is
determined using an input-output framework:

jN
EaijXj + Yi = Xi,

LVi = Ei

where aij = the amount of sector i output required to produce one
unit of j,

Xi = total output of sector i,

Yi = final demand of sector i, and

Vi = value added in sector i.

Labor utilization by individual sectors is determined from a con- Istant elasticity of substitution production function (for the 52 sectorswhere those functions have been estimated):

V/N = e
cT[a(K*/N)

-6 + O(/NY6

where N = number of firms,

= rate of technological change,

T = time,

a = capital scale parameter,

K* = short run fixed capital stock,

6 = capital-labor substitution coefficient,

= labor scale parameter,

L = amount of labor, and

a = economies of scale parameter.

Solving for L, the use of labor for sectors with CES production func-
tions is represented as follows:

L = 1/o[(/Hr6/0 AK*6]

where H N GeT,
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For sectors where no CES production functions were provided, a constant
relationship between labor and output was used:

L = bV

A unique feature of the system is the relaxation of the assumption
of labor homogeneity across sectors in the economy. Specifically, the
model incorporates the following relationships:

V = f(K*,L) where L L*,

V = f(K*,L) - g(L-L*) where L > L*, and

gi = Wi = wi/W for each sector i,

where L* = Lo(SI/So),

L0 = amount of preattack labor used in sector i,

SI = postattack population,

So = preattack population,

g = nonhomogeneity function,

wi = absolute preattack sectoral wage rate,

W = average wage rate for the entire economy, and

Wi = sectoral wage rate.

For sectors where no CES production functions were specified, the rela-
tionships take the following form:

V = L/b where L 5 L*, and

V = L/b - g(L-L*) where L > L*.

The rationale for this formulation of labor nonhomogeneity is that sec-
tors with higher relative wage rates require a larger number of postat-
tack workers to replace workers operating under preattack conditions.

Product prices, P, in the model are calculated as the sum of the
marginal cost of labor and the marginal cost of intermediate inputs:

j rA

Pi = Wi(aLi/aVi) + ajiPj

where the sectoral marginal product of labor is computed from the CES
production function.

The rental rate of capital, R, is simply the marginal revenue prod-
uct of capital:
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Ri = Pi(aVi/aKi)

From Figure 3.2, final demand is adjusted to attain a target unem-
ployment rate. If the target unemployment rate is not attained, another
iteration of the system is accomplished. The target unemployment rate,
u, is defined as follows:

u = 1 - Lv/Lf

where I. = labor force at the target unemployment rate, and

Lf = total labor force, which is defined as the product of
the surviving population and the labor force participa-
tion rate.

The target unemployment rate and the labor force participation rate are
exogenous inputs to the model. The actual unemployment rate, ua, is de-
fined as follows:

ua = 1 - L/Lf,

where L = Li = actual labor employed.

The difference between the actual and targeted unemployment rates, uv,
is defined as

uv = 1 - L/ILv
and is used to "scale" final demand in the following manner:

-q

Yi,k+1 = Yi,kUv

where Yi,k = final demand of sector i at iteration k, and

q = adjustment factor that promotes computaticnal ef-
ficiency.

Besides the adjustment for the difference between actual and tar-
geted values of the unemployment rate, the system constrains individual
sectoral demand to equal or exceed a minimum--and not to exceed a max-
imum--level of final demand. The minimum final demand is a weighted av-
erage of the minimum per-capita population survival requirements and the
per-capita recovery requirements. Maximum final demand is a function of
damage to economic resources and population survival. Minimum (Ymin)
and maximum (Ymax) final demand are calculated as follows:

Ymin,i = [hYl,i + (1-h)Y 2 ,i]S1 and

Ymax= [YO(KI/KO) ( SI / S] , 

where S1 = postattack population,
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Y, = per-capita survival requirements,

Y2 = per-capita recovery requirements,

h = survival/recovery weight,

YO = preattack sectoral final demand,

K, = postattack sectoral capital stock,

K0 = preattack sectoral capital stock,

So = preattack population, and

= scalar value (=2 as approximation of emergency
capacity limits.

An added feature of the IDA Economic Model is related to the deter-
mination of the final demand vector [see Dolins (1970)]. As discussed
above, final demand was adjusted on the basis of unemployment rates in
the early version of the model. In the revised version, final demand is
determined iteratively and explained by both gross output and relative
prices, which are determined endogenously in the model.

In another modeling effort at the Institute for Defense Analyses
[James McGill et al. (1972)], Methodologies for Evaluating the Vulnera-
bility of National Systems (MEVUNS) was developed. The purpose for de-
veloping the system was to evaluate the effectiveness of various defense
systems and survivability requirements. The total modeling system is
composed of five subsystems that characterize the national system: (1)
an industrial and population data base, (2) a defense/attack generation
model, (3) damage assessment models, (4) an economic recovery model, and
(5) a mathematical programming model.

Figure 3.3 contains a schematic representation of the economic
model embodied in MEV1NS, termed the General Economic Model (GEM). GEM
contains both demand- and supply-side specifications. Solution of the
system requires aquilibration between the two. The wage rate is the
basis on which the equilibrium solution is attained. The wage rate is
adjusted to a point where a specified amount of labor is used and supply
and demand are equilibrated. The supply side portion of the model com-
bines an input-output matrix which determines inputs to production and
production functions which determine the use of labor and capital with
the variable inputs. The model incorporates 87 sectors derived from the
Department of Commerce's interindustry study. Demand is characterized
by six consuming sectors--consumption, investment, inventories, Federal
government, local government, and exports. The final demands by type
are then disaggregated to correspond to the 87 sectors.

The input-output specification has the standard form:

EaijXj + Yi Xi e
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Figure 3.3
The General Equilibrium Model of

The MEVUNS System

t~gW PERIO

DAMAGE COMPUTE DEMANDS1

ASSESSMENT Com I
READ IN DATA oert

AND xw
INITIALIZE

PAPVAMETERS N

DO BASE PERIOD%,I
COMPUTATIONSSUPYPi" 4 o

EAIALE

HOOSE NITIA

ICES AD WAG

SORELEVlEtalL17),Fgr 1,p8

E' ADJUT LABO

WAGE S.4..

3-2IN FULL

LEVEL UNSU.

~~~~,.~~~~~ YLSLSN / < .. N :~-~-



where aij = the amount of sector i's output necessary to produce
one unit in sector j,

Xi = total output of sector .,

Xj = total output of sector j, and

Yi = final demand in sector i.

From the input-output representation, value added per unit of output is
represented as follows, with pi denoting the price of output in sector
i:

Pi -Eaj ipj

Value added per dollar of output, ui, is computed by dividing through by
Pi:

J
ui = I -aji(pj/pi)

and total value added for sector i, Vi, is simply

Vi = uiXi

Using sectoral value added, three production functions were used to
determine the amount of labor used in each sector. The production func-
tions take the following form:

r -6i -i1-i/6 i
V = Hi iLi + (1-ai)Ki

Ojiai oi(l-a)i
V = Hii Kill , and

Vi = Hi iNi + piLi

Tit 1-o i
where Hi = Oe Ni  ,

6= lf/ -1i,

ai =parameter representing labor intensity in production,

Li = amount of labor used by sector i,

Ki = amount of capital used by sector i,

oi =parameter determing returns to scale,
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t = time from 1963 to the year of attack,

ii = rate of neutra] technical change,

Ni = number of establishments in sector i,

e = efficiency parameter in 1963,

Di = parameter determining relative importance of number
of establishments, and

pi = parameter determining relative importance of labor.

The first equation represents a constant elasticity of substitution pro-
duction function, while the second is of the Cobb-Douglas form. The
third is a hybrid used for three sectors (imports of goods and services,
business travel and entertainment, and office supplies).

From the production functions, the amount of labor used and its
marginal product can be derived for each sector. The marginal product
of labor is used to determine the price of output in the individual sec-
tors:

pi= Zaijpj + uiwi/(3Vi/aLi),

where wi = the wage rate in sector i.

Under this formulation, if the ratio of wages to marginal product is
greater than one, prices are raised because the optimum level of output
has been exceeded. The reverse is true if the ratio is less than one.

The rental rate of capital can also be derived using the marginal
product of both labor and capital. Formally, the rental rate of capital
for sector i, Ri, is derived as follows:

Ri = [wi/(aVi/DL)IiV/3Ki •

As discussed above, the model provides for the calculation of six
components of final demand and a further disaggregation into 82 sectors.
The six components of final demand include consumer goods, investment
goods, inventories, Federal government expenditures, state and local
governmenc c rnditures, and exports.

The demand for consumer goods was obtained by specifying econo-
metric relationships for 82 personal consumption expenditure (PCE) cate-
gories. The explanatory variables in these equations were current and
lagged prices, current and lagged income, lagged consumption, and other
socioeconomic variables where appropriate. Consumption in the 82 cate-
gories was converted to the 87 producing sectors contained in the input-
output portion of the model by applying coefficients developed by the
Department of Commerce on the industrial composition of consumer con-
sumption by type. The coefficents have the following form:
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bij = cij/c j , i = 1, m, j l, ... n,
1]J

where cj = Zcij, total expenditures for PCE category j, and

cij = sector i's contribution to PCE category j. P_

The distribution of PCE categories to input-output sectors is accom-
plished as follows:

m
CONS i = Ebijc j ,  i 1, ... n

Inventory demand is determined as an adjustment between desired and
actual inventory levels. Formally,

INVi = N(Qi-Qi) ,

where INVi = inventory accumulation in sector i,

Qi = desired inventory level in sector i,

n = adjustment factor determining fraction of actual
and desired inventory levels, and

Qi = actual inventory level.

Desired inventory levels are determined by the following relationship:

Q* = (kixi/2ripi),

where ki = inventory reorder costs,

xi = total output,

ri = rate of return on capital, and

pi = output price.

Expenditures by the federal government are determined by an ad-
justment between desired and actual per-capita expenditures:

FEDG i = FEDGl i + N(FEDGi-FEDGI,i)

where FEDG i = actual per-capita expenditures,

FEDG.1 i = lagged per-capita expenditures,

FEDGi = desired expenditures on a per-capita basis, and

n = adjustment factor.

Total expenditures are derived from per-capita expenditures by multi-
plying the per-capita results by the population.
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State and local government expenditures and production for export m
are determined by a similar adjustment process between desired and
lagged expenditures.

As depicted in Figure 3.3, the solution of the model is based on
two criteria: (1) equilibrating demand and supply and (2) utilizing
available labor. The latter criterion is based on the assumption that a
goal of postattack recovery management will be to use all productive re-
sources to their maximum possible extent. In the event that capacity in
an industry is insufficient to supply required demands, a rationing
scheme is included in the specification of the model to allocate avail-
able output.

3.1.4. Stanford Research Institute

Stephen Allen (1968, 1969) of the Stanford Research Institute de-
veloped an input-output model of the U.S. economy for the U.S. Army's
Advanced Ballistic Missile Defense Agency. The purpose of the model was

to simulate the recovery potential of the economy after a hypothetical
nuclear attack in 1975, using different attack objectives. Estimates of
economic damage resulting from the hypothesized attacks were to be used
in designing strategic defense systems. The total modeling system con-
sisted of three interrelated compuiter programs--an attack system, a dam-
age assessment system, and an economic model.

The economic model consisted of 79-sectors--78 producing sectors
and a labor sector. The system had the following structure:

ZaijYj + Xi , and

J 3 1

ZbjYj = L

where aij = input-output coefficient,

Yj = output of sector j,

Xi = final demand for i,

bj = amount of labor to produce one unit of j, and

L = labor availability.

The objective in the linear program was to maximize total final demand
or gross output (GNP), subject to minimum and maximum final demand con-
straints, capacity constraints, and labor constraints by sector:

i

Maximize ZXi

Subject to Xi  Xi(min)
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Xi 5 Xi(max)
Yi 5 Y and

L5L*,

where Y= maximum sectoral capacity, and

Le  maximum labor availability.

The input-output coefficients were static and estimated for the

1975 simulation year.* Minimum final per-capita demand was estimated on
the basis of essential postattack recovery needs. Maximum final demand
was estimated on a per-capita basis to ensure that the output of certain
sectors would not result in overproduction of inessential commodities.
Maximum final demand for individual sectors was estimated on the basis
of expected 1975 peacetime demand. The capacity constraint was deter-
mined from the damage assessment system. Estimates of surviving capac-
ity were upgraded to reflect emergency-to-normal usage ratios. Preat-
tack capacities for individual sectors in 1975 were estimated from Fau-
cett Associates data. Capacity that was simulated to be moderately de-
stroyed in the scenarios was assumed to be useable within six months of
the attack. Labor availability in the postattack period was assumed to
be 30 percent of the surviving population derived from the damage as-
sessment submodel. Labor coefficients for individual sectors were esti-
mated for 1975, using data from the Bureau of Labor Statistics. Esti-
mated 1975 preattack population was derived from Bureau of the Census
data. Finally, it was assumed that all intermediate and final output is
derived from current production. No inventories of essential goods were
considered in the simulations.

In a preliminary study [Allen (1968)], two attacks were simulated--
100-weapon undefended and defended attacks undertaken with the primary
intent of maximizing total fatalities. The simulation results showed
the importance of the use of defensive measures in planning for economic
recovery. In the defended case, population survival was 18.3% greater
and economic output 33.6% greater than in the undefended attack scenar-
io. In the undefended attack scenario, three sectors--livestock and
livestock products, metal containers, and communications (except radio
and television)--experienced capacity restrictions; that is, total out-
put of the sector was restricted by the amount of surviving capacity.

In a later study [Allen (1969)], comparative simulations were per-
formed for both defended and undefended sector-oriented attacks and gen-
eral attacks. For the sector-oriented attacks, a computer program was
developed to devise 50-weapon and 100-weapon defended and undefended at-
tack scenarios that would minimize the difference between surviving ca-

*The specification of the model was supposed to incorporate a coef-
ficient "adjustment factor" for each individual sector, reducing coeffi-
cients in specific sectors to reflect employment of emergency technolo-
gies. However, because of the lack of a complete data set across sec-
tors, the adjustment factors were not incorporated in the reported simu-
lations.
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pacity and minimum feasible capacity. The latter was defined a5 the
lower bound on the amount of capacity needed for survival. Each weapon
was assumed to have a three-megaton yield. Four critical sectors were
chosen for analysis--machinery, petroleum refining, chemicals, and pri-
mary metals.

The simulation results for the sector-oriented attacks showed that
the most critical attack would be a 50-weapon undefended attack on
petroleum refineries. In this scenario, 45.3 percent of petroleum re-
fining capacity was destroyed. Although more than 96 percent and 89
percent of the population and manufacturing value added, respectively,
would survive, GNP was simulated to be the lowest under this attack sce-
nario. Moreover, in each of the eight sector-oriented attack scenarios
considered (50-weapon undefended attacks and 100-weapon defended attacks
against the four critical industries), there was a capacity constraint
in the petroleum refining sector. Allen explained:

The economics of petroleum refining throughout its history has
never permitted the existence of over-capacity in the indus-
try. In fact, available data indicate that 1961 refinery
capacity is very close to the minimum feasible capacity for
the 1961 population. It is not surprising then that damage of
almost any degree makes postattack petroleum refinery capacity
binding on the economy. (Allen, 1969, p. 40).

In the generalized attack simulations, Allen considered various
combinations of defended and undefended 100-weapon and 300-weapon popu-
lation-oriented and economic resource-oriented attacks. The results
showed that the most effective general attack was a 300-weapon unde-
fended attack on economic resources. Under this scenario, 77.6 percent
of the population would survive, but only 37.2 percent of economic re-
sources, measured in terms of manufacturing value-added, would survive.
On the other hand, the percentages of surviving population and economic
resources under a 300-weapon defended attack increased to 88.2 and 73.1,
respectively.

In a series of studies, Lee (1968b, 1968c, 1969, 1970) analyzed an
industrial network's capability to meet the postattack demand for a spe-
cific commodity. The studies were undertaken to develop a methodolgy
for industrial scheduling in the aftermath of nuclear attack. Concise-
ly, the approach involves determining all of the processing facilities
that comprise the production of a specific commodity. Each individual
process within the production network is then assigned a production co-
efficient in a manner similar to input-output analysis. Vulnerability
functions are included to provide the degree of output degradation asso-
ciated with any hypothetical attack scenario. Under the approacl', the
postattack condition of any facility in the industrial network Uan be
identified. Lee (1969) initially illustrated the methodology using the
bread production network and later [Lee (1970)] applied it to 21 con-
sumer commodities.

Dresch and Baum (1973) developed a combination (a) attack/damage
assessment system and (b) economic recovery model to simulate recovery
from nuclear attacks under a large range of postattack conditions. The
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postattack conditions were functions of both the type of assumed attack
and various investment strategies employed in the recovery effort. The
study included the results of earlier simulations contained in Baum and
Dresch (1971).

The attack/damage assessment component was specified to determine
the optimal destruction of resources, given a prespecified countervalue
attack objective. That is, each additional weapon was assigned to a
standard metropolitan statistical area to inflict the largest destruc-
tion of resources. The outputs of the attack model--losses of physical
capacity and population--were used as an input in the economic model.

The economic model consisted of seven aggregated sectors in the
earlier version of the system [Baum and Dresch (1971)] and 15 sectors in
the later version [Dresch and Baum (1973)]. 7inal demand was divided
between investment expenditures (private capital formation) and consump-
tion expenditures, which comprised all of the non-investment expendi-
tures in the economy. Investment expenditures by sector were determined
endogenously in the system, based on an allocation to individual sectors
that optimized the present value of the future levels of GNP. Per-
capita consumption requirements were exogenous, reflecting per-capita
survival requirements over five- or nine-year planning horizons. The
lead time for construction of new capital was assumed to be two years.
Also, a five percent depreciation rate per annum was assumed for the
capital stock.

The authors reported simulation results under varied assumptions
about the level and type of attack, capital cost per dollar of output
($1.50 or $2.00), and exogenously specified level of consumption expen-
ditures for both the 7-sector model over a five-year planning horizon
and the 15-sector model over a nine-year horizon. The simulation re-
sults led Dresch and Baum to conclude:

The results show consistent paths for economic recovery and
provide plausible schedules for allocation of postattack
investment among sectors. Variation in the size of the attack
and postattack austerity (imposed by policy stipulated con-

straints on personal consumption and government expenditures)
displace recovery schedules up or down without significant
distortion. Recovery to preattack levels of GNP requires up
to a decade after heavy attacks, but such preliminary results
should be taken with caution until verified by more refined,
less aggregated analyses. (Dresch and Baum, 1973, p.ii).

3.1.5. Arms Control and Disarmament Agency

Peter Strell (1968) developed a highly aggregated, six-sector in-
put-output model of both the U.S. and Soviet economies for the Arms Con-
trol and Disarmament Agency as part of a larger study entitled "Develop-
ment and Improvements of Methodology for Strategic Analysis of Arms Con-
trol and Disarmament Measures." The purpose of the model was to deter- Z,

mine the impact of a nuclear strike on the welfare of the nation.
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The six sectors incorporated in the model of the U.S. economy were I
aggregated from an 81-sector input-output representation of the economy
provided by Leontief. The sectors included basic nonmetals, finished
nonmetals, basic metals, finished metals, services, and energy. For
each of the individual sectors, a Cobb-Douglas production function was
specified, relating value added in the sector to capital and labor in-
puts. A similar model was developed to characterize the Soviet economy.
The most important inputs for the models were the simulation results
provided from the Strategic International Relations Nuclear Exchange
Model (SIRNEM), a model that estimates the effects of nuclear exchanges
between the United States and Soviet Union.

Formally, production relationships in the six sectors took the fo]-

lowing form:

V = gLSK l -s

where V = value added,

g= efficiency parameter,

L = labor,

K = capital, and

s labor share parameter.

The ratio of postattack (starred variables) to preattack levels of value
added, capital, and labor formed the basis of the study:

V* = (L*/L)S(K*/K)'-sv

The values for sectoral value added in the postattack economy were
used in an input-output framework to determine total final output. The
input-output system took the standard form: *

JaijXj + Fi  Xi

where aij = amount of sector i's output needed to produce one unit
of j,

Xi = total output of sector i, and

Fi = final demand in secor i.

Through matrix manipulation, the vector of final outpu. by sector was
expressed as a function of the input-output coefficients and value-
added:

F* = EV* .

For the simulations, a bilateral countervalue attack scenario was
devised in which both the United States and Soviet Union delivered 1,000
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one-megaton warheads. The simulation results for the U.S. economy
showed that 64.3 percent of the U.S. population would survive with a GNP
potential of 55.6 percent of the preattack level in the first year after
the exchange. In this scenario, the results showed per-capita GNP at
86.3 percent of its preattack level.* However, the authors acknowledged
the drawbacks of using a one-period, one-region, highly aggregated model
to simulate potential postattack economic performance.

3.1.6. Research Analysis Corporation

Bernard Sobin (1968b) developed an economic model that was intended
to simulate basic survival requirements of the postattack economy.
While the model could be used more generally with minor modification,
its primary purpose was to simulate the ability of surviving productive
capacity to support human survivors in the aftermath of a hypothetical
attack. Because it was a "survival model," no attempt was made to in-
corporate military production, investment activities, or private con-

sumption beyond the amount needed for basic survival of the population.

The model was a linear program of the following form:

J
Maximize EcjXj ,

J
Subject to EaijX j  bi

where i = a constraint,

j = an activity,

Xj = level of the jth activity,

aij = amount of ith constraint for each unit of Xj,

bi = amount of ith constraint, and

cj = prespecified contribution to the objective function
per unit of activity j.

In the specification of the model, there were 82 constraints and 149 ac-
tivities. The activities included supported population, three classes
of production variables required for production support, and the govern-

ment. Included among the constraints was a labor sector. Figure 3.4
provides a general scheme of the modeling system.

The source of information for nonagricultural sectors was the De-
partment of Commerce's study of 1958 interindustry relationships. The

The corresponding results for the Soviet Union were a 77.7 percent
population survival level and 72.8 percent GNP potential (93.7 percent
of its per-capita preattack level).
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agricultural sector breakdown in that study was further disaggregated to
provide the largest possible detail on population-supporting sectors of
the economy. For nonagricult-ral sectors, no production process alter-
natives were specified, while several alternative processes were pro-
vided for agriculture-related production.

The original version of the model was static in the sense that it
did not allow for time-dependent investment. It also assumed that im-
ports provided preattack would be available in the postattack economy.
It was further assumed that any bottlenecks which may arise in the simu-
lations cannot be obtained from foreign imports.

In a revised version of the system, Sobin (1969) developed a "par-
tially dynamic" survival model. That is, the revised model allowed for
increases in productive capacity in ten of the sectors. The ten sectors
chosen for capacity augmentation were selected on the basis of (a) bot-

tlenecks that arose in execution of the static model and (b) sectors in
which the potential for bottlenecks was high. The revised model allowed
for investment in capacity and disinvestment of inventories for the ten
sectors in a period preceding the "steady-state period." The behavioral
rule used in the dynamic case was minimization of the cost of invest-
ment.

In applications of both the static and dynamic versions of the
model, Sobin simulated the survival requirements of the economy given a
modified version of the SRI B attack scenario.* First, Sobin simulated
the attack using the static model under the assumption that the objec-
tive was to maximize the number of persons that could be supported by
surviving assets. In terms of the objective function, the only variable
with a nonzero c. was population supported. From this simulation, it
was concluded thai a maximum of 151 million people could be supported by
surviving resources. If the survival goal was 200 million people,
simulation results under the dynamic version showed that four food-pro-
cessing industries required additional capacity to sustain the addition-
al 49 million people. The four food processing industries were canned
fruits and vegetables, flour milling, rice milling, and oilseed proces-
sing. Based on simulation results showing that $295 million of addi-
tional investment was needed in these four sectors to support the addi-
tional 49 million people, Sobin concluded in part:

The small amount of investment and the small amount of labor
to produce brand-new equipment and facilities sufficient to
add 49 million people to the number who could be supported in-
definitely from current production may seem startling, but it
is consistent with the general principle that investment di-
rected at bottleneck industries can generate tremendous in-
creases in national product. (Sobin, 1969, p. 21).

*The SRI B attack scenario was used extensively in studies con-

ducted at the Stanford Research Institute. It was a large-scale, coun-
tervalue nuclear attack.
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3.1.7. American Technical Assistance Corporation

The Runout Production Evaluation (ROPE) model was developed to sim-
ulate the performance of the economy in the first 90 days after a hy-
pothesized attack under assumed organizational conditions in the postat-
tack economy. The most prominent of these conditions is that a priority
system for the use of scarce resources in the industrial economy will be
promulgated. The model is described by Elwyn Bull (1973a) and the re-
sults of its application to the Post-Nuclear Attack Study II was also
provided by Bull (1973b).

The model included 86 sectors whose input-output coefficients were
based on estimates of 1958 interindustry production relationships by the
Department of Commerce. The most important feature of the model is the
classification of these 86 sectors into one of two priority categories,
based on the assumed importance of the sector's output in economic re-
covery. For each of the sectors, the distribution of output was speci-
fied to satisfy on a priority basis (1) specified final demand require-
ments, (2) the input requirements for first priority users, and (3) if
any output of an individual supplying sector remains, the input require-
ments for second priority users. If there does not exist sufficient
output from any sector to satisfy requirements of the first priority
users, the available supply is apportioned to users on the basis of pre-
attack share times surviving capacity. The same apportionment scheme is
utilized for second priority users if available supply satisfies both
final demand and the needs of first priority users, but is insufficient
to satisfy the total requirements of second priority users. This allo-
cation scheme reflects the assumption that the authorities will allocate
inputs to specific sectors in this manner in the aftermath of a nuclear
exchange.

In determining available supply from each of the sectors, the model
includes not only output produced during the 90-day period under con-
sideration, but also surviving inventories of inputs provided from other
sectors, final goods inventories of the individual sectors, and the
amount of goods in process that survived the attack. In the event that
a specific sector cannot continue "normal" production due to lack of in-
puts but has sufficient inputs to finish its surviving goods in process,
the sector switches to "runout mode" production in which new production
is not initiated but goods in process are completed. It was assumed
that surviving goods in process were one-half completed.

The system accounts for changes in inventories over the simulation
period. Denoting normal and runout mode production by the superscripts
n and r, respectively, the following relationship was included for the
use of raw materials inventory produced by sector i and held by sector j
from the initiation of production at t-1 to time t:

n n r rlij(t-1) + Dij - [aijXj I aijXj ] = lij(t),

where lij = inventories of sector i held by sector j,

Dij = distribution of i to j,
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ai = input-output coefficient,

X. output, and E
t = end of 90-day period.

Similarly, for inventories of sector i's own output, the following rela-
tionship was included:

I ~ ~X-1 + x+i - Fi ZDij Iii(t)

where Fi = final demand.

The model was solved on the basis of maximizing (a) production of
output in the normal and the runout production modes and (b) purchases
of inputs from the 86 sectors, subject to a capacity constraint, a pur-
chases constraint, and a goods in process constraint:

n r ij
Maximize ZX. + Xj + ZEDij

n r *
Subject to Xj + Xj 5 Xj

Dij S aijXj ,and

r *Xi < Xi

Using the subscripts 1 and 2 to denote sectoral priorities, the priority
constraint to ensure the allocation of inputs to first priority sectors
took the following form:

if ERij(l ) + Fi(1) > Si

Then Si( 2 ) = 0

Where Rij = requirements for output of sector i, and

Si = supply of sector i.

As noted above, if the total amount of supply to a sector is insuffi-
cient to satisfy the needs of that sector, an allocation scheme appor-
tions the available supply. The same apportionment scheme is used for
first and second priority sectors. However, all of the needs of the
first priority sectors are satisfied first. Formally,

Dij(l) = bijEDij(l)
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where Lbij = 1 - Fi(l)/Xi(l)

The model was used to simulate the performance of the economy in
the first ninety days after the hypothesized PONAST II attack. In the
attack scenario, 55.7 percent of the population and 34.4 percent of pre-
attack industrial capacity survived. Inputs for the simulation--inven-
tories, production, preattack capacity--were obtained from the Office of
Emergency Preparedness or Research Analysis Corporation studies. The
sectors listed as first priority in the simulation were transportation,
communications, public utilities, medical services, automobile repair,
maintenance and repair construction, government enterprises, and sectors
contained in the Department of Commerce's List of Essential Survival
Items. Of the 86 sectors incorporated in the study, 51 were classified
as first-priority sectors.

Results of the model simulations showed that production was 35.3
percenc of the preattack level for Priority I sectors and 25.6 percent
for Priority 2 sectors. On a per-capita basis, the corresponding per-
centages for priority 1 and 2 users were 63 and 46 percent of preattack
levels, respectively. Production in the normal mode was 92 percent of
total simulated production. Of the 86 sectors, 52 functioned exclusive-
ly in the normal mode, while 34 produced at least a portion of their
output in the runout mode. Based on the analysis, Bull concluded:

The ROPE Model application to PONAST II implies that provision
of survival essentials can be met for the initial 90-day per-

iod. Production of Priority 1 sectors, which by definition
include the most essential needs, reached nearly two-thirds of
preattack capacity--in the aggregate. It is likely that
greater disaggregation would result in the achievement of
higher production estimates with the same surviving resources.
(Bull, 1973b, p. 18).

The ROPE model was subsequently disaggregated to 173 sectors [Bull
and Adams (1975)]. Additionally, a labor constraint was included to
constrain surviving capacity in the event that a surviving labor pool
was not sufficient to use the capacity. The manpower constraint took
the following form:

nn rr

E(miX i + mix i ) M,

where m i = man-years of manpower input, and

M = man-years of available labor.

No simulations were reported with the description of the revised version

of the model.
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3.1.8. Federal Preparedness Agency

The Unclassified Nuclear Case Lesson Example of 1973 (UNCLEX-73)
study was undertaken by the General War Preparedness Division of the
Federal Preparedness Agency [Pettee (1978)]. Two hypothetical attack
scenarios occurring in March of 1973 were considered in the study. Each
of the scenarios involved 1200 weapons, totaling 6000 megatons of pay-
load. One of the scenarios--designated MIKE--was primarily a counter-
force attack in which two-thirds of the weapons were directed at mili-
tary targets. The other scenario--designated CHARLIE--was primarily a
countervalue strike in which two-thirds of the weapons were directed at
civilian targets. The study addressed prospects for national survival
in the aftermath of the two hypothetical attacks. Four elements of na-
tional strength were evaluated--population, government continuity, mili-
tary security, and economic viability at the local and national level.

For the economic viability analysis at the national level, the ade-
quacy of productive capacity to sustain recovery was measured in terms
of both the balance of surviving resources and their sufficiency. Bal-
ance was measured in terms of percentage of sectoral capacity surviving
and, for manufacturing sectors, the regional percentages surviving
across the ten Federal regions. Sufficiency was measured as the ability
of the economy to produce a minimum final demand vector in the survival
period and for a deriod of one year following the sur- 'al period. The
survival petiod was defined as a period of time in th. immediate after-
math of the attack in which economic needs are met primarily out of in-
ventories. For purposes of the study, the survival period was assumed
to last six months.

The approach used to evaluate the productive capacity of the econo-
my to meet minimum final demands at the national level was employment of
the Interindustry National Feasible Economic Recovery System (INFERS),
an input-output model of the U.S. economy. Input-output coefficients
for 178 sectors in 1967 were used in the analysis.

Essential final demands for both the survival and first-year re-
covery periods were calculated on the basis of GNP expenditure cate-
gories and allocated to the various production sectors. The expenditure
categories included personal consumption expenditures, fixed investment,
changes in inventories, exports, Fedetal government defense purchases,
Federal government nondefense purchases, and state and local government
purchases. Under the MIKE scenario, it was assumed that investment dur-
ing the survival and first-year recovery periods was devoted to repara-
tion of facilities that were moderately damaged during the attack. A
total of 26 sectors were included for investment expenditures. Exports
were included in the analysis to ensure that funds were available to
purchase imports. It was assumed that trade was available only with
countries in the Western Hemisphere.

For the six-month survival period, output was assumed to be derived
from production during the six-month period, surviving inventories, sur-
viving stockpiles, and gross imports. Survivin6 inventories were esti-
mated from data published by the Department of Commerce. Surviving
stockpiles were estimated for materials in the National Strategic Stock-
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pile. Imports were assumed to be available from countries in the West-
ern Hemisphere. It was assumed that one-half of the actual 1973 imports
from countries in the Western Hemisphere were available in the recovery
period. For the six-month survival period, it was assumed that one-half
of the amount available in the recovery period would be provided.

Under the counterforce MIKE scenario, supply available from all
sources during the survival period (production, surviving inventories
and stockpiles, and imports) was estimated to be a little more than $600
billion. On the other hand, final demand was estimated to be a little
more than $100 billion. Since there was no excess demand in any of the
sectors, the authors concluded:

It is concluded that the stated final demand is shown clearly
not to be optimum in any respect in view of the extensive un-
utilized capacity. However, if as postulated in its formula-
tion, the stated final demand for the survival period is
enough to sustain national survival, assurance of the poten-
tial for national survival is provided by the test. This

indicates that indeed there could be enough production during
the survival period to meet current requirements with the
assistance of surviving inventories anc" imports. The unutil-
ized output, however, will be of major importance as the be-
ginning inventory of the final recovery year. (Pettee, 1978,
p. 181).

During the first-year recovery period under the MIKE scenario, es-
timated total final demand was $308 billion, while estimated total sup-
ply was more than four times as much--$1404 billion. However, nine of
the sectors experienced excess demand--alcoholic beverages, printing and
publishing, drugs, cleaning preparations, toilet preparations, paints,
secondary non-ferrous metals, metal containers, and photographic equip-
ment and supplies. The authors argued that only drugs would be a limit-
ing factor in recovery because final and intermediate demand in the
other eight sectors could be adjusted without a detrimental impact on
recovery. However, the deficiency in drug production could pose a
serious threat to survival if epidemics or the spread of communicable
diseases proved to be a significant factor in the survival and first-
year recovery periods.

On the basis of the simulation results over the 18-month period,
the authors concluded:

The foregoing analysis of the post-attack production capacity
of the Nation during the survival period and the first full
year of the recovery period suggests that barring an outbreak
of severe epidemics, the capacity of the economy to meet the
requirements of survival is assured. Whether the economy does
in fact sufficiently utilize the established potential depends
on the ability of those directing the use of the resources,
most particularly :he government, to manage reasonably effec-
tive use of them As previously stated, the prospects for ef-
fective institutional response depend to a large extent on the
capabilities and effectiveness of those individuals in the key
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positions both of management and government. (Pettee, 1978,
p. 186).

The same methodological approach was used for evaluating prospects
for economic survival in the aftermath of the CHARLIE (countervalue) at-
tack. During the survival period, the authors estimated that total fi-
nal demand would be $67 billion, while total available supply would be
$444 billion. However, in contrast t- the economic performance of the
economy during the survival period under the MIKE scenario, five sectors
exhibited excess demand in the CHARLIE scenario (guided missiles, non-
ferrous forgings, transformers and electric gears, aircraft engines, and

locomotives and cars) because of extensive damage in each of the sec-
tors. The authors concluded that the sectors should not pose a problem
for national survival because of feasible final demand adjustments in
each of the deficient sectors:

None of these constraints appear to be fatal to national
survival through the survival period. The adequacies of the
military category constraints is scenario-dependent in any
case. If full-scale conflict were to continue, probably even
the stated final demand requirement would be inadequate. As
it is, the cutback in the rate of public service industry
repair would be serious, but the amount of the reduction
probably would not induce collaps' (Pettee, 1978, p. 230).

For the first-year recoveiy period under the CHARLIE scenario, the
simulation results showed that total final demand would be $212 billion
and total supply would be $1045 billion. However, 16 sectors exper-

ienced excess demand. The sectors included guided missiles, printing
and publishing, drugs, cleaning preparations, paints, iron and steel
forgings, secondary nonferrous metals, non-ferrous forgings, engines and
turbines, transformers and electric applications, telephone and tele-

graph applications, radio and TV equipment, aircraft engines, shipbuild-
ing and repair, locomotives and railroad cars, and photo equipment and
supplies.

The authors concluded that only six of the deficient sectors
(drugs, engines and turbines, transformers and electric applications,
telephone and telegraph applications, radio and TV equipment, and loco-
motives and rail cars) could pose a threat to economic survival, but
that threat was severe:

The economy is in no position to cope with any major communic-
able disease epidemic with the limitation on the availability
of drugs. More pervasive and widespread, however, is the
probable damage to the public service sectors of rail trans-
portation, communication, and electric power . Holding the
institutional fabric of the Nation together in the face of the
extremely severe public service constraint will require the
most heroic and persistent government effort. Extreme want
and despair will threaten the stability of the government it-
self if these hardships are not accepted and finally surmount-
ed. With so many respects in which the failure of national
recovery is gravely threatened, it appears most unlikely that
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all of the pitfalls could be avoided and the national survival
sustained. (Pettee, 1978, p. 238).

3.1.9. Analytical Assessments Corporation

Gary Hill and Peter Gardiner (1979) developed a system dynamics
model to assess the viability of the U.S. economy in the aftermath of
nuclear attack. The focal point of the research was to dc.ermine
whether economic recovery after a nuclear strike was "automatic"--given
a surviving resource base--or whether management of surviving resources

would be instrumental in determining postattack economic performance.
The concept of viability used by the authors in their assessment was the
one developed by Sidney Winter (1963)--a "race" between utilizing sur-
viving inventories in the immediate postattack period and increasing
productive capacity to enhance those inventories through postattack pro-
duction.

The authors selected a system dynamics approach because they be-
lieved that it is most effective in capturing the fundamental character-
istics of the economy in the postattack period. The model included: (1)
delays in the production system; (2) a dynamic system; (3) uncertainty;
(4) flexible production coefficients; (5) a nonlinear relationship be-
tween productive inputs and outputs; (6) management options; and (7)
various degrees of aggregation. Concisely, the system dynamics approach
characterized the economy as a system comprised of various subsystems
that are time-dapendent, interrelated, and reliant to a considerable ex-
tent on behavioral characteristics as well as structural components.

Post-Attack Model No. 4 (PAM4) developed by the authors to simulate
postattack viability contained four sectors: plant and equipment, inter-
mediate products, labor, and food supplies. The food component was fur-
ther divided into production, transportation, and distribution. The
components were related via feedback loops that are characterized in

terms of both information and material flows. 7igure 3.5 provides a
schematic representation of the system, highlighting the causal and
feedback relationships. The (+) and (-) signs depict the direction of
causality, the arrows represent the direction of causation, and the
crossed lines on the arrows show delays between two components.

The reason for this specification was to develop a rather simplis-
tic formulation of the postattack economy with little effort expended on
exactly quantifying the parameters of the system. The intent was to de-
termine whether a given model could simulate two conflicting results for
postattack recovery--collapse and viability. In the words of the
authors, the rationale for this is that "if viability cannot be shown to
be a potential problem, there is little need to focus extensive re-
sources on developing exact sets of numbers and policies for precise
calibration of the model."

The parameters used for the simulations were related to prospective
management policies that could be implemented to coordinate economic ac-
tivity. Included among the parameters were the initial conditions of
the economy, the effect of food shortages on labor productivity, the ef--
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Figure 3.5

Postattack Model Number 4
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SOURCE: Hill and Gardiner (1979), Figure 2, p. 17.

fect of communications delays, the effect of labor allocation rules, the
effect of delays for locating and retraining labor, and the effect of

increased expectations about food availability over time.

Perturbing various model parameters and simulating over a 24-month

period led the authors to conclude:

The evidence suggests that the issue of viability is greatly
dependent on e fective emergency preparedness policies and re-

source management actions. The simulation results from the -

PAM4 model clearly indicate that viability is not autcmatic
even if adequate productive capacities survive; the same
system can produce both viability and collapse depending on
the choice of policies and management strategies. (Hill and
Gardiner, 1979, p. 37).

-0.4
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3.,10. Pugh-Roberts Associates

David Peterson at al. (1980) developed another system dynamics
model of the U.S. ecc.romy. The model differed fr-i the Hill-Gardiner __

effort in that it explicitly characterized the input-output structure of
the economy. Moreover, because the input-output coefficients were de-
termined endogenously in the solution of the system--from base year
values--the system is dynamic in comparison with earlier fixed or static %
input-output models.

The economy contains thirteen sectors in the Pugh-Roberts dynamic
system. Eleven of those sectors are considered producing sectors, while
two others represent households and the government at all levels--
Federal, state, and local. The thirteen sectors are further classified.".N
as production, product transfer, and consumption. The production sector
includes construction, consumer goods, energy products, metals, non-
metallic durables, nonfuel consumables, agriculture, and capital goods.
The transfer sectors are transportation, services, medical services, and
the service portion of the government. The consuming sectors are house-
holds and the nonservice portion of government.

The relationship between the sectors is characterized using input-
output coefficients. The coefficients were derived from a 1967 interin-
dustry study of the U.S. economy. The sectoral flows in that study were
aggregated to correspond to the 13 sectors included in the system. How-
ever, the coefficients can be adjusted through financial, production,
and technological relationships in the model.

The financial structure includes sectoral. balance sheets and income
statements that form the basis for simulating debt attraction and pric-
ing. With respect to the former, balance sheet considerations determine
the amount of debt that can be obtained from capital markets. The sec-
toral price of output is determined by the average cost of production
and a target profit margin that is adjusted on the basis of the interac-
tion of market forces.

A "soft-minimum" production function is included for each of the
producing sectors. The function is illustrated in Figure 3.6. Poten-
tial output from any producing sector reflects the "adequacy" of each of
the individual inputs used in production. The adequacy of an input is a

function of the ratio of the potential production from that input to ,.;
other inputs. From Figure 3.6, if it is assumed that inputs A and B are .'

in sufficient supply, sectoral output can be measured as the product of
the potential output from D and the adequacy of C, where the latter is
measured as the ratio of the potential output from C to the potential
output from D. For an input that is not critical for production in the
postattack economy, the adequacy of the function may be greater than
zero (but less than one) even though none of the input is available. On
the other hand, for inputs that are absolutely essential for production,
nonavailability of the input implies that no production is forthcoming ,2e
even if all other inputs used in production are available in sufficient
quantities. In th, latter cdse, the adequacy of that input is zero.

7_
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Figure 3.6

Soft-Minimum Production Function
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SOURCE: Peterson et al. (1980), Figure 4.3-4, p. 46

Technological change was incorporated in the model by specifying
the productivity of individual factors of production. Specifically, a
scale of zero to three was inuluded to represent a continuum of technol- k

ogy levels. Level one characterizes technology that existed in the sec-

tors in 1965.

Sectoral investment was included through a capiLal budgeting pro-

cess. The desired level of capital stock is contingent on obsolescence,
expected demand, and expectations about the profitability of new invest-
ments. Constraints on capital investment are manifested in the sectoral
financial structure in which cash flow and the ability to attract debt
are modeled.
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A unique attribute of the system is the treatment of the population
sector. The population sector influences the postattack economy in two
ways. First, it determines demand for goods and services. Second, it
provides labor. With respect to labor, the system determines the labor
force, divided between the employed and the unemployed portions. The
number of workers who are not able to provide productive services be-cause they are either sick or injured are also calculated. Additional-
ly, psychological parameters are included to capture the economic ef-

fects of confidence levels, degrees of frustration, and responsiveness
to the government's handling of the crisis. For example, public confi-
dence--comprised of five factors in the model--determines the extent to
which the population offers its services in labor markets, the extent of
consumption (and, thus, savings), and labor productivity.

The government sector includes explicit consideration of the gov-
ernment's budget--both revenue sources and expenditures. Also, both by
including sectoral production, transfer, and consumption and incorporat-
ing a number of policy parameters, the model can simulate the effect of -

government policies on economic performance. Among the possible policy
choices are wage and price controls, provision of financial incentives,
rationing, materials allocation, and subsidies.

The authors reported two types of simulations with the model.
First, they executed a base line simulation from 1965 to 2005. The sim-
ulation results from 1965 to 1977 were compared with historical data to
determine the forecasting accuracy of the model. The authors maintained
that, in general, the model provides results which are "reasonably
close, within the goal of ±20% of accuracy" to the historical time 14
series.

The purpose of the second set of simulations was to examine econo-
mic recovery potential under various assumed attack effects and policy
options at the disposal of the Federal government. One of the most im-
portant aspects of postattack recovery that the authors attempted to as-

certain is the effect of the psychological response of the population on
the recovery effort. To this end, they reported the results of three
simulations of the model, comparing and contrasting psychological ef-
fects.

In the first simulation, the authors assumed that 10 percent of all
economic resources were destroyed proportionally across the economy in
1981--a balanced attack. The simulation results showed a dramatic 10
percent drop in economic output in the immediate aftermath of the at-
tack, but a return to the preattack growth rate immediately thereafter.
In the second simulation, the authors assumed a 50 percent proportionate
destruction of resources across the economy. The results of this sinu-
lation showed an immediate 50 percent reduction in output but, instead
of recovering to preattack rates of growth in the ensuing years, the
economy stagnated over the long term, operating at one-third of its
postattack potential. The authors attributed the stagnation to the psy-
chological response of the population, which was included in the simula-
tion on the basis of the historical record of responses to disasters.
To further investigate the psychological effects of attack, the authors
executed the same 50 percent proportionate destruction scenario with
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public confidence held at normal levels in the simulations. The results
of this simulation were similar to the 10 percent destruction scenario;

the immediate response was a 50 percent decline in output, but the en-
suing growth rate returned to its preattack level. Based on these simu-
lations, the authors concluded:

The preceding three simulations suggest that the psychologicalj

response of the population determines a threshold of damage,
beyond which the economy becomes as vulnerable to its own in-
ternal dynamics as it is to nuclear weapons. Because the
post-attack environment is highly uncertain, and well outside
the range of numerical data used to validate the model, this
"threshold" level of damage is difficult to estimate with pre-
cision . . . The current assumptions in the model, derived
from (qualitative data), suggest the threshold of the downward
spiral lies between 25% and 50% destruction. (Peterson et
al., 1980, p. 104).

To investigate the effects of government intervention in the eco-
nomy, the authors simulated the second scenario discussed above--a 50
percent balanced attack with psychological effects included--but further
assumed that industrial credit was enhanced by increasing the maximum
debt-to-equity constraint embodied in the model. The results of the
simulation showed a reversal of the stagnation in the earlier experi-
ment, but at a lower rate of growth than the preattack level.

In another set of experiments, the authors assumed an unbalanced
attack on the economy. In the scenario, 50 percent of physical re-
sources were destroyed, but only 25 percent of the population was as-
sumed killed and another 25 percent assumed injured. Psychological ef-
fects were held constant. The purpose of the simulations was to deter-
mine the effect of financial reform on economic recovery. In the first
experiment, the destruction of assets in the attack reduced the equity
portion of capital, leaving debt at the same levels. In this case, the
economy grew for approximately three years after the attack, then gen-
erally declined. In the second simulation, losses reduced debt and
equity proportionately because the government was assumed to engage in
some type of financial intervention. In this scenario, the economy
achieves a positive growth path.

Based on these and other simulations, the authors concluded: "

.. the simulations of the model suggest that the United
States economy is highly vulnerable to nuclear attack. The
policies and rules of thumb by which industry, labor, and the
government operate have evolved over a long period of relative

economic stability. Outside the narrow range of historical
conditions, the economic system exhibits many instabilities
and vulnerabilities. (Peterson et al., 1980, p. 112).

Although the authors acknowledged that the results should be considered .. ,"

tentative, they concluded further:
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the above conclusions can be shown, using the model, to

arise from rather basic features of the economy. Taken 4

together, the results emphasize the need for extensive civil
defense preparations in order to create the possibility of
recovery. (Peterson et al., 1980, p. 116).

The authors called for an extensive civil defense effort, consist-
ing of intensive investment and preparation. Besides providing shel-
ters, hardening facilities, and dispersing resources, the authors recom-
mended stockpiling and preserving equipment and "know-how"--techno-
logical information, records, and skilled personnel. With respect to
psychological aspects of recovery, the authors pointed out the impor-
tance of both not trying to reconstruct the preattack condition of the
population in the postattack environment and attempting to maintain pub-
lic confidence preattack by educating and developing realistic expecta-
tions of postattack life.

Peterson et al. (1981) also reported the simulation results of a
four-sector natural resources model with the same characteristics as the
13-sector model discussed above. The four natural resource sectors in-
cluded metallic durable materials, nonmetallic durable materials, non- ",
fuel consumable materials, and energy products.

As in the previous study, the authors executed two types of simula-
tions with the natural resources model. The first type was a base line
simulation from 1965-2000 that was used to determine the correspondence "'
of simulation results with historical data from 1965-1977. The results
of the historical simulations showed that, for most of the important
variables, the model's results were within ±10 percent.

The authors executed six hypothetical attack scenarios with no gov-
ernment policy changes and a number of combinations of attack scenarios
with various changes in government policy. Based on the simulations,
the authors concluded that

the most conspicuous, recurring impediment to recovery
illuminated by the model is the post-attack cash flow crisis.
In the aftermath of a nuclear attack, the natural resource
sectors of the U.S. economy will have to undertake massive
capital investment programs to rebuild. Clearly, the magni-
tude of required investment depends on the damage suffered and
on the level and recovery rate of resource demands. Neverthe-
less, under a wide range of attack scenarios, this is the ma-
jor recovery problem. (Peterson et al., 1981, p. 159).

3.1.11. Decision Science Applications

The Dynamic Economic Values (DYNEVAL) model was developed by Deci-
sion Science Applications (1983) to project the theoretical ability of
an economy to recover from any number of disturbances. The disturbances
include recovery from nuclear war. The model is normative in the sense
that, given an economic disturbance, it projects the optimal or effi-
cient allocation of resources to produce output, subject to maximizing a
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dynamic objective function. Data requirements include information on
the input-output structure of the economy.

The specification of the model included three basic sectors: pro-
duction, capital investment, and consumption. The methodology employed
to generate the efficient solution is optimal control. Supply and de-
mand are equilibrated for every individual year and are in dynamic equi-
librium with capital investment. Simulation results were reported for
various hypothetical attacks on the Soviet 'iion.

3.1.12. Battelle Pacific Northwest Laboratories

The system dynamics model developed by Peterson et al. was updated
and refined by Belzer and Roop (1984) of Pacific Northwest Laboratories
as the Economic Recovery Dynamics Model (ERDYM). Besides incorporating
1972 base-year data, the authors built a monetary sector into the system
and changed the investment sector from a capital budgeting process to a
system that conforms more closely to neoclassical economic theory.

The monetary sector in ERDYM consists of a balance shz=t reflecting
the assets of the banking system (loans and required reserves) and the
liabilities of the system, which include household and business demand
deposits, the reserve base and borrowed reserves. The level of busi-
ness demand deposits originates in the sectoral financial statements in %
which business cash requirements are determined. Household demand de-
posits were incorporated as a function of the interest elasticity of de-
mand for money (-0.2 in the model) and the income elasticity of demand
(assumed to be one).

The mechanism through which interest rates are endogenized in the
system is the reserve base. Any activity that influences the level of
the reserve base--purchases of bonds by the monetary sector, for exam-
ple--has an impact on interest rates. In this case, purchases of bonds
reduce the reserve base and, if remaining reserves are inadequate to
satisfy the required reserve constraint in the banking system, addition-
al reserves must be borrowed. The percentage of required reserves that
must be borrowed is used as an indicator of the required changp in the
government interest rate. Business and savings interest rates are, in
turn, a function of the government's interest rate. .%

Modifications to sectoral investment were made for both the avail- d

ability of investment funds--or, alternatively, the willingness of .-

financial institutions to accommodate investment demand--and the deci-
sion to invest for replacement or expansion of the capital stock. In
the earlier version of the model, the willingness to lend was based
largely on historical debt-to-equity ratios. This specification was
modified to include a moving average of sectoral debt and the real in-
terest rate derived from the monetary sector. Investment decisions were
altered to include the rental cost of capital as the determinant of in-
vestment decisions. The rental cost of capital was determined from tax
and interest rates.
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The authors reported the results of a number of simulations using
the model. First, they executed the system under the assumption of
three balanced attack scenarios of 10 percent, 30 percent, and 50 per-
cent destruction. A balanced attack is one in which it is assumed that
equal percentages of all resources are dstroyed. For these simula-
tions, the authors also assumed that fore gn trade was interrupted for
the first six years following the assumed ;,.tacks in early 1984, and re--Q' 11

sumed gradually thereafter to reach normal levels a decade after the at-
tack. The results of these three simul tions are provided in Figure
3.7.

Figure 3.7
Simulated Real GNP Under Three Attack Scenarios
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SOURCE: Belzer and Roop (1984), Figure 6.2, p. 6.5.
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The nonlinear relationship between attack levels and gross output
led the authors to conclude:

The downward spiral in these 30 and 50 percent cases can be
traced to the psychological reaction of the population to the
more massive levels of destruction. With tangible evidence of
the horror of the attack all around them, the population loses
confidence in the future. This decline of confidence is mani-
fested in many workers leaving the labor force, and in de-
clines in work effort by those that do remain employed. Fur-
ther reduction in public confidence then occurs in response to
the drop in output caused by these initial responses by work-
ers. Thus, a downward spiral in national economic activity is
generated as public confidence, worker attitudes, and losses
in production all reinforce one another. (Belzer and Roop,
1984, pp. 6.3, 6.6).

To compare the interactive effects of the psychological parameters
in the model that influence productivity and labor force participation,
the authors selected the 30 percent balanced attack scenario and per-
formed three simulations: (1) psychological response affecting labor
force participation only; (2) psychological response affecting produc-
tivity only; and (3) no psychological response. The results of the sim-
ulations are presented in Figure 3.8. The bottom growth path in the
figure is the same as the 30 percent balanced attack in Figure 3.7. The
simulation results showed the large effect that psychological factors
have on economic performance when those factors are allowed to affect
productivity and labor force participation.

The authors also used the model to simulate the performance of the
economy under a number of different policy assumptions. In one set of
simulations, the authors compared the performance of the economy under
two monetary policy options. Under the first "standard" assumption, the
target aggregate growth rate was 2.5 percent, the target unemployment
rate was six percent, and the target inflation rate was three percent.
Under the second "relaxed" case, the respective targets were 10 percent,
four percent, and 20 percent. It was further assumed that the monetary
policy pursued under the second simulation would last for six years from
1984--the date of the attack--to 1990 and then revert to the standard
case. Figure 3.9 provides the simulated real growth of the economy un-
der the two simulations.

Figure 3.9 shows that the real growth of the economy is higher un-
der the relaxed monetary policy case, but, although not depicted here, . UN
at the expense of a higher price level. These results led the authors
to conclude:

-i
These two simulations reveal that monetary policy may have the
capacity to propel the economy on a higher growth path follow-
ing an attack. However, this can only be accomplished by the
acceptance of higher rates of inflation. This conclusion %
would, of course, be altered if other policies such as price-
wage controls or more restrictive fiscal policy were under-
taken concurrently. (Belzer and Roop, 1984, p. 6.14).
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Figure 3.8
Simulated Real GNP Under Alternate Assumptions of

Psychological Effects
Economic Recovery Dynamics Model
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SOURCE: Belzer and Roop (1984), Figure 6.4, p. 6.8.

The authors also reported the results of a number of simulations of
economic performance in the aftermath of an unbalanced attack in which
all stock variables in the model were reduced by 30 percent with the ex-
ception of the energy and transportation sectors. Stocks in these two
sectors were reduced by 50 percent. After simulating the performance of
the economy under alternate interest rate scenarios, personal income tax
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Figure 3.9
Simulated Real GNP Under Two Monetary Policy Scenarios

Economic Recovery Dynamics Model
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SOURCE: Belzer and Roop (1984), Figure 6.5, p. 6.10.

adjustments, and household motor vehicle rationing, the authors con-
cluded:

The message of these simulations is clear. Targeted policies
directed at the shortages after an unbalanced attack can be
highly effective in promoting faster recovery. Although gen-
eral fiscal and monetary policy can help to shift resources
toward capital investment, more direct approaches such as di-
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rect rationing, may be unavoidable in the aftermath of a major
attack. (Belzer and Roop, 1984, p. 6.19).

3.2. STUDIES USING NONMODELING METKDS

The purpose of this section is to describe studies of the national
economy in the aftermath of a generalized disaster that were undertaken
without the development of a formal model of the national economy as
their primary purpose.* The eight studies reviewed in this section are
economic resource assessments, emphasizing various aspects of economic
viability and recovery in the aftermath of nuclear attack. Five studies
[Norman Hanunian (1966), Richard Laurino (1967), Lloyd Addington (1968),
and Leonard Bickley (1968, 1969)] evaluated indicators of survival. To
varying degrees, these studies emphasized surviving population, economic
resources, and institutions. Three studies [Richard Goen et al. (1967,
1969) and Richard Laurino and Francis Dresch (1971)] were more in depth
analyses of various aspects of recovery potential. These individual
studies were undertaken as part of a much larger study of recovery po-
tential entitled the National Entity Survival Study.**

Hanunian (1966) of the Rand Corporation explored the effects of
eight hypothetical attacks on 28 U.S. "populations". The eight hypothe-
tical attacks were selected on the basis of a detailed analysis of tar-
geting opportunities and reflect a wide range of potential attack sce-
narios. Hanunian selected five different targeting systems, with three
of the systems having different hypothesized delivered megatonnage. The
attack sizes varied from 855 megatons to 13,200 megatons. Recognizing
that prior studies dealt with two indicators of survival--people and
economic capacity measured by value added--he focused on 28 different
"populations" that characterize an economy. Included among these char-
acteristics were land area; population disaggregated into various cate-
gories by age, income, and location; employment by sector; value added;
and various attributes of agricultural production. The damage estimates
were conducted both on a regional and national basis using Quick Count,
a damage assessment system developed at the Rand Corporation.

*During the discussion in the section, it will be evident that some

of the studies relied to some extent on a formal modeling structure.
However, the primary purpose of all of the studies in this section was
not to develop or refine a formal economic model, but to analyze aspects
of the postattack recovery problem relying, for the most part, on other
analytical approaches

**The National Entity Survival Study (NESS) consisted of a series

of studies of the postattack environment conducted by the Stanford Re-
search Institute (SRI). The purpose of the studies was to evaluate sur-
vival and recovery prospects after nuclear attack. The series was spon-
sored by the U.S. Army's Office of Research and Development and the Of-
fice of Civil Defense. The studies encompassed multiple aspects of the
recovery problem--damage assessment, individual industry evaluations,and construction of economic models to address recovery potential.
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A large part of the analysis dealt with the regional effects of
these attacks on both population and economic resources. However, one
of the most important results of the study was the relatively favorable
prognosis for agriculture in the postattack economy. Based on his use
of a Cobb-Douglas production function fitted for both farm and nonfarm

output in the postattack period, Hanunian concluded in part:

One of the more persistent results of our calculations is that
agriculture generally promises to fare better, in the event of
nuclear attack, than the rest of the economy. When it does
fare better, the margin tends to be large. Survival rates
calculated for farm workers, for example, are frequently in
the vicinity of 50 percent higher than those for their urban
fellows, even when differences in shelter are taken into ac-
count. (Hanunian, 1966, p. 135).

Although the results of the study showed that prospects for recov-
ery are generally favorable, Hanunian cautioned:

A good part . . . has been devoted to exploring viability con-
siderations, and by and large we have found nothing to per-
suade us that the prognosis is negative. But we have not come
to grips at all with severe organizational problems that would
inevitably be present after attacks as disruptive as those
which we have concerned ourselves. (Hanunian, 1966, p. 140).

Laurino (1967) of the Stanford Research Institute analyzed the ef-
fect of a nuclear attack on the national entity. Besides population and
physical resources, Laurino argued that there are other "measures of
value" that must be incorporated in an analysis of the vulnerability of
the national entity. He evaluated the concentration of indirect indi-
cators of national value such as population, physical resources, and
some of the more important economic institutions.* Based on his assess-
ment of the concentration of values, he concluded:

The concentration of the economic and political institutions
is substantially greater than the concentration of either the
population or the physical resources of the country, and these
institutions tend to be concentrated in the principal cities
of the United States. (Laurino, 1967, p. 6).

The economic and political institutions considered by Laurino were Fed-
eral administration, managers in primary metals industries, prime con-
tractors of the Federal government, the location of corporate headquar-
ters, and employees of financial and legal institutions.

*In a subsequent paper, Laurino and associates at the Stanford Re-

search Institute (SRI) [Laurino et al. (1970)] developed the NESS A
value system as part of the National Entity Survival Study (NESS) at
SRI. The NESS A system is a multi-element measure of value that is com-
prised of the weighted average of resources, population, and institu-
tions.
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Based on a hypothesized attack on both civilian and military tar-
gets, Laurino found significant imbalances in the surviving entity. A!-
though 60 percent of the population would survive the attack, industrial
more severe losses. Even though 60 percent--or 140 million people--

would survive the attack, Laurino estimated that only 38 million would
be "effective" in the six months immediately following an attack.

Addington (1968) of the Army's Office of Chief of Engineers conduc-
ted a study of the economic viability of the United States in the after-
math of a nuclear attack in 1975. The approach was simply to extrapo- .
late population, employment, and industrial data bases on a county basis
from 1960, impose various attack scenarios on the data bases, and ascer-
tain the viability of the U.S. economy in 1975.

For employment, the study incorporated 116 skill levels forecasted
from 1960 Bureau of the Census data. At the county level, the study as-
sumed that the growth rate of a skill in any county would mirror the
national growth rate for that type of employment and the rate of growth
of the population locally and nationally. For the industrial data base,
the author used the Department of Commerce's 86-sector characterization
of the economy and allocated activity to counties in 1975 by assuming
that the size of a local industry was proportionate to the size of the
national industry.

Based on several different attack scenarios under different assumed
civil defense postures, Addington found an imbalance between the surviv-
ing labor force and industrial capacity. However, the imbalance was
based on normal utilization of labor in a peacetime economy. After re-
viewing the World War II experience of the United States and its Allies,
Addington concluded that labor would not be a constraint in the postat-
tack recovery effort:

Using as a basis (the experience of Allies), which included a
56-hour week, more women in the labor force, and greater util-
ization of 14-to-17 year olds, we could attain about 90 per-
cent of our preattack level of labor effort even after a very
damaging attack. With this maximum utilization of labor we
would have large numbers of workers in excess of those re-
quired to operate the residual industry. (Addington, 1967, p.
238).

Bickley (1968) of the Institute for Defense Analyses related the
concentration of population with the concentration of 13 selected re-
sources at the county level to determine the effects of an attack aimed
primarily at population centers. The 13 resources were categorized on
the basis of (a) immediate postattack survival needs--retail trade, food
stores, wholesale sales of groceries, selected services, and hospital
bed capacity; (b) nonagricultural resources used in recovery--manufac-
turing value added, large manufacturing plants, power generation, oil
and gas extraction, and petroleum bulk stations and terminals; and (c)
agricultural resources--value of crops, poultry, and livestock. Since
300 of the more than '3000 counties accounted for 64 percent of the popu-
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lation at the time of the study, the-- 300 counties formed the basis of

the analysis.

The results of the analysis showed that the most concentrated of

the resources under examination in relation to population concentration

was wholesale grocery sales and selected services. The least concen-
trated of thR resources in population centers was the value of poultry,
crops, and livestock, oil and gas extraction, and electric power sta-
tions. Perhaps the most surprising aspect of the analysis was that med-
ical facilities were less concentrated than the population in the coun-
ties. Bickley attributed that result to the fact that veterans' hospi-
tals and state mental hospitals were located in areas removed from large
urban concentrations. Another explanation was that the data used in the
analysis included stored emergency hospitals.

In a later study, Bickley (1969) quantified the geographic concen-
tration of manufacturing industries to illuminate potential problems re-
lated to manufacturing concentration for civil defense planning. Cate-
gorizing industrial activity at the four-digit SIC level, Bickley used
employment numbers at the individual plant level as a percentage of the
national employment total to measure concentration.

Although he was not able to draw any specific conclusions on the
pattern of manufacturing concentration, Bickley concluded that manufac-
turing concentration poses a significant problem for civil defense plan-
ning:

. . . by a careful selection of a relatively small number of
plants as targets, an enemy could destroy a large portion of
several selected industries. That he could economically de-
stroy practically all of many selected industries seems doubt-
ful. Nevertheless, because of the interdependence of indus-
tries with each other a serious disturbance of the mix might
be achieved which could have a far-reaching effect on the eco-
nomic viability of the industrial economy as a whole. (Bick-
ley, 1969, p. 24).

As part of the National Entity Survival Study (NESS) at the Stan-
ford Research Institute, Goen et al. (1967) examined the extent to which
important elements of the national entity would survive two hypothetical
nuclear strikes in 1975 and some of the problems that would likely arise
in the postattack period. The aspects of the national entity under con-
sideration were the population, manufacturing industry, industrial and

public management, and agriculture. One of the attacks (SRI A) was ex-
clusively a counterforce attack. SRI B, the second attack under con-
sideration, was more severe in that the assumed targets of the attack
were extended to include population and resources.

The effects of the two hypothesized attacks were derived from sev-
eral models and data bases that were developed in prior SRI studies.
The extent of damage after the two attacks was estimated using the SRI
damage assessment system developed over a period of years at SRI. The
Miller fallout model was used to estimate the effects of radioactive
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fallout after the two attacks. Blast effects were calculated using the
Defense Intelligence Agency's vulnerability handbook.

The SRI A attack resulted in 47 million fatalities out of a fore-
casted population of 226 million people in 1975. The number of effec-
tive survivors (or the potential labor force) was estimated to be 66.5
million people. Surviving industrial capacity was 79 percent of preat-
tack capacity. The industrial survival percentages ranged from 72 per-
cent for primary metals to 56 percent for transport equipment. In the
SRI B scenario, there were 89 million fatalities and only 43.5 million
effective survivors. Industrial capacity was only 52 percent of the
preattack level with the largest in chemicals (42 percent) and the low-
est in instruments (20 percent).

The authors assessed the effects of the two attacks on central man-
agement of industry and state and Federal administration in the govern-
ment. Under the SRI A attack, central management and public administra-
tion survival rates were approximately the same as that of the popula-
tion. However, under the countervalue assumptions of SRI B, approxi-
mately one-half of central management and public administration were
estimated to survive in comparison with 60 percent of the population.

The authors expended a significant amount of effort on issues asso-
ciated with the restoration of the economy. Specifically, they examined
the extent to which surviving capacity could meet the demands for inter-

mediate goods required by that capacity, the requirements of the consum-
ing sector, and petroleum requirements for food production, transporta-
tion, and industrial needs. They also considered the effects of radia-

tion on agricultural production, and presented a detailed analysis of
the effort required to restore manufacturing activity.

For intermediate goods production under the SRI A attack scenario,
the authors found that output required for continued production did not
exceed the surviving capacity in any of the sectors examined. A similar
result was found for the SRI B attack. With respect to capacity avail-
able for consumption requirements, the authors found no limiting inter-
industry problems under SRI A, but found that the demand for the output
of the food processing industry under SRI B would exceed surviving ca-
pacity by 40 percent. However, the authors concluded that repair of the
more lightly damaged facilities could easily reduce that discrepancy.
The authors concluded that there would be considerable excess capacity
for the production of petroleum products under both attack scenarios.
Under SRI A, demand would be 2.3 million barrels per day with undamaged
capacity capable of producing 7 million barrels per day. Under the SRI
B scenario, the level of demand would be 20 percent of surviving capac-
ity. The authors cautioned, however, that petroleum refineries are es-
pecially vulnerable to attack because of their concentration and, there-
fore, attacks utilizing relatively few weapons aimed at destroying
petroleum refineries could produce excess demand in the industry.

In a continuation of the 1967 study, Goen et al. (1969) defined a
sequence of three phases in postattack recovery and focused attention on
potential problem areas in each of the three phases. First, in the ini-

tial recovery phase (initial emergence from shelter to areas of perma-
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nent relocation), the focus was on shelter availability in surrounding
undamaged areas. The Detroit metropolitan area was given special con-
sideration. In the second recovery phase, the ability of agriculture
and food processing activities to support the surviving population was
emphasized. In the third phase (economic recovery), the authors eval-
uated conditions in the damaged economy to determine if recovery could
occur. The SRI B countervalue attack discussed above was the assumed
attack scenario.

Based on a detailed examination of the effects of weapons on metro-
politan areas, the authors found conditions favorable for relocating the

homeless in the intial recovery phase. Nationally, out of 31 million
homeless survivors, the authors estimated that approximately all but 5
million could be relocated in areas within 60 miles of the damaged urban
area with a population-to-housing ratio of less than three relative to
the preattack level. Moreover, given the same population density. all
but two million of the homeless survivors could be relocated within ;00
miles of the damaged urban areas. The most crowded area would be the
Miami-Fort Lauderdale metropolitan area.

For the second phase of recovery dealing with food availability,
the authors examined the ability of both undamaged food processing fa-
cilities in the grain and sugar industries and food inventories to sus-
tain the surviving population. Based on analysis of undamaged capacity
and the assumption that all inputs required for production were avail-
able, the authors found that the combination of sugar stocks and surviv-
ing sugar capacity for raw cane sugar, cane sugar, and beet sugar were
sufficient to supply the surviving population. However, because of the
relatively large survival rate in the beet sugar industry, a larger pro-
portion of postattack requirements would necessarily come from this
source. Since the processing of wheat--especially for flour--is the
primary use of grain products, the authors devoted special attention to
flour milling. Their analysis suggested that surviving wheat processing
capacity is a bottleneck under the assumed attack scenario. The capac-
ity of that industry can only produce 53 percent of the grain products
required in an emergency diet. The authors argued that the deficiency
in capacity can be reduced by repairing damaged plants, consuming wheat
in some less refined form, or converting feed mills to flour production.

Based on an analysis of the surviving labor force and manufacturing
capacity, the authors concluded that, in the third recovery phase,

The surviving manufacturing plants, in general, would be faced
with a labor shortage. Many of the surviving plants would
lose a substantial fraction of their work forces. At the same
time, many of the workers of plants that are destroyed would
survive. But the work forces of destroyed plants could not be
utilized immediately in the surviving plants. The integration
of large numbers of new workers into the depleted work forces
of the surviving plants would require time, and a major organ-
izational effort may be required to direct the unemployed

workers to the surviving plants. (Goen et al., 1969, p. 49).
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The authors estimated that the constraint on labor would reduce manufac-
turing deliveries by approximately 20 percent.

The authors extended the analysis beyond the SRI B scenario to de-
termine the number of additional weapons that would be required to re-
duce the postattack output of individual two-digit SIC sectors below the
minimum level required for recovery. In these attacks designed to "im-
balance" the economy, the authors found that printing and publishing
(one additional weapon), instruments (five), and petroleum (seven) are
the three most vulnerable. Additionally, it would take 32 additional
weapons on the food processing industry to imbalance the economy. The

least vulnerable of the sectors were found to be electrical machinery Ik
(175) and all other machinery (17S).

In another part of NESS at the Stanfc.rd Research Institute, Laurino
and Dresch (1971) evaluated the capability of the nation to survive a
nuclear attack in the 1970s. Although recognizing that increases in the
sophistication of targeting and nuclear arsenals had probably eroded
some of the nation's survival capability, the authors nevertheless main-
tained that

survival prospects improve when consideration is given
to realistic strategic constraints on the attacker and the ca- V
pability of the United States to take counteraction. (Laurino
and Dresch, 1971, p. 9). "%N

Based on this observation, the authors examined the strategic threat of
the Soviet Union in the 1970s, the ramifications of that threat for eco-
nomic survival, and the potential effect of economic countermeasures to
ameliorate the effects of attack. The countermeasures that were ex-
amined included expedient production measures and limitation orders.

With respect to the Soviet threat and ramifications for survival,
the authors made a distinction between four different levels of viabil-
ity: (1) adequate, where the level of damage does not preclude meeting a
wide range of domestic and international objectives; (2) imbalanced,
where the economic system cannot function at the required level even
though surviving capacity in most sectors exists at an adequate level;
(3) austere, where economic capacity is only sufficient to sustain the
surviving population; and (4) moribund, where economic capacity cannot
sustain the surviving population.

Based on detailed examination of the Soviet threat in the 1970s,
the authors developed an optimal targeting system under some "fundamen-
tal policy constraints" that mitigate the potential level ,t ;he at-
tacks. Using the targeting scheme, the authors examined ti f ,iect of
various "optimal"--in the sense of their analysis of the Soviet threat--
one-megaton attacks on one measure of value--manufacturing value added
(MVA). The purpose of the scenario was to ietermine whether there are
any breakpoints in the economic system, where a breakpoint is defined in
a manner similar to a bottleneck--surviving capacity in a sector cannot
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satisfy all of the demands for the output of that sector.* Based on
their analysis, the authors concluded:

. . . considering the threat levels and strategic constraints,
attacks optimizing damage against MVA would not greatly hinder

U.S. strategic objectives as represented by the OEP-IDA (de-
mand) vector.

However, the authors argued that using MVA--or, indeed, any other
single indicator such as population or GNP--as a measure of value under-
states the complexity of the economic system. Therefore, they used the
NESS A value system to evaluate the effects of a more strategic attack,
given the policy constraints imposed on the combatants. The NESS A
value system is defined as the weighted average of population, re-
sources, and economic and political institutions. Political institu-
tions were defined as the federal public administration, while economic
institutions were defined as employees in central management.

Examination of attack levels using this system of values led the
authors to conclude:

. . . it would appear that within the estimated force levels
and strategic constraints for the early and mid-1970's, the
Soviets could reduce the United States to the imbalanced via-
bility level. Reduction of the United States to the austere
level would also be possible, but to do so would require a
major change in Soviet strategic objectives . . . Damage at
these levels does not imply that the United States could not
survive and recover. It would mean a change in recovery rate
and in early recovery goals. (Laurino and Dresch, 1971, p.
38)

Laurino and Dresch also considered optimized--in the sense de-
scribed above--one-megaton attacks against selected individual industri-
al sectors that may be targeted to imbalance the U.S. economy. The re-
sults of this analysis showed that there were a number of sectors that
are vulnerable to imbalancing attacks. The most vulnerable sector was
petroleum refining. Only 12 one-megaton optimally sited weapons could
reduce that industry to breakpoint.

*The demand vector that was used in the analysis was developed by

the Institute for Defense Analyses in concert with the Office of Emer-
gency Preparedness.
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4. PHYSICAL INFRASTRUCTURE: STUDIES OF P.EGIOtAL/LOCAL EMVKOIES

4.1. STUDIES USING ECONOMIC MODELS

The purpose of this section is to discuss seven studies of region-
al/local economies in the aftermath of a disaster. The common element
of each of the studies is the use of a formal economic model of the re-
gion under consideration to analyze disaster effects. Three of the
studies [William Boesman, Robert Manly, and Richard Ellis (1972); Joseph
Minor, Brian Lambert, and Milton Smith (1972); and Brian Lambert and
Joseph Minor (1975a)] addressed regional economic recovery in the Louis-
iana-southern Mississippi region. The other four studies dealt with
various aspects of economic recovery in the aftermath of a natural di-
saster. Harold Cochrane (1975) and Tapan Munroe and Kenneth Ballard
(1983) simulated the economic effects of a hypothetical earthquake in
California. Richard Ellson, Jerome Milliman, and R. Blaine Roberts
(1984) examined the long-term economic impact of a hypothetical earth-
quake in the Charleston, South Carolina area. Harold Cochrane (1984)
developed a general equilibrium model of a regional economy to provide a
framework for examining the economic effects of natural disasters.

Boesman, Manly, and Ellis (1972) developed a modeling approach to
evaluate the economic vulnerability of the national economy or any sub-
national economy to nuclear attack. The approach, based on what was
termed the "mesoeconomic" concept, related the national system of social
accounting to the profit and loss and balance sheet accounts of indivi-
dual firms or sectors of the economy. The modeling approach was applied
to the Louisiana-southern Mississippi region.

The income side of gross output in the social accounting system was

characterized as follows:

Y=Va +D+T+E ,

where Y = gross national product,

Va = value added for factor payments for wages, salaries,
rent, interest, and dividends,

D = depreciation,

T = taxes (the sum of indirect business, corporate profit,
and social insurance taxes), and

E = retained earnings.

This representation was termed "mesoeconomic" because it characterizes
gross output of the economy in a manner similar to the income statement
of an individual firm.

The corresponding relationship for an individual firm was charac-
terized as follows:
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R- Va - Vr - T = D + E,

where R = revenues of the firm,

Va = cost of inputs,

and all other variables are defined above. By rearranging terms and
using the first relationship, we have the following:

Y = R - Vr

which is the second mesoeconomic relationship, relating gross output to
the cost of inputs and revenues of individual establishments in the eco-
nomy.

The identity derived from the preceding relationships,

Va + D +T + E = R - Vr,

defines both the internal operations of a firm (Va + D + T + E) and the
external conditions (R - Vr) as manifested in markets and suppliers.
The relationship was used to define four factors of vulnerability in the
economic system. By assuming that D and E both are a furztion of capi-
tal (K), Va is a function of labor (L), and T is a function of all fac-
tors, the four factors of vulnerability are K, L, R, and Va. The four
factors of vulnerability were linked to one another by six ratios: (1)
L/K, (2) Va/K, (3) K/R, (4) Va/L, (5) L/R, and (6) Va/R.

Using this characterization of the economic system, the model in-
corporated mesoeconomic factors which relate regional income statement
variables to the corresponding national variables. Three damage levels
were incorporated in the model to characterize the destruction of eco-
nomic resources: minimum, maximum, and probabilistic damage levels.
Minimum damage is simply the largest percentage damage to any one of the
four vulnerability factors. Maximum damage is the sum of damage to the
four vulnerability factors (not to exceed 100 percent). Probabilistic
damage levels are based on an estimation scheme developed by the
authors.

While the model can be applied to the economy as a whole or any
subeconomy where appropriate data exist, the authors applied the ap-
proach to the New Orleans OBE area. A hypothesized attack of 10.8 mega-
tons was the assumed disaster scenario. The authors used national data
for the four factors of economic vulnerability (capital, labor, rev-
enues, and the cost of inputs) and applied the relationships between
these factors to data on 32 sectors in the New Orleans OBE area. The
results showed that the New Orleans OBE area would produce 57 percent of
its preattack share of gross output in the aftermath of the attack.

Minor, La-bert and Smith (1972) of Texas Tech University developed
a multicompo .nt model which could be used to simulate the effects of
any type of disaster on a regional manufacturing system. The system was
applied to the Louisiana-southern Mississippi area. The modeling system
was comprised of four components: an input-output system, a geographical
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component, a dependency component, and an inventory component. Figure

4.1 provides a schematic representation of the modeling system.

Figure 4.1

A Regional Multicomponent Manufacturing Model
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SOURCE: Minor, Lambert, and Smith (1972), Figure 1, p. 5

The input-output component was comprised of 29 standard industrial
classification sectors. The 29 sectors selected for incorporation in

the Louisiana-southern Mississippi area were selected on the basis of

their importance in the regional economy. The input-output matrix re-
flected interindustry flows in terms of funds (dollars) and were corn-
puted largely on the basis of national input-output coefficients.

The geographic comaent was composed of two parts- -geographic dis-
tribution and a geographic network. The geographic distribution portion
is a 77x29 concentration matrix, representing the 77 counties in the
Louisiana-southern Mississippi area and the 29 economic sectors in the
model. Each cell in the matrix represents the concentration of total
plants and employees for each county-sector included in the system. The
geographic network characterizes physicai links between geographical
areas. The physical links are service systems such as a highway or
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power network. The entries take on values from 0 to I with the former
depicting total inoperability and the latter representing normal opera-
tions.

From Figure 4.1, a separate 29x29 dependency component of the sys-
tem established interindustry dependency on physical commodities. The
dependency matrix was developed judgmentally by examining input-output
coefficients, the relative importance of an input to sectoral output,
and temporal considerations in production. The purpose of the de-
pendency matrix was to establish the physical dependence of one sector
on another.

The inventory component provides the value of inventories for each
of the 29 sectors. Inventory levels are included to recognize the dis-
equilibrium between inputs and outputs at any point in time. Inventory
data for the 29 sectors in the Louisiana-southern Mississippi region
were obtained by disaggregating national inventories by sector, using
the fraction of total national employment accounted for by the sector in
the region as the disaggregation factor.

The authors used the model to conduct two sensitivity studies and
to simulate the results of a hypothetical disaster in a specific section
of the Louisiana-Southern Mississippi region. The sensitivity studies
were based on constraining the output of a sector that receives a large
input from outside the region and a sector that produces a large amount
within the region. The disaster scenario, which could be attributable
to natural causes or nuclear effects, was based on totally eliminating
the manufacturing output of several sectors (other fabricated metal
products, primary iron and steel, and inorganic and organic chemicals)
in Orleans County, Louisiana. The results of the simulation showed that
every sector except one was affected by the reduction in Orleans county
output, with the printing and publishing and tires and inner tubes sec-
tors the most severely affected outside of the sectors that were assumed
destroyed in Orleans County.

In another model development activity, Lambert and Minor (1975a)
developed a prototype resource systems regional model and applied it to
the Louisiana-southern Mississippi area. The model was developed to as-
sess the vulnerability of manufacturing systems. The results were then
intended to be used to develop civil defense countermeasures that could
mitigate the adverse effects of the disaster. In contrast to Lambert
and Minor's earlier regional models which emphasized economic flows be-
tween sectors, the resource system approach is based on physical flows
between sectors.

The foundation of the modeling system was the integration of prior
research on the vulnerability of specific resource systsms--manufac-
turing, electricity, oil and gas, transportation, and water supply and
sewerage--into a total systems model of the region. The rationale for
this approach was that an economic system is composed of subsystems, and
a simple analysis of the vulnerability of the subsystems independently
will not provide insight into the vulnerability of the total system.
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Under the approach, a regional resource system was divided into
producing systems (manufacturing system) and support systems (electric
power, transporation, oil, coal and gas, and water/sewerage). An indi-
vidual manufacturing operation was characterized by six elements--facil-
ities, personnel, materials, information, money, and energy. A manufac-
turing system, which is composed of individual manufacturing operations,
was characterized by a triad. The triad consisted of inputs, thruputs,
and outputs. Another component, crossf]ow, which is not trt.nsformed in-
to output, also was embodied in the system. Therefore, a manufacturing
operation was characterized by inputs of raw materials, crossflow (elec-
tricity, transportation, fuel, and water), and thruput (human resources,

equipment, and facilities). A detailed data base on the manufacturing
region under consideration is required to use the system. Data require-
ments include the number and size of all industries within the region,
their location, and intermediate input requirements. A schematic repre-
sentation of the system is provided in Figure 4.2.

There are three steps in using the model. First, a disaster sce-
nario is imposed. Second, thruput and crossflow analyses are conducted.
Finally, an evaluation of the manufacturing system is made. Crossflow
analyses include electricity, transportation, fuel, and water/sewerage.
Thruput analyses include facilities, equipment, and human resources.

The scenario used for demonstration of the model was a hypothetical
nuclear attack that affected 5 of the 77 counties that comprise the
Louisiana-southern Mississippi region. The authors concluded:

If subjected to a nuclear attack which produces the disrup-
tions (discussed in the report), the manufacturing system
would be severely damaged (through direct and systemic ef-
fects) and the region could not be expected to sustain itself
in the immediate postattack period. The imposition of CD ac-
tions could, however, preclude this situation, if appropriate
steps were taken in the preattack time period. Direct CD ac-
tions involving stockpiling of inventory could reduce postat-
tack input related constraints, and personnel relocation ac-
tions (such as CRP) could relieve postattack constraints on
human resources. (Lambert and Minor, 1975a, p. 73).

As part of a larger investigation of various aspects of natural
hazards, Cochrane (1975) simulated the economic effects of California
earthquake hypothesized to occur in 1975.* The earthquake was similar
in magnitude to the earthquake that San Francisco experienced in 1906.
To capture both the primary and secondary economic effects of the disas-
ter, he used a linear program to estimate the effects after the first
year following the disaster. Unfortunately, the approach was not doc-
umented in detail sufficient to identify problems with individual sec-
tors of the economy. However, he found that the economy would experi-
ence a $6 billion reduction in value added in the first year after the
earthquake, reducing the preattack level from $22 billion to $16 bil-
lion.

*The same results are contained in an earlier work [see Cochrane et

al. (1974)].
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Figure 4.2

A Resource Systems Regional Model
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In a later paper, Cochrane (1984) acknowledged the limitations of
using fixed production coefficients to determine the secondary effects
of a disaster on a local economy. To correct for this problem, he de-
veloped a general equilibrium model of a local economy. The foundation
of the model was a representation of producer and consumer behavior
rooted in neoclassical economic theory. The production function and
utility function took the following form:

[a. -Jj a2 .K -jl - / aj

Y= 0j + ajL + jjand

i

U = E[Diln(Yd i - i) ] ,

wJhere Yj = output in sector j,

Li = labor used in sector j,

Kj = capital used in sector j,
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a0j = return to scale parameter,

labor share parameter,

a2j = capital share parameter,

aj = elasticity of substitution of labor for capital,

U = utility,

Ydi = consumption of good i,

ci = minimum amount of i acceptable, and

Di = weight given to i.

Using the constant elasticity of substitution sectoral production
functions, Cochrane assumed that producers maximize profits by equating
the marginal revenue product of labor and capital to their respective
prices. Prices were determined as follows:

Pi = EPjaij

where Pi = price of consumer good,

Pj = price of intermediate good, and

aij = amount of i required per unit of j.

Consumers were assumed to maximize utility subject to a budget con-

straint, yielding Marshallian demand curves:

Ydi = Ti + (Oi/Pi)(Ydisp - ZPiii)

where Ydisp = income devoted to consumption.

The regional income constraint was specified as follows:

J - 00Ytot = [ZLjw + KjP cr + dKjP'cr + vjl

where Ytot = total regional income,

w = wage rate (assumed the same across sectors),
0

Kj = initial capital stock,
0
P c = initial supply price of capital,

r = interest rate,

dKj = investment in sector j,

P'c = postdisaster supply price of capital, and
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Tj = profit in sector j.

The model included a trade sector that contained a demand curve for
the region's products and a demand curve for imports into the region.
The export sector included a linear demand function for the region's
products with the export price as the sole argument in the function.
For the import sector, it was assumed that there is a perfectly elastic
supply of imports if the price is greater than the existing price in the
region. Imports were modeled as the difference between the amount pro-
duced in the region and the quantity demanded.

Taxes were assumed to be a fixed percentage of total income in the
region and government spending was exogenous to the system. Supply and
demand are equilibrated in all markets and, to ensure that tncome is
fully allocated, the following relationship was included:

ESi + T + E(Yd - Ysj) =G P ) + ExPx + Inet

where S = savings,

T = taxes,

Yd.-Ysj = imports,

GjP- = government expenditures in sector j,

Ex = exports,

Px = price of exports, and

Inet = net investment over all sectors.

Cochrane argued that the true measure of loss in the aftermath of a
disaster is the compensation required to restore consumers to their pre-
disaster level of utility. In a Marshallian demand framework, this is
simply the concept of compensating variation.

Cochrane simulated the aftermath of a disaster with hypothetical
data. Based on the simulations, he concluded that a disaster's effect
on a regional economy could be explained by the marginal utility of in-
come, the elasticities of substitution in both consumption and produc-
tion, interregional price differentials, and limited labor and capital
mobility. He concluded:

The most important of these factors is capital mobility. It
would not be difficult to prove that in the absence of adjust-
ment costs, that is, if replacement capital could be installed
quickly at a cost equivalent to that of the damaged capital,
then the CV (compensating variation) and capital loss would be
one and the same. Furthermore, it could be demonstrated that
the form of aid to the region would not influence welfare. It
should make no difference whether cash, physical capital or
consumer goods is provided; the effect on CV will be the same.
(Cochrane, 1984, p. 15).

4-8



Munroe and Ballard (1983) simlated the economic effects of a hypo-
thetical earthquake in the San Francisco Bay area. The magnitude of the
earthquake was similar to the one that the area experienced in 1906.
The authors used the California County Area Multiregional Modelling Sys-
tem £CAMS) to simulate the economic effects of the hypothesized disas-
ter. CAMS is a detailed model of the California economy that empha-
sizes county-level economic activity. Each of the 58 counties in the
state is characterized by 35 behavioral equations, 110 identities, and
five exogenous variables.

The model combined features of both a "top down" and "bottom up"

modeling approach. For the former, the performance of some of the sec-
tors in the economy were derived from national economic activity. For
the latter, economic activity in some industries was determined at the A
local level. The behavioral equations in the model were a function of
national, local, and interregional explanatory factors. Employment
equations, wage rate equations, demographic equations, commercial and
building sector equations, and government finance equations were esti-
mated for each of the counties included in the system.

The authors reported simulation results for both one and five years
after the hypothetical earthquake. The results of the simulations
showed that the state of California would experience a $24 billion loss
in income over the five-year period after the earthquake. More than
one-half of that amount would occur in the first year. With respect to
employment, 588.6 thousand jobs would be lost in the five-year period.
The loss in the first year would be 312.6 thousand. For both income and I
employment, the vast majority of economic losses would occur in the six-
county San Francisco area.

Ellson, Milliman, and Roberts (1984) developed an econometric model
of the Charleston, South Carolina standard metropolitan statistical area
(SMSA) to simulate the economic effects of an earthquake over the 1981-
1990 period. The four reported simulations included a baseline simula-
tion (no earthquake predicted or occuring over the 1981-1990 period); an
unanticipated earthquake in 1983; an anticipated earthquake predicted in
1981 that occurs in 1983; and an earthquake predicted in 1981 for 1983

that does not occur. The latter three simulation results were compared
to the baseline forecast.

The system used for simulation included a model for each of the
three counties that comprise the Charleston SMSA and linkages between
the three counties. The specification of each county model incorporated
employment, income, and government blocks. The employment block segre-
gated economic activity between export-based and local industries on a
one-digit SIC sector basis. The income block determined wages and sal-
aries and other nonwork income. The government block represented fiscal
activity--revenues, expenditures, and debt. The individual county mod-
els also included a housing sector, capital stock and investment, migra-
tion, transportation flows, and capital flows. The driving force of the

*A detailed description of the model can be found in Ballard
(1983).
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estimated equations were 22 exogenous variables, 11 of which were na-
tional in scope (GNP, for example).

Based on a comparison of the simulation results of the three earth-
quake scenarios with the baseline simulation over the 1981-1990 period,
the authors concluded in part:

...one is struck by the resiliency of the regional economy

and its ability to recover from an earthquake disaster and the
prediction of one even when pessimistic assumptions are em-
ployed. What is clear is that the health of the regional eco-
nomy is determined more by the assumptions one makes about the
national (exogenous) growth factors driving the regional eco-
nomy than by the disruptive effects of an earthquake whose se-
vere effects are largely temporary and tend to diminish over
the longer run. (Ellson, Milliman, and Roberts, 1984, p. 570).

4.2. STUDIES USING NONMDKLING METHODS

The purpose of this section is to provide an overview of 17 studies
of regional or local economies in the aftermath of a disaster. The
first six studies discussed in the section addressed some aspect of re-
gional/local economies in the aftermath of a hypothetical nuclear at-
tack. The regions under consideration are San Jose, Detroit, Houston,
the state of Ohio, and the New England area. The remainder of the stud-
ies addressed the economic effects of regional/local economies in the

aftermath of natural disasters. The primary method of analysis in these
studies is examination of economic time series to ascertain the effect,
if any, that the disasters had on the regions in both the short and long
term.

In one of the earliest studies of the economic effects of nuclear
attack, Paul Clark (1956) of the Rand Corporation developed a method-
ological approach to study the recovery potential of regions after an
attack and applied it to the New England area. The area under investi-
gation included the metropolitan areas of four cities (Boston, Provi-
dence, Springfield, and Hartford), 14 smaller cities (New Haven and
Pittsfield, as examples), and 17 county areas. Clark investigated the
effects of two hypothetical attacks, each of which had two variants--a
warning variant in which evacuation allows 75 percent of the population
in affected cities to survive and a surprise variant that results in,
only a 25 percent survival rate. One of the hypothesized attacks was on
the four large metropolitan areas and two bordering ones, while the
other scenario also included 14 other smaller metropolitan areas. In

all attack scenarios, it was assumed that the remainder of the United
States was also attacked. The effects of radioactive fallout were not
considered. The scope of the study included an examination of the pre-
attack New England economy and a nonmodeling quantitative analysis of
the postattack economy.

In the preattack economy, Clark analyzed the concentration of
important economic resources. The major concentrations of economicresources were found to be in wholesale trade and wholesale inventories,
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water transport, steam electric power generation, and banking services. %o
The most important dispersed resources were truck transport,
hydroelectric-generated power, and building materials. The most
significant aspect of the region's economy from an attack standpoint was
its reliance on the imports of important commodities. One-half of the
food supply, nearly all fuel requirements, and the majority of
industrial raw materials were acquired from areas other than the New
England region at the time of the study.

One of the effects of the light attack with warning would be an
increase in the region's population because of the in-migration of

refugees. Industrial capacity across sectors would be 50 to 90 percent
of preattack capacity and inventories of food and clothing would be
tight even with a rationing program in effect. The critical problem for
economic recovery in the region would be the availability of petroleum
products and metals on a national level. Under the light attack without
warning scenario, the major problem would be medical-related. By

dividing the economy into the impact period--approximately the first two
months after the attack--and the recuperation period, Clark concluded
that the functioning of the economy under this scenario would be similar
to the warning scenario because the larger destruction of railroads and
trucks would be offset by lower import requirements. Under both heavy
attack scenarios, the economic recovery prospects would be qualitatively
similar but quantitatively more severe than the light attack scenarios.
One of the most critical problems would be transportation capacity.

Based on his analysis, Clark made this policy prescription:

Stockpiling in dispersed locations would be particularly im-
portant for medical supplies, preserved food, and repair ma-
terials like wire and rails. Advance plans are particularly
needed for guiding refugees and allocating housing, for imme-
diate and stringent rationing of food and clothing, for alter-
native governmental and banking organizations, and for coor-
dination of trucking operations. (Clark, 1956, p. 93).

William C. Truppner (1965) of the Institute for Defense Analyses
estimated the economic impact of hypothetical nuclear strikes on the
Houston, Texas metropolitan area. The study was focused on three com-
ponents of the Houston economy: (1) property values, (2) economic out-
put, (3) and the population/labor force.

Categories of property included in the study were real estate im-
provements; machinery, equipment, and inventories; nontaxable property;

and household furnishings and automobiles. In the analysis, all classes
of property were assigned to a 65x65-square-kilometer grid of the Hous-
ton area and 16 different hypothetical attacks were imposed on the city
area--eight weapon yields (0.1 megaton to 100 megaton) and two popula-
tion assumptions (at-home, at-work). Using a step function to assess
blast damage, Truppner found that surviving physical property under the
most severe attack scenario (100-megaton, at-work) left only 10.3 per-
cent of preattack sce (100(0.1-megaton, at-
home), 94.4 percent would survive.
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Truppner measured economic output in the Houston area in terms of
value added for the manufacturing and mining sectors and wages and sal-
aries for all other sectors. Damage levels were classified as no dam-
age, light damage, moderate damage, and heavy damage. It was concluded
that only 33.1 percent of output would be available after a 10-megaton
attack and 62.8 percent after a 0.5-megaton attack. The largest damage
levels would be sustained in wholesale and retail trade, the finance
sector, and the construction industry.

For the population/labor force portion of the study, Truppner con-
sidered a 10-megaton attack under two protection scenarios--at-home with
no special shelters and a fallout shelter scenario. The results of the
analysis suggested that population protection measures reduce both popu-
lation vulnerability in terms of fatalities and the distribution of pop-
ulation across industries and skill levels.

Truppner concluded that the results of more aggregated, national
studies of vulnerability may be overly optimistic on economic recovery
prospects:

Assuming that such a situation would be characteristic of
every target city in a nuclear attack, it would appear that
important tears in the fabric of the nation's industrial
strength are obscured by analyses that employ only nationwide
aggregation. This finding has obvious implications for judg-
ments based on estimates of post-attack economic output devel-
oped from statistics reflecting national totals. (Truppner,
1965, p. 51).

Stephen L. Brown (1966a) of the Stanford Research Institute ex-
amined the industrial recovery potential of the standard metropolitan
statistical area of San Jose, California in the aftermath of a hypothe-
sized nuclear attack. He compiled data on manufacturing plants within
21 miles of ground zero in order to assess fire and blast damage from
the same hypothetical attack specified for the area in the Five-City
study.* The attack was a five-megaton airburst near Moffett Field in
south San Francisco Bay. Data compiled for the study included number of
employees, location of plants, characteristics of structural materials,
and equipment and materials used in manufacturing. Based on a detailed
assessment of the effects of the hypothetical attack scenario, he con-
cluded that

.58 of the 146 facilities might be essentially destroyed
by sustained fire and that an additional 11 sites could incur
very heavy blast damage even without fire. Thus, about half
of the facilities, employing about two-thirds of the total
manufacturing workers, could be recovered only through com-
plete reconstruction. (Brown, 1966a, p. 22).

•The Five-City Study was a wide-ranging research effort on the ef-

fects of nuclear attack in five cities--Detroit, Providence, San Jose,
Albuquerque, and New Orleans. An overview of the study can be found in
Kerr, Harker, and Rockett (1967).
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in one part of a two-part study that comprised a portion of the
Five-City Study, Andrew Pryor, George Commerford, and Joseph Minor
(1968) of the Southwest Research Institute conducted a detailed assess-
ment of one manufacturing complex in San Jose, California--the United
Centrifugal Pumps Plant Complex. The purpose of the study was to deter-
mine the effects of a nuclear attack on property, people, and systems.
The estimation of damage that was directly and indirectly attributable
to nuclear blast was based on other damage assessment studies.

Based on a five-megaton airburst attack scenario, the authors esti-
mated that the plant could operate at 60 percent of preattack capacity
immediately after the designated attack with an estimated 38 percent
loss in personnel. Particular problems that could arise in the postat-
tack period are related to organizational arrangements. Specifically,

management of the plant would be required to know their exact production
mission in the postattack period in order to obtain necessary inputs
(labor, utility services) and to determine output priorities. In large
measure, this would have to be accomplished in preattack planning.

The selection of one manufacturing complex for detailed analysis
was the result of a detailed analysis of nationally critical industries
that the authors conducted in the first part of the research. The
United Centrifugal complex represented a composite of five critical in-
dustries the authors identified in their research: (1) valves and pipe
fittings, (2) farm machinery and equipment, (3) pumps and pumping equip-
ment and air and gas compressors, (4) general industrial machinery and
equipment, and (5) miscellaneous machinery except electrical. The
United Centrifugal complex was considered a composite because it pro-
duced the five commodities considered critical for postattack recovery.

The selection of critical industries was based on a comprehensive
analysis of industrial activity in five standard metropolitan statisti-
cal areas incorporated in the Five-City Study: Detroit, San Jose, New
Orleans, Albuquerque, and the Providence-Pawtucket area. The selection
of critical industries was based on primary and secondary criteria. The
former included the needs of the postattack economy (food, housing, com-
munications, transportation), extent of stockpiling, and the commonality
of usage of the commodity.

In a subsequent study at the Southwest Research Institute, Minor,
Pryor, and Commerford (1969) expanded their work from analysis of a

single plant to postattack problems in an industrial area. The purpose
of the study was to develop a methodology for analyzing the effects of
an attack on the operation of manufacturing systems within an industrial
region. The authors maintained that, while analyses of national systems
can be an important source of gross appraisals, more disaggregated anal-
ysis is required because local interdependencies could be a source of
problems that are masked in national studies. The authors applied their
approach to the Detroit area industrial system to demonstrate a method-
ology that could be applied in other areas. The primary reason for se-
lection of Detroit was its inclusion in the Five-City Study.

The authors used a four-step procedure. First, the industrial sys-
tems were defined. A data base was developed to document both physical
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facilities in the industrial region and personnel. Second, industrial

interrelationships were determined. This step involved defining the
manufacturing link between systems. Third, essential industries were
selected on the basis of national needs, local needs, and industrial in-
terrelationships. Seven sectors satisfied the criteria: five durable
goods industries (metalworking, industrial machinery, electrical equip-
ment, stampings, and primary iron), rubber, and chemicals. Finally, the
effect of an attack was analyzed.

An attack scenario was imposed on the area and the ensuing damage
to 49 plants in a selected industry (screw-machine products) was ex-
amined to determine the postattack effects. The attack scenario imposed
was the same one used in the Five-City Study for the Detroit area--a
five-megaton ground burst in Southwest Detroit. Based on a detailed ex-
amination of the screw-machine products industry, the authors concluded
in part:

Damaged and contaminated plants are able to resume production
within a few weeks or months; however, destroyed plants are
not able to recover so quickly. Only a few of the large num-
ber of surviving employees from the large downtown plants that
were destroyed can be relocated to these repaired plants to
bring staffs back to preattack levels. (Minor, Pryor, and

Commerford, 1969, p. 90).

The System Planning Corporation examined the extent to which the
population would survive in the first year after a nuclear attack [Roger
J. Sullivan et al. (1979)]. Rather than analyze the entire United
States, the authors selected Ohio as an "index state" for the country.
The authors examined the effectiveness of preventive measures that po-
tentially could ameliorate problems associated with recovery. If no
protective measures were taken (e.g., Program D-Prime crisis reloca-
tion), only 20 percent of Ohio's population would survive. If program
D-Prime were implemented, 80 perecent of the population would survive.
The authors concluded that lack of food may be the biggest problem for

continued survival.

Kunreuther and Fiore (1966) studied the Alaskan economy in the af-
termath of the March, 1964 earthquake in that state. The authors char-
acterized the long-term recovery of an economy in the aftermath of a di-
saster in terms of the capital-to-labor ratio. Their hypothesis was
stated as follows:

If a disaster lowers the capital/labor ratio--i.e., results in
large physical losses but few losses of human resources--re-
covery will be rapid if external funds are made available. If
external funds are limited or difficult to obtain, recovery
from similar destruction will be slow. (Kunreuther and Fiore,
1966, p. 49).

The authors concluded that this characterization of the recovery process
explains the relative difference between rates of recovery in the An-
chorage area and outlying communities in Alaska. Based on examining
labor and capital changes in Alaska in the aftermath of the earthquake,
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the authors concluded that the large injections of capital in the An-
chorage area explain the relatively quick recovery of that region.

In a later study, George W. Rogers (1970) of the University of
Alaska examined the short run and long run impact of the 1964 earthquake
in Alaska and corroborated Kunreuther and Fiore's conclusion on the An-
chorage area. Rogers analyzed key aggregate macroeconomic indicators
over both a period of years and a period of months preceding and follow-
ing the earthquake. The principal variables that Rogers considered were
population and employment by sector in the Anchorage labor-market area.
Anchorage was chosen because the hardest hit area of the earthquake was
the South central region of Alaska and the Anchorage area comprised over
80 percent of nonagricultural wage and salary employment of that region
at the time of the disaster.

Based on his analysis of the data, Rogers concluded:

Although value of property damaged and destroyed was high in
relation to Alaska's population and income base, recovery of
the economy following the great Alaska earthquake of 1964 was
rapid and the activities engendered gave employment and income
an important boost over previous levels. (Rogers, 1970, p.58).

Rogers attributed this phenomenon to the peculiar nature of the Alaskan
economy. Since the Alaskan economy was based in large measure on
government-related activity as opposed to manufacturing activity, there
was little need for rebuilding industrial capacity and the infusion of
federal money into the economy ($321 million over a 30-month period)
acted as a big stimulus to growth. The construction industry in partic-
ular benefitted. Construction employment rose 60 perecent in April 1964
over the preceding month and 80 percent over the same month in the pre-
vious year.

Dacy and Kunreuther (1969) examined the short-term and long-term
recovery of communities after natural disasters with special emphasis
placed on the recovery of Anchorage after the earthquake of 1964. After
analyzing price behavior in the immediate aftermath of a disaster, the
authors concluded:

Because the availability of outside aid tends to make supply
very elastic, shortages of resources are felt to be short
lived. This promise of support by nonaffected regions is yet
another element in the pattern of disaster response indicating
that economic behavior during the recuperation period is in-
fluenced by sociological and psychological factors. (Dacy and
Kunreuther, 1969, p. 120).

For long-term recovery from natural disasters, the authors compared
the reconstruction of Anchorage and Skopja, Yugoslavia and examined the
reconstruction in the aftermath of other disasters. Based on their
statistical examination of restoration efforts, the authors concluded:
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Despite the large amount of destruction caused by a disaster,
we have shown that recovery can be rapid if capital in the
form of loans and grants is readily available. In fact, a di-
saster may actually turn out to be a blessing in disguise.
Aside from the economic boom that often follows because of the
large amount of reconstruction, there is an opportunity for
commercial establishments and homeowners to improve their fa-
cilities. (Dacy and Kunreuther, 1969, p. 168).

Brannen (1954) analyzed the short term economic effects of the tor-
nado that struck Waco, Texas on May 11, 1953. He examined statistics on
retail sales and employment to ascertain the effects of the tornado on
the local economy. Based on his analysis, Brannen concluded:

aggregate community income experienced only a minor de-
cline, and sufficient retail outlets remained undamaged to
permit a rapid return to near normal activity on the part of
the majority of the community. As a result, business recovery
from the tornado was amazingly rapid. For example, retail
sales and employment virtually had returned to normal at the
end of two months. (Brannen, 1954, p. 27).

Black (1970) examined the economic recovery of the Mississippi Gulf
Coast one month after Hurricane Camille. On-site investigations and in-
terviews to determine the recovery efforts of food processors, manu-
facturing facilities, and public utilities were the basis of his anal-
ysis. Emphasis :as also placed on debris clearing operations. One of
Black's primary recommendations was that civil defense activities should
be involved with continual analysis of recovery efforts in the aftermath
of disasters. The analyses should document recovery activities and pro-
vide information for data banks that would be used as a source of infor-
mation for civil defense planning.

sessed the effects of the May 11, 1970 storm in Lubbock, Texas on sup-

porting utilities, the manufacturing sector, and the regional economy.
The tornado occurred in the evening at the center of the commercial and
business district. It affected approximately one-fourth of the city.
One of the primary purpoies of the research was to assist disaster plan-
ners in identifying areas of the regional economy most vulnerable to
local disaster damage.

The authors compiled a data base of 493 firms by standard indus-
trial classification (SIC) code in the Lubbock area. Each of the firms
experienced some degree of damage in the storm. Based on analysis of
the data, the authors concluded that fabricated metal products and ma-
chinery, except, electric experienced the severest direct damage from
the standpoint of interrupting production. In terms of damage because
of the failure of supporting systems, the authors found that food and
kindred products, printing and publishing, and petroleum refining and
related products suffered the most damage primarily because of failure
of electric power systems. With respect to analysis of time series eco-
nomic indicators to determine the effect of the storm on the regional
economy, the authors concluded:

;X
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It is difficult to determine from reviews of the various eco-
nomic indicators that a disaster occurred, except for a brief
period immediately following thr date of the storm . . . The
regional economy sustained an immediate disaster induced dis-
ruption, but the long term effects of the disaster cannot be
detected in yearly compilations of economic indicators.

Douty (1977) examined both the short- and long-run economic conse-
quences of the 1906 earthquake in San Francisco. Based on an examina-
tion of prior studies of the disaster and statistical information for
the period, Douty concluded that in the immediate short run the market
mechanism ceased to function, but the free market was allowed to allo-
cate resources for the short-run rebuilding effort. Based on an exam-
ination of industry, land use, and population in the long run, Douty
concluded that a disaster is insignificant for economic growth:

On the basis of the San Francisco evidence, a localized disas-
ter does not appear likely to alter long run economic trends;
such trends almost surely were not changed in San Francisco.
The disaster did stimulate population dispersal. It hastened
the decline in the relative importance of manufacturing in the
city's economy. There is no obvious answer to the question of
whether lasting economic improvements resulted from the disas-
ter, which suggests that such improvements, if any, were mi-
nor. (Douty, 1977, p.369).

H. Paul Friesema et al. (1979) studied the short- and long-range
economic effects of four natural disasters. The disasters included the
Yuba City, California flood of December, 1955; Hurricane Carla on Gal-
veston, Texas in September 1961; the tornado in Conway, Arkansas in
April, 1965; and the tornado in Topeka, Kansas in June, 1966.

For the long-range effects of the disaster on the four locales, the
authors examined four indicators of economic performance: employment,
sales patterns, small business survival, and local taxes and expendi-
tures. The methodology employed to examine the disasters' effects on
employment was to estimate ordinary least squares regression equations
for employment series data both prior to the disaster and after the
disaster. The estimated equations were compared statistically to see if
the structure of the economies had changed. The methodology used for
the other three series--sales patterns, small business survival, and
local taxes and expenditures--was to observe the series over a period of
years. Based on their analyses, the authors concluded:

Our examination of employment and workforce changes initially
does suggest some consequences of the disaster event for the
local labor market and labor force. Yet a closer examination
of these data caused us to conclude that secular changes--
rather than the disaster event itself--were probably respon-
sible for the observed shifts. . we conclude that none of
the economic indicators on which we have collected data sug-
gest that natural disasters leave profound, lingering effects
on these local economies. (Friesema et al., 1979, p. 84).
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For the short-range effects of the disasters, the authors developed
a univariate econometric time series model to estimate effects in the
month of the disaster, a period of months following the disaster, and
the rate at which the effects of the disaster atrophy. The authors con-
centrated on employment time series. For the Topeka workforce, the
authors found a permanent, but not significant, change following the di-
saster. For the Galveston disaster, the authors found an erratic per-
formance after the disaster but the net effect was negligible. The Yuba
City results also exhibited very little effect of the disaster.

James D. Wright et al. (1979)* analyzed the long-term effect of
natural disasters on census tracts, counties, and standard metropolitan
statistical areas of the United States over the period 1960 to 1970.
Their approach was to develop a comprehensive data base of all of these
subdivisions in the United States and econometrically estimate the im-
pact of disasters on these areas. Using primarily census data for 1960
and 1970, the authors developed data on a number of socioeconomic char-
acteristics of the region. Econometric models were estimated to see if
a natural disaster had an impact on indicators of performance of the
community in relation to other communities or regions that did not ex-
perience a disaster. The indicators included population and housing.
Concisely, the approach measured the effects of disasters on character-
istics of the regions in 1970, econometrically controlling for differ-
ences in those communities in 1960. The disasters considered were tor-
nadoes, floods, and hurricanes.

The results of the econometric analysis suggested that natural di-
sasters do not pose any long-term threats to the communities in terms of
population and housing characteristics. With respect to the county
level analysis, the authors concluded:

For the entire set of counties, there are no significant ef-
fects of disasters on growth trends in population and housing.
Why? First, damages from the average disaster are very small
in relation to the population base and housing involved, even
in the rural counties. Second, for the small subset of truly
serious disasters, relief policies in effect during this per-
iod may have provided enough additional support for recon-
struction to dampen considerably the lasting effects of the
disaster events . . In short, our finding is that disaster
events have no discernible, consistent effects on counties
that survive more than a very short period of time. (Wright
et al., 1979, p. 152).

The results were not significantly different using a similar type
of econometric analysis for census tracts. The authors concluded:

All told, our search for disaster effects among tracts has re-
vealed very little. For tracts as a whole, there are no dis-
cernible effects on growth trends for housing or population:
tracts that experienced disaster events did not grow at either

Pk

*A version of this study also appears in Wright and Rossi (1981).

4-18



a faster or slower rate than nonhit tracts of comparable com-

position and location. (Wright et al., 1979, p. 174).

Rubin (1981) examined the long-term economic recovery from six un-

named natural disasters. The disasters were evaluated on the basis of

seven specific factors related to the disaster. Included among the fac-
tors were size of the disaster, response, prior experience with disas-
ters, familiarity with external aid programs, leadership, intergovern-
mental relations, and the commitment to mitigating the disaster. It was
concluded that the two primary determinants of recovery were experience
with prior disasters and a working relationship with state and Federal
governments:

For the most part, prior disaster experience led to greater
knowledge and application of mitigation measures. Further,
the earlier experience(s) provided opportunities for local of-
ficials to meet the key decisionmakers at each level--such
contacts became very useful the next time outside assist nce
was needed. (Rubin, 1981, p. 18).

Harbridge House examined the economic effects of natural disasters
on small to medium sized communities. Their approach was to examine
three economic time series for 16 communities affected by natural di-
sasters. The three indicators--unemployment, disposable income, and
percentage of low income population--were examined both prior to and two
years following the disaster. Additionally, they undertook three more
in-depth studies of regions affected by disasters, using various econo-
mic indicators to ascertain the impact of the disaster.

Their analysis of the 16 communities showed that nine cities ex-
hibited an increase in two indicators of economic performance two years
after the disaster, while five cities showed a decline in two indicators
over the same time period. One city exhibited an improvement in all
three indicators, and one city declined in all three indicators. This
led the authors to conclude:

This alarmingly high percentage of communities which clearly
do not regain their past economic strength raises real cause
for concern. The data suggests serious questions not only
about the impact of a disaster but also about the nature of
assistance intended to provide for recovery. (Harbridge
House, p. 111-12).

Recognizing that aggregate economic data do not provide much in-
formation on the causal relationships in the recovery from disasters,
the authors further examined three communities affected by disasters.
Those communities included Alaska after the 1964 earthquake, Corpus
Christi, Texas after the 1970 hurricane, and the Wyoming Valley area of
Luzerne county in Pennsylvania after Hurricane Agnes in 1972.

Based on the aggregate statistical analysis of the 16 communities
and the more in-depth analysis of three disasters, the authors concluded
that the basic factor in economic recovery potential of a region in the
aftermath of a disaster hinges on the nature of the industrial base of
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the community and the factors of production that are used in the commun-
ity. The authors concluded:

Any constraint on (capital, labor, inputs, and markets)
threatens the basic viability of the industry in the area. To
the extent that a disaster creates such constraints, or accel-
erates already existing ones, its ability to recover from the
disaster will be seriously impaired. (Harbridge House, pp. V-
3, V-4).
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5. PHYSICAL INFRASTRUCTURE: INDIVIDUAL INDUSTRY STUDIES

5.1. INTRODUCTIOI

The purpose of this chapter is to review prior research on indivi-
dual industries in the aftermath of a disaster. Although the majority
of studies of individual industries have been associated with the blast,
fire, and overpressure effects of nuclear attack, many of the results of
the studies can be interpreted in the context of natural disasters. The
industries under consideration include aluminum, chemicals, construc-
tion, drugs and antibiotics, electric power, natural gas, petroleum,
process control, rubber, steel, and transportation.* As was the case
with the majority of studies reviewed in the previous two chapters, most
of the industry studies reviewed in this chapter were conducted in the
1960s and early 1970s. No attempt will be made to conjecture on the ap-
plicability of the results of the studies to current conditions in the
event that conditions have changed since publication of the original re-
search.

In many respects, research on the vulnerability of individual in-
dustries to nuclear attack can be considered as an extension of much of
the research discussed in the previous two chapters. That is, many of
the modeling and nonmodeling studies discussed in those chapters identi-
fied specific sectors of the economy that are critical or essential to
economic recovery in the aftermath of a nuclear attack. In large mea-
sure, criticality was defined as a potential bottleneck in postdisaster
production. The studies of individual industries discussed below were
undertaken for the most part because of their assumed importance in eco-
nomic recovery.

The process of identifying the most critical or essential indus-
tries is not straight forward. Jane Leavitt and Abner Sachs [Leavitt
(1974), Sachs and Leavitt (1974)], for example, attempted to develop
criteria for including industries in a list of nationally essential and

locally vital facilities in both preattack and postattack conditions.
After examining previous approaches to identifying critical industries,
Leavitt concluded:

national essential facility criteria have to be decided
judgmentally in each case, given the data bases that exist;
and no analytic, across-the-board criteria can be developed
that will mechanically generate a comprehensive list. (Leav-
itt, 1974, p. 32).

Besides identifying industries of special importance in economic
recovery from disasters, research has been undertaken on the vulnerabil-
ity of individual industries to the effects of a rapid shutdown necessi-
tated by an emergency. In a large study of rapid shutdown techniques,

*Note here the omission of prior studies conducted on agricultural

production, food processing and distribution, and water systems. These
industries are the subject of detailed analysis in other research that
is being conducted simultaneously with this study.
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McFadden and Bigelow (1966) classified industries on the basis of their
vulnerability to rapid shutdowns. Industries in which a "controlled
shutdown" could be accomplished within half an hour were eliminated from
consideration. Four categories were developed based on "potential or
probable sources of loss." The categories [and industries classified in
them] included: (1) major damage and startup difficulty [petroleum re-
fining and petrochemicals, steel (blast furnaces and coke ovens), alumi-
num (refining and smelting), and explosives (nitroglycerine and TNT)];
(2) minor or moderate damage, with major startup difficulty [iron and
steel (conversion furnaces), non-ferrous metals (zinc, copper, and
lead), synthetic rubber and plastics, and glass and ceramics]; (3) mod-
erate damage and startup difficulty [electric power (thermal), indus-
trial and agricultural chemicals, sugar refining, and cement]; and (4)
minor damage and startup difficulty [food processing, pulp and paper,
and soaps and detergents]. The authors concluded that process indus-
tries are the most vulnerable to rapid shutdown. They discussed in
detail the two most vulnerable industries--petroleum refining/petrochem-
icals and steel. The results on these latter two industries are pre-
sented below.

Still other research has been undertaken on the "hardening" of
industrial facilities to reduce their vulnerability to the effects of
nuclear weapons. Bickley and Sachs (1966) categorized the 381 four-
digit standard industrial classification (SIC) manufacturing industries
on the basis of equipment used in production to determine the hardening
costs of manufacturing industries. The classification was based on the
costs of protecting industrial equipment and processes from the over-
pressure effects of nuclear blasts. In a later study, Bickley (1967)
summarized the characteristics of the 381 industries discussed in the
earlier study.

The basis of classification for each of the 381 four-digit manufac-
turing industries was a matrix of 24 physical characteristics of plant
and equipment used in the production process. First, physical charac-
teristics were classified as (1) general purpose--common equipment used
throughout industry that performs the same function; (2) special to the
industry--used in a specific industry but not in others; or (3) unique
to the product--used for a specific product that is indispensable in
producing that product. Second, for each of these three categories,
equipment was categorized as light or heavy on the basis of physical de-
sign. Third, equipment was further classified on the basis of produc-
tion accuracy or sensitivity to disturbance--"regular" or "precision."
Finally, the equipment was categorized as either indoors or outdoors.
The equipment was categorized in these 24 classifications on a percent-
age basis. The results for each of the 381 industries was provided in
Bickley and Sachs (1966), Volume II.

Based on this classification, the authors developed a method for
estimating the hardening costs of an industry. Concisely, the methodol-
ogy involves estimating the hardening costs of a few select industries
and, using an algebraic relationship expressing the industry in terms of
its characteristics, applying these estimates to all of the individual
four-digit SIC manufacturing industries.
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In a later study, Cannell and Schuert (1980) developed an industri-
al preparedness program to enhance the capability of the nation to meet
its recovery goals in the event of nuclear attack. In many respects,
the program that was developed draws upon many of the recommendations 1

made in both the studies reviewed in the previous two chapters and the
individual industry studies that are discussed in the remainder of this
chapter. The program was developed in the context of expected postat-
tack conditions. To determine conditions in the postattack environment,
the authors used the CHARLIE attack scenario of the UNCLEX-73 exercises*
under two assumed evacuation scenarios: (1) the population was evacuated
under Program D-Prime in which the assumed population survival rate was
80 percent and (2) the population was not evacuated and only 45 percent
survived.

he recommended program was developed in the context of three con-
siderations: (i) the Federal Emergency Management Agency's objectives,
(2) fifteen countermeasures for industrial preparedness, identified for
the most part from the extant literature, and (3) six industries identi-
fied in the literature as essential to postattack recovery. These in-
dustries included food and water, drugs, transportation, communications,
electric utilities, and petroleum. The study provided specific recom-
mendations for FEMA's active participation in countermeasures to protect
capacity in the six essential industries.

Included among the studies discussed below are a series of research
reports undertaken as part of the Five City Study. The Five City Study N

was a long-term, wide-ranging, coordinated research effort initiated by
the Office of Civil Defense in 1965 on the effects of nuclear attack on
five U.S. cities--Detroit, Michigan; Providence, Rhode Island; San Jose,
California; Albuquerque, New Mexico; and New Orleans, Louisiana.** For
each of the cities, a detailed set of assumed preattack and postattack
conditions were provided. They included the nature of the hypothesized
bombing attack, the assumed preparations undertaken for each of the
cities, the physical effects of the weapons, and a detailed assessment
of damage to the population and physical resources due to blast, debris,
and fires.

The results of the research were a series of reports on aspects of
the physical and institutional infrastructure in the aftermath of the
hypothetical disasters in each of the cities. Include" among the topi-
cal reports were studies on individual support industries--natural gas,

*The UNCLEX-73 scenarios were hypothesized nuclear attacks devel-
oped to provide consistent scenarios for several studies of the postat-
tack environment. The MIKE scenario emphasized military targets, while
the CHARLIE scenario emphasized civilian targets. Under the latter sce-
nario, a total of 6,000 megatons were delivered on population, military
support industry, transportation industry, manufacturing industry, gov-
errnment centers, nuclear retaliatory capability, and military command
and control centers.

A detailed overview of the Five City Study is provided in Kerr,

Harker, and Rockett (1967).
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petroleum, electricity, water and sewerage, and radio and television
broadcasting--and studies on social and managerial aspects of the indi-
vidual communities in crisis. However, the discussion of the Five City

results in this chapter will be limited to studies on the supporting
utilities--electricity, natural gas, and petroleum distribution.

5.2. THE ALUKIM INDUSTRY

Tate and Billheimer (1967) investigated problems associated with
rapidly shutting down the aluminum industry in the event of internation-
al hostilities preceding a nuclear attack. The study was an extension
of research undertaken by McFadden and Bigelow (1966) to examine the ex-
tent of damage caused by a rapid shutdown of critical industries. In
the McFadden and Bigelow study, industries were ranked on the basis of
their vulnerability to rapid shutdown of production. Four industries
were identified as the most vulnerable--petroleum refining and petro-
chemicals, steel, aluminum, and explosives. McFadden and Bigelow exam-
ined the petroleum refining and steel industries in detail, while Tate
and Billheimer studied the aluminum industry.

In the aluminum industry study, the authors conducted a detailed
process analysis of the time needed for shutdown in various components
of the vertically integrated production process to ensure minimal damage
and restart times. Alumina refineries, primary aluminum smelters, alu-
minum fabrication plants, and secondary aluminum smelters were included
in the study. Also, problems associated with the potential unavailabil-
ity of electricity was examined. They concentrated their efforts on
alumina refineries and primary aluminum smelters. The analysis was fur-
ther limited to situations in which the facilities did not incur blast
or fire damage but were shutdown to ensure that personnel were evacuated
and safeguarded from radioactive fallout.

For the alumina refinery component, the operation can be terminated
by cutting off electrical power. However, any shutdown that occurs
wlthin a 48-hour period necessitates repairs before startup. Damage and
consequent repair efforts are contingent on the amount of time allowed
for shutdown. For the aluminum smelter, the degree of damage is related
to the length of time in which the facility was shut down, irrespective
of the time allowed for shutdown. However, the extent of damage is also
related to the time allowed for shutdown. For both alumina refineries
and smelters, a shutdown with no advance preparation necessitates a
minimum of two months to repair and restart and an orderly shutdown re-
quires at least a 48-hour warning period.

Based on these analyses and the fact that technological advances
will not change the characteristics of shutting down aluminum refineries
and smelters in the foreseeable future, the authors concluded:

The most practical way of meeting postattack aluimnum demands
appears to be to: (1) rely largely on national stockpiles of
aluminum in the immediate postattack period, (2) arrange for a
phased startup of smelters and alumina refineries within spe-
cific regions, and (3) arrange for an equitable distribution
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of alumina inventories within specific regions that will fit
the phased startup of refineries and smelters. (Tate and
Billheimer, 1967, p. 6).

As part of a larger study on national survivability, Ellery Block
et al. (1977) developed an approach to evaluating .ndividual industries
to determine which industrial sectors in the U.S. economy are the "most
valuable to defend." The value of an industrial sector is determined on ON
the basis of its ability to be substituted for. That is, industries
that produce output which can easily be substituted for are considered
less valuable than industries which cannot. The aluminum industry was
initially selected for examination because of its importance in both de-
fense and civilian applications.

The approach used by the authors was to examine in detail the ver-

tically integrated operations of the aluminum industry to determine if
there were any potential bottlenecks in aluminum production. The inte-
grated operations included the alumina refining process, the smelting
process, and fabrication processes.

A number of illuminating conclusions were drawn from the analysis
with respect to the vulnerability of the U.S. aluminum industry, reli-
ance on foreign supplies of aluminum, and modeling the aluminum indus-
try. First, with respect to the U.S. aluminum industry, the authors
concluded:

* . .aluminum production can easily be interrupted, but it is
difficult to destroy unless targeted directly. Furthermore,
... although the number of essentials to rebuilding a de-
stroyed industry may be relatively large, many of those same
essentials are needed by entire groups of related industries
(and some unrelated ones as well). (Block et al., 1977, p.
102).

The authors pointed out that the four major problems in the industry are
reliance on foreign sources of bauxite, reliance on the domestic trans-
portation system for sources of bauxite supply, and reliance on signifi-
cant amounts of water and electricity.

Second, the authors were concerned about the increasing tendency of
foreign bauxite producers to integrate downstream ir the production of
aluminum. Although this may be a possible advantage because many
sources of bauxite are in third world countries not likely to be engaged
in nuclear conflict, the potential exists for reluctance on the part of
these countries to ship to the United States after a nuclear conflict.

Third, after reviewing a disaggregated input-output table consist-
ing of 367 sectors to determine potential bottlenecks in the supply of
inputs to the aluminum industry, the authors concluded:

reliance on input-output coefficients is misleading for
anything but final demand of highly aggregated sectors. (Block
et al., 1977, p. 110).

5-5

A. titJw.A, . Ir2 -P "A. A A A !.P.PAi P P ~ F



The authors based this conclusion on the lack of detail on required sup-
plies for the aluminum industry and, therefore, the meaninglessness of
the use of the table for analysis.

5.3. THE CEMMICAL INDUSTRY

Foget, Van Horn, and Staackman (1968) evaluated standard industrial
classification (SIC) code 281--the basic chemical industry--to estimate
probable damage to the industry under various attack scenarios and re-
pair requirements. The authors considered both primary and secondary
weapons' effects. Estimation of repair efforts was based on restoring
the 281 SIC code to 90 percent of its preattack capacity. Within the
281 SIC code category, the authors selected alkalies and chlorine (SIC
2812), industrial gases (2813), organic chemicals (2818), and inorganic
chemicals (2819) for detailed analysis. Their approach was to identify
processes common to production in the subindustries, to estimate physi-
cal damage to facilities under a number of different attack scenarios,
and to estimate repairs required for operation of the damaged facilties.

The conclusions of the study were quite grim. Both for maximum re-
pair efforts under the most severe attacks and lighter repair efforts,
the authors concluded:

This (maximum) repair effort corresponds to about five times
the labor effort expended annually for new construction in the
basic chemical industry group (for the year 1965) . . . How-
ever, even a selective limited repair effort would be likely
to encounter constraints and shortages of a long-term nature.
(Foget, Van Horn, and Staackman, 1968, p. 114).

In part, the authors based their conclusions on the unavailability
of skilled labor in the postattack period and the susceptibility of cer-
tain components of the chemical industry to damage even from low attack
levels. Moreover, the authors cautioned that the vulnerability of the

industry would probably increase in the future because of increased re-
liance on automated control systems and their relative "softness" in re-
sponse to attack.

5.4. THE CONSTRUCTION INDUSTRY

One of the most important industries in postattack recovery is the
construction industry. A viable construction industry is necessary in
the short term for rebuilding the physical infrastructure of the econo-
my--roads, bridges, support industries--and in the longer term for re-
storing buildings and the like. Van Horn (1972) examined three interre-
lated aspects of the industry: (1) the effects of attack on the opera-
tion of the industry; (2) the types of demands the industry will poten-
tially have to satisfy in a postattack environment; and (3) how the in-
dustry can be organized to meet those demands.

With respect to the effects of attack and the ability of the con-
struction industry to satisfy postattack demand, Van Horn assumed two
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different attack scenarios--a light attack in which 90 percent of the

population and 80 percent of installed construction were estimated to
survive, and a heavy attack in which the respective survival percentages
for population and installed construction were estimated to be 65 and 40
percent, respectively. By assuming austerity factors for various types
of construction activities, Van Horn concluded that the construction in-
dustry would have enough reserve capacity to resume construction even in
non-critical industries in the aftermath of the light attack scenario.
However, in the aftermath of the heavy attack scenario, Van Horn con-
cluded that there would be significant deficiencies in the capability of
the industry across different types of construction activity. For ex-
ample, Van Horn estimated that it would take nearly three years to re-
store industry to a minimally acceptable level, where that level is re-
duced from preattack levels by an assumed postattack austerity factor.
Moreover, the time required for restoration of military facilities and
railroads would be 10.35 years and 8.00 years, respectively.

Recognizing that nationally aggregated analyses tend to distort re-
covery prospects, Van Horn examined construction activities in the San
Francisco-Oakland area in a postattack environment. He assumed a one-
megaton, nighttime airburst in the area and examined both short- and
long-term construction efforts. For lightly damaged (windows and roof-
ing, as examples) and moderately damaged (walls, for example) items, Van
Horn found that the required resources for short-term repair were avail-
able in the area and the time required for repair efforts was generally
well under a year. However, for heavily damaged facilities significant-
ly longer time periods would be required. For industrial facilities,
for example, Van Horn estimated that it would take nearly three years
for restoration.

Van Horn argued that one of the most critical elements for recovery
in the construction industry would be the establishment of a public com-
mand function to direct construction activities. The U.S. Army Corps of
Engineers was advocated as a candidate to perform this function.

5.5. THE DRUG/ANTIBIOTIC INDUSTRY

Staachman, Van Horn, and Foget (1970) studied problems associated
with the manufacture of four drugs considered crucial LO lifesaving ac-
tivities in the postattack period: (1) penicillin; (2) sulfa drugs; (3)
injectable sodium chloride; and (4) immunization agents. The production
of these drugs was selected from among a number of other drugs classi-
fied under SIC code 283. The procedure used for the analysis was to im-
pose a range of hypothetical attacks on the industry and then estimate
the level of repair necessary to resume production. In addition, the
authors estimated whether potential postattack demand for the drugs
could be satisfied by the available supply.

With respect to damage and repair efforts associated with the hypo-
thetical attacks, the authors concluded in part:

it appears that the drug industry could be affected more

severely than most industries by either a population or an in-
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dustrial type attack, but that it has more recuperative capac-
ity. (Staackman, Van Horn, and Foget, 1970, p. 10-1).

The authors attributed the recuperative capacity of the industry
largely to the relatively small capacity of the industry and the fact
that the equipment used in producing the drugs is also used in other in-
dustries. However, the authors cautioned that the most significant vul-
nerable aspect of the industry is skilled labor. Moreover, the authors
maintained that supplies of lifesaving drugs will be available in both

the short term and long term. For the short term, restrictions on the
use of drugs to lifesaving activities will ensure an adequate supply,
while the relative ease in restoring the industry will ensure adequate
supplies in the long term.

In a later study of antibiotics production in the postattack recov-
ery effort, Bull (1971) examined the extent to which other manufacturing
processes could meet the antibiotics production requirements in the
postattack economy. Bull concluded that aerobic fermentation plants,
producing such products as steroid hormones, yeasts, and vitamins, could
be converted to the production of antibiotics. It was estimated that
these plants could produce four and one-half times the output of the an-
tibiotics plants themselves. Also, both changing the mix of products

normally produced at antibiotics plants and eliminating purification and
decolorization could also significantly increase the production of
antibiotics.

5.6. THE ELECTRIC POER INDUSTRY

Fernald et al. (1963) analyzed the vulnerability of the electric
utility system to nuclear attack and the repair efforts required to re-
store the system. While the authors analyzed the effects of an attack
on the entire domestic electric system, their detailed analysis of phys-
ical facilities and repair efforts was confined to the power system of
the Tennessee Valley Authority (TVA). As a point of departure, the au-
thors used the electric power problems encountered in Japan during World
War II as an analogy to the problems that the U.S. power system could
experience after a nuclear attack.

After reviewing the effects of the bombing raids on Japan in the
spring of 1945 and the subsequent use of atomic bombs at Hiroshima and
Nagasaki, the authors concluded:

If the analogy of war destruction in Japan and the thermonu-
clear damage potential in the United States is at all valid,
by extension or otherwise, electric power appears to be the

key to all post-attack recovery considerations. (Fernald et
al., 1963a, pp. 2-8, 2-9).

In their analysis of the vulnerability of the domestic electric
power industry, the authors evaluated the operation of the total system
and the vulnerability of components of the system to nuclear weapons'
effects. Their application of this procedure to portions of TVA's elec-
tric power system led to the following conclusion:
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In general, the vulnerability studies indicate that the criti-
cal blast-damage levels for the hydroelectric facilities would
be higher than those for the steam plant. Similarly, fallout
hazards would be less serious at the hydroelectric plant than
at the steam plant. Thermal radiation is not a major struc-
tural factor at any of the plants under consideration. The
plant studies agree that production at most facilities would
be interrupted by flying glass at blast overpressures within
the range of 0.1 to 1.0 psi. (Fernald et al., 1963a, p. 1-2).

Doll, Borgeson, and Towle (1966) developed three approaches to es-
timate the ability of the electric power system to meet potential demand
in the aftermath of a nuclear attack. The most sophisticated approach
was a linear program of the industry, incorporating supply-side and de-
mand-side activities. Demand for electric power was exogenous in the
modeling system. Supply components included generating plants, trans-
mission lines, and power substations. Data on capacities of each of
these components were included in the system. The system was solved on
the basis of minimizing shortages in the power system. Various attack
scenarios could be simulated with the system by exogenously changing the
values of supply- and demand-side parameters.

The other two methodologies developed by the authors were relative-
ly nonrigorous. The first method involved coding electric system and
nuclear weapons' effects attack data on key punch cards at the county
level. The cards are then sorted and aggregated to both determine the
number of counties experiencing similar effects of the attack and com-
pare the effects of different attacks. The other nonrigorous method was
a map exercise in which all generating units, substations, and transmis-
sion lines are coded and weapon damage radii from a hypothetical attack
on the power system are used to determine damaged generating capacity,
isolated generating capacity, and deliverable power. Each of these
three methodologies was demonstrated and compared for the Tennessee Val-
ley Authority's power grid.

Van Horn, Boyd, and Foget (1967) studied the vulnerability of a
typical urban electric utility system and compared it with the vulnera-
bility of a natural gas system.* The authors concluded that electric
power systems are more vulnerable than natural gas systems:

Electric utilities, on the other hand, are complex in design
and operation, most critical elements are aboveground, major
damage occurs in the 5 to 12-psi range, and repair effort is
massive (predictions for the typical city are 284,000 man-days
at 9-psi). (Van Horn, Boyd, and Foget, 1967, p. 8-1).

Foget and Van Horn (1969) analyzed the use of conventional and un-
conventional emergency power sources in the immediate aftermath of a nu-
clear attack. The authors quantified the inventory of emergency power
sources in the country and delineated their operating characteristics to

A description of the approach is provided below in the discussion
of the natural gas industry.
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determine the technical feasibility uf using them in a postattack en-
vironment. Also, the demand for electric power was estimated along with
the potential supply in four typical cities to determine the need for
various types of power production. The authors then conducted two case
studies of demand and supply using emergency power alternatives and com-
pared the results of the studies with typical results from conventional
power demand-supply studies.

The authors found that the two major sources of conventional emer-
gency power were engine generator sets and industrial generating plants.
The largest source of unconventional emergency power is "reversed"
induction motors. Other unconventional sources were diesel electric
drive ships and diesel electric locomotives, which were only located in
specific geographical areas. The authors concluded that emergency power
sources would be important in a postattack setting because they are a
very valuable supplement to commercial power sources and, therefore, en-
hance marginal system capabilities. Also, based on the study of two
cities, the authors concluded that it was technically possible to meet
estimated postattack demand using emergency power sources.

While the results of the assessment of emergency power in a postat-
tack environment by Foget and Van Horn were generally favorable, the au-
thors cautioned against relying on emergency sources for all postattack
power needs. The limiting factors included: (I) the sources are not
available universally; (2) emergency sources require fuels which may not
be available in the aftermath of an attack; (3) ventilation is required
if they are used indoors; and (4) an extensive amount of preattack plan-
ning is required for their optimal use. With respect to the latter
point, the authors pointed out that emergency power can be a viable al-
ternative to commercial power only if local plans are developed by civil
defense and industrial authorities for its use and if appropriate mea-
sures are taken in the crisis period preceding an attack.

Lambert (1976) estimated damage to various components of the elec-
tric power system induced by different overpressure levels of nuclear
weapons. The purpose of the study was to identify critical elements of
the electric power system, estimate potential damage, develop priorities
for repair resource allocation, and provide estimates of the required
repair effort. The approach used was to study prior research on the ef-
fects of attack on electric power systems to hold discussions with elec-
tric industry and civil defense personnel.

With respect to the vulnerability of electric power systems to nu-
clear attack, Lambert concluded that major damage to components of the
network would occur even at low levels of overpressure. As the level of
overpressure increases and very large-scale restoration efforts are re-
quired, a significant postattack problem would arise because of the
specialized character of many of the replacement components. At a very
low level of overpressure (one to two psi), electric power service would
be disrupted for minor repairs. At three or four psi, extensive damage
to electric distribution systems and failure of control systems in steam
plants would necessitate large repair efforts. At an overpressure level
of five or six psi, the majority of the system would experience exten-
sive damage. With overpressure levels greater than eight psi, the
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transmission and distribution systems would have to be totally rebuilt.
At approximately ten psi, generating facilities would be damaged beyond
repair, requiring total reconstruction.

To ameliorate potential problems with electric power in the after-
math of a nuclear attack, Lambert recommended that personnel involved in
the operation of electric power systems should plan to estimate damage
and isolate elements of the system that are especially vulnerable. An-
other recommendation was that utilities should consider "hardening"
their systems against the effects of electromagnetic pulse. Finally,
for control of individual systems, Lambert recommended standby emergency
control measures:

since control components appear to be one of the most
critical segments of an electric power system, it is recom-
mended that in cases where considerable computer control and
automation exist that operators be well-trained in converting
and operating the system in the manual mode. (Lambert, 1976,
p. 61).

As part of the Five City Study, Swart examined the operation of

electric power distribution systems in the aftermath of hypithesized nu-
clear attacks in San Jose, California [Swart (1967)], Albuquerque, New
Mexico [Swart (1969)], and Detroit, Michigan {Swart (1970)]. In each of
the studies, the hypothesized attack was five megatons. Swart examined
the ability of electric power systems to function in the three cities,
with special emphasis placed on employees, facilities, communications,
supplies, and equipment.

In the San Jose study, Swart concluded that, because of the nature
of the assumed five-megaton airburst in the southern portion of San

Francisco Bay, the downtown area of the city and two-thirds of the re-
mainder of it would not suffer a loss of electric service. These areas
would be subjected to less than 2.5 psi of overpressure. However, for
the remainder of the city north and west of the city center, there would
be widespread disruption of electric power because of overpressure
levels of more than three psi. There would be further disruption of
electric power in isolated parts of the city due to debris damage. In
general, the survival of trained personnel, transportation facilities,
and supplies would be more than adequate to sustain electric power
service.

The attack scenario in the Albuq-eque area was a five-megaton air-
burst above Kirtland Air Force Base. The results of the damage assess-
ment showed that 95 percent of the users of electric power within the
Albuquerque city limits would be unable to receive power because of dam-
age to the customers' electric facilities. Nearly the entire city would
be exposed to more than 2.5 psi of overpressure. Since most of the city
would be devastated by the attack, reconstruction of the electric system
would not be needed in the immediate postattack period. On the western

edge of the city that would be exposed to less than two psi of overpres-
sure, there would be debris damage caused by high winds, but enough of
the electrical infrastructure would be viable after repairs.

1W
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In the Detroit study, the attack scenario was a five-megaton
ground-level explosion in southwest Detroit. All of the distribution
network within a radius of four miles of ground zero would be destroyed
as a result of the explosion. Because of the nature of the assumed at-
tack, only 10 percent of preattack load requirements for the metropoli-
tan Detroit area would be required, and this could be met by the surviv-
ing generating stations. Trained personnel would survive in numbers
sufficient to repair and operate the surviving portions of the system.

In a related study of utility systems' interrelationships in San
Jose, Pickering (1969) investigated the interties between water supply,
sewerage and drainage, electric power, gas, telephone, radio broadcast-
ing, television, petroleum distribution, and local transportation. He
identified the input requirements for each system, the points of inter-
connection, and the vulnerability of the interrelationships to the same
five-megaton detonation that was hypothesized for the Five City Study.

With respect to point inputs of one utility service to another, Pick-
ering concluded that strong dependencies exist for electric power with
both the water system and communications (telephone for radio and tele-
vision). Moreover, critical intersystem relationships exist for sewer-
age and drainage and water, radio and television which require electric-
ity on an area basis, and petroleum distribution which requires electric
power for dispensing of fuel.

In another study of regional power systems, Lambert and Minor
(1973a) developed a conceptual model to evaluate electric power systems,
formulated a regional electric system model, and applied it to the Lou-
isiana-southern Mississippi area. The model was a constrained network
flow model, employing nodes, links, and an objective function. A node
could be defined as a generating station--or an aggregation of generat-
ing stations--or a demand center. A link could be a high-voltage trans-
mission line or a low-voltage distribution line. The objective function
measured the effects of disruption on the electric power system and
could be specified to measure any number of different requirements (man-
ufacturing needs and evacuation requirements, as examples). In their
application to the Louisiana-southern Mississippi region, the authors
found that the loss of a single generating node with the exception of
Orleans Parish did not have an effect on the system. Also, when one
link was removed, there was no effect on the value of the objective
function. With a combination of disruptions, however, there was a
degradation in the value of the objective function.

5.7. THE NATURAL GAS INDUSTRY

Van Horn, Boyd, and Foget (1967) evaluated the effects of a nuclear
attack and the consequent repair efforts for natural gas and electric
utility systems in urban areas of the United States.* The approach used
by the authors was to impose a hypothetical attack on an urban area, es-

*The present discussion will be devoted to their work on natural

gas systems. The study of electric utility systems was discussed in the
preceding section.
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timate the damage to the underlying gas utility system, and develop a
mathematical repair model to estimate the effort required to restore the
system. In order to accomplish this, the authors developed a "typical"
gas utility system, detailed the critical elements of the subsystems
(the LPG storagc tanks at a peak shave plant), and assigned criticality
factors to each of the elements of the subsystem. The criticality fac-
tors--critical, semicritical, and noncritical--were an integral part of
prioritizing repair efforts. Overpressure, dynamic pressure, missiles,

and thermal pulse effects were calculated for a five-megaton low air-
burst. Repair efforts were estimated for each combination of two avail-
able labor skill levels--skilled labor and semiskilled labor--and three
different assumed levels of repair--restoration of the original system,
restoration to 90 percent of preattack design performance, and an ex-
pedient system in which output would be well below design capacity.

Although the authors recognized that there are a range of uncer-
tainties in the postattack recovery effort (adequacy of parts, key
shortages of skilled labor, possibility of system self-destruction),
their conclusion was generally favorable:

Gas utilities within metropolitan areas are relatively simple
in design and operation; most critical elements are located
underground, with the result that damage to a major portion of
the system (i.e., pipelines) occurs only at very high over-
pressures. The repair effort for above-ground elements, which
are damaged at overpressure levels of less than 12 psi is rel-
atively small (predictions for the typical city are 40,000
man-days at the 9-psi level). (Van Horn, Boyd, and Foget,
1967, p. 8-1).

Stephens and Golasinski (19 4) conducted an in-depth study of the
total domestic natural gas system--reserves, physical facilities, physi-
cal interdependence, manpower, and markets--and the natural gas system
in the southwest region of the country, encompassing Louisiana and parts
of Mississippi. Their prognosis on the vulnerability of the system was
grim. They concluded that there would be serious problems with the vol-
atility of natural gas, the effects of electromagnetic pulse on computer
systems that control the industry, power surges, and the transmission
system. Although the authors acknowledged that transmission lines could
survive a high-altitude explosion, they cautioned that a ground blast
could separate the line.

The author's in-depth analysis of the Louisiana-southern Mississip-
pi region provided even more ominous results. Special problems in that
region are associated with repair efforts in swampy areas and the possi-
bility of flooding of the city of New Orleans. The authors concluded:

By seriously damaging the natural gas equipment of southern
Louisiana, it would be possible to cut off a major supply of
energy to eastern U.S. There is not enough heavy repair
equipment or supplies available to make a large number of ma-
jor repairs. Down time should be considered in terms of
months or years. (Stephens and Golasinski, 1974, p. 98).
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The authors also concluded that another serious problem is the pos-
sibility of explosions and fires and the lack of planning to deal with
them:

An attack on the system by either conventional or nuclear
wezpons is certain to cause fires and explosions of a size to
be totally beyond the bounds of control. It is considered
that most emergency planning does not take into account the
possible magnitude of a series of major gas or oil fires.
(Stephens and Golasinski, 1974, p. 98).

As part of the Five City Study, Richford and Davis analyzed the ef-
fects of nuclear attack on the local natural gas utilities in San Jose,
California [Richford and Davis (1967)], Albuquerque, New Mexico [Rich-
ford and Davis (1968)], and Detroit, Michigan [Richford and Davis
(1971)] and, in addition, described the functioning of the systems and
enumerated the physical facilities that comprise them.

The authors found that a hypothesized five-megaton airburst di-
rected at Moffett Field near the southern end of San Francisco Bay would
not affect the physical gas transmission and distribution system serving
San Jose. Moreover, estimates of casualties indicated that there would
be no serious shortages of skilled workers to operate the system. Even
though the system would not experience severe physical destruction, the
authors also concluded that a portion of the system west of the city
would be shut down because of structural damage to residences and other
establishments that would experience gas leakages.

Again, in Albuquerque after a five-megaton airburst, the authors
concluded that the functioning of the natural gas system would not be
hampered by the hypothetical attack, but a small amount of supporting
facilities would be destroyed (such as office equipment and telephone
systems), requiring that the system be operated in an atypical manner.
As with the San Jose study, the authors concluded that there would be
enough skilled personnel surviving the attack to operate the system and,
because of damage to 52 square miles of residences and buildings, a sig-
nificant part of the system would be shut down because of gas leakages.
The shutdown would affect 48,400 of the 77,400 preattack customers in
the Albuquerque area. However, because of limited damage to the gas
distribution system in the area that would be shut down, repair of the
system in that area could be accomplished with a nominal effort.

The impact on the Detroit gas utility system would be a little more
severe under the hypothesized five-megaton surface burst scenario than
San Jose and Albuquerque. The distribution system serving more than 86
percent of the preattack number of customers would be shut down in a
227-square-mile area. Primary damage would be to buildings and the con-
tents of regulating stations and storehouses. However, requisite re-
sources for repair--personnel, communications, and vehicles--would sur-
vive in sufficient quantities to facilitate repair of the system. The
amount of gas supplied to the Detroit system would be more than adequate
because three of the four gas transmission systems serving the area
would not be damaged by the blast.
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5.8. THE PETOLRt INDUSTRY

The U.S. petroleum industry is divided into (1) acquisition of
crude petroleum--which includes crude oil importation, exploration, and
production; (2) transportation of crude oil; (3) refining of crude oil;
(4) transportation of refined petroleum products; and (5) distribu-
tion/marketing of products. Because of the geographical concentration
of resources in this chain--especially crude oil acquisition and refin-
ing--and the importance of end-use products as inputs into other proces-
ses, a relatively small countervalue attack on the United States could
seriously disrupt both the petroleum industry and economic recovery ef-

forts. Therefore, a number of studies have been conducted to determine
the industry's vulnerability in general, the vulnerability of petroleum
refineries and crude oil and products pipelines, and expedient measures
and damage minimization efforts that could be undertaken in both the
preattack and postattack periods to mitigate the effects of an attack.
A number of studies have also been conducted on regional petroleum sys-
tems, the most prominent of which are local petroleum distribution sys-
tems as part of the Five City Study.

As noted in the introduction of this chapter, McFadden and Bigelow
(1966) examined the vulnerability of petroleum and petrochemical refin-
ing to a rapid shutdown of operations. The authors identified major
processing units ir refining and determine their interdependence on each
other and supporting utilities. Existing emergency procedures were ex-
amined and the consequences of emergency shutdown were determined on the
basis of published literature and discussions with industry personnel.
The authors concluded:

Shutdown of refineries under normal conditions may require 24
hours or more. Although refineries have been shut down rapid-
ly in emergencies, such shutdowns are dangerous and may lead
to considerable damage of equipment. The extent of this dam-
age will depend on the size of the refinery and the effective-
ness of shutdown procedures used. The time required to repair
shutdown damage after a nuclear attack may range from a week
for a small refinery, to several months for a very large re-
finery. Abandoning a refinery without shutdown is almost cer-
tain to result in a total loss. (McFadden and Bigelow, 1966,
p. 4).

Thayer and Shaner (1960) undertook a study of the capability of the
domestic petroleum iadustry to produce and transport gasolines and dis-
tillates in the aftermath of five hypothesized attack scenarios. The
scenarios included (1) a counterforce attack (400 megatons), (2) a com-
bined counterforce/population attack (1500 megatons), (3) another larger
counterforce attack (19,000 megatons), (4) another larger combined coun-
terforce/population attack (23,000 megatons), and (5) a combined coun-
terforce/petroleum refinery attack (1,344 megatons), designed to destroy
military targets and crude oil refineries. The authors conducted their
analysis at two levels. A threshold level of recovery was considered in
which gasoline and distillate needs were analyzed to determine suffi-
ciency to commence recovery. The needs included food production; rail
transportation of food, fuel, and the population; decontamination;
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police patrols; and the rescue of injured survivors. A full economy re-
covery was also analyzed in which fuel supplies were analyzed for suffi-
ciency to provide the same per-capita fuel consumption as the preattack
period. Additionally, the authors examined the ability of the products
pipeline transport system to function in the immediate aftermath of
shelter egression and after a period of time in which minor repairs were
made to the system.

For the four hypothesized attacks excluding the attacks on petro-
leum refineries, the postattack economy would be able to meet both
threshold requirements and full economy requirements. In the aftermath
of all five attacks, the economy would be able to meet threshold re-
quirements. For the combination counterforce/refinery attack scenario,
gasoline and distillates would not be available in sufficient quantities
for a full economy recovery. For the refined petroleum products pipe-
line system, more than 75 percent of capacity would survive the attacks.

Stephens (1973) conducted a detailed study of the domestic petro-
leum industry. The study consisted of three parts. First, he provided
a comprehensive overview of the entire domestic industry. Second, be-
cause of the concentration of the upstream segments of the industry in
the southwest, he discussed the features of the industry in the state of
Louisiana and surrounding areas. Finally, he discussed some of the most

vulnerable features of the system. Stephens ranked components of the
petroleum system on the basis of their vulnerability. The most vulner-
able components include dependence on outside sources of electric power;
the operation and control of pipelines because of their reliance on com-
puter control and electric control lines; terminal areas; movements of
barges and tankers; refineries; communications in general; repair parts;
and oil production operations.

Fernald et al. (1965b) conducted a study of the vulnerability of

the domestic petroleum industry to nuclear attack under various hypothe-
sized attack scenarios. Since petroleum refineries are much more vul-
nerable than other portions of the industry, the authors expended the
largest amount of effort on them. To provide a detailed assessment of
probable damage and likley repair efforts in the aftermath of an attack,
the authors examined three refineries located in Louisiana, Mississippi,
and Indiana.

The primary conclusions of the study were that any refinery located
within 10 miles of a one-megaton burst will experience severe damage,
requiring forced shutdown for several months. Also, 163 weapons could
substantially damage all refineries. Because of the geographical con-
centration of petroleum refining in the United States, one weapon could
seriously damage 10 percent of all refining capacity, three weapons
could seriously damage 25 percent of the total, and nine weapons could
seriously damage more than one-half of capacity.

Based on their detailed analysis of three refineries, the authors
also concluded that the most vulnerable components of a refinery complex
are the control house and the cooling towers. However, adequate warning
to shut down a refinery--in a period of rapidly rising international

5-16



tension, for example--could make a significant difference in the level

and extent of damage.

Walker (1969) estimated the production capability and repair ef-
forts needed in the domestic petroleum industry after blast damage from
overpressure levels of 0.5, 1, 5, and 10 psi. The purpose of the study
was to ascertain the benefits that would accrue to the repair of re-
fineries, given knowledge of a specific refinery that was damaged and
the overpressure level it was subjected to. He narrowed the 267 re-
fineries in existence at the time to six broad categories. He repre-
sented crude oil by six major types, refining processes by 16, equipment
by 25 types, and products by seven. The primary conclusions of the
study were that at 0.3 to 0.5 psi of overpressure a refinery can produce
proportionate amounts of output but at only 70 percent of capacity. At
psi levels greater than 1.0, the refinery must be temporarily closed,

but can be reinstated to 50 percent of original capacity with minor re-
pairs to process controls. At 1.5 psi and above, a refinery would have
to be totally shut down.

Stephens (1970) discussed the vulnerability of petroleum refineries
to natural disasters and nuclear weapons' effects. One of the purposes
of the study was to isolate specific vulnerable components of refineries
so that refinery owners would have a basis on which to make hardening
decisions. The discussion addressed the nature and magnitude of a range
of blast or natural disaster effects and possible ameliorating measures

that could be taken to "harden" a refinery from these effects. Stephens
concluded that the vulnerability of refineries to nuclear weapons' ef-

fects or natural hazards is increasing because of (1) the increasing
geographical concentration of the industry in regions especially
susceptible to natural hazards; (2) the dependence of the industry on
purchased electric power; (3) the increasing computerization of the in-
dustry, and its sensitivity to the effects of blast or natural hazards;
(4) the increasing tendency not to hold critical repair parts in inven-
tory; and (5) the concentration of crude supply in a few areas, using
larger storage tanks and supertankers which are especially vulnerable to

mass fires.

Miller and Stratton (1980) examined the operations of refineries in

the postattack environment. Their study was focused on (a) a damage de-
scription of a "typical" refinery, consisting of 32 major components
with 75,000 barrels-per-day of throughput; (b) estimation of repair ef-
forts for these refineries; and (c) development of expedient techniques
to produce diesel fuel that would be required in various phases of the
recovery effort. Relying on prior studies which concluded that a re-
finery would be totally inoperative if an attack occurred while the re-
finery was in operation, the authors assumed that the refinery was shut
down prior to the attack in their analysis.

Perhaps the most important result of the study was development of
an Expedient Crude Oil Unit (ECOU) which would preclude the need to re-
construct or repair a refinery to produce diesel fuel. The authors
concluded:
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The advantage of the ECOU . . is that, for less than one-
tenth of the effort required to restore a heavily damaged re-
finery to productive status, diesel fuel production could be
restored. In addition, the delay time to production after at-
tack would be reduced from about 1 year to about 2.5 months.
Finally, the material resources that need to be stockpiled for
constructing the ECOU would be much less than those required
for reconstructing the whole refinery. (Miller and Stratton,
1980, p. 88).

As part of the Five City Study, Checchi and Company undertook
studies of the local petroleum distribution systems in three localities:
San Jose, California [Lerner, Grigsby, and Johnson (1967)], Albuquerque,
New Mexico [Grigsby, Manly, Boesman, and Johnson (1968)], and Detroit,
Michigan [Boesman, Grigsby, and Manly (1970)]. The approach used in all
of the studies was to impose a hypothetical five-megaton attack near the
cities and analyze the effects of the attack on (1) inventories of gaso-
line, diesel fuel, liquefied petroleum gas, and other petroleum proa-
ucts; (2) the physical facilities used to store and distribute those
products; and (3) the labor skills required for operation of the distri-
bution systems. A detailed, facility-by-facility analysis of the at-
tack's effects was conducted.

In the San Jose study, the authors concluded that flexible manage-
ment of surviving physical facilities and inventories of products would
be crucial for recovery:

This comparative analysis of the attack effects on personnel
and facilities within the local petroleum distribution system

suggests that each class of facilties can be operated if wise
decisions are made regarding which facilities are to remain in
operation and if an optimum allocation of strategic personnel
is made. (Lerner, Grigsby, and Johnson, 1967, p. 191).

Although the city of Albuquerque would confront a different array
of problems, the conclusion was similar:

A comparative analysis of the attack effects on personnel and
facilities within the local petroleum distribution system sug-
gests that each class of facilities can be operated it wise
decisions are made regarding which facilities are to remain in
operation and if an optimum allocation of strategic personnel
is made. (Grigsby, Manly, Boesman, and Johnson, 1968, p.
153).

In recognition of the problems associated with viewing a local
petroleum distribution system in isolation, Manly, Lerner, and Grigsby
(1970) developed a framework for analyzing the vulnerability of a na-
tional petroleum distribution system. In the national system context,
some of the problems identified as having an impact on local distribu-
tion systems included flow of products into and out of the local system,
the relationship of the local system to the economy of which it is a
part, and constraints manifested in the system in the form of informa-
tion and a medium of exchange.
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The conceptual model of petroleum distribution vulnerability devel-
oped by the authors was based on the circular relationship between a lo-
cal economy or subeconomy and the national economy. Succinctly, the au-

thors developed a system that contained a relationship of inputs, out-
puts, control, processes, and adjustments. Analysis of the vulnerabil-
ity of a local system should systematically consider the vulnerability I
of each of the components of the system. Besides a simple assessment of
inventories, physical facilities, and personnel, the systemic analysis
would include analysis of communications, transportation services, mone-

tary considerations, loss of input inventories, loss of output inven-
tories, loss of key supporting service inputs (electricity and water,
for example), and demand effects.

The U.S. General Accounting Office (1979) evaluated the vulnerabil-
ity of both the crude oil and refined petroleum products pipeline system
to a range of different disruptions--sabotage, human error, and natural
phenomena. Based on examining the pipeline system which accounted for
approximately 75 percent of crude oil transported to refineries and more
than 33 percent of refined products shipped from refineries to consump-
tion centers at the time of writing, the report concluded in part:

In the event key facilities on just a few important pipeline
systems were damaged, domestic shipments could be greatly re-
duced. The United States could suffer an energy shortage ex-
ceeding that caused by the 1973 Arab oil embargo. GAO found
that the petroleum industry is not adequately emphasizing the
physical security of some key pipeline systems. And neither
industry nor the Federal Government has plans for dealing with
the critical impact of petroleum shortages should key pipe-
lines become seriously damaged and disruptions occur. (U.S.

General Accounting Office, 1979, p. i).

In part, the authors of the study based their conclusion on the observa-
tion that two crude petroleum pipelines--the Trans-Alaska Pipeline Sys-
tem and the Capline system--and one refined products system (the Colo-
nial system) accounted for 15 percent of crude deliveries to refineries
and 9 percent of total refined product consumption, respectively.

Goen, Bothun, and Walker (1970) examined the vulnerability of re-

fined petroleum products pipelines to nuclear attack and assessed alter-
native means of transportation by rail and truck as part of a larger
study of potential vulnerabilities in the U.S. economy. Since pipelines
are buried, they are generally immune to blast damage. However, storage
tanks would be severely damaged at a blast overpressure level of three
or four psi. Pump stations along the pipeline route could be irrepar-
ably damaged at overpressure levels of 10 psi. The authors estimated
that ten well-placed "hits" could put the three largest petroleum prod-
ucts pipelines out of service--three on the Colonial system, which ex-
tends from the Gulf coast to the northeastern port area; two on the
Plantation system, which parallels the Colonial up through Virginia, and
five on the Texas Eastern system. At the time of writing, these three
product pipeline systems accounted for 63 percent of the total barrel-
miles of refined products transported by pipeline in the United States.
The authors also estimated that a total of 126 "hits" could severely
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damage the "major portion" of U.S. product pipeline transport. The au-
thors concluded:

This number of hits would put the major pipeline transporta-
tion and distribution of products out of service by isolating
general areas served by pipelines down to and including 6-
inch-diameter size. This essentially halts the required sup-
ply of products from the refining areas to the agricultural
and industrial areas. It would not completely eliminate use
of smaller lines within each area. (Goen, Bothun, and Walker,
1970, p. 65).

With respect to alternate sources of transportation for refined
products, the authors analyzed the feasibility of rail transport (tank
cars) and tank trucks to meet the petroleum ti port requirements.
Based on their examination of critical shortage areas--tank cars used
for transport from the Gulf coast to the East coast and Midwest, for ex-
ample--and expected surviving rail and truck resources, the authors con-
cluded that

l thatalternative means of delivery of petroleum products, af-
ter loss of the pipelines, appear to be potentially adequate.
However, the reorganization of the transportation and distri-
bution system would be a formidable task. (Goen, Bothun, and
Walker, 1970, p. 70).

5.9. THE PROCESS CONTROL INDUSTRY

Van Horn and Crain (1975) investigated the effects of nuclear at-
tack on the production of instrumentation devices under SIC code 3821--
mechanical measuring and controlling instruments.* Instrumentation was
emphasized because of its importance as an input to industries critical
to a postattack recovery effort. For example, three important indus-
tries--chemicals and allied products, petroleum refining and related in-
dustries, and electric utilities--accounted for 45 percent of the use of
instrumentation products in the United States at the time of writing.
The authors assessed the effects of a hypothetical attack by examining
blast, electromagnetic pulse and weathering effects from a five-megaton
low air burst. The effects of the hypothesized attack were estimated
for instrumentation manufacturers and instrumentation users.

For instrumentation manufacturers, the authors concluded that manu-
facturers of pneumatic instrumentation devices will not be as severely
affected as those that manufacture electronic instrumentation products.
The reason was that the former are almost totally self-reliant in a man-
ufacturing complex, while the latter manufacturers rely extensively on
outside suppliers for critical inputs. The most significant inputs to

*The scope of their research encompassed production in four other
SIC categories relating to instrumentation. However, they focused their
efforts on SIC 3821 because of its relative importance as an input into
other manufacturing processes.
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the electronic instrumentation industry are other electronic components
such as resistors and transistors which were principally produced in two
regions of the country--northern California and the Boston corridor--
that are themselves vulnerable to a countervalue attack. The authors
conjectured that the support of the electronics industry in the pro-
duction of electronic instrumentation

might present a very real constraint and prevent the re-
initiation of instrumentation fabrication for a period of six
months or longer after attack. (Van Horn and Crain, 1975, p.
8-4).

The prognosis is even more discouraging for instrumentation users.
While pneumatic instrumention is less vulnerable to attack than elec-
tronic instrumentation devices, the growth of technology has spurred
adoption of the latter. For this reason, one of the major recommenda-
tions of the study was to update it:

Because of the rapid adoption of sophisticated, but very sen-
sitive, electronic control systems by critical industries,
consideration should be given to updating the present study
within five years to determine if serious deterioration of in-
strumentation availability following nuclear attack might have

occured. (Van Horn and Crain, 1975, p. 6).

5.10. THE RUBBER INDUSTRY

Block et al. (1979) examined both consumption and production of es-
sential rubber products after a full-scale nuclear war. Included in the
study were the identification of rubber products essential for national
survival, estimates of early postattack demand for these products, iden-
tification of bottlenecks in the production of essential products, the
vulnerability of production processes, and countermeasures to mitigate
vulnerability of the industry. Analysis of consumption in the postat-
tack period was limited to the most essential uses of tires (medium ai'd
large truck tires, off-the-road tires, and tires for agricultural use),
hoses, and belts.

On the demand side, the authors concluded that the production of
medium and large truck tires will be the most important activity in the
industry in the early postattack survival phase because these tires use
proportionately more rubber and their lives will be shortened under
postattack road conditions. The demand for hoses will be important
later on in the recovery effort. The demand for belts will be important
in the early survival and recovery phases because of their use in such
important activities as coal mining, industrial rebuilding, and mechani-
cal power transmission.

For the production of tires, the authors concluded that the avail-
ability of resorcinol formaldehyde used to coat tire cords and plies is
a potentially significant bottleneck. They based their conclusion on
the observation that only one U.S. manufacturer produces the product and
the facilities of that manufacturer are themselves vulnerable to attack.
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For the production of rubber itself, the authors pointed out that
steam is the primary utility service used in production and steam
boilers are vulnerable to attack. Electricity is the second most im-
portant input used to drive high-horsepower electric motors. The elec-
tric motors themselves have long lead-times (28 to 32 months) for re-
placement. Another aspect of the rubber production process that is es-
pecially susceptible to nuclear attack is the instrumentation and con-
trols used in the production processes. Moreover, one of the primary
inputs for rubber production is petroleum which is vulnerable and has no
substitutes in the production process.

L,_J

The authors acknowledged that some of the vulnerabilities associ-
ated with rubber production could potentially be mitigated by government
stockpiles of natural imported rubber. They estimated that two-thirds II
of the early postattack demand for rubber could be supplied by stock-
piles. However, they argued that these stockpiles are themselves vul-
nerable to attack because of their location--primarily on military de-
pots--and their nncentration--70 percent of the stockpiled supply was
in five of fourteen stockpile locations at the time of writing.

5.11. THE STEEL INDUSTRY

Fernald et al. (1963b) examined both the effects of a shutdown
caused by fallout radiation and structural damage resulting from blast
overpressure in the steel industry. The authors studied a large steel
complex in western Pennsylvania to identify bottlenecks in the flow of
materials through an integrated process. Two major conclusions resulted
from the analysis. First, the authors stressed the importance of access
to electric power in the recovery effort--either generated internally or
obtained from commercial sources. They argued that electric power sup-
ply should be the first priority in the recovery effort. Second, they
emphasized the need for advance planning to mitigate the effects of at-
tack:

A most cogent factor in recovery is pre-attack preparation or
shutdown which can preclude considerable damage when properly
managed. (Fernald et al., 1963b, p. 1-1).

In general, the authors were positive in assessing the potential
for recovery in a steel complex:

It is not safe to assume that destruction connotes annihila-
tion in a major industrial complex. Certainly, many physical
structures can withstand blast damage, other than a direct
hit, up to a fairly high level of overpressure. This is dem-
onstrated at the steel mill. (Fernald et al., 1963b, p. 1-1).

McFadden and Bigelow (1966) examined the vulnerability of the steel
industry to a rapid shutdown of operations. The approach used by the
authors was to identify major processing units in steel production and
determine their interdependence both on each other and supporting utili-
ties. Existing emergency procedures were examined and the consequences

52
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of emergency shutdown were determined, using the published literature
and discussions with industry personnel. The authors concluded;

Potential damage from the loss of services or from too rapid a
shutdown could be as extensive as direct blast damage. In-
deed, blast furnaces and coking ovens are subject to essen-
tially complete destruction from explosions in the event of
abandonment or improper shutdown. (McFadden and Bigelow,
1966, p. 5).

The authors estimated that it would take as long as several days to shut
down a blast furnace and several hours for components such as steel con-
vertors and mixers. An orderly shutdown of the industry requires
trained operating crews, uninterrupted electric power, heating sources, N)
and steam. The authors also concluded that the absence of any one of
these supporting services could be as detrimental as the absence of all
of them. Thus, the industry is particularly susceptible to large losses
of productive capacity in the event of an attack that occurs without
prior warning.

5.12. THE TRANSPORTATIUN INDUSTRIES

The purpose of this section is to review studies of the U.S. trans-
portation system in the aftermath of hypothesized nuclear attacks. The
domestic transportation system is composed of railroads, highway trans-
port (cars, trucks, and buses), inland waterways, air, and pipelines.
Studies of the pipeline network were addressed above in the sections on
the petroleum and natural gas industries.

The majority of research on the transportation system in the after-
math of an attack was conducted in the 1960s at the Stanford Research
Institute (SRI). The studies included five transport modes--railroads
[Dixon, Haney, and Jones (1960) and Jones (1961)]; motor trucks [Bigelow
and Dixon (1963)1; inland water transportation [Andrews and Dixon
(1964)1; passenger and cargo air transportation [Crain (1965)]; and pas-
senger transportation systems in general [Ross (1967)]--and an addition-
al study on intermodal freight transportation [Dixon and Tebben (1967)]
that draws upon the other studies. With the exception of the last study
by Dixon and Tebben, the approach used in all of the studies was to seg-
regate the transport system into a number of parts, construct data bases
to characterize the decomposed system, impose a hypothetical nuclear at-
tack on the systems, estimate damage to the system, and assess the via-

bility of the damaged system.

In assessing prior research on the transportation network in a
postattack environment, Hamberg (1969) summarized the problems associ-
ated with evaluating the viability of transportation networks in postat-
tack environments:

This lack of a clear understanding of the postattack society
and its recuperation and recovery goals and schedules pre-
cludes a meaningful expression of the capability of the sur-
viving transportation systems to meet the demands of the post-
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attack period because system capability is highly dependent
not only on the amount, kind, and distribution of its resour-
ces, but also on how it is operated, what it must transport,
where it must move the freight, and when it must move it.
(Hamberg, 1969, p. 7).

Nevertheless, the studies do provide an indication of the severity of
the transport problem in a postattack economy, even if it is under as-
sumed conditions.

For the analysis of each of the five transport modes--railroads,
motor freight, surface passenger traffic, air carriers, and domestic
waterways, four hypothesized attacks were imposed. For the early 1960s,
both counterforce (400 megatons) and counterforce/population (1500 mega-
tons) attacks were hypothesized. Similarly, for attack levels presumed
to be feasible in the late 1960s, a counterforce attack of 19,000 mega-
tons and a combination counterforce/population attack of 23,000 megatons
were hypothesized. The physical effects of the attacks were estimated
using computer programs of the National Damage Assessment Center.

For railroads, Dixon, Haney, and Jones (1960) concluded that the
effectiveness of the system will be a function of the method in which itis managed. This conclusion rests on the observation that substantial

resources required for the operation of the railroad network would sur-
vive. Although no individual component of the railroad network would
universally be a bottleneck, there would, however, be regional differ-
ences in the availability of certain components. Electric power could
be a problem as it will in other industries. Classification yards and
signalling systems are especially vulnerable to nonavailability of elec-
tric power.

In an extension of the railroad study, Jones (1961) examined the
vulnerability of 12 important U.S. rail activity centers. In the ear-
lier study, the U.S. rail transport system was characterized as a system
of 37 nodes or rail activity centers, linked by the major lines of the
25 largest railroads existing at the time. The rail activity centers
represented points of origin and termination of rail shipments. The
twelve activity centers chosen for detailed examination reflect what the
author believed to be the most important centers in the nation and those
thought to experience problems representative of all activity centers in
the aftermath of an attack. The 12 centers span the continental United
States from the west to east coasts.

The attack scenario chosen for study was the early 1960s combined
counterforce/population attack of 1500 megatons. To avoid the problems
associated with guessing at the traffic mix at the rail activity cen-
ters, Jones selected food as the subject of analysis at the centers, be-
cause its postattack requirements can be estimated more accurately.

Jones concluded that physical facilities required for operation of
all of the activity centers--yards and tracks, for example--would be
available under the hypothesized attack. He noted, however, that many
of the individual centers would confront special problems relating to
the transport of food. For example, in Minneapolis and Kansas City, the
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requirements for transporting food could place a restriction on the
transport of other commodities needed in the recovery effort. In Los
Angeles, the relative scarcity of rail lines could pose a significant
problem. The northeast could experience severe problems because of the
loss of through routes. One of the potential problems that Jones was
concerned about was management of food transport, transport of other
commodities, and transport using other modes, especially with the deaths
of top-level management in the railroad industry. He concluded:

for the areas studied, food could be delivered by rail
to within a few miles of nuclear attack survivors . . . The
complexity of the local distribution of a single commodity
demonstrates the need for careful organization and effective
management of transport systems following a massive nuclear
attack, for, in addition to meeting the emergency needs of
survivors, transportation would be required to support a re-
construction program. (Jones, 1961, p. 11).

Bigelow and Dixon (1963) examined aspects of U.S. motor truck
transportation, including personnel, roadways, vehicles, supplies, and
facilities. The authors concluded that, given even the most serious
hypothesized attack, a large portion of physical resouces would survive
the attack. One of the most serious problems confronting the industry
would be the loss of personnel due to fallout radiation. The authors
estimated that, if adequate fallout shelters were provided for workers
in the industry, 1.3 times as many workers would be available following
the early 1960s counterforce/population attack. The corresponding
figure for the late 1960s counterforce/population attack was 2.7. For
the supply requirements of the industry such as spare parts and tires,
the authors were concerned that the loss of manufacturing capacity for
these items could prove to be a significant bottleneck within a few
months following an attack.

Andrews and Dixon (1964) examined the vulnerability of four com-
ponents of the U.S. dom-stic water system--personnel, vessels, ter-
minals, and waterways. A number of features of this transport system
make it relatively more vulnerable to attack than other industries.
These features include the characteristics of the waterways per se,
bridges that span waterways, dams and locks on the waterways, and the

concentration of personnel in the industry. The authors concluded that
the most vulnerable aspect of the inland waterway system to an attack
with cities as targets is the system's "tree" network. That is, given a
blockage at one point in the system, theie is no way for vessels to cir-
cumvent that blockage. Related to this point is the fact that bridges,
dams, and locks are highly vulnerable to an attack on population centers
and their destruction poses a threat to closing down the transport
network. Skilled personnel--longshoremen, management, and technical
staff--in the industry are also highly vulnerable to an attack on popu-
lation targets because of their relative concentration in a few major
port cities. Similarly, because of their concentration, deep-water ter-
minals are vuln-r rble to an attack cn cities.

On tlh .- , ,nd, an attack with defense facilities as the primary
targets wc d ca little damage to the inland waterway system. Be-
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cause of water depth and waterway width, fallout would not pose a sig-
nificant obstacle in postattack vessel movement. However, even with
little physical damage in certain types of attacks and relative immunity

to fallout radiation, the authors concluded that inland waterway trans-
portation is of little use for population maintenance in the immediate
recovery period because most of its Lapacity is devoted to bulk volume
movements--petroleum products, for example--and conversion for use in
transporting relief supplies could not be accomplished very easily.

Crain (1965) studied the air transportation system. The singlemost
important conclusion of the study was that both commercial aircraft not

in flight and support facilities for aircraft operations (maintenance
facilities, spare parts) are located in large metropolitan areas which
are especially vulnerable to population-related attacks. Aviation in
general, however, is widely dispersed throughout the country and, there-
fore, is not as vulnerable to any type of attack. The problem with gen-
eral aviation, however, is that lack of adequate planning could prove to
be detrimental in an industry that is dispersed and diffuse. Coordina-
tion could pose a significant problem in postattack recovery.

Ross (1967) examined U.S. passenger transportation by all modes of
transport. Included among the transportation modes considered were pas-
senger trains, commuter rail, rail rapid transit, intercity and city
buses, and private automobiles. The scope of the research included (1)
developing an inventory of vehicles (automobiles, buses, and trains) and
facilities (roads, streets, highways, and tracks), (2) examining capa-
bilities of the system based on observed characteristics of the modes,
and (3) discussing elements of the system that are most vulnerable to
attack. Because of insufficient funds, a detailed damage assessment un-
der various attack scenarios was not conducted as in the other SRI
transportation studies. The vulnerability analysis was limited to pas-
senger transportation vehicles because these physical facilities were
discussed in the Dixon, Haney, and Jones (1960) rail study and the Bige-
low and Dixon (1963) motor truck study.

With respect to the vulnerability of vehicles, Ross concluded:

The vulnerabi'ity to damage by blast effects and thermal radi-
ation does not appear to be significantly different for auto-
mobiles, buses, and rail passenger cars. The protection pro-
vided passengers from fallout radiation is significantly dif-
ferent for the different vehicles. This is particularly true

if expedient shielding is provided. (Ross, 1967, p. 5).

The authors further pointed out that automobiles provide the least pro-
tection from fallout and rail passenger cars the best.

In addition to these six studies on five transport modes, Dixon and
Tebben (1967) analyzed intermodal freight transport, drawing extensively
from the six studies. The authors examined the problems associated with
transferring transport loads from one vehicle to another and between a
vehicle and a terminal for seven categories of goods--bulk liquids, bulk
friables, heavy unit loads, palletized cargo, containerized cargo, loose
cargo, and refrigerated cargo. To reduce the dimensions of the study,
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the authors limited their analysis to the city of St. Louis. The focal
point was to delineate the preattack movement of the seven classes of
commodities and, given the destruction hypothesized in the attack sce-

narios, provide alternative transport of these commodities, both by dif-
ferent carrier modes and different r~utes.

Hall conducted studies of the local transportation systems in San

Jose, California [Hal! (1968)] and Albuquerque, New Mexico [Hall (1967)]
as part of the Five City Study. The approach taken by Hall was similar
to that taken in the earlier transportation studies at SRI. An in-
ventory of physical facilities in the two cities was compiled and the

capabilities of the transport system after the hypothesized attacks in
each of the cities were estimated. The transport functions and facili-
ties considered by Hall were freight movement by railroad and truck; lo-
cal and suburban public passenger transportation by rail and motor vehi-
cle; airports; private automobile travel; and warehousing. Waterborne
commerce was considered only in San Jose because there are no navigable
waterways in the Albuquerque area. The assessment of transport viabil-
ity in both areas was based on the survival of traveled throughways, ve-
hicles, facilities, supplies, and trained personnel.

In the San Jose area after a five-megaton airburst over Moffet
field in the southern part of San Francisco Bay, Hall concluded that the
survival of traveled ways, facilities, and personnel would be sufficient
for the transport system to function, but the presence of debris would

hamper the functioning of the former two. For vehicles, Hall concluded
that railroad cars and motor vehicles would survive in sufficient quan-

tities, but, because of their concentration, general aviation aircraft
were more vulnerable. The most significant constraint on the function-
ing of the transport system would be the availability of fuel.

The conclusions for Albuquerque in the aftermath of a five-megaton
airburst over Sandia base were similar except that, since aircraft are
more dispersed in the area, they are less vulnerable and the required
personnel to operate the system may not survive in required proportions.

In the review of transportation research conducted by Hamberg
(1969), the author recommended further research on the vulnerability of
both multimodal national transportation systems and regional systems.
The first study was conducted by Hamberg and Hall (1970). They devel-
oped a framework for analyzing the vulnerability of the national trans-
portation system. The second study was conducted by Hamberg (1971). He
examined the vulnerability of the regional transportation network in the
state of Louisiana and 13 counties in Mississippi.

Hamberg and Hall developed a methodology to evaluate the vulnera-
bility of transportation systems. The approach included data collec-
tion; determination of capacity and capability of the system by trans-

port mode; damage assessment; integration of modal systems into a total
system; determination of requirements for the system; and evaluation of
options to reduce vulnerability. rn the second study, Hamberg developed
data for the highway and rail transport modes in the Louisiana-southern
Mississipi area.
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In a later study at the University of New Orleans, Brite and Segal
(1976) evaluated the transportation network of the Louisiana-southern
Mississippi region which was the subject of Hamberg's 1971 study. Brite
and Segal characterized a transportation network as a series of triads
for each transportation mode. A triad consists of inputs, outputs, and
thruputs. Inputs are the people or goods to be transported by class and
location. Outputs are the transported goods by class and destination.
Thruputs are the conduit which transforms inputs into outputs. They in-
clude vehicles, control facilities, terminals, and routes. Additional-
ly, there are crossflow elements which are used in conjunction with
thruputs to transform inputs into outputs. Those crossflow elements in-
clude fuel, personnel, and supplies. The authors demonstrated the use
of their conceptual design in one experiment by computing criticalities
using hypothetical data. Criticalities were defined as the ratio of re-
quirements for transport to the capabilities of the system to transport
them. In another experiment, the authors developed a systems model com-
prised of nodes, transport modes, and transport requirements at each
node to simulate flows of goods.

Faucett (1976a, 1976b) examined existing transportation models to
determine their compatibility with the needs of civil preparedness plan-
ning. His conclusion was that the models were constructed primarily for
transportation development planning and, consequently, do not fit the
needs of emergency planning. He concluded that efficient scheduling
models were needed for aircraft passengers and cargo, intercity buses,
the railroad network, the intermodal railroad/water network, and the
pipeline network. He recommended development of an interregional input-
output model that incorporates production and consumption by region as
the best approach for handling interregional freight transport schedul-
ing. He recommended a two-tier input-output model in which the first
tier would represent regional activity and the second tier would reflect
subregional activity.
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6. INSTITUTIOAL INFRASTRUCTURE

6. 1. INTRODUCTION AND SUARY II
The purpose of this chapter is to review prior research on institu-

tional aspects economic recovery in the aftermath of a disaster. After
a summary of prior research, the discussion will turn to a more detailed
examination of the contributions of individual studies. The chapter is
divided into five areas: (1) economic organization and stabilization;
(2) the monetary system; (3) the fiscal system; (4) damage compensation;
and (5) a historical analogue--the reconstruction of Germany following
World War II. Although there is a considerable degree of overlap among
the first four sections, the discussion has been organized in this man-
ner for reasons of expositional convenience. Also, the classification
of topics makes no distinction for the severity of the disaster; that
is, geographically localized disasters versus generalized disasters.
However, the distinction is readily evident from the context of the
research.

As was the case with studies of the physical infrastructure of the
postdisaster economy, the majority of prior research on institutional
issues has been focused on recovery from large-scale disasters resulting
from a nuclear attack. The literature on institutional issues associ-
ated with localized disasters resulting from natural phenomena has em-
phasized damage compensation. Concisely, the majority of authors have
argued that a comprehensive system of disaster insurance is much pre-
ferred to the present ad hoc approach of compensating for losses.

In contrast to prior research on the physical infrastructure in the
aftermath of a nuclear attack, there have been relatively few substan-
tive studies conducted on the institutional infrastructure in a postat-
tack environment. The consequences of this gap in the literature for
economic recovery have been underscored by contributing authors over the
past three decades.

For example, Cavers (1955), writing in the early years of the nu-
clear age on institutional issues associated with nuclear war, con-
cluded:

the problem (of nuclear attack) has been unfortunately
conceived largely in terms of physical arrangements. Even the
most far-reaching of our non-military defense planning ef-
forts, Project East River, devoted virtually no attention to
problems of legal and economic organization. Indeed, of its
263 recommendations, only one in my opinion fits into this
category. . . (Cavers, 1955, p. 131).

Furthermore, in their comprehensive research on the vulnerability
of the nation as an entity to nuclear attack, Dresch and Ellis (1966)
stated:

some of the most important effects of a massive attack
may not come from the direct effects on property and capacity
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but from the indirect effects on institutions and attitudes.

(Dresch and Ellis, 1966, p. 11)
Moreover, in assessing research undertaken on the postattack economy,
Dresch and Ellis concluded:

Past studies of industrial and economic vulnerability have
gone into detail in the analysis of surviving capacity, the
requirements for repair, conversion, and reconstruction of
capacity, the allocation of facilities and other resources,
and the feasibility of meeting alternative schedules for econ-

omic support and recovery. The attention devoted to institu-
tional and organizational aspects of recovery management, how-
ever, has been hopelessly limited. (Dresch and Ellis, 1966,
p. 117) (Emphasis supplied).

Finally, writing more recently on prospects for recovery from nu-
clear attack, Greene, Stokley, and Christian (1979) concluded in part:

The major unanswered questions deal with human behavior, so-
cial and political disorganization, and the restoration of a
functioning economy--all questions not of physical resources,
but of 'management.' (Greene, Stokley, and Christian, 1979,
p. v).

In summary, almost without exception, published research on insti-
tutional issues associated with a postattack economy has been specula-
tive or superficial, generally lacking an analytical basis. Although
the most prominent institutional problems that are likely to arise in a
postattack environment have been defined, there is a need for more rig-
orous analysis of management and control measures, monetary issues, a
system of taxation, and war damage compensation.

Concisely, approaches to economic management and organization in a
postattack environment can be bounded on one end by complete national-
ization of all economic resources with total central control and, at the
other extreme, by total reliance on the market mechanism to allocate
surviving resources. A multitude of resource management approaches,
characterized by various degrees of governmental intervention, lie with-
in these bounds. The types of intervention include partial nationaliza-
tion--the nationalization of food reserves, for example--and various de-
grees of intervention such as rationing, wage and price controls, allo-
cation schemes, and government allotments.

The literature on economic organization and stabilization in the
postattack economy has addressed the spectrum of control and stabiliza-
tion possibilities. Winter (1968), for example, concluded that, without
adequate budgetary allocations in the preattack planning period--to both
formulate a detailed plan and ensure the protection of management re-
sources to implement the plan in the postattack economy--the only viable
function that Lhe federal government can serve in the postattack economy
would be to re-create the monetary system, property rights, and the le-
gal system. In Winter's view, total nationalization of resources for a
period of time in the aftermath of attack is appealing because a system
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of "disaster socialism"--economic activity by government fiat--would
make it unnecessary to immediately rebuild economic institutions. How-
ever, the inadequacy of budget appropriations eliminates this alterna-
tive from consideration.

Other contributors to the literature have also questioned the abil-
ity of the federal government to directly control all economic resources
in the postattack period. The participants in P&nel D of Project Harbor
on postattack recovery [National Academy of Sciences (1963)] eliminated
direct controls from consideration as a postattack management alterna-
tive because the U.S. system of resource allocation does not lend itself
well to building expertise in central management of the economy. In
their view, the information required to manage the economy is not cen-
tralized, but dispersed throughout the economic system.

Another critical factor in eliminating centralized control by the
Federal government from consideration is the importance of resource al-
location in the period immediately following an attack. Dresch (1964,
1965), for example, developed a detailed master scheduling system that
could be used by the federal government in managing the postattack eco-
nomy. The scheduling system would involved coordination between a cen-
tralized authority--the Recovery Production Agency--and regional re-
covery management ager.cies. However, Dresch (1968b) later abandoned
this system because of its unwieldiness in the most critical period of
recovery--the first two months immediately following an attack.

If centralized control is infeasible, the critical question then is
what type of resource management system should be adopted in the postat-
tack envivjnmtnt. Sobin (1970), for example, argued that, although cen-
tralized contri-I has historically proved inefficient, reliance on a free
market ec:no-w liav be ill-advised because of the wild price fluctuations
that ;4 almos ;-l°..n1; result from the disproportionate destruction
of r.oources. Seje:al Euthcrs have addressed the pricing problem. Win-

cer (1966), for exampie, 6rgued that the federal government could pro-
vie price signals to a market-based postattack economy. The price sig-
nals could result from futures markets or some other innovative approach
such as advisory prices or selective price guarantees.

Therefore, both total centralized control and total reliance on the
market mechanism have not been viewed as viable solutions to the postat-
tack management problem. The most common theme running through the lit-
erature is that reliance on the market mechanism, augmented by select
government intervention, should be the basis for the Federal govern-
ment's planning. However, many authors have argued that a general sys-
tem of wage and price controls, rationing, and allocation which was used
in the reconstruction of Germany after World War II should not be ap-
plied to a severely damaged economy. As discussed in the last section
of this chapter, the policies of repressed inflation and commodity con-
trols in Germany immediately after the war were counterproductive. Sus-
tained economic growth occurred only after the system of wage and price
controls, rationing, and allocation schemes were lifted.

A recurring theme in the literature is that the Federal government
should restrict its activities to intervening in specific sectors of the
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economy and rebuilding the economic institutional infrastructure. Good

candidates for select intervention or control are supporting sectors--
electricity, transportation, and natural gas, for example--because of
their importance in the recovery effort. Economic institutional pro-
grams include creative use of monetary and fiscal policy.

Two potential institutional problem areas in a postattack economy
requiring innovative solutions are excess purchasing power and a lack of
funds for investment. In one scheme advanced by Dresch (1965), excess
purchasing power would be eliminated through the tax system by diverting
resources to investment rather than consumption goods. Under the plan,
a program of forced savings through the issuance of investment certifi-
cates would be implemented. The investment certificates would be used
to finance capital reconstruction. Another innovative proposal by Win-
ter to provide incentives for savings is a deliberate policy of high in-
terest rates.

The excess purchasing power problem could also be resolved through
monetary reform. A number of authors have advocated a "blue money" pol-
icy in which a new scrip would be issued to replace the "greenback" at
an exchange rate sufficient to eliminate excess liquidity in the econo-
my. Other authors have discussed the need for backing the new currency
with either gold or food supplies to ensure its functioning as a medium
of exchange. Still other authors have speculated that multiple curren-
cies will be required--at the state or federal reserve district level,
for example--because there potentially could be a lack of confidence in
a national currency.

With respect to postattack monetary policy, Winter argued that a
deliberate policy of rapid inflation could restore solvency in the pri-
vate sector. Rapidly increasing prices would tilt the debtor-creditor
relationship in favor of the debtor and at least restore the paper sol-
vency of the economy. Winter maintained that a policy of rapid infla-
tion in concert with a private market system unencumbered by price con-
trols would not lead to the abandonment of the established currency as a
medium of exchange.

In a postattack economy, tax policy is also very important. Taxes
can be used to redistribute wealth. A system of progressive income
taxes, for example, can accomplish this purpose. The tax system can al-
so be used to provide incentives or disincentives in various sectors of
the economy. These incentives can be used to influence investment or
production. The tax system can also be used to influence consumption.
Excise taxes, for example, have been historically imposed to curtail
consumption of various commodities. Taxes can also be used to influence
the supply of inputs in production. In the postattack environment, the
system of taxes will have an important impact on the amount and type of
labor services offered to producers.

Authors discussing a postattack system of taxes have emphasized the
need to use the tax system for directing resources into investment and
away from consumer goods. Although a number of tax types have been sug-
gested for consideration (a national sales tax, a value-added tax, pro-
gressive income taxes, estate taxes, capital gains taxes, taxes on
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wealth), a comprehensive and consistent program of taxation has not been
offered in the literature. One of the fundamental disagreements has
been over the use of steeply progressive income taxes. It has been ar-

gued that progressive taxes are a valid means to redistribute wealth.
On the other hand, some authors have argued that progressive taxes would
stifle economic growth. To these authors, the redistribution of wealth
should be handled outside of the tax system.

Not unrelated to the distribution of wealth issue, an approach to
war damage compensation has received much attention in the literature.
Critical considerations include questions of equity and efficiency. On
the one hand, it has been argued that compensation for war damage may
hamper economic efficiency, especially in the immediate postattack per-
iod. On the other hand, others have maintained that damage compensation 2
is necessary to ensure the support of the population in the recovery ef-
fort. Because of this, the majority of authors have advocated some type _

of compensation program on both altruistic and pragmatic grounds, witt
the stipulation that it be implemented with the least disruption to the
recovery effort.

Various types of compensation programs have been advanced in the
literature. Hirshleifer (1954) outlined a war damage insurance program
based on economic incentives that would induce the dispersion of assets
and, hence, reduce economic vulnerability. A combination insurance-
direct compensation program has also been advocated. Other authors have
emphasized the need to develop a compensation policy in the preattack
period because all other postattack planning--taxation policy, for ex-
ample--hinges on the plan. The Federal Reserve Board's proposed Asset
Validation Equalization Corporation (AVEC) has been given much atten-
tion. Under the AVEC proposal, government securities would be issued in
compensation for destroyed assets to ensure at least the paper solvency
of the economy. Other authors have emphasized the need for better pre-
attack documentation of assets to ensure proper accounting in the post-
attack economy.

6.2. ECONOMIC ORGANIZATION AND STABILIZATION

Three of the most prominent themes in the literature on economic
organization and stabilization have been (1) a critique of the federal
government's presumed role in postattack economic recovery, (2) recom-
mendations for that role, and (3) speculation on measures that the fed-
eral government can implement in the postattack economy to enhance re-
covery prospects. These issues will occupy the discussion in the re-
mainder of this section.

Many of the contributors to the literature on postattack economic
recovery have criticized the Federal government's plans for controlling
economic activity in the event of attack. The object of much of the
criticism has been the National Plan for Emergency Preparedness (hereaf-
ter the Plan)* which evolved out of the principles of economic control

*For a discussion of the evolution of the Plan, see Shaw Livermore
(1968).
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used in World War II. In part, the Plan allows the federal government

to direct and control economic activity in an emergency period. In gen-
era], the primary criticism of the Plan is that it provides no specific
details on what types of control devices are to be used, the responsi-
bilities of government agencies in implementing it, and, perhaps most
important, what forms of control will be established in the event that a
significant portion of the national government does not survive an at-
tack.

Winter (1968) questioned the ability of the federal government to
implement the Plan. Winter made the distinction between

* . . requirements for government action (under the Plan), as

opposed to the capabilities . (Winter, 1968, p. 299).

Under the Plan, the federal government would require an extensive re-

source base to centrally administer the economy--resources that are, in
Winter's view, not adequately ensured of survival after an attack.

Similarly, Sobin (1970) also criticized the Federal government's
approach to management in the postattack economy. Among others, one of
his primary concerns was the lack of planning to timely identify who
should control private productive assets in the aftermath of attack.
Based on his assessment of postattack problems, he concluded in part:

It seems clear that there is a serious economic management
problem. It is not possible now, and may never be possible,
to provide an accurate estimate of the percentage by which
less than perfect management degrades the potential perfor-
mance of the economy after a nuclear attack. It is clear,
however, that this percentage is significant under present
plans and consideration should be given to ways that might re-
duce it. (Sobin, 1970, p. 12).

In evaluating prospects for recovery from nuclear attack, one of
the recommendations of Greene, Stokley, and Christian (1979) was that
research must be undertaken to develop a new plan to replace the current
Plan, which they characterized as inadequate. Recognizing the large
range of uncertainty surrounding attack levels and potential damage to
the physical infrastructure, they advocated flexible strategies that
would be contingent on various attack scenarios. In their view, a cru-
cial part of the planning process should be a detailed definition of the
functions of all levels of government in the postattack recovery
process:

The objective of this research would be to examine this con-
troversy much more closely, looking at the tasks to be done,
the powers and capabilities of the government, the data and
analytical requirements, and so on. A general list of essen-
tial economic functions for government at all levels would be
very useful, partly because it would help terminate what is
believed to be a largely sterile debate over abstract economic
ideology and concentrate effort instead on specific tasks.
(Greene, Stokley, and Christian, 1979, p. 39).
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Laurino and Dresch (1980) recommended that existing resource man-
agement plans should be modified. Moreover, because of the complex na-
ture of the recovery management problem, the authors concluded:

Even a cursory review of the current state of knowledge and
emergency preparation is sufficient to convince one that the

United States cannot currently implement the necessary poli-
cies or measures (for economic recovery). Nor are the current U
direction and scale of efforts likely to provide the capabil-
ity for meeting those needs. (Laurino and Dresch, 1980, p. S-
6). 4

General dissatisfaction with the Federal government's plans for
managing the postattack economy has generated a substantial amount of AK

debate in the literature over the past two to three decades on optimal
postattack organizational arrangements of the economy. Recommendations
for economic organization of the postattack economy have spanned the

spectrum from at least temporary outright nationalization of all surviv-
ing resources to total reliance on a private, decentralized market mech-
anism. Winter (1;66, 1968) has defined that spectrum and, for organiza-
tional purposes, has provided a convenient framework for discussion of
the major issues.

To develop Winter's argument, he views the approach to economic or-

ganization and management in the postattack environment as a dichotomy
between a highly centralized system and a highly decentralized system.
Centralization and decentralization define the bounds on government in-
volvement in postattack economic activity. Under a centralized system,
the federal government would usurp the resource allocation decisions
from the private sector, while those responsibilities would remain with .

the private sector under a decentralized system. However, in his view,
the range of feasible alte.rnatives for postattack economic management
does not span the continuum defined by the two extremes. Indeed, the
two extremes define the only feasible choices from which to choose.
Winter wrote:

the range of possible forms of economic organization
duriig the reorganization period is much more clearly dichoto-
mized between relatively centralized systems depending on com-
pulsion and relatively decentralized systems depending on pri-
vate incentives than is normally the case. (Winter, 1966, p.

425).

Under this dichotomy, the choice of a decentralized system would limit
the federal government's role in postattack recovery Lo economic insti-
tution-building. .

Winter further argued that, because of management resource limita-
tions, the two approaches are not complements to one another:

Thus, the program of direct controls is an expensive and low
priority adjunct of a program of institutional recovery, while
the program of institutional recovery is an expensive, ines-
sential and perhaps counterproductive adjunct of a program of
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detailed planning and direct controls. A choice is called
for. (Winter, 1968, p. 307).

Under the centralized option, Winter argued that the most efficient
approach would be to nationalize all resources other than personal be-

longings ("disaster socialism"). The rationale for this argument is
that nationalization would ameliorate many of the problems associated
with controlling the postattack economy. Nationalization would elimi-
nate many of the important economic institutional problems that are
likely to be encountered in the postattack economy. Nationalization and
total direct government control would preclude the need to re-create a
price system, a medium of exchange, property rights, a banking system,
and the like because all economic activity would proceed on the basis of
government fiat. Resources would be allocated by a central authority
that presumably has knowledge of surviving assets--both physical and hu-
man--and the regional dispersion of those assets.

However, under centralization of economic activity, the government
would be required to direct economic activity at the finest level of de-
tail. In Winter's view, the major problem with this approach is that an
"enormous central bureaucracy" would be required to implement the pro-
gram--a bureaucracy that could be assured of survival in the postattack
environment only with preattack preparation expenditures of enormous
levels.

While recognizing that the second alternative--a decentralized sys-
tem with private incentives--would also require extensive preattack and
postattack preparations, Winter advocated implementation of this alter-
native because

it would be much easier to assure the survival of the
capabilities for accomplishing these tasks, essentially be-
cause no single administrative unit needs to be charged with
elaborate responsibilities . . . not by comparison with the
alternate scheme. (Winter, 1966, p. 427).

Winter's advocacy of limited federal participation in economic re-
covery is, therefore, based on a pragmatic argument. Given both the
historically low levels of preattack budgetary outlays for establishing,
maintaining, and protecting the economic control apparatus and the im-
portance of time in promoting recovery ("The course of postattack econo- 1
mic events is likely to be determined . , . from three to nine morths
after the attack"), Winter argued that the most reasonable choice for
the Federal government would be to concentrate its postattack efforts on
reviving the institutional infrastructure that will afford the private
sector the ability to function. Aspects of this institutional revival
include the dissemination of information to guide expectations; the re- -__

establishment of the legal, political, and monetary systems; and the
restoration of basic regulatory functions, held by government in peace-
time. In Winter's view, any attempt by the Federal government to par-
ticipate directly in the allocation of resources in postattack economic
recovery, without elaborate preattack preparations, would be counterpro-
ductive.
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A number of other contributors to the literature on postattack eco-
nomic recovery, writing both prior and subsequent to Winter, have pro-
vided arguments consistent with Winter's contention. That is, the op-
timal approach to postattack economic organization should not include
nationalization of private resources but should rely on a decentralized
system of resource allocation, supplemented by government involvement in
economic institution-building. The authors include the participants in off
Panel D of the Project Harbor Workshop [National Academy of Sciences
(1963)1*, Brown and Kahn (1964), Quester (1979), and Greene, Stokley,
and Christian (1979). Their arguments will be discussed in turn.

The participants in the Project Harbor Workshop argued that nation-
alizing economic resources would be ill-advised as an appi-ach to manag-
ing the postattack economy. After delineating the features of different
approaches to managing the economy (private ownership with stabiliza-
tion, nationalization of key sectors of the economy, "disaster social-

ism"), the authors concluded that the most extreme form of government
intervention in the postattack economy must be eliminated from consider-
ation:

Historical experience, the ideological bases of American soci-
ety, plus the likely disproportionate damage to the governmen-
tal mechanisms of authority, all combine to indicate the unde-
sirability of generalized disaster socialism as the dominant
postattack economic form. (National Academy of Sciences,

1963, p. 45).

Brown and Kahn (1964) questioned a centralized program of wage,
price, and rent freezes, consumer goods rationing, and direct industrial
allocation schemes in a postattack economy. Although they maintained
that the four arguments used to justify centralized control in prior
wars have merit--equity, inflation control, market breakdowns, and con-
trol effectiveness--they argued that the circumstances in a postattack

world would be drastically different. In their view, one of the most
important differences between a postattack economy and the economies of
prior wars is that the prior ones had a specific "cut-off point" for the
elimination of controls. Since there is no firm cut-off point in post-
attack recovery, the authors argued that

The danger of firmly entrenching central planning as the pre-
dominant mode of economics in the United States would thus be
greatly enhanced. (Brown and Kahn, 1964, Volume Two, p. 6-
31).

Besides the danger of controls becoming entrenched in the American
economy, the authors argued in a manner not dissimilar from Winter that
a centralized system of controls would be impossible to administer be-
cause of the complexity of the economic problems confronting the central

"Winter was a participant in that workshop. Other participants
were Jack Hirshleifer (Chairman), Lloyd Eno, Robert McGinnis, and Oscar
Morgenstern.
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administration. The authors argued that the challenge confronting pre-
attack planning for postattack economic recovery is a formidable one:

The problem of postattack recuperation should be seen as one
of designing programs to avoid the effects of economic con-
trols found critical during the survival stage. Unfortunate-
ly, the great efforts spent in devising schemes for the per-
petuation of these controls may, on balance, hinder rather
than help the recuperation. (Brown and Kahn, 1964, Volume
Two, p. 6-32).

Quester (1979) provided options that should be considered for ac-
celerating postattack recovery. The premise underlying the recommenda-
tions is that the major problem for postattack recovery is that the
United States may not realize its full potential for recovery because of
failures in postattack management. Moreover, recognizing that the re-
quired financial support for adequate peactime planning is not likely to
be forthcoming, he argued that

the best hope for improvement is to look for marginal A
adjustments in our continually evolving peacetime management
systems, adjustments which might contribute substantially to
postattack recovery at little peacetime cost. (Quester, 1979,
p. vii).

Quester was a strong advocate of private enterprise in the recovery
effort. His basic position was that the best strategy for promoting
economic recovery is the restoration of free market conditions. The ap-
proach used in his discussion of postattack options was defining the in-
stitutional environment in which business firms function. Given this
economic setting, he maintained that the major role of the Federal gov-
ernment should be to plan for the reinstitution of that environment.
Only in this way, Quester argued, can recovery be promoted.

Besides the inherent efficiency of a free-market economy, Quester
maintained--like Winter--that, because of the destruction of Federal
management resources and the need for surviving resources to devote ef-
forts to more immediate problems, extensive government intervention in
the postattack economy will not be feasible. The role of the federal
government

should be more selective and less comprehensive, more
tailored for specific opportunities than an attempt to replace
the entire market process with some sort of 'war socialism' or
'disaster socialism' command economy. (Quester, 1979, p. 58).

Greene, Stokley, and Christian (1979) summarized the state of know- 4

ledge on prospects for recovery from nuclear attack. They identified
six obstacles to recovery and proceeded to assess research on each of N
the obstacles, both by reviewing published research and holding discus-
sions with acknowledged experts in the respective fields. One of the
six obstacles identified in the study was economic breakdown. With re-
spect to the management of economic resources, they argued that those
responsible for postattack economic planning should seriously consider
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the substantial problems with central economic control and, therefore,
should rely to the largest degree possible on the decentralized market
economy.

To a large extent, Greene, Stokley, and Christian agreed with Win-
ter's arguments. Recognizing that the capabilities of the Federal gov-
ernment would be limited in the immediate postattack period, they argued
that

there is serious doubt about the usefulness of nation-
wide production plans developed by the federal government, or

how they could be implemented in the early phases of the re-
covery effort. (Greene, Stokley, and Christian, 1979, p, 39).

Other authors have called for more direct participation by the fed-
eral government in postattack economic activity. Hirshleifer (1965)
speculated that, at least in some areas of the postattack economy, the
government will be engaged in some form of direct control. Brown and
Yokelson (1980) discussed the merits of some form of nationalization in
various phases of the recovery effort. Dresch (1964, 1965) and Laurino
and Dresch (1980) called for extensive government participation in the
postattack economy, short of total nationalization of resources.

Hirshleifer (1965) speculated that the federal government will con-
trol a number of vital resources in the postattack environment (informa- .. ,

tion being one of the most important) and, therefore, presumed that

there will be a national government engaged in some kind
of overall regulation of the eco- -ic system . . (Hirsh-
leifer, 1965, p. 15)

in specific regions of the country that have suffered extreme losses.
The degree of control will depend to a large extent on the phase of re-
covery and level of damage in a particular area, Therefore, some form
of disaster socialism--direction of all economic activity by fiat--may
be unavoidable in the initial period after the attack (the population
maintenance phase of recovery). However, he did not advocate national-
ization as the solution to economic resource management problems:

. .. quasi-military rule will prove to be unavoidable for the
damaged areas in the emergency phase, to be gradually relaxed
as physical hazards abate. In the undamaged areas, and in
private productive activity in general, new forms of govern-
ment intervention will be found necessary. (Hirshleifer,
1965, p. 19).

Brown and Yokelson (1980) considered policies that could be im- -'

portant in facilitating economic recovery in the context of both their
feasibility of enactment and the amount of research undertaken on their 9
effectiveness. They considered 25 topics relating to both mobilization
during an international crisis and reorganization after a nuclear at-
tack.
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With respect to the management of resources, Brown and Yokelson

suggested a policy of at least temporary nationalization to manage re-

sources during a period of international crisis. They based their argu-

ment on several presumed features of the economy during the crisis per-

iod. Included among these features were the private incentive to hoard

important stocks of critical materials, the inefficiency of various con-

trol mechanisms (rationing and allocation schemes, for example), prob-

lems with large profit and losses in the private sector, and the poten-

tial ability to use nationalized resources as support for a currency.

Under this policy option, management of the nationalized economy

would have dual centralized/decentralized features. The management sys-

tem would be characterized by Federal control--providing guidelines and

goals--and local control of existing assets, with the existing private-

sector management structure acting as agents of the Federal government.

The key feature of the proposal is decentralized management. Brown and

Yokelson concluded:

. . .our present belief is that during a nuclear crisis, na-

tionalization without provision for decentralized management
would probably constitute a serious mistake. (Brown and Yo-
kelson, 1980, p. 23).

Brown and Yokelson's proposal for nationalizing resources encompas-

ses the crisis period and would not necessarily continue over the entire
recovery period. They argued that the relationships established between

the Federal government and "paragovernment" managers in the crisis per-
iod could possibly serve as the basis for economic management during the
early reorganization period before reversion to a private system of own-
ership:

if nationalization were reasonably effective preattack,
it could be extended into the postattack reorganization period

to help form an operating basis for an effective surviving
government before being dismantled in favor of private owner-
ship. (Brown and Yokelson, 1980, p. 34).

Dresch (1964, 1965) proposed a system of national scheduling and

selective economic intervention to control and manage the postattack
economy. Four circumstances in the postattack world dictate abandonment

of a purely free-market solution to postattack economic problems: (1)
drastic shifts in demand from traditional consumption sectors to defense

and survival goods; (2) disproportionate damage; (3) disruption of mar-
ket and distribution arrangements; and (4) the need for very rapid ad-

justment to the three changes. While Dresch argued that the restoratio.

of a free market is important,

The restoration of a system of markets and prices must be par-

amount among recovery goals, not merely to preserve familiar
institutions, but to restore the most effective mechanism ever

developed for expressing value preferences (Dresch, 1965, p.
2),
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he maintained that, because of the aforementioned characteristics of the
postattack economy, a free market pricing mechanism must be supplementedeconomy a

with a series of controls in the immediate postattack period:"I

the condition of the market and pricing system will

greatly affect the efficacy of various types of control; and
indeed the major purpose of some controls will be to facili-
tate, supplement, or substitute for the normal operation of
the competitive market. Postattack recovery will require in-
tegrated development of pricing policy and other specific con-
trols in a package of mutually consistent components.
(Dresch, 1965, p. 5).

Dresch dismissed centralized control as "hopelessly unwieldy", but ar-
gued that strong, central policy guidance is a necessity in the early
postattack economy.

In a later report by Dresch in collaboration with Laurino fLaurino
and Dresch (1980)], the same emphasis on government intervention was re-
iterated. With respect to government involvement in industrial recov-
ery, they observed:

Following a heavy attack on industry, the Federal Government
may have to 'manage' the economy much sooner than is currently
believed possible. At the very least, the Federal Government
must be able to marage the production and consumption of es-
sential products early in the postattack period. (Laurino and
Dresch, 1980, p. S-6).

Furthermore,

Some of the countermeasures that are part of industrial strat-

egies would require government control and acquisition of pri-
vate property on a scale not heretofore envisioned. Consider-
able government efforts would be required during the planning
and implementation phases to assure that the process is as
equitable as possible and that the long term consequences to
recovery are acceptable. (Laurino and Dresch, 1980, p. S-8).

In summary, the general theme permeating the literature on economic
organization and stabilization in the aftermath of nuclear attack has
been thr importance of relying on the private market mechanism for allo-
cating -sources. Indeed, authors who have speculateu that nationaliza-
tion of economic resources may be required in some localities or over
some time period--lirshleifer (1965) and Brown and Yokelson (1980), for
example--have acknowledged the need to return to the price system as
rapidly as possible. However, most of the contributors to the litera-
ture have also acknowledged the need for different levels of government
to take an active participation--to varying degrees--in managing the
economic system. Although the role of the government in economic man-
agement is interpreted somewhat differently from author to author, a
general theme is that a system of wage, price, rationing, and allocation
controls that have been used during prior wars are not necessarily ap-
propriate in a postattack environment.
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For example, the participants in Panel D of the Project Harbor
Workshop on issues related to the social and economic aspects of a post-
attack recovery program [National Academy of Sciences (1963)] felt that
the economic stabilization approaches used in World War II have had un-
due influence on the Federal government's planning for recovery from nu-
clear attack. They argued that the relevant historical analogue is not
the economy of the United States but the reconstruction of the economies
of Germany and Japan in the aftermath of World War II. Among other fac-
tors, the authors cited a lack of economic managerial skills as a reason
for not imposing World War Il-type control measures on a postattack eco-
nomy:

the skills required for government control of economic
functions, such as how to ration, when to grant a price in-
crease, whether to force an enterprise to close down, or al-
ternatively to continue unprofitable operations, are not ac-
quired in peacetime in our predominantly private-enterprise
economy. (National Academy of Sciences, 1963, p. 44).

Writing a decade and a half after the Panel D Workshop, Greene,
Stokley, and Christian (1979) also argued against using control mecha-
nisms of the type used during World War II. After discussing the fea-
tures of control mechanisms used in World War II, the authors concluded:

Conditions would be quite different following a nuclear
war...The problems of the government would be much different
than they were in the early 1940's and 1950's when it was a
matter of setting goals and waiting for industry to file (Con-
trolled Materials Plan) requests. Unfortunately, much of the
thinking about resource allocation is based on our successful
World War 1I experience. Standby plans and orders to rein-
state the system are in the emergency books waiting for proc-
lamation by the President. (Greene, Stokley, and Christian,
1979, p. 42).

Given the inapplicability of World War Il-type controls and the limited
capability of the federal government in the postattack environment, the
critical question to Greene, Stokley, and Christian was how economic re-
sources should be allocated. Calling that problem

a matter of grave concern which has so far received lit-
tle attention (Greene, Stokley, and Christian, 1979, p. 42),

the authors called for a research program to develop effective control
mechanisms.

Given the general disillusionment with the types of controls used
in World War II, several contributors to the literature have advocated
other conventional and somewhat unconventional approaces to government
participation in the postattack economic recovery effort. These authors
include the participants in Panel D of the Project Harbor Workshop [Na-
tional Academy of Sciences (1963)], Winter in Appendix J of the documen-
tation of that workshop, Sobin (1970), Hirshleifer (1965), Quester
(1979), Brown and Yokelson (1980), Dresch (1964, 1965, 1968a, 1968b),
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and Dresch and Ellis (1966, 1968). An overview of their proposals will

occupy the discussion in the remainder of this section.

In general, the participants in Panel D of the Project Harbor Work-

shop [National Academy of Sciences (1963)] recommended a private enter-
prise economy augmented by select government intervention. For heavily
damaged areas, they argued for centralized organization and control in
the immediate emergency phase of recovery. The justification for this
type of intervention is to alleviate physical--not economic--problems I
such as mass feeding, evacuation, and decontamination through a paramil-
itary form of control. For undamaged areas--and after the problems in
damaged areas have been resolved--centralized control of economic re-
sources could not, in the authors' view, be justified. Indeed, the par-
ticipants argued that any attempt to centrally control the economy would
be misguided:

We regard this approach as seriously mistaken. The detailed 1

relevant information distributed among all economic agents can
never be perfectly funneled into the center; also, even a per-
fect centralized plan could not be executed by scheduling hu-
mans to perform tasks like machines--the problem of providing A
incentives would still have to be faced. (National Academy of
Sciences, 1963, p. 46).

The authors argued for a privately owned and managed economy aug-

mented by a set of limited controls imposed by the Federal government.
Included among these controls would be restrictions on purchasing power
in place of more traditional types of controls used in World War II
(material allocations, wage and price freezes, and consumer rationing).
Also, the authors argued for a large government role in key industries--
interregional communication and transportation, as examples.

With respect to recovery, the authors conceded that, besides all of

the uncertainties associated with nuclear attack (targeting and a pro-
tracted conflict, for example), economics and the other social sciences
do not lend themselves well to exact answers. Therefore, they proposed
a set of programs that are flexible enough to accommodate a wide array
of conceivable postattack situations:

There is urgent need for research into the functioning of so-
cial and economic systems under severe stress, with special
attention to the problem of social control with damaged admin-
istrative mechanisms. (National Academy of Sciences, 1963, p.
46).

In an appendix to the Project Harbor study, Winter [National
Academy of Sciences (1963), Appendix J1 proposed some unconventional ap-
proaches to economic control under the assumption that a lack of suffi-

cient managerial resources in the Federal government will limit its in-
volvement to implementing select, strategic controls essential for na- X

tional recovery. Winter's primary concern was developing realistic
price signals for postattack resource allocation. The problem is es-
pecially important in a postattack economy because relative prices that
existed immediately preceding an attack will not be realistic after
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large-scale and disproportionate destruction of economic resources.
Winter discussed three possible solutions to the problem: (1) establish-
ment of futures markets; (2) government-determined advisory prices; and
(3) selective price guarantees.

Winter's proposed system of futures markets would, at a minimum, 4
encompass commodities which are essential for survival. The rationale
for the system of futures markets is that a relatively uncontrolled free
market economy in the aftermath of a nuclear attack--the assumption on
which Winter bases his proposals--does not have a built-in mechanism for
intertemporal and intercommodity resource tradeoffs that would ensure
investment in the highest priority sectors. Futures prices would pro-
vide signals for the current period allocation of resources to their
most urgent and productive uses.

In the absence of futures markets, Winter argued that the Federal
government should somehow assure that proper price signals are guiding
investment. One approach would be for the government to establish un-
enforced control prices or "advisory prices." The prines would be based
on an assessment of damage to productive resources and would have the
advantage of at least placing a relative value on the stock of critical
inventories. Here again, the purpose of providing price information
would be to ensure that investment decisions are guided by an estimate
of realistic relative prices.

Another possible approach for ensuring investment in critical
industries in the absence of a functioning price system would be for the
government to guarantee the price of crucial commodities. This would

alleviate the problem of making investment decisions based on uncertain-
ty of future prices.

Besides suggestions for developing realistic price signals to guide
the allocation of resources, Winter argued that the Federal government
should actively participate in at least three other areas of the post-
attack economy. First, Winter argued that supporting industries--trans-
portation, electric power, communications, water and sewerage systems--
are logical candidates for government intervention. Am"ong the reasons
advanced for control of these industries, Winter argued that they are
important for the effective operation of other industries and their
large capital requirements with relatively long construction lead times
could pose problems in reconstruction.

Second, Winter drew an analogy between a postattack economy and the
problems confronting developing economies in their attempt to divert re-
sources from current consumption to investment at a period of time when
consumption is at a very low level. One of the possible solutions to
guiding the economy away from current consumption is a deliberate policy
of high interest rates. Although Winter acknowledged the inevitability
of high interest rates in a postattack economy because of the normal in-
teraction of market forces, he argued that the level of interest rates
will have little effect on investment decisions for securities that were
in existence prior to an attack. Therefore, he proposed the creation of
new types of securities to attract investment. An example is a low-de-
nomination, short-maturity, negotiable "purchasing power bond."
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Third, Winter addressed the problem of equity versus efficiency in W
the distribution of essential survivor commodities. Inequitable distri-

bution could lead to social discord that would hamper recovery activi-
ties. On the other hand, misguided attempts at eqiiitable distribution _E
of essential commodities would be an impediment to production. As an

example of the latter, Winter argued that price controls on essential
commodities could establish prices at a level that would dampen incen-
tives to produce these goods. In this circumstance, a more efficient
solution may be to issue ration stamps so as not to hamper production of
essential commodities.

In a critical assessment of the Federal government's plans to con-
trol the postattack economy, Sobin (1970) was concerned with the govern-
ment both usurping the power of the private sector to allocate resources
and allowing the private sector to function unrestrained. On the one
hand, resource allocation decisions made by government agencies are in-
herently inefficient and any attempt to improve the control mechanism
would be fruitless. On the other hand, reliance on the market mechanism
would not be an attractive alternative either because Sobin envisioned
problems with the length of time that it would take relative prices to
provide the proper signals in a market economy:

Conceivably, there could be a period of wild price fluctuation
with potential producers unable to predict with any confidence
what the prices will be at the time their production plans ma-
ture. During such a period, there could easily be surplus
production of some items and insufficient production of some ;4
other items for which there is plenty of capacity. Such mis-
calculations occur to a significant extent even under the rel-
atively stable conditions of peacetime; they would be much
more serious and widespread immediately after a heavy nuclear
attack. (Sobin, 1970, p. 12).

Unfortunately, Sobin did not prescribe specific solutions to the eco-
nomic management problems that he foresaw in the postattack economy.

As discussed above, Hirsh]eifer (1965) argued that nationalization
of resources may be unavoidable in severely damaged areas at least
through the population maintenance phase of postattack recovery. How-
evr, for the longer term reorganization and recuperation phases, he ar-
gued that extensive economic control by the Federal government would not ',
enhance recovery prospects. After reviewing the use of World War II-
type controls in Germany and Japan, Hirshleifer concluded:

It seems evident, retrospectively, that much wiser policy II
would have dictated control of inflation by limiting the emis-
sion of purchasing power, without attempt to freeze prices and
economic relationships at unrealistic levels. Indeed, the
real beginning of postwar recovery of each of these countries
was associated with just such a shift. of policy. (Hirshleif-
er, 1965, p. 18).
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Hirshleifer's recommendation for recovery from the large-scale de-
struction of physical and social relationships was focused on attainment
of one goal:

The object here will be to find a way, despite unavoidable
inequities, to liberate private productive energies from the
dead weight of past claims and contractual arrangements.
(Hirshleifer, 1965, p. 19).

To accomplish this, Hirshleifer cautioned that government intervention
beyond what was used in World War II will be required. The new forms of

intervention that Hirshleifer discussed were (a) the guarantee of pri- -

vate transactions with financial institutions; (b) emergency credit; (c)
moratoria on various types of property income- and (d) currency reform.
The recommendations all fall short of total government control of eco-
nomic activity and are oriented to reinstitution of the institutional
infrastructure.

Quester (1979) argued that advance planning by the Federal govern-
ment should be concentrated in four areas that will facilitate re-
creation of the proper institutional infrastructure for the operation of
a private enterprise economy: (1) the communication system must be re-
stored as rapidly as possible; (2) alternative banking arrangements must
be instituted; (3) a monetary system must be established; and (4) com- M

modities and securities markets must be restored as quickly as possible.

With respect to the government's role in the recovery effort, Ques-
ter emphasized that it should be restricted to areas in which there is a
severe misallocation of surviving resources and lack of government in- rA

tervention and coordination would lead to precipitous price increases.
In part, he concluded:

The optimal solution for the government, even when considera-
tions of justice and of need are taken into account, may thus
sometimes be to let prices find their own level in the general
reconciliation of supply and demand, while trying to make sure I
that supply is adequate for most sectors and trying to secure
control and ownership of some important commodities as part of
establishing a 'currency' of sorts, to maintain its overall
authority. (Quester, 1979, p. 57).

As discussed above, Brown and Yokelson (1980) argued that a possi-
ble solution to the postattack recovery problem would be to nationalize
private resources during a period of international tension and possibly
to extend that type of control into the recovery period. However, in
the event that nationalization is not relied on to solve the economic
management problem, the authors maintained that wage, price, and rent
freezes that were used in other wars would not necessarily be appro-
priate in the aftermath of nuclear war. The Federal government should
not implement stabilization policies because, among other reasons, they
would not have time to be effective in the immediate aftermath of an at-
tack. They concluded that an appropriate policy is one which recognizes
that stabilization measures should be developed spontaneously at the
local level:
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one suggestion that appears to be worthy of considera-
tion would be for the federal government to avoid trying to
set postattack prices, wages, rents, or other methods for set-
tlement of debts, contracts, etc. To a large extent, effec-
tive postattack procedures might best be improvised--probably
first at local levels. However, if the federal policy is to
be effective and acceptable, postattack, it would need to pro-
vide some guidelines which indicate the eventual amount of
support that the national government itself would offer.
(Brown and Yokelson, 1980, p. 40).

Dresch and Ellis (1966) developed a qualitative model of U.S. so-
ciety to identify institutional problems that could arise in the after-
math of a nuc ar attack. In contrast to previous system studies, the U
emphasis of their analysis was not only on the physical infrastructure
of the economy, but also on the institutional infrastructure--both eco-
nomic and sociopolitical institutions. They characterized U.S. society
as a large system, composed of three broad, interacting subsystems: an
economic system, a political system, and a sociocultural system. They
further disaggregated these three subsystems into 23 institutions that
ccmprise the institutional infrastructure of the United States. Using

this systems analysis approach, the authors identified both inputs and
outputs to the interacting subsystems to isolate the indirect effects of
a hypothesized nuclear attack on society. Unfortunately, as the authors
acknowledged, the results were speculative because of the nonrigorous
characterization of the interacting subsystems.* That is, insufficient
knowledge of the precise quantitative relationships between various
facets of the subsystems proved prohibitive in deriving specific conclu-
sions. However, the authors concluded that damage to the institutional
infrastructure may be more of a problem in the postattack environment
than destruction or impairment of physical resources.

In a subsequent study, Dresch and Ellis (1968) focused their at- Ii
tention on the consequences of the impairment of six institutions in the

postattack economy--four economic institutions (solvency, money and
credit, business management, and normal business channels) and two poli-
tical ones (legislative imbalances and election machinery). These six
institutional aspects were selected for detailed analysis because of
their importance in postattack recovery and the fact that they are more
amenable to detailed research.

Based on their analysis, Dresch and Ellis concluded that postattack
management of economic resources is the singlemost important factor in
economic recovery:

*In two subsequent reports, Dresch (1969a, 1969b) developed a pro-
totype or pilot quantitative representation of the economic subsystem.
Although the model could be used to simulate varied aspects of postat-
tack recovery, the focus in the two reports was on fiscal problems. $*-

Concisely, the model was a nine-sector input-output representation of
the economy that characterized production relationships using a Cobb-
Douglas production function and explicitly modeled final demand on the
basis of variables theorized to influence sectoral demand.
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The principal threat to national viability even under the most
adverse circumstances appears to be the possibility of misman-
agement of early rehabilitation and recovery efforts. (Dresch
and Ellis, 1968, p.4)

However, the authors argued that it is difficult to develop a management
plan for postattack recovery because of the uncertainty of conditions in
the postattack environment. Therefore, they called for a flexible plan
for economic recovery with implementation details determined in the
postattack period.

One of the organizational problems that they addressed was rela-
tionships among the various levels of government. For economic matters,
they evaluated the role of government in a free market economy. Recog-
nizing that controls can have a "disturbing influence on the economy,"
they nevertheless concluded that the nature of the problems confronting
economic management necessitates controls never before experienced in
U.S. history:

These and other rigidities or anomalies would force a vast in-
crease in the involvement of government in economic matters.
Moreover, the relationships among federal, state, and local
governments would be very different from their normal charac-
ter. Business would be heavily affected by government regula-
tion in unprecedented ways; this regulation would come from
all levels of governmental authority. (Dresch and Ellis, 1968,
pp. 43-44).

Dresch (1968a) reiterated the necessity of direct government in-
volvement in the economic recovery effort. Although he recognized that
the severity of the economic recovery problem would vary with the level
of attack, he argued that economic problems would be pervasive in any
type of attack. One of the underlying problems would be a sudden shift
in demand across the economy which would blur cost relationships and,
therefore, would pose problems for the private sector in choosing among
alternative business strategies. These circumstances would lead the
Federal government to intervene in the economy (price freezes,
rationing, emergency allocations) which, in turn, would increase uncer-
tainty in the postattack economy.

In this setting, because of the detailed, localized nature of the
economic problems that the country would confront, Dresch concluded that
all levels of government must necessarily be involved in the recovery
process:

A federal echelon is essential to preserve national interests,
a local echelon is essential for practical management deci-
sions, and a state echelon is essential for political reasons.
(Dresch, 1968, p. 370).

Moreover, repeating the theme of his earlier work that rigid organiza-
tional planning for postattack recovery is not desirable in the preat-
tack period, he further concluded that more research is required on the
postattack manangement problem:
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Present insights into probable postattack conditions must be

sharpened considerably before organizational and informational
requirements can be determined adequately, and this is a legi-
timate concern of postattack research in the preattack period.
(Dresch, 1968, p. 371).

In an earlier two-part study, Dresch (1964, 1965) discussed both
the features of a national production scheduling system and select gov-
ernment intervention in the economy in the postattack period. In
Dresch's view, management of the economy should be based on integrating
federal and local responsibilities. Economic decisionmaking would re-

side at the local plant level. The production decisions would be con-
sistent with national planning developed by a proposed Recovery Produc-
tion Agency (RPA).* One of the characteristics of this management I
scheme would be a national information system--a master scheduling sys-
tem--in which the primary purpose would be to report information on pro-
ductive capacity and material flows. In Dresch's view, the system
should be composed of two levels of scheduling--a Federal level central
scheduling agency (CSA) and 509 disaggregated state economic areas
(SEAs). The CSA would be responsible for preparing master production

schedules and for coordinating those plans with the various SEAs. The
latter would presumably have direct access to information on industrial
activity in their respective regions. The CSA would report to the RPA. a

Dresch envisioned that the interactions of the SEAs, CSA, and RPA
in terms of providing master schedules for production levels in the eco-
nomy would determine the overall goals of the economic system. However,
he argued that other types of intervention would necessarily be re-
quired:

the imperfections in the market mechanism and in the

scheduling system would require supplementary controls of far
more detailed character than ever attempted before in the U.S.
economy. (Dresch, 1965, p. 2).

Besides rationing and price controls, Dresch argued for government
intervention to ameliorate problems in other areas of the postattack en-
vironment. Included among these areas were transportation and communi-
cations systems; use of labor; aid to heavily damaged regions and indus-
tries; housing-related aid; reconstruction of some industrial facili-
ties; the reorganization of distribution; and establishment of the fi-
nancial basis of the economy.

With respect to rationing and price controls, Dresch argued that

they are inevitable in general and inescapable for certain essential

•Dresch does not argue that the RPA should be a separate and dis-
tinct institution from the federal agency responsible for emergency pre-
paredness (at the time of writing, the Office of Emergency Prepared-
ness). Rather, his point is that an institution empowered to direct the
overall performance of the economy must be established--the OEP with
additional responsibilities, for example.
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commodities. However, Dresch cautioned against their use in a manner
inconsistent with other types of controls:

The need is thus for integrated development and implementation
of the whole system of controls to avoid conflicts and incom-
patibilities not desired for checks or balances. (Dresch,
1965, p. 32).

Dresch argued that price controls and an associated rationing
scheme should not be used to control inflation but should be used for
goods that must necessarily be distributed equitably over the surviving
population (survival goods) and for goods that are limited in supply be-
cause of production limitations imposed by the RPA. Dresch's resolution
of the inflation problem involves limitations on consumer spending--a
system of forced savings, for example. The conduit through which forced
savings would be implemented is the tax system. Under this scheme, be-
sides the normal withholding of income for general tax purposes, an ad-
ditional amount would be withheld for recovery investment. Investment
certificates would be issued that could be converted into government
bonds, corporate securities, or used as direct investment in capacity
expansion allowed by RPA. Since the system of controls would be a tem-
porary phenomenon, the withholding for investment certificates would be
gradually phased out as the need for investment funds became less of a
problem.

In a later work, Dresch (1968b) outlined the features of an infor-
mation system that would be required to cope with the institutional
problems that were identified in his earlier work. For information
flows in recovery management, Dresch amended his master scheduling ap-
proach for directing production in the postattack period. Under the
master scheduling approach, the central authority would have a large re-
sponsibility in directing postattack recovery. In Dresch's revised pro-
posal, he argued that the first two months of the postattack period are
critical for decisionmaking and the time frame is too short for ef-
fective central intervention in local productive activity. Therefore,
he argued that free markets at the local level should be relied on to
guide productive activity. In this scheme, the role of the Federal gov-
ernment would be to control critical materials and major investment de-
cisions.

Other authors have outlined features of management information sys-
tems for enhancing recovery prospects in the postattack period. Massell
and Winter (1961), for example, delineated the design of a postattack
damage assessment system. The scope of the information system was lim-
ited to two types of activities: (1) attack surveillance and (2) re-
source evaluation. In Massell and Winter's view, a damage assessment
system must be able to survive an attack and be integrated into the
postattack decisionmaking process. With respect to the latter charac-
teristic, the authors identified three classes of decisions: strategy,
immediate survival activities, and economic organization.

For the latter type of decision, the authors provided a caveat.
Here, they made a distinction between a highly centralized and decen-
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tralized economic management system and concomitant information require-

ments: I
Thus the requirements for an information system which will

provide guidance for detailed control of the economy are much
more demanding than those for a system which simply provides a r

general orientation. Unless considerable attention is given

ahead of time as to how the information system is to relate to

the decision makers and to the available techniques for con-

trolling the economy, its usefulness in the reorganization
period may be very limited. (Massell and Winter, 1961, p.
49).

Black and Van Horn (1970) devised a program to estimate local pro-

ductive capacity following a nuclear attack. Local efforts at estimat-

ing postattack capacity would be organized within a broader national
context to determine national productive capacity. The procedures de-
veloped by Black and Van Horn included three surveys which would serve
as the basis of the assessment. The first, termed the Orientation Sur-' L
vey, was proposed as a quick on-site assessment of capacity following an

attack and estimates of capacity that would be available after repair.
The Planning Survey, tentatively scheduled to be completed within a few

weeks after the attack, would provide a more detailed estimate of pro-

ductive capacity under various repair scenarios. A Detailed Survey
would provide engineering specifications of the effort required to re-

store a damaged facility.

6.3. THE MONETARY SYSTEM

The two most prominent themes in the literature on the postattack

monetary system are the advantages of issuing a new currency to replace

the prevailing currency in the immediate postattack period--the so-

called "blue money" proposal--and the potential importance of backing a

new currency with an essential commodity--food reserves or gold, for ex-
ample--to ensure its effectiveness as a medium of exchange. Another

theme in the literature is that the Federal government may have to plan

for the use of multiple currencies in the immediate postattack period.
Additionally, Winter (1966) outlined an unconventional policy of rapid

inflation to resolve some of the financial problems in the postattack

economy.

Proponents of a "blue money" approach were the participants in Pan-

el D of the Project Harbor Workshop [National Academy of Sciences
(1963)] and Brown and Yokelson (1980). Brown (1970), Quester (1979),

and Greene, Stokley, and Christian (1979) advocated backing the currency
with a valuable commodity.

The participants in Panel D of the Project Harbor study viewed the

"blue money" proposal as one way of solving the postattack purchasing
power problem. The blue money would be part of a currency reform to

eliminate excess liquidity in the postattack period. "Greenbacks" would

be exchanged for a new currency at an exchange rate sufficient to elimi-
nate excess purchasing power in the economy.
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Brown and Yokelson (1980) argued that the Federal government should
stockpile a currency that can be used in the postattack economy. The
currency would be differentiated from the current greenback. They gave
two reasons for the preattack stockpiling. First, the use of greenbacks
will, in all probability, lead to a rapid rise in the price level. Sec- -'

ond, currency reform is a prerequisite for any type of economic organi-
zation based on market principles.

The authors advocated this approach because it is a relatively in-
expensive preattack preparation that would save time in postattack eco-
nomic management. The "blue money" would be printed preatttack and, in
the postattack period, backed with surviving tangible assets. The cur-
rency would then be used to facilitate any transactions that the Federal
government may want to undertake in the postattack reorganization. Ex-
amples of those activities include war damage compensation, Federal in-
vestment, and credit guarantees.

Depending on the nature of damage from an attack, Brown and Yokel-
son argued that another possible alternative would be to give currency
stockpiling authority to individual states. The rationale is that con-
fidence in the Federal goverment's currency may not be restored imme-
diately after an attack.

In a 1970 study, Brown looked at problems that may arise if the
Federal government did not survive in the postattack period and, al-
ternatively, problems that may not be soluble even if it did survive.
Under the latter circumstance, Brown emphasized the crucial role that
money plays in a "loop of three elements" reorganization effort that in-
cludes (1) money, (2) Federal personnel, and (3) Federal authority. In
part, he argued:

The major problem (and solution) seems to revolve around sound
money. If public confidence can be maintained in the dollar
then the personnel can be kept (through preattack and postat-
tack assurances) and the federal authority would be maintained
by simple provisions of (the existing) continuity-of-govern-
ment legislation. (Brown, 1970, p. 9).

Brown argued that plans must be established to maintain the money- , 0
personnel-authority loop if the Federal government is to be effective in
postattack reorganization. A possible solution would be for the Federal
government to purchase inventories of critical materials to redeem dol-
lars for physical inventories. In this way, the dollar can serve as a
medium of exchange.

Quester's (1979) major concern was that a sound preattack policy
must be developed to avoid the inefficiencies of a barter economy:

Anything that conversely looks and works like 'money' (pulled
out of contingency vaults, having been prepared for just such U
a nuclear emergency), or a return to gold as the basic form of
money, or a desolution into separate state or regional or Fed-
eral Reserve district currencies would be a much better solu-
tion than a reversion to barter. (Quester, 1979, p. 21).
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In a barter economy, Quester argued, any number of very localized cur-
rencies could arise which could facilitate local transactions, but im- 4.

pedr the efficiency of interlocal transactions. Likely currencies to
arise at the local level include the issuance of currencies by indivi-
dual banks or wealthy individuals who survived the attack.

Quester outlined a number of approaches that would increase confi-
dence in a national currency. One approach would be a return to some
type of gold standard. Under this scheme, the Federal government would
announce a value for gold and actively engage in buying and selling it.
The gold could be exchanged for existing Federal Reserve notes or, al-
+ernatively, for gold certificates printed preattack that could be ex-
changed for either Federal Reserve notes or gold. This approach would
require that U.S. gold reserves be dispersed from one central location
to ensure their survivability.

Another approach would be to back a currency with an important con-
sumer good under a prespecified exchange rate. Examples of important
consumer goods include gasoline and food. The two obvious requirements
are that the Federal government must nationalize the commodity or com-
modities backing the currency and printed vouchers must exist, ready for
distribution. Recognizing that there will be a geographically lispro-
portionate destruction of resources, Quester did not eliminate the pos-
sibility that multiple currencies may have to be adopted.

Green, Stokley, and Christian (1979) called for research on money,
credit, and banking in a postattack environment. They argued that the
Federal government will be required to establish a monetary system to

facilitate exchange and speculated that, at least in the early post-
attack period, the government should back the issuance of emergency
scrip with supplies of survival necessities. Gold is a possibility to
back money, but they maintained that the selecth.. of this alternative
may not be optimal because the supply of gold i. limited and gold may
not be amenable to rapid depreciation if that policy is pursued by the
government.

Winter (1966) discussed the question of monetary reform in the con-
text of property rights and solvency.* That is, the approach to post-
attack monetary policy is contingent on the ability of the Federal gov-
ernment to resolve issues associated with both ownership of private as-
sets and disrupted financial relationships in the private sector, caused
by the destruction of real property. Given that the government can at

the very least assure the banking sy3tem's solvency, two issues are rel-
evant: the government's policy with respect to inflation and currency
reform.

*Winter assumed that preattack appropriations to ensure the surviv-
ability of management resources in the Federal government will not be
forthcoming. He also assumed that insufficient managerial resources
will limit the government's role to re-creation of the institutional in-
frastructure of the economy. For further background on this assumption,
see the discussion in Section 6.2 on Economic Organization and Stabil-
ization.
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Winter argued that a "crude but probably quite effective means" to

restore solvency in the private sector is a policy of rapid inflation.
The basis for this argument is that, in a period of rapidly rising

prices, the debtor-creditor relationship becomes increasingly favorable
to the debtor. Thus, a policy of devaluing the purchasing power of the
dollar would facilitate the ability of both firms and individuals to
meet their financial obligations. In this way, economic agents would be
freed from obligations incurred in the past that are unrelated to cur-
rent economic conditions.

Winter dismissed two possible objections to a rapid inflation pol-
icy. First, on the question of the inequity caused by favoring debtors,
Winter argued that

the haphazard patterns of destruction of wealth are al-
ready a cause of tremendous inequity, and the two sources of
inequity may tend to cancel out--at least, they are not simply
additive. (Winter, 1966, p. 430-431).

Second, Winter did not believe that the national currency will be aban-

doned under th's policy. Alluding to Germany's experience following
World War II, he argued that the barter economy that existed in Germany
was not attribufable to lack of confidence in the currency, but to the
system of rationing and controls that was imposed fo' wing the war.

Winter also argued that currency reform could play a significant
role in an inflation policy. He maintained that if a currency reform
were implemented in the immediate postattack period, it might be possi-
ble to avoid rationing consumer goods. This would be possible because
the central authority would have direct control over the conditions un-
der which currency exchange (old scrip for new scrip) would take place.
Thus, the purchasing power of consumers could be controlled. On the
other hand, if currency reform was implemented in a later period, a pro-
gressive system of conversion rates from old to new currency would
ameliorate the inequities produced by the inflationary policy.

6.4. THE FISCAL SYSTEK

As with prior research on the monetary system, very little sub-
stantive research has been undertaken on a postattack fiscal system.
The authors who have addressed issues associated with the fiscal system
have generally emphasized the need for preattack tax planning. It has
been argued that the tax system should the conduit for resolving the in-
equities of the postattack redistribution of wealth, for providing in-
centives, and for diverting current income to investment.

.--4

Winter (1966) cautioned against using the tax system in ways that
could lead to inefficiencies in the recovery effort. He was especially
concerned about using the income tax to redistribute wealth. The prob-
lem with pursuing this policy would be the simultaneous impact on in- '.
centives to work. He argued that a highly progressive income tax, for
example, may increase the incentive to withdraw from productive employ-
ment, in favor of other activities that offer a greater opportunity for
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tax evasion. His solution to this problem is basing the redistribution
of wealth on assets that survive the attack, and not on income earned
over a period of time.

Brown and Yokelson (1980) stressed the importance of taxation for
both redistributing wealth and providing incentives for investment.
With respect to the former, they argued that the use of taxation must
necessarily be more stringent than ever encountered in U.S. history.
They further argued that various types of taxes must be used. Included
among them are proportional and regressive income taxes, estate taxes,
capital gains taxes, and levies on the net worth of both business firms
and individuals. However, they concluded that, because of the relative
dearth of research undertaken in the area, they were not able to provide
specific guidance on the type and degree of taxation:

Studies to define the range of problems and offer recommenda-
tions for possible modes of action are needed at all govern- _
ment levels. These studies should include the possibilities
that the government might tax windfall profits and impound
scarce or critical commodities in order to effect an equitable4
distribution of resources. (Brown anA Yokelson, 1980, p. 56).

For a tax policy to induce investment, they argued that the Federal
government should play a large role in promoting investment. Here
again, while they argued that the Federal government can "offer special
tax inducements" for investment and can discourage the consumption of
luxury goods which would attract resources to undesirable sectors, they
did not offer a specific tax program.

Brown and Kahn (1964) argued that the demand for Federal government
expenditures in the aftermath of a nuclear attack will be enormous. Be-
sides a compensation program for war damage, the government necessarily
must be involved in reconstructing buildings, roads, bridges, hospitals,
educational institutions and the like. To generate revenues sufficient A
to make these expenditures, the government should consider a wide array
of both nontax and tax revenue generating modes. For nontax devices,
the authors proposed implementing a Federal escheat law, managing prof- d
itable enterprises, and selling property to which the government has
title.

For traditional sources of revenue, the authors argued that dis- "
couraging consumption and encouraging investment are primary goals. The
authors maintained, however, that there are problems with a system of
progressive taxation. The system may stifle investment because of the
"bunched income" phenomenon where investors do not initially realize
substantial amounts of taxable income, but then make up for it in later
years. The authors also pointed out that a system of progressive taxes _41

are administratively unwieldy. The authors called for research on a
number of other taxing alternatives. Inrluded among these are a pro-
gressive consumption tax, a federal estate tax, a general sales tax, ex-
cise taxes, and tariffs.

Dresch and Ellis (1968), on the other hand, argued that progressive
withholding taxes must necessarily be enacted in the postattack economy.
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They argued that this tax type is necessary because of the potential
disproportionate survival of unskilled as opposed to skilled and man-
agerial workers. The progressive taxes would be a desirable alternative
to wage controls because of the inefficiency of workers moving into

higher skilled jobs.

Brown (1970) argued that, if some portion of the federal government
survives an attack, the tax system should be used to induce desirable
levels of investment and consumption. He maintained that special tax
inducements should be enacted to stimulate investment and prohibitive
taxes should be imposed to discourage consumption of luxury items. How-
ever, no specifics were offered.

In their proposal for a comprehensive research program to re-
evaluate postattack recovery planning and implementation, Laurino and
Dresch (1980) foresaw significant problems with revenue generation at
local levels because of the decline in property tax revenues and at the
national level due to reductions in individual and corporate income tax-
es. They argued that rates in present tax laws should be revised in the
postattack period or other tax measures such as a value added tax or na- tw

tional sales tax should be implemented.

6.5. DAMAGE COMPENSATION

The issue of damage compensation in the aftermath of both geo-
graphically localized disasters and relatively large-scale disasters has
received much attention in the literature. For a large-scale disaster
resulting from nuclear attack, two issues have dominated the literature.
First, some form of war damage compensation will be mandatory, based on
equity considerations. Second, a specific form of compensation must be "
developed that will not impede economic efficiency. The general theme
permeating the literature on disasters resulting from natural phenomena ".
is that a comprehensive system of disaster insurance is preferable over
q system in which victims are compensated by ad hoc government expendi-
tures. Individual contributions to the literature on damage compensa-
tion in the aftermath of these two types of disasters will be considered
in turn.

Writing at the outset of the nuclear age, Hirshleifer (1954) advo-
cated implementing a national war damage insurance program to compensate
individuals for the loss of assets in the event of a large-scale disas-
ter. The purpose of the national program is to let economic forces re-
duce vulnerability to attack. Insurance premiums based on risk of de-
struction in the event of nuclear attack would be the mechanism used to
reduce vulnerability. That is, by providing differentials in insurance
rates for individuals and corporations based on relative geographical
vulnerability (for example, densely populated urban areas as opposed to
relatively less concentrated rural areas), economic forces would tend to
disperse the concentration of population and economic capacity over a
period of time, resulting in a reduction in national vulnerability.
Hirshleifer concluded:
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from the economic point of view (defining the latter
broadly to take into account questions of equity and adminis-
tration), a plan for war damage insurance, with rate differen-
tiation according to the best estimates available of the risks
bearing upon the insured properties, offers a promising method
for encouraging private expenditures having the effect of re-
ducing the national vulnerability to bombing, while providing
a procedure for compensation of individuals suffering damage
due to enemy action. (Hirshleifer, 1954, p.26).

The implementation of Hirshleifer's insurance program necessarily
involves participation by the Federal government in providing credit be-
cause of the magnitude of the potential losses. Hirshleifer did not
rule out the participation of private companies to issue war damage in-
surance policies, but recognized the need for backing by the Federal
government. While he did not present specifics on the structure of the
premiums other than that rates should be differentiated on the basis of
estimates of risk, he believed that the average rate should be set to
ensure that revenues would cover expected losses, considering the proba-
bility of war. Compensation under the program would not be total.
Hirshleifer argued that individual compensation should be based on rela-
tive destruction (or, conversely, survival) of assets caused by the at-
tack.

Hirshleifer foresaw a number of problems associated with the insur-
ance approach. Included among them are (1) insuring against the econo-
mic consequences of an attack (indirect loss of economic value or prop-
erty) as opposed to tangible property; (2) implementing the plan on a
voluntary or compulsory basis; and (3) problems with defaults or delays
in providing compensation in the event of attack. However, in terms of
private incentives to reduce vulnerability, Hirshleifer argued that an
insurance program based on risk-differentiated premiums is more econo-
mically sound than other alternatives: no insurance with no compensa-
tion; no insurance with compensation; and insurance without differen-
tiated rates based on risk.

In an earlier paper, Hirshleifer (1953) argued that, under assumed
ideal conditions, the economic incentives afforded under a war damage
insurance plan would lead to an optimal effect on national vulnerability
in the sense that it would induce decreases in national vulnerability
where the social gain exceeds the social cost. Hirshleifer wrote:

What is more important is that such a schedule of differential
rates will, through the price system, tend to encourage volun-
tary private actions in the direction of reducing vulnerabil-
ity to bombing. For every possible step in this direction, an
appropriately reduced insurance premium would (ideally) be of-
fered. Clearly rational self-interest would lead to the adop-
tion of all measures such that the private cost of change is
less than the private gain in terms of reduced premiums. When
these conditions apply, we may say that, at least as a first
approximation, the social cost of change (diversion of re-
sources) is less than the social cost (the risk of destruc-
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tion) of maintaining the status quo. (Hirshleifer, 1953, p.
6).

Brown and Kahn (1964) argued that an optimal war damage compensa-
tion program would include both an insurance system and a direct compen-
sation plan. An insurance program, in their view, has compliance prob-
lems. If the system is compulsory, it does not act as an insurance
scheme but merely serves as a tax, with a promise-to-pay from the gov-
ernment in the event of damage resulting from nuclear war. On the other
hand, if it is voluntary, there may not be sufficient incentive to join
the program, thus defeating its purpose. And, there will not be suffi-
cient reserves to compensate for war losses.

Brown and Kahn highlighted some of the more important features of a
damage compensation plan. Like many other authors, they argued, on ef-
ficiency grounds, that a war damage compensation program may impede eco-
nomic recovery. On an equity basis, however, they argued that some type
of compensation program must be implemented to ensure that the surviving
population will support the government.

Given the need for a compensation program, the authors raised a
number of questions with respect to implementing the program. First,
property coverage would be a problem. If the only property covered un-
der the program were commercial and industrial assets, the administra- N

tive burden would be easier. However, if the overall goal of the com-
pensation program is equitable distribution of losses, no case can be
made for excluding private consumer goods and luxury items. Indeed, the
authors argued that, under this criterion, health and life insurance
should be included in the program. Second, the rate of compensation for
war damage loss would be a critical problem. The authors argued that
compensation could be based on the ratio of the value of surviving prop-
erty to the value of property destroyed. The problem with this formula
is the potential drastic change in the relative value of goods and ser-
vices in the postattack economy.

Brown and Yokelson (1980) argued that a war damage compensation

policy is of first-order importance for economic recovery. They con-
tended that a number of other Federal government recovery policies are
directly contingent on the method used to distribute surviving real and
intangible assets:

intelligent planning for a variety of postattack econo-
mic problems cannot be completed unless there is a clear gov-
ernment policy on war damage compensation. (Brown and Yokel-
son, 1980, *. 55).

The authors maintained that a war damage compensation policy can only be -lo
arranged by the Federal government preattack and, because of the im-
portance of damage compensation, should necessarily be included as part
of the Federal government's preattack civil defense efforts. (

Depending on the degree and dispersion of the attack, there will
exist a highly skewed distribution of wealth in the postattack economy.
Brown and Yokelson argued that there is a spectrum of possible solutions
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for ameliorating the inequitable distribution of assets, ranging from a
laissez-faire approach to an approach in which the government appropri-
ates surviving assets. Dismissing the two extrc e approaches as un-
satisfactory, Brown and Yokelson argued for a mixed approach to war dam-
age compensation:

It should be readily recognized that there can be no 'pure'
solution to the question of economic sharing and government
controls in a postattack period, There may well be a substan-
tial 'mix' of schemes representing various possibilities.
(Brown and Yokelson, 1980, p. 53).

According to the authors, the ideal mix would include an integrated plan
of direct compensation, taxation, price controls, and confiscation that
would be consistent with other recovery policies pursued by the Federal
government.

Since no one approach to war damage compensation can be equitable
to all members of society, Brown and Yokelson envisioned an evolutionary
approach to distributing surviving assets. In their view, the initial
plan would be continually revised to ameliorate some of the more blatant
inequities found to exist in the compensation program. The issues of
equity and unfairness, however, must under no circumstances preclude im-
plementing a compensation program.

The authors further cautioned that the effectiveness of a war dam-
age compensation policy is contingent on the survival of the Federal
government. Recognizing that the Federal government may not survive as
an entity after a nuclear attack, the authors speculated that war damage
compensation may become a very localized issue--administered by subna-
tional levels of government--because of the possible fragmentation of
the country into autonomous regions.

One of Quester's (1979) primary concerns with a war damage compen-
sation program was that preattack claims to property could potentially

be a significant impediment to recovery in the postattack economy.
Therefore, he proposed a significant effort to document ownership of
property in the preattack period. He argued that property titles should
be stored in Federal or state vaults to document claims in the post-
attack period.

With respect to equitably administering claims to surviving prop-
erty after an attack, he did not foresee adverse public reaction. What
would prove to be a problem, according to Quester, is a situation in
which the Federal government did not have a plan for redistributing sur-
viving assets.

Unfortunately, Quester did not offer a specific plan for redistri-
buting private wealth. He foresaw a political problem with announcing a
specific war burden-sharing policy in peacetime because of the public's
adverse reaction to nuclear war. However, he felt that the recent trend
toward government involvement in risk sharing (medical insurance andnatural disaster compensation, for example) could provide a sound basisfor getting
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. . . the American business community and public more and more
accustomed to the idea that we are already committed in ad-
vance to a sharing of burdens in the aftermath of any nuclear
war. (Quester, 1979, p. 27).

One of the critical areas needing attention in the postattack per-
iod is ensuring that individual business firms are relieved of preattack
burdens. Quester viewed the two most important economic problems in-
herited from the preattack economy as debts incurred and loans advanced
prior to an attack. Quester dismissed both a moratorium on all debt ob-
ligations--a bank holiday of sorts--and a simple declaration that old
debt is no longer payable. For the idea of a bank holiday, he saw it as
a short-run possibility, but viewed it as inadvisable in the long run.
On voiding all preattack debt, Quester believed that the policy is in-

equitable, confidence-shattering, and a catastrophe to holders of the
debt who would rely on its income for survival.

'A
As alternatives to these two policies, Quester suggested either a

policy of inflation to lessen the value old preattack debt or guarantees
by the Federal government to accept the responsibility for payment of
all debts. The former proposal is simply Winter's (1966) "solvency by
inflation" proposal,* while the latter is similar to the Asset Valida-
tion Equalization Corporation approach proposed by the Federal Reserve
Board.

In recommending research on property rights, indemnification, in-
surance, and debt, Greene, Stokley, and Christian (1979) argued that
these topics are the most important in economic recovery planning. They
maintained that the destruction of equities (paper assets) will be more
troublesome than the destruction of physical property because the
earnings on which the equities are based will be stopped, the value of
the equities will decline, and, in many cases, the equities will be de-
stroyed in the attack. On the other hand, there will be windfall gains
in geographical areas that suffer relatively little damage.

The authors further argued that government planners dealing with
these issues face tradeoffs in the reconciliation of property rights.
The tradeoffs involve questions of efficiency and equity. They wrote:

Questions of equity are seemingly pitted against considera-
tions of efficiency. Questions of equity appear to demand im-
mediate and widespread redistribution of surviving assets,
while questions of efficiency would appear to argue against
redistribution. Other considerations argue for immediate na-
tionalization of productive assets, among them the need of the
government to insure political control and revenue. (Greene,
Stokley, and Christian, 1979, pp. 39-40).

Laurino and Dresch (1980) questioned the government's planning for

loss equalization. Although they recognized that policy statements have
emphasized considerations of efficiency in comparison with equity, they

*Winter's proposal was discussed in detail in Section 6.3.
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believed that more attention needs to be devoted to guiding business
decisions. They argued that even if most of the decisions regarding
loss equalization were left to the recovery period,

guidance is still required in peacetime with respect to
the kinds of documentation and authentication of losses that
will be needed to support claims and record offsetting wind-
fall gains. (Laurino and Dresch. 1980, p. 7).

In discussing the preattack role of the federal government, Brown
(1970) argued that the government must establish a war damage compensa-
tion plan, even if the plan is not totally equitable. He argued that
without a plan there would be a tendency for individuals and private
institutions to build up stockpiles of cectain supplies--both in the

preattack and postattack period. At this point, Brown argued, it would
be very difficult for the authorities to relieve those stockpiles from

the hoarders. Eventually, the situation would lead to violence.

In discussing the Federal government's role in establishing a free
market economy, Winter (1966), stated:

The first and most crucial problem is whether there can be a

reasonably quick clarification of the question of which indi-
viduals are free to operate or dispose of what property.
(Winter, 1966, p. 428). 5

For business firms, he called the Federal Reserve Board's Asset
Validation Equalization Corporation (AVEC) an "imaginative tool" for
coping with the problem of business firm bankruptcy in the postattack
environment. The AVEC approach would assure the paper solvency of the ON
euonomy by replacing the value of destroyed assets with a corresponding
amount of AVEC bonds. The balance sheet problem of insolvency, there-
fore, would be ameliorated under this plan.

Many of the same issues that arise in the context of war damage
compensation after a large-scale nuclear attack are applicable to com-
pensation for damage in the aftermath of a more localized disaster, such
as a flood, hurricane, or earthquake. For example, on the basis of ef-
ficiency and its contribution to a reduction in vulnerability of econo-
mic resources, Hirshleifer argued that a national system of war damage
insurance in operation over a period of years with premiums based on
risk of location would produce the "optimal" dispersion of resources and
provide a means for compensating loss in the event of nuclear attack.
Many commentators on compensation for damage caused by floods have ar-
gued--in a manner similar to Hirshleifer--that a national system of
flood insurance with premiums based on risk of location would accomplish
something similar in that the premiums would provide incentives for
location or relocation to areas less likely to be damaged by floods. It
would also provide a compensation mechanism that does not rely on fed-
eral government appropriations for disaster relief.

There is no area in the relatively sparse literature on the eco-
nomics of natural disasters that has received as much attention as the
question of Federal aid versus disaster insurance to compensate for
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losses of life and property. Kunreuther and Fiore (1966) argued for a
comprehensive system of private insurance for all types of natural di-
sasters. Coverage for every natural disaster would be included in one
single policy. They argued that three types of insurance systems should
be considered for implementation. First, the policy could be made com--
pulsory by the Federal government. Premiums would be based on the risk
of living in certain areas of the country. Second, disaster insurance
premiums could be included as part of a mortgage and handled jointly by
the mortgage company and the insurance company. Third, coverage for di-
sasters which the private sector has not historically insured--flood
damage, for example--could be included in the extended coverage clause
of insurance policies. The authors conceded that all of the proposals
have disadvantages, but they are alternatives to be considered in the
place of relying on the appropriation of large sums of Federal aid to
ensure that victims of a disaster, not covered by private insurance, are
compensated for their losses.

Kunreuther (1968) summarized the economic effects of a comprehen- Y

sive system of disaster insurance:

Comprehensive disaster insurance should lead to a much more a
efficient allocation of resources in the future and eliminate
the inequitable effects of the current system of federal aid
to the private sector. By forcing individuals to bear the
full risk of living in an area where previously they were sub-

sidized after experiencing bad luck, we are suggesting a defi-
nite structural change in policy. (Kunreuther, 1968, p. 162).

In a later study devoted to the short- and long-term effects of the
1964 earthquake in Alaska, Dacy and Kunreuther (1969) again called for a
comprehensive system of disaster insurance:

Some form of disaster insurance based on risk provides a means
of protecting individuals before the unexpected happens, thus

obviating the need for large-scale Federal relief. At the
same time, unwise development of disaster-prone areas should
be curtailed. (Dacy and Kunreuther, 1969, p. 230).

They offered three primary reasons for a disaster insurance system.
First, Federal aid is contingent on the classification given the area--
"disaster area," for example--and any special congressional legislation
enacted in the aftermath of the disaster. The system is inequitable.
Second, the system of disaster aid frequently benefits the gambler at
the expense of the cautious individual. Third, Federal aid does not en-
courage relocation away from disaster-prone areas. Therefore, the
present disaster compensation approach has the tendency to encourage
more Federal aid in the future.

Kunreuther (1973) argued for a comprehensive system of disaster in-
surance by attempting to show from analyses of the San Fernando earth-
quake in 1971, the Rapid City flood in 1972, and Tropical storm Agnes in
1972 that disaster insurance is better for both the homeowner and the

Federal government than direct Federal disaster relief. Kunreuther
viewed the reliance on Federal assistance in the form of low-interest
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loans and grants as providing the wrong incentives for alleviating the
problems of damage compensation in the aftermath of natural disasters:

The cost of repairing damage from natural disasters is now be-
ing treated as a public responsibility. The general tax-payer
is being burdened with an increased role in the financing of
recovery for those caught by misfortune despite the availabil-
ity of insurance, of sites in less hazard prone areas, and of
construction methods that will reduce losses. (Kunreuther,
1973, p. 1).

Although Kunreuther embraced the general concept of disaster insurance,
one of the problems he saw in implementing a program would be the ques-
tion of whether coverage is compulsory or voluntary.

Using another approach, Kunreuther (1978) reported the results of
interviews with 2055 households in 13 states prone to floods and 1006
households in California that are prone to earthquakes. The purpose of
the interviews was to ascertain why so few homeowners purchased flood or 

I

earthquake insurance when it was available. Kunreuther concluded:

Our results strongly suggest that the consumer is the source
of market failure. It thus may be necessary to substitute
other institutional mechanisms for the free market if indivi-
duals are to be protected against the consequences of low pro-
bability high loss events. (Kunreuther, 1978, p. 244).

Baumann and Sims (1978) also attempted to ascertain why individual
households do not participate in private flood insurance programs. To
this end, they undertook a study of the adoption of flood insurance in
two flood-prone communities in Texas. The results of their research
suggested that three factors are important in flood insurance adoption:

The insured homeowner is he who has suffered damage from a
flood, who enjoys a relatively higher social class position,
and who is internally-oriented, that is, feels that the ef-
fects of the future on him are determined by his own current
behaviors. (Baumann and Sims, 1978, p. 195).

In assessing research on natural hazards, White and Haas (1975) al-

so argued for a system of disaster insurance. However, they cautioned
against developing a system that has improper incentives embodied in it: 7%

It is abundantly plain that insurance, if provided on a wholly
subsidized basis, or on a basis that does not distinguish de-
grees of risk, would exacerbate rather than reduce the na-
tion's difficulties with natural hazards. An insurance plan
with uniform premiums which took no account of differences in
risk would encourage continued or greater occupation of haz-
ardous areas. A system which would be so heavily subsidized
that the individual policy owner regards the premiums as in-
significant would also have the effect of enlarging the prop-
erty and population subject to hazard if premiums were sub-
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stantially below subjective expected losses. (White and Haas,

1975, p. 218).

A number of conceptual studies have also been undertaken on various
aspects of the disaster damage compensation issue. Lewis and Nickerson
(1984), for example, examined optimal levels of self-protection from di-
sasters, considering risk and the technology employed to protect against
them. Li, Page, and McKelvey (1984) examined the dissemination of price
information by insurance companies as a measure of information related
to consumers on natural hazards. Marshall (1984) examined the optimal
level of insurance to protect against natural hazards.

6.6. HISTORICAL ANALOGUE: GERMANY IN THE AFTERMATH OF WORLD WAR II

The purpose of this section is to discuss the impacts of economic
control mechanisms used in reconstructing Germany in the aftermath of
World War II. Although there is no perfect historical analogue for both F
the scale of destruction and disruption likely to be experienced in the
aftermath of a nuclear war, it is anticipated that some of the economic
problems encountered in reconstructing a severely damaged economy such
as Germany will surface in a postattack environment. Examining these
problems--and the approach used to resolve them--can provide a frame of
reference for postattack recovery planning. While the experiences of
other nations in the aftermath of a large-scale disaster may be relevant
to the discussion, it was felt that Germany faced a wide enough array of 'I

economic problems in the aftermath of World War II to serve as the mostappropriate analogue.*

The economic policy pursued by Nazi Germany during the course of
World War II and by the Occupying Powers after the war was repressed in-
flation. During the years immediately preceding the outbreak of World
War II and during the conduct of the war, economic decisions in Germany
were increasingly centralized. All production decisions were controlled
by agencies of the government. An elaborate system of controls was es-
tablished to allocate the raw materials used in manufacturing. Invest-
ment was also controlled by the central authority and investment in eco- .\
nomic activity not related to the war effort was disallowed by the cen- -
tral administration. Moreover, through a system of financial controls,
the private sector was virtually forced out of capital markets, relegat-
ing the financing of capital expansion to retained earnings. This elab-
orate industrial control mechanism was supplemented by a comprehensive
system of price controls enacted in November, 1936. In essence, all

Many other authors have argued that a study of prior disasters can
be very beneficial in illuminating economic problems that may arise in a
postattack environment. The participants in Panel D of Project Harbor
[National Academy of Sciences (1963)), for example, argued that, besides
postwar Germany and Japan, divided Italy behind the lines could be used
as analogies also because in the three situations " the problem was
to put the pieces of a shattered mechanism together again, amidst dam-
ages, social disruption, and general confusion." (National Academy of
Sciences, 1963, p. 44).
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prices for goods and services were placed under the jurisdiction of the
central authority.

The economic policies pursued by the Nazi regime during the war led
to a dramatic decline in per-capita consumption, caused by diverting re-
sources into war-related production, and an increase in liquidity in the
economy. Turek (1969) estimated that real per-capita consumption in
Germany declined to an index rating of 70.5 in 1944 from a base-year
level of 100 in 1938. Turek also estimated that purchasing power accum-
ulated during the war years led to a situation in which in 1944 it was
5.7 times greater than current private spending. This contrasts with
the experience of the U.S. economy, where liquid assets only accumulated
to 1.3 times current spending over the same time period.

Eucken (1948) argued that a centrally directed economy in Germany
both prior to the war and during its duration did not result from de-
liberate German planning, but was a phenomenon that evolved out of the
full employment policy pursued by the Nazi regime in the 1932-1933 per-
iod. That policy was manifested in an expansion of the money supply,
which eventually led to the imposition of direct controls on prices in
1936 to thwart inflationary pressures. As war became imminent, cen-
tralized control of the economy expanded because of the desire to direct
an increasing amount of economic resources into armaments production.
Although centralized control citaracterized the German wartime economy,
economic resources were owned by the private sector. On the functioning '

of the wartime economy, Eucken observed:

The interesting point is that in Germany the means of produc-
tion remained predominantly in private ownership, and farms
and factories alike continued to belong mainly to private in-
dividuals and companies. But the private owners could only
dispose over their means of production to a limited extent.
There was widespread requisitioning of industrial stocks,
which were only released for definite purposes consistent with
the central plan. We can say, in fact, that for the economic
process as a whole, it was not the plans and actions of indi-
vidual businesses and households that were decisive, but the
plans and orders of the central authorities. (Eucken, 1948,
p. 80).

The cessation of hostilities in Europe and the Potsdam Conference i_
held in the summer of 1945 led tn reorganization of Germany into four
zones, each of which was administered by one of the allied victors.
Three principles were to underly the functioning of the German economy
during reconstruction. First, war-related production was to be in-
capacitated. Second, the German standard of living was not to exceed C
that of other European nations, with production limited to approximately
three-fourths of the 1936 level. Finally, countries that were damaged c
by Germany were to be compensated from German national wealth. The eco-
nomic principles for German recovery were, however, abdicated by Britain

and the United States in July of 1947 because of the excessive drain
placed on those two nations in supporting the German recovery.
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With respect to economic organization and stabilization of the eco-
nomy, the occupying powers continued the elaborate system of controls
that were used by the Nazi regime during the war. The system of ration-
ing was continued. Food and raw material coupons were issued to con-
sumers and manufacturers, respectively. The system of wage and price
controls was continued. However, in many respects, the system was more PA"
rigid than that imposed by the Nazis during the course of the war be-
cause price adjustments were not allowed if they directly affected wage
levels. Mendershausen commented on the implementation of price controls
across the four occupation zones:

Within the various occupation zones, the implementation of the
price stop policy showed much similarity in form but variation
in substance. The Russians used the price squeeze as a means
of making private business unprofitable. They exempted from
German price law the Soviet corporations that they set up in
their zone. In the American zone, price policy was dominated
by a 'hold-the-line' spirit in the absence of any strong busi- 4.

ness pressure. The French followed an equally rigid approach
while the British vacillated between a Treasury approach of '

curing inflationary pressure by price increases and a poli- X'
tical preference for price-wage stability, the result being a
somewhat laxer price stop. (Mendershausen, 1949, p. 648).

Under this price control policy, prices were established by fiat -.

and generally no attempt was made to adjust the legal ceiling prices to
realistic levels determined by economic forces. The system of price
ceilings was quite effective. Mendershausen observed:

Price control during the first three years of occupation was
surprisingly effective. There was a great deal of evasion;
but the bulk of the goods changed hands at legal or nearly le-
gal prices. (Mendershausen, 1949, p. 651).

The consequences of the economic policies pursued by the occupying
powers were exacerbated by the excess amount of liquidity in the German
economy. There were two economic forces at work. First, there was
pent-up demand manifested in axcess purchasing power and, second, be-
cause of the rigidity of controlled prices, relative prices were not set
properly. In this set of circumstances, there were no incentives to
produce at realistically low price levels and, consequently, there were
shortages of goods. Because of the policies pursued by the occupying
powers, it has been estimated that between 30 and 40 percent of the in-
dustries in Germany could not price their output at a level sufficient
to recover costs by 1946.

In contrast to other experiences with price controls, there was no _'O
attempt to adjust prices to reflect actual production costs. Typically, -
under a system of price controls, legal prices are adjusted in an at-
tempt to reflect market realities. In Germany, both the price structure
and price levels established in 1936 were virtually carried over into
the postwar period.
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The mismanagement of the German economy in the immediate aftermath

of the war had serious repercussions for economic performance. Turek
concluded:

• . . given the acute scarcity of real goods, the combination
of an excess supply of liquid assets resulting from the re-
pressed inflation policy of the Nazis and a rigid-system of
price and wage controls produced intolerable conditions. The
economic controls obstructed the spending of these excess li-
quid assets; however, they failed to accomplish the more dif-
ficult task of providing adequate incentives for work and pro-
duction for monetary reward. (Turek, 1969, p. 83).

There were three consequences of this economic control system.
They included disincentives to work and produce, abandonment of the mon-
etary system, and leaving the cities to obtain food. Each of these con-
sequences will be discussed in turn.

First, there was a disincentive both to work and produce essential
commodities. The policy of repressed inflation in concert with high
taxes on earned income provided little incentive for an individual to
offer his labor services. This led Turek to conclude:

Coupled with this severe shortage of consumer goods was a
plethora of money. Most people had more money than could be
spent on available goods, and few expected production levels
to rise rapidly enough in the near future to absorb these ex-
cess funds. Hence, there was little incentive to work in or-
der to add to money stocks. An individual could improve his

standard of living by working only long enough to acquire the
money needed to obtain official rations and then by going
absent from work to engage in barter transactions, to plant a
garden, to repair his home, and so forth . . . In addition,
the Allied policy of taxing earned income heavily while
leaving money assets untouched destroyed the public's incen-
tive to work for monetary payment. (Turek, 1969, p. 81).

In contrast to the Nazi regime's dedication to keeping controlled
prices consistent with rising costs of production, the Allies maintained
a very rigid system of price controls to hold down the level of wages.
The inflexibility of prices in concert with other economic factors had a
detrimental effect on production:

• . . costs were rising sharply owing to declines in the pro-
ductivity of labor, scarcities of raw materials, war damage,
and a substantial shift in the composition of output as war
production ceased. As a result many firms were unable to cov-
er costs at official prices. This created a situation in
which the more important a commodity was to the community, the
less likely it became that it could be profitably produced.
(Turek, 1969, p. 81).

Second, there was an abandonment of money as the sole medium of ex-
change. Although it was noted above that the system of legally imposed
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prices was effective in the sense that few transactions violated the
price system, new forms of exchange evolved which superceded the legal
prices. Mendershausen observed:

in the midst of currency, supply and demand conditions
that would certainly have produced price inflation in a market
economy, there remained a fairly high degree of price disci-
pline and stability under price control. But the economic in-
congruity of the situation produced changes in the methods of
distribution, a limited black market and a widespread system
of reciprocal exchanges of goods and services. These changes
took the substance out of the price system and tended to make
it a hollow shell. (Hendershausen, 1949, p. 652).

The black markets that arose as a consequence of the system of con-
trols were not the basic conduit for exchange during the reconstruction
period. Mendershausen estimated that less than 10 percent of trans-
actions were cc -ummated in black markets; that is, transactions at
prices or price equivalents above the legal ceiling prices. Transac-
tions in black markets were primarily for finished products at prices
that Mendershausen estimated were, on average, 50 to 75 times greater
than the legally imposed price levels. In general, business firms only
engaged in black market transactions in emergencies. Households also
did not generally offer labor services in the black market.

However, another form of exchange that superceded the legally im-
posed price system evolved for private transactions. That system in-
volved bilateral exchange for essential goods and services. The reason
for its evolution as the primary means of exchange was that certain
goods and services could not be obtained for money alone but could only
be obtained with an appropriate amount of other goods and services.

In industry and trade, a form of bilateral exchange--termed compen-
sation trade--was one of the primary means of exchange. Estimates of
the volume of tra:sactions under th.*s system have ranged from a third of
all transactions to more than 50 percent. Lutz (1949) characterized the
system as follows:

• . . individuals and business firms acquired most of the com-
modities they wanted by exchange against commodities they had
to offer, and a whole series of exchanges were sometimes nec-
essary to obtain the desired commodity. Every firm had spec-
ialists, called 'compensators', on its staff. If, for exam-
ple, cardboard for packing was needed, the compensator might
be obliged to barter the plant's own products for typewriters,
the typewriters for shoes, and the shoes for cardboard. All
this was not only illegal but involved tremendous costs. In
one case known to the present writer five long trips by a com-
pensator were required to obtain a case of special varnish,
whereas formerly a postcard dropped into the post box would
have been sufficient. (Lutz, 1949, p. 122).

As Mendershausen pointed out, the system of bilateral exchange was
not limited exclusively to pure barter transactions. Money entered some
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of the transactions as both a standard of accounting and a means of pay-
ment. Mendershausen provided an example:

For instance, the going rate for the widespread bilateral ex-
change of cement for coal was one ton of coal for one ton of
cement. At legal prices, one ton of coal was the equivalent
of one-half ton of cement. The balance due the cement pro-
ducer at legal prices would usually be settled in money. That
was for bookkeeping purposes chiefly. (Mendershausen, 1949,
p. 656).

The system of bilateral exchange had the expected effects on indus-
trial output. Turek summarized the effects:

The necessity of devoting large amounts of time to arranging
bilateral swaps further reduced productivity and raised pro-
duction costs. At the same time, it resulted in distortions
in the composition of output that favored unessential goods,
thereby intensifying the scarcity of necessities. (Turek,
1969, p. 81).

Bilateral exchange was not limited to the industrial sector of the
economy, but also characterized relationships between management and
labor. Similar to the relationships in industry, laborers would not of-
fer their services unless they were compensated at least partially in
kind for their services. The goods received as a result of productive
activity were, in turn, used as bargaining elements in further barter or
bilateral exchange transactions. As discussed above, this was partially
a manifestation of the excess liquidity in the economy where goods--and
not the medium of exchange--were in short supply.

Third, related to the other effects, Germany experienced what
Hirshleifer (1963) has termed the "generalized disaster phenomenon" that
is characterized by the "trekking" of people living in urban areas to
the countryside in search of food. Based on analysis of economic recon-
struction following several historical disasters, Hirshleifer identified
this phenomenon as a common characteristic resulting from ill-advised
economic policies pursued in the aftermath of disasters. The basic fea-
ture of the phenomenon is a scarcity of food attributable to the disin-
centive to produce it. While governments may adopt different policies
to cope with the phenomenon, the incentives built into the system en-
courage abandonment of urban areas in favor of food-producing regions.
In postwar Germany, a system of quotas for mandatory delivery of food to
cities was established. However, the system was not effective and did
not prevent pervasive "trekking" to the countryside for food bartering.
Mendershausen summarized the German experience:

The city people hiked to the villages with an assortment of
hardware, textiles, tobacco and personal possessions and bar-
tered them for food. In this trading, money played almost no
role at all. City people also worked as farm helpers for the
food and whatever living quarters were available in the crowd-
ed villages. (Mendershausen, 1949, p. 657).
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Economic controls were terminated in June, 1948 at which point an
economic reform program was initiated. Securities such as bonds and
mortgages were converted at a rate of 10 Reutschmarks--the old unit of
exchange--to one Deutshce mark--the new unit. For currency, demand de-
posits, and savings, the exchange rate was more than 15-to-l.* The ef-
fect of the reform was to liquidate the excess purchasing power in the
economy. For international trade purposes, the exchange rate of the
Deutsche mark was pegged at $0.30 in terms of the U.S. dollar.

In conjunction with the currency reform, the authorities relaxed a
number of other economic controls. Price and rationing controls were
abandoned or substantially relaxed. Business and personal taxes and
property taxes were reduced.

The effect of the monetary reform was immediate. The monetary sys-
tem was reestablished and goods reappeared in ztores. The combination
of less money available for transactions on the part of consumers and
the need for currency by producers led to both the offering of more
goods in the market and the incentive to work on the part of the popula-
tion. Economic growth after the June 1948 reforms was astonishing. The
increase in production from June 1948 to December 1948 was estimated to
be more than 50 percent in the bizonal area occupied by Britain and the
United States. The monetary reform in concert with the abolition of
most price controls by November 1948 reestablished an effective system
of relative prices that provided proper market signals for production.

Lutz summarized the effect of the June 20, 1948 currency reform:

The immediate effect of the reform was startling. On June
19th, a Saturday, not a single article could be seen or had in
the retail shops. On June 21st the shops were full of goods:7i
housewares, textiles, cameras, etc. These stocks had been Vo
withheld, because with the knowledge that the reform was immi-
nent, no trader wanted to sell against RM and be left with RMe
balances. The supply of goods in the retail shops, which had

never been large since the end of the war, had completely
dried up in the months preceding the reform. The scarcity of
money in the first week forced the hidden inventories on to
the market, and the dramatic change in the supply of goods was
the main reason why the reform found general acceptance among
the population at least in the beginning . . . The currency
reform had created a new atmosphere of great expectations, an
atmosphere in which other measures were willingly accepted.
(Lutz, 1949, p. 132).

It must be emphasized that a number of factors other than currency
reform, relaxation of controls, and tax reform contributed to the re-

*These exchange rates under the German currency reform are somewhat

of an oversimplification. However, a detailed discussion of the speci-
fics of the reform are beyond the scope of this overview. For a de-
tailed discussion of the reform--and the role of banking institutions in
that reform--the interested reader is referred to Lutz (1949).
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vival of the German economy . Lutz argued that increased aid through
the Marshall plen was as a contributing factor. Other authors have pro-
vided similar arguments. However, after reviewing German economic re-
covery after the currency reform in the context of other events in the
German economy, Hirshleifer concluded:

the analysis here indicates that social and political
disorganization was not too significant as an independent fac-
tor after the crisis of 1945, while the economic disorganiza-
tion caused by the lack of an effective monetary mechanism
persisted until the reform. (Hirshleifer, 1963, p. I11).
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7. ASSE f O47" OF RESEARCH Oi POSTISASTER ECOMUC RECOVERY

7. 1. INTRODUCTIII

The purpose of this chapter is to assess prior research on postdi-
saster economic recovery which was reviewed in Chapters 2 through 6.
Perhaps the most salient characteristic of prior research is the rela-
tive scarcity of substantive work on the institutional infrastructure of
a postdisaster economy. Also, in comparison with disasters resulting
from natural phenomena, the literature has emphasized economic aspects
of recovery from generalized disasters.

Analysis of the economic effects of natural disasters on the the
physical infrastructure of local economies has generally proceeded along
two courses. First, in the majority of studies, prior disasters have
been analyzed using historical time series data to ascertain both the
short- and long-term effects of the disasters on local economies. Typi-
cally, aggregate economic indicators--employment and retail sales, for
example--have been analyzed for a period of time prior to the disaster,
during the period immediately following a disaster, and, for the long
term, over a number of years to determine if the disaster had any per-
ceptible influence on the economy. Second, economic models have beenused to simulate the effects of hypothetical disasters.

In general, the results of the studies of geographically localized
disasters have shown that there are no long-term effects of the disas-
ters n regional or local economies. For the short term, the studies
have generally shown that the disaster provides a stimulus to the local
economy.* In an econometric simulation study of the long-term economic
impact of a hypothetical earthquake in the Charleston, South Carolina
metropolitan area, for example, Ellson, Milliman, and Roberts' (1984)
conclusion is typical of the conclusions in studies of the long-term ef-
fects of natural disasters:

What is clear is that the health of the regional economy is
determined more by the assumptions one makes about the nation-
al (exogenous) growth factors driving the regional economy
than by the disruptive effects of an earthquake whose severe
effects are largely temporary and tend to diminish over the
longer run. (Ellson, Milliman, and Roberts, 1984, p. 570).

Moreover, in an analysis of statistical time series data to ascertain
the economic effects of the 1964 earthquake in Alaska, one of Dacy and
Kunreuther's conclusions reflects the general results obtained from
analyses using aggregate economic indicators to measure the effects of
natural disasters:

*The only prominent exception to this general statement on short-

and long-term recovery from geographically localized disasters is a po- I
tentially devastating earthquake in California. For simulations of the

performance of the regional economy in the aftermath of a hypothetical
earthquake in California, see Cochrane (1975) and Munroe and Ballard
(1983).
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In fact, a disaster may turn out to be a blessing in disguise.
Aside from the economic boom that often follows because of the
large amount of reconstruction, there is an opportunity for
commercial establishments and homeowners to improve their fa-
cilities. (Dacy and Kunreuther, 1969, p. 168).

The emphasis in the literature on institutional issues associated
with disasters resulting from natural phenomena has been on damage com-
pensation in the aftermath of a disaster. Concisely, the majority of
contributors to the literature have argued that a comprehensive system
of disaster insurance is much preferred to the ad hoc approach that has
historically been used in compensating for disaster-related losses.

Because the literature emphasizes economic aspects of recovery from
a hypothetical generalized disaster resulting from a nuclear attack, the
remainder of this assessment will be focused on recovery from that type
of disaster. In recent years, several other authors have provided an

assessment of research on recovery from nuclear attack in various de-
grees of detail. For example, Greene, Stokley, and Christian (1979)
analyzed six obstacles to recovery from nuclear attack in the context of
providing a foundation for a research program to address some of the
difficulties that most likely will be encountered in a postattack eco-
nomy. With respect to research on a new master plan for economic re-
covery, the authors concluded:

It [the plan] must recognize and provide alternatives for
quickly overcoming the many possible problems that could com-
plicate restoration of a functioning economy--problems such as
the need for currency reform, reestablishment of property

rights, repair of the banking and judicial systems and a host
of others. (Greene, Stokley, and Christian, 1979, p. 34).

Similarly, Laurino and Dresch (1980) called for a new program to
address postattack recovery needs:

A review of past research efforts and plans supports the con-
clusion that a primary prerequisite for progress would be the
establishment of a program of significant size over a consid-
erable period. Coincident with the start of such a program,
or as a first step, would be a coordinated interagency commit-
ment to a serious effort and to general policy guidelines con-
cerning levels of politically feasible preparedness measures
and well-defined positions on loss equalization, degree of
centralization of recovery management, and similar broad is-
sues. (Laurino and Dresch, 1980, p. S-8).

In many respects, the remainder of this chapter is both an amplifi-
cation and extension of the work of Greene, Stokley, and Christian and
Laurino and Dresch. That is, while these recent studies have called for
research to eliminate some of the gaps in current postattack recovery
planning, the present chapter provides a detailed assessment of prior
research that has, to some degree, shaped the current recovery plans.
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The presentation in the remainder of this chapter is hierarchical
in the sense that the following section provides a broad overview of the
functioning of the economic system, along with a discussion of the as-
pects of that system that have been addressed in the literature. In the
remaining two sections, the discussion will turn to more specific issues
related to research on the physical and institutional infrastructures in
the aftermath of a generalized disaster.

7.2. AN OVRVE OF POSTDISASTER RESEARCH IN TH CONTEXT OF THE
U.S. ECONOM{IC SYSTEM ;

Figure 7.1 provides a somewhat simplified characterization of the
U.S. economic system. The framework established in Figure 7.1 empha-
sizes the relationship of various components of the system to one
another and does not characterize the flow of goods or money through in-
divdual sectors of the economy. The framework is presented as a con-
venient means to illustrate the nature and extent of research that has
been undertaken on various aspects of the postdisaster economy.

The uppermost echelon of the figure--population, resources, and in-
stitutions--provides a highly aggregated characterization of the sources
of inputs into the economic system. Disaggregating, population and re- P-

sources comprise the inputs into the production process or, technically,

factors of production. These factors have a number of dimensions, in-
cluding their quantity, quality, composition, and geographical disper-
sion. Institutions that have evolved to coordinate or provide an en-
vironment for productive activity can be generalized into those related
to social, political, and economic aspects of the nation. Factors of
production used by industry, final demand for goods, and economic insti-
tutions in the third and fourth echelons of Figure 7.1 are the com-
ponents of the economic system around which the research reviewed in the
previous five chapters was organized--namely, the physical and institu-

tional infrastructures.

Factors of production are harnessed by business firms which produce
output both for sale in intermediate markets and to ultimate consumers.
The behavior of business firms is guided by a profit motive and, at
least conceptually, producers are assumed to maximize profits--or, al-
ternatively, minimize costs--under a system of incentives provided by
institutional arrangements. Because of the focus on economic recovery,
the ecinstitutiona angtal infrastructure has been emphasized in Figure

7.1. Economic institutions are characterized by the organization of the
economy, the stabilization policies pursued by the Federal government, a
fiscal system at all levels of government, and a monetary system es-
tablished and maintained by the Federal government.

Output of the economy for ultimate consumption is used to satisfy
consumer needs, investment needs, purchases of the government, and pro-
duction for export. Investment goods are used as an input for pro-
duction. The characterization of imports in Figure 7.1 is an oversim-
plification because, in many sectors of the economy, imports play an im-

portant role as inputs in the production process. Imports are also used
to satisfy final end-use demand. In Figure 7.1, they are presented sim-
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Figure 7.1
Schematic Representation of the U.S. Economic System
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plistically to prevent complication of the figure and to characterize
gross output in the economy. That is, the sum of the first four items
in the final echelon of Figure 7.1--investment, consumption, government,
and exports--net of imports provides a measure of gross national product
in the economy.* Production for intermediate use in Figure 7.1 is clas-
sified broadly as energy and other materials used in production.

The most important component in Figure 7.1 is the conduit through
which productive activity occurs--the business firm and, after aggrega-
tion, the industry. Conceptually, a system of relative prices--deter-
mined, in general, by the interplay of market forces--determines both
the selection of inputs used in production and the level of output that
is produced.

For the selection of inputs, an individual producer is confronted
with an array of input choices, given the constraints imposed by tech-
nology. The selection of inputs is determined by their relative prices.
For example, the determination of the relative use of capital versus
energy in the long run--to the extent that these factors are substitutes
for one another--is determined by the relative price of capital to
energy.

There are various institutions built into the system to guide de-
centralized decisions on both the level of investment and production
that are consistent with the level of demand. For products whose price
is volatile from period to period, organized futures markets have been
established to provide an indication of future price levels to producers
in the current period that guide investment decisions and, hence, future
output levels. Perhaps the best examples of markets subject to this
type of price volatility are markets for agricultural commodities where
the market-determined price fluctuates more freely from year to year
relative to the prices of other products. For products whose price is
not subject to such extreme volatility from period to period--durable
goods, for example--additions to capacity and, t erefore, expansion of
output are made incrementally, based on the expectation of relatively
stable real prices. In all cases, financing of capital expansion, cur-
rent operations, or entry into new markets is facilitated by an organ-
ized system of capital markets.

The entire system operates in an institutional environment that has
evolved over time. The fundamental feature of the system is its market
orientation where decisions on resource allocation are made on a decen-
tralized basis. Decentralized decisionmaking is guided by a fiscal and

*The representation of Gross National Product in Figure 7.1 is a
simplification of the method used to calculate this measure in the so-
cial accounting system. While the general scheme of aggregating all
final expenditures--investment, consumption, government purchases, and
production for export--net of imports is consistent with the determina-
tion of aggregate output, investment expenditures are in reality com-
prised of capital formation, housing construction, and changes in inven-
tories. For this presentation, the latter two categories of investment
have been ignored.
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monetary system. In the event that the government needs to redirect
economic activity, it has a number of options available to "push" the
economy on a course it has chosen without the use of direct interven-
tion. A good example of this is use of the tax system to provide incen-
tives for specific types of economic activity. More drastic measures
involving direct government resource allocation have occurred during
wartime where an elaborate system of controls, allocations, and ration-
ing have been imposed to redirect output to war-related industries.

To varying degrees, studies of the postdisaster economy which were
reviewed in the previous two chapters have addressed every component of C

the economic system as depicted in Figure 7.1. Highly aggregated
studies of the national economy have assessed the vulnerability of na-
tional resources (the first echelon of Figure 7.1)--population, re-
sources, and institutions. In these studies, data bases on the geo-
graphical dispersion of national resources have been developed and hypo-
thetical nuclear attacks have been imposed to determine the effect of
the disasters on the surviving population, resources, and institutions.
Resources have typically been measured as industrial capacity and insti-
tutions have been measured in terms of private and public decision-
makers--corporate management and governmient administrators.

The majority of studies of postattack recovery have concentrated on
surviving factors of production in the aftermath of hypothetical nuclear
attacks. The research has proceeded along two fronts. First, indivi-
dual industries have been scrutinized to determine potential problems in
recovery. The studies have involved determining the availability of in-
puts after a hypothetical attack; the physical vulnerability of compo-
nents of the industry to nuclear weapons effects; the vulnerability of
industries to a rapid shutdown of operations; estimation of potential
postattack demand for the industry's output; and substitution possibili-
ties both between inputs and production processes. In many of the stud-
ies, the potential for substitution has encompassed conventional sub-
stitution possibilities that characterize the preattack economy as well
as the potential for nonconventional substitution.

Second, resource assessments and economic models have been used to

determine the vulnerability and viability of both national and subna-
tional economies in the aftermath of hypothesized nuclear attacks. The
approach used in resource assessments has been to impose a hypothetical
attack on the national or subnational economies and to evaluate the di-
mensions of the surviving factors of production--quantity, quality, com-
position, and geographical dispersion. Inferences were then drawn on
the potential for economic recovery. Similarly, the effects of a hypo-
thetical nuclear attack have been used to reduce factors of production
in economic models in simulating the effects of the attack on the na-
tional and regional economies. Typically, emphasis has been placed on
simulating the postattack per-capita output of the economy. The und r-
lying assumption in the modeling studies was that economic institutions
will be established or reestablished to provide the proper environment
for productive activity.

Although all of the economic institutional issues depicted in Fig-
ure 7.1 have been addressed in the literature, no comprehensive and con-
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sistent proposal has emerged to provide policy guidance for reestablish-
ing economic institutions in the aftermath of a nuclear attack. Prob-
lems with organization of the postattack economy and stabilization mea-
sures have received the most attention. Problems associated with the
fiscal and monetary system, capital markets, and incentives have been
addressed, for the most part, in terms of problems they pose for
recovery.

7.3. PHYSICAL INFRASTRUCTURE

The literature on the physical infrastructure of the economy in the
aftermath of a large-scale nuclear disaster can be viewed as attempting
to answer two broad questions:

1. Do resources survive in sufficient quantities to accommo-
date economic recovery at a national or regional level
after a hypothetical disaster?

2. What are the physical impediments to economic recovery?

In summary, three broad approaches have been used to assess the re-
covery potential of the national economy and regional economies and the
potential impediments to recovery: (1) economic resource assessments;
(2) formal economic models; and (3) individual industry studies.

National or subnational economic resource assessments have ranged
from simple analyses of surviving population, labor, and industrial ca-
pacity in the aftermath of hypothesized nuclear attacks to relatively
detailed analyses of the surviving labor-capital composition. The re-
sults of the more general resource assessments--percentage of preattack
population, labor force, and industrial capacity surviving an attack,
for example--were used to draw inferences about the capability of the
region under examination to recover from the attack. In general, the
results of the studies showed that prospects for economic recovery from
the hypothetical attacks were favorable. Since they did not generally
provide any indication of the ability of the surviving managerial capac-
ity to harness these resources into a viable recovery mechanism, the
results can at best be used to identify problems with surviving physical
resources that may arise in a postattack economy. The results do not
provide a definitive statement on recovery potential.

With respect to the use of economic models to simulate the per-
formance of the postattack economy under hypothetical attack scenarios,
an approach that lends itself well to isolating problems of potential
significance for economic recovery is input-output modeling. Input-out-
put models cast in a linear programming framework have been used exten-
sively to identify bottlenecks that could potentially impede the produc-
tion of both intermediate inputs or final demands in the postattack eco-
nomy.

The level of aggregation across individual industries in input-out-
put studies was determined by information on the interindustry produc-
tion coefficients in the economy at the time the studies were under-
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taken. The earliest studies of the postattack recovery potential of the

U.S. economy were highly aggregated. For example, Clark's 1958 study of
the recovery potential of the economy was based on nine sectors [see
Kahn et al. (1958)]. Ensuing studies using the input-output approach
were disaggregated in accordance with information on interindustry rela-
tionships. A description of the models and a discussion of simulation
results were presented in Chapter 3.

While the results of simulation studies using an input-output
approach generally have showed that the potential for economic recovery
is favorable, the input-output approach has a number of limitations that
are especial]y important in the context of simulating postattack recov-
ery potential. First, the input-output coefficients reflect peacetime
production relationships. Their use for simulation of the postattack
economy does not reflect severe disruptions in economic relationships
caused by both the absolute and disproportionate destruction of re-
sources. Second, economic activity within any individual aggregated
sector is assumed homogeneous. That is, all products and processes are
assumed the same. Third, and related to the second assumption, all ac-
tivity within an individual sector is assumed completely substitutable
within hat sector and, moreover, no potential substitution of products
or processes across different sectors is accounted for. Finally, at
least for national models of the postattack economy, the production re-
lationships are aggregated geographically which masks many of the im-
portant interregional problems that may arise in the postattack economy.
Perhaps the most prominent of these prcblems is transportation across
geographical regions.

Many of the potential problems in the postattack economy that are
masked by input-output studies have surfaced in studies of individual
industries. In a recent study of the aluminum industry, for example,
Block et al. (1977) examined, among other issues, the relevance of a
relatively disaggregated, 367-sector, input-output representation of the
U.S. economy for analysis of postattack problems in the aluminum in-
dustry. With respect to input-output tables, the authors concluded:

A review of a highly disaggregated set of economic input/out-
put coefficients (367 sectors) indicated input sectors with
low dollar values but without suitable substitutes. There-
fore, performing a postattack sensitivity analysis to deter-
mine the relative importance of ingredients for rebuilding
based upon input/output coefficients (in other words, relative
price) is meaningless. In addition, capital equipment is in-
cluded only at a gross level of aggregation and at typical an-
nual depreciation levels--not at plant replacement levels.
Furthermore, some supplies necessary to normal operations
(such as refractory brick) are not included in the tables.
(Block et al., 1977, p. 24).

A number of other in-depth studies of individual industries illu-
minated problems for economic recovery that cannot be captured in input-
output studies. The work by McFadden and Bigelow (1966)--the steel and
petroleum refining and petrochemicals indus: tes--and Tate and Bill-
heimer (1967)--the aluminum industry--on the detrimental impact asso-
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ciated with a rapid shutdown of these industries has important implica-
tions for postattack recovery. Van Horn and Crain's (1975) study of the
process control industry from both a supply and demand standpoint under-
scored the potential problems with process control in an industry where,
from a supply standpoint, important inputs are derived in large measure
from two regions of the country and where, from the standpoint of de-
mand, rapid technological advances potentially increase the vulnerabil-
ity of control measures in industries using electronic process control
devices.

A study by Miller and Stratton (1980) on the petroleum industry

provided one of the many substitution possibilities that are feasible in
a postattack economy. An expedient crude oil unit to produce diesel
fuel could substantially reduce the amount of time that it would take to
make diesel fuel available. Similarly, the conventional and nonconven-
tional substitution possibilities for electric power described by Foget
and Van Horn (1969) could potentially ameliorate some of the electric
power problems in a postattack economy. Many of the other studies of
individual industries that were presented in Chapter 5 illuminated prob-
lems and potential solutions for various industries in the postattack
economy that are beyond the capability of input-output models to ad-
dress.

As the state-of-the-art in economic recovery modeling progressed,
many analysts saw the need co relax the assumption of fixed production
coefficients. A refinement in the fixed production technology approach
was the introduction of production functions that relate output in indi-
vidual sectors to the use of capital and labor. More recent refinements

include the use of endogenously determined input-output relationships
which are based on the level of surviving resources after a hypothetical
attack on the system. Moreover, recognizing the deficiencies inherent
in simulating the performance of the economy on the basis of surviving
physical resources alone without consideration of economic institutions,
the most recent attempts at modeling the postattack economy have used a
system dynamics approach in which managerial, fiscal, monetary, and psy-
chological elements impinging on economic performance were incorporated
in the modeling ystem.

To varying degrees, the use of system dynamics to ascertain the re-

covery potential of the postattack economy incorporates many of the in-
stitutional features of the economic system that are not typically in-
corporated in economic models. That is, there are a number of implicit
institutional assumptions that underlie the formulation of an economic
model. These assumptions--whether made explicit or not--deal not only
with the economic infrastructure of the economy, but the political and
social infrastructure as well. It is assumed that there is a viable
medium of exchange in existence to facilitate market transactions. It
is also assumed that there is an established system of property rights
and legal system under which economic activity occurs. It is assumed
that the primary method used for the allocation of resources is the mar-
ket mechanism--the interaction of market forces. It is assumed that a
system of incentives as embodied in the tax system is well established.
Moreover, it is assumed that incentives exist for the production of
goods and services--a profit motive--and there are incentives for human
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capital to be offered in labor markets. With respect to the latter
point, a sociocultural system that has evolved over time is assumed to
guide social behavior and to complement the functioning of the economic
system.

Clearly, there is a large difference between the application of
economic models to simulate the activity of the physical economic infra-.
structure--land, labor, capital, and material inputs--in an environment
where all of the institutional features of the system are well-es-
tablished and operative over a number of years and an application in an
environment where political, economic, and social institutions are
either destroyed or seriously impaired. Simulation of economic activity
in the latter context must necessarily incorporate explicit representa-
tion of all of the political, social, and economic institutions--and
their interrelationships--to obtain meaningful results. Or, alterna-
tively, combining drastic changes in both the physical and institutional
arrangements in the economy lead to a large number of possible outcomes
that are quantitatively unpredictable.

The importance of this latter point has not gone totally unnoticed
in the literature on postdisaster economic recovery. As discussed in
Chapter 6, Dresch and Ellis (1966) undertook a detailed systems study of
the interactions between the sociocultural, political, and economic sub-
systems of the national entity to isolate potential problems that may
impinge on postattack recovery. On a qualitative basis, they identified
inputs to and outputs from each of the subsystems that characterize the
national entity. While they recognized that a quantitative model de-

picting the interrelationships between various components of the nation-
al entity would provide valuable insights into the operation of the
postattack economy, data limitations proved prohibitive. On the use of
a model to characterize the functioning of the national entity and pros-
pects for recovery, Dresch and Ellis observed:

Although systems analysis has been used (in this study) to ar-
range these inputs into a frame of reference, it seems clear

that no model or simulation, however vast, could usefully en-
compass or faithfully distill the essence of the whole U.S.
society. (Dresch and Ellis, 1966, p. 13).

The implications of Dresch and Ellis' assessment for modeling the post-
attack recovery potential of the U.S. economy where all strata of the
national entity would be seriously impaired--if not totally destroyed--
are quite clear.

Based on examining the various contributions to the literature on
the physical infrastructure of the postattack economy, three conclusions
can be drawn related to the potential for economic recovery. First, the
magnitude of potential destruction of economic resources under the
various hypothetical attack scenarios considered has been documented.
Second, partially as a result of the first, problems that are of poten-
tial significance in harnessing the surviving resources of the postat-
tack economy into a viable productive economy have been detailed.
Third, the economic conditions--in a conceptual sense--under which re-
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covery is likely to occur have been demonstrated. These conditions have
been discussed by Winter (1963):

In aggregative terms, the process of achieving viability can
be viewed as a race between the reconstruction of the capital
stock (and thus the recovery of output) and the depletion of
the inventories from which essential needs are being met in
the meantime. (Winter, 1963, p. vi).

In Winter's conceptual model used to illustrate conditions under
which the economy will stagnate, collapse, or recover, surviving labor
and capital were assumed homogeneous, with the ratio of the latter to
the former determining the productivity of labor. Output of the economy
is used to provide the subsistence needs of the labor force, a fixed
commitment determined by the government--national defense and welfare
for the incapacitated and impoverished, for example--and replenishment
of the capital stock. Any level of output larger than these commitments
was assumed to be invested to augment the surviving capital stock.

To demonstrate the recovery potential of the economy, Winter
assumed that there is some hypothetical level of capital stock--given a
level of surviving labor and a fixed government commitment--that is
necessary to provide output that will satisfy subsistence requirements,
the fixed commitment, and replenishment of the capital stock. Without
an inventory of food, if the surviving capital stock is below the hypo-
thetical level, the economy is nonviable. Moreover, without an inve-n-
tory of food, the economy will stagnate (recover) if the surviving capi-
tal equals (exceeds) the hypothetical level needed to meet the subsis-
tence requirements of labor, the fixed government commitment, and re-
plenishment of the capital stock. On the other hand, given an initial
stockpile of surviving food, the economy can recover with the surviving
capital stock less than the hypothetical level if food stockpiles are
sufficiently large to enable the combination of labor and capital to re-
plenish the capital stock to at least the hypothetical level before food

stockpiles are depleted. Hence, postattack recovery is a "race" between
reconstruction of the capital stock and depletion of food inventories.

There has been no definitive quantitative statement on economic re-
covery to complement Winter's qualitative statement on the recovery po-
tential of the U.S. economy. The quantitative assessments of economic
recovery that have been presented in the literature are merely sug-
gestive of recovery potential if the institutions that guide productive
activity do not impede performance. In the best of circumstances where
the simulation horizon is short and the viability of economic institu-
tions is not questioned, economic science does not lend itself well to
predictions. What is known, however, is that given an economic program
that provides a productive environment for surviving economic resources,
the surviving economy can be "directed" toward a recovery path.

A critical area that has virtually been ignored in research on the
physical infrastructure in the aftermath of a generalized disaster is
the potential role of the international economy in relieving bottle-
necks. Typically, models developed to simulate recovery have either ex- N
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plicitly or implicitly assumed that the import sector is neutral; that
is, it has no impact on recovery.*

Historically, foreign assistance has played an integral part in the
recovery of nations from relatively large-scale, war-induced disasters.
Foreign assistance can take many forms depending on the global extent of
the disaster. Aid can originate from nations not directly affected by
nuclear disaster. It can originate from multinational corporations that
have productive assets in foreign countries. Or, conceivably it could
be derived from stockpiles of critical intermediate and final goods that
have either been placed in foreign nations or sufficiently protected
from the effects of nuclear attack.

Unfortunately, very little research has been undertaken on the im-
portance of the international sector in economic recovery from nuclear
attack. In a recent paper, Jimmy Wheeler (1980) began his discussion of
the international economy by stating:

A major nuclear attack on the United States would seriously
disrupt the world economy. Yet, studies and planning concern-
ing recovery after a nuclear war have concentrated almost ex-
clusively on conditions and resources within borders of the
combatants. (Wheeler, 1980, p. 1).

Wheeler argued that the world economy has become much more interde-
pendent and that supplies of materials or capacity necessary to produce
supplies critical to recovery are presently much more dispersed. Wheel-
ergs main concern was that effective planning for use of extra-U.S.
sources of economic resources is virtually nonexistent. Depending on
the magnitude of the attack--counterforce versus countervalue, for exam-
ple--a whole range of opportunities for international assistance is
available. What is needed is a coordinated plan that involves not only
agencies of the Federal government but diplomatic coordination as well.

Another important international issue in the aftermath of a large-
scale nuclear war is the structure of the world economy--supply sources
and the composition of demand. Writing more than two decades ago, Mas-
sell and Wolf (1962) addressed that issue. In the study, the authors
attempted to determine if the priorities for development of specific in-
dustrial sectors in recovering from nucleaz attack are similar to the
priorities for development in underdeveloped countries. While the
results of the study were not conclusive, the authors conjectured about
the international demands for resources in tia aftermath of a large-
scale nuclear conflict:

This means that there would be conflicting economic interests
between the recuperating states and the undamaged states. The
former would experience a vast increase in demand, together
with a sharp decline of capacity in high-priority recuperation
industries; while the underdeveloped areas would have, and

*The exceptions to this statement are provided in Chapter 3 where

individual modeling studies are reviewed.
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would undoubtedly continue to have, a large demand for essen-
tially the same types of capacity, as suggested by our analy-
sis. The resulting situation would be likely to result both
in a serious interruption in the development of the underde-
veloped countries and, at the same time, a severe difficulty
on the part of the industrial states in recouping their capa-
city. (Massell and Wolf, 1962, pp. 24-25).

7.4. ICsTTSIOIAL LUMRASTRUCIREI

Published research on institutional issues in the aftermath of a
generalized disaster has been, almost without exception, spec .ative or
superficial, generally lacking an analytical basis. Indeed, on of the
primary recommendations advanced by many contributors to the lit ature
on the postattack economy is the need for more rigorous analys.- of
economic institutional issues.

What is needed in the area of economic institutional planning is
further study on integrating all of the organizational, monetary, and
fiscal tools that are at the disposal of all levels of the government
into a consistent recovery program. The program is required to ensure
that physical resources are used most efficiently in recovery--especial-

ly in the early aftermath of the disaster. Besides resolving problems
with entangling legal arrangements, a coordinated program must be de-
vised to resolve all of the organizational, monetary, and fiscal prob-
lems resulting from the disaster.

To illustrate the importance of coordination, it is clear that,

from the standpoint of equity, a system of damage compensation must be
developed as part of fiscal reform or, alternatively, an extra-tax pro-
gram of damage compensation must be developed that is consistent with
the fiscal program. The program of damage compensation must be coor-
dinated with the approach that will be used for federal revenue genera-
tion. This is no less true for a currency reform which must be coor-
dinated with overall monetary policy in the postattack period.

The importance of economic policy has been underscored in the eco-
nomic reconstruction efforts of countries following World War II.* For
example, what is apparent from the economic stagnation experienced by
Germany following World War II is that economic management and policy
were improperly devised. The result was a degree of economic stagnation
that could have been ameliorated with the implementation of an economic
reconstruction program that relied less on direct controls and central

administration and more on the market mechanism.

*Although there are no perfect historical analogues for the econo-

mic problems that a nation will potentially confront in the aftermath of
both large-scale destruction of human and physical resources and impair-
ment of economic institutions, the experiences of countries that under-
went reconstruction after World War II are at least suggestive of some
of the economic problems that an attacked nation will both confront and
be required to solve.
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In Germany, a policy of repressed inflation in conjunction with a
host of commodity controls that superceded the market mechanism led to
economic stagnation and reversion to an exchange system that only par-
tially involved the use of the prevailing currency. The economic re-
forms initiated in June of 1948 that revalued the currency, lifted
direct controls, and changed the tax system led to a dramatic reversal
of economic output and productivity.*

Stagnation of the German economy was attributable to three interre-
lated factors. First, the occupying powers continued a very rigid sys-
tem of wage and price controls that was carried over from the German
wartime economy. Second, earned income was taxed heavily. Third, the
authorities failed to eliminate the enormous amount of excess purchasing
power that was present in the economy.

Perhaps the most important manifestation of these economic policies
was their effect on incentives to both produce and work. With respect
to production incentives, a rigidly controlled system of absolute and
relative prices in conjunction with other factors that characterized the
German postwar economy--declining labor productivity and shortages of
raw materials, for example--did not allow adequate compensation for pro-
duction. Thus, there was no incentive to produce at prevailing price
levels. The lack of production incentives led to shortages of consumer
goods. The lack of consumer goods in concert with the excess liquidity
in the economy provided no incentives for the work force to offer their
services in labor markets. Money compensation, in general, was not suf-
ficient to attract labor in an economy where consumer goods were not
available and there was already an excess amount of purchasing power.

Many of the contributors to the literature on postattack recovery
have expressed concern that the same types of control measures used both
in German reconstruction and in the United States during World War II
dominate planning for recovery from nuclear attack. In World War II,
the Federal government needed to allocate more resources to the pro-
duction of defense-related goods at the expense of consumer goods. To
accomplish this redirection of economic resources, an elaborate system
of price controls, material plans, incentive programs, and allocation
schemes was devised to supplement the free-market economy.

A problem that arises in using the World War II experience as an
economic planning blueprint for recovery in the aftermath of a nuclear

*As discussed in the previous chapter, a caveat must be added when

attributing Germany's dramatic economic turnaround wholly to reforms
initiated in June of 1948. Many authors have pointed out that other
factors may have contributed to the economic stagnation in the immediate
postwar period. Hirshleifer (1963), for example, pointed out that, be-
sides the policy of repressed inflation, there were two other organiza-
tional forces at work in Germany in the immediate aftermath of the war--
restrictive economic policies of the Allies and social and political
disorganization. Hirshleifer concluded, however, that these two forces
were secondary to the policy of repressed inflation in explaining Ger-
many's stagnation.
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attack is that the institutional infrastructure under which the World
War II plan was implemented was established and functioning over a num-
ber of years. That is, there existed a well-defined system of property
rights, incentive systems, a monetary system, a legal system, and the
like. In the context of a generalized disaster resulting from a nuclear
attack, the viability of this infrastructure will be seriously impaired,
if not nearly destroyed.

Therefore, the problem confronting emergency planning extends well
beyond development of an elaborate system of controls and allocation
schemes to be used in directing the economic recovery effort. The prob-
lem encompasses re-creating substantial portions of the institutional
environment. An important problem in the postattack environment is the
management of economic resources, which includes any form of government
intervention in the economy. Is nationalization of all economic re-
sources administered by a central authority the optimal approach? Or
should economic recovery rely on a market-oriented economy?

There is a tendency on the part of many to allocate total re-
sponsibility for postattack recovery to the Federal government. Short
of total nationalization of all economic resources, it is very easy to
conclude that, in a postattack economy, the Federal government should:
(a) impose and enforce wage and price controls; (b) provide realistic
market signals for investment and exchange purposes; (c) ration consumer
commodities; (d) allocate materials to their most essential uses in pro-
duction; (e) determine investment choices with the highest marginal re-
turn; (f) ensure that the prevailing currency is used in exchange; (g)
provide all of the necessary support services for production; and (h)
perhaps most importantly, enforce all of its directives.

However, what is readily evident from a study of various disaster
scenarios is that the federal government cannot assume the role of the
"invisible hand" in economic recovery. That is, the allocation of eco-
nomic resources that, for the most part, is made by innumerable decen-
tralized decisions in the preattack economy cannot be superceded by a

system in which the central authority makes all of these decisions.
There are at least two important reasons for this assertion.

First, resources needed for effective central management of the
economy will more than likely not be available. The lack of management
resources is attributable to both the likely destruction of centers of
government and the magnitude of managerial resources required for making
resource allocation decisions in an economy as complex and as potential-
ly imbalanced as the postattack U.S. economy. Centralized control of
economic decisions would also necessitate an enforcement cadre that ex-
tends well beyond the bounds of likely surviving enforcement resources.

Second, the size of the resource management base notwithstanding,
the Federal government does not have the experience or the expertise to
assume all of the decentralized decisionmaking that characterizes the
preattack economy. For example, it is anticipated that one of the most
important stimulants to recovery--at least in the early postattack re-
covery phase at the local level--will be reliance on nonconventional or
expedient production processes that will circumvent the need for some
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types of productive inputs t.hat. were used preattack. The localized na-
ture of these activities is conducive to on site--and not governmental--
implementation. Therefore, even if all of Ih, managerial resources of
the Federal government managed to survive a large-scale disaster--be-
cause of, for example, extensive preattack planning to ensure survival--
and other institutional arrangements were reestablished to provide the
proper economic incentives--a functioning currency, for example--the
capability of a central authority to control a damaged economy is
limited.

Several contributors to the literature on postattack economic re-
covery have argued that nationalization of all economic resources and

centralized control of economic activity for at least a short period of
time may be desirable because, if effectively administered, it would
eliminate many of the other institutional problems in the postattack
economy. If the allocation of all materials for production and consumer

goods were accomplished through central administration, then, for exam-
ple, the requirement for currency reform would be less demanding because
markets would not exist and currency would not be required to facilitate
exchange. Economic activity would proceed on the basis of government
proclamation. The two aforementioned arguments on the level of surviv-

ing managerial resources and expertise to control the economy are appli-
cable here. Reliance on a policy of nationalization and control for a

limited time in the immediate postattack period is even less appealling
if one assumes that the most critical period in the recovery effort is
in the early stages of reorganization when emphasis should be placed on
rebuilding the capital stock.

If central control of economic resources is eliminated from con-
sideration as nonworkable or incfficient, presumably some form of a mar-
ket mechanism will guide economic activity without reliance on the gov-
ernment to allocate resources. Under this assumption, the role of the
Federal government in economic stabilization must be delineated. That
role, of course, is a direct function of economic problems that are
likely to arise in the postattack environment. One of the most im-
portant problems is the likely change in realistic relative prices from
their preattack relationships. Some authors have argued that wage and
price controls are the solution to the anticipated problem of wild price
fluctuations. Assuming that an effective currency reform can be imple-
mented, it is questionable whether wage and price controls are advisable
in a postattack economy.

There are several compelling reasons for this assertion. To be ef-
fective and prevent reversion to barter, a system of wage and price con-
trols ,nust match legal price ceilings with realistic prices determined
by the relative availability of surviving resources. In peacetime use,
price ceilings for controlled goods are established and then periodical-

ly adjusted to reflect cost increases. In wartime--the U.S. economy
during World War II, for example--price controls were imposed because a
large amount of economic resources were directed into the production of
war-related goods at the expense of the production of consumer goods.
Consumer goods were rationed because of their relative scarcity and, to

prevent rapid increases in the level of prices, price ceilings were im-
posed on a number of consumer goods. A price control administration was
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created to ensure that legal prices were consistent with current market
conditions.

These applications of price controls in an undamaged economy can be
differentiated from what is expected in a postattack economy because of
the lack of information on realistic relative prices. That is, a large-
scale and disproportionate destruction of resources would cause a dras-
tic alteration in realistic relative prices from what prevailed in the

reattack economy. Any attempt to freeze prices at preattack levels for
any period of time would result in a serious distortion of relative
prices. Moreover, because of a lack of finely detailed information on
the destruction of resources, substitution possibilities, and the pace
of recovery in individual sectors of the economy, it is improbable that
the Federal government could determine a legal set of prices consistent I
with realistic prices based on prevailing conditions in the economy.

The economic consequences of a failure to match legal and realistic
prices is well documented. In Germany following World War ii, for exam-
ple, the occupying powers continued a system of price controls estab-
lished by the Nazi regime. Relative prices in the aftermath of the war
were nearly the same as those set a decade earlier in 1936. This dis-
tortion in relative prices led to shortages of important commodities be-
cause of disincentives to produce at legal prices that only partially K
covered the costs of production. In 1946, for example, it has been es- -4
timated that between 30 and 40 percent of industry in Germany could not
recover costs of production because of the imposition of price controls.

Given the nonviability of wage and price controls, what is needed
is a study to explore various options for providing price signals in a
disproportionately damaged economy. More than two decades ago, Winter
offered some unconventional suggestions for dealing with this problem
[National Academy of Sciences (1963)]. For the most part, these sugges-
tions were conceptual alternatives to a system of wage and price con-
trols. The solutions suggested by Winter were (a) advisory prices de-veloped by the government and based on some form of damage assessment;

(b) a futures market for essential commodities; or (c) a system of se-
lect price guarantees. All of the suggestions were intended to provide
realistic price signals in a market economy to guide investment be-
havior.

Winter's advisory price alternative is an example of an area in
which the Federal government can play an important role in the postat-

tack economy--namely, providing information. Under the advisory price
proposal, the government would estimate realistic relative prices and
convey that information to the private sector to both guide exchange and
promote efficient investment decisions. The advisory prices would be
estimated on the basis of some type of damage assessment system that
would determine the relative scarcity of resources in the economy and,
therefore, provide the basis for estimating relative prices. Damage as-
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sessment systems currently in existence could easily serve that pur-

pose.*

Winter's two other suggestions of futures markets and select price

guarantees are also intended to provide price signals to guide invest-

ment behavior. Futures markets in a peacetime economy are used primar-
ily to guide investment decisions in markets where the price is subject
to large fluctuations. In the postattack economy, the intent would be
to establish futures markets for commodities that are essential in the
recovery process. In this way, producers would be provided price sig-
nals to guide investment decisions. A system of select price guarantees
is intended to accomplish the same end. If the Federal government guar-
anteed the future price of some essential commodities, it would enhance
prospects for funneling investment expenditures for the production of
those commodities.

Thus far, it has been argued that the most effective role of the

Federal government in resource management would be to provide the foun-
dation for what is, in essence, a market-based economy. Recovery would
be based on the incentives provided to the private sector. Winter's un-
conventional proposals for establishing a contrived market mechanism are
suggestive of the approaches that one could take in guiding market ac-
tivity under the assumption that the Federal government's role in econo-
mic recovery is supportive rather than controlling. Other proposals,
excluding wage and price controls, may have as much merit.

The role of the Federal government in economic recovery outside of
developing a market mechanism is also important. Many authors have ar-
gued that a system of commodity controls must be established to ensure
that important inputs are directed to their most essential uses. Again,
the problem of information available at the smallest level of detail--
the individual plant level, for example--is a constraining factor. The
fundamental question is whether the Federal government has the required
information available to make efficient resource allocation decisions.
The level of information required is at the individual input level and
requires knowledge of, among other things, inventories, substitution
possibilities, and investment expenditures. (V

Several authors have advocated development of an information system
which would provide the Federal government the information necessary to
control the economy. Dresch (1964), for example, suggested an elaborate

master scheduling system which would be the basis for making investment
decisions and directing material flows in the postattack economy. The
scheduling system would require that the Federal government decide pri-
orities for production and would have 509 regional institutions provide
information for the master plan. However, upon further reflection,
Dresch (1968b) abandoned the idea of a master scheduling system because

It must be emphasized that use an economic damage assessment sys-
tem to provide crude estimates of relative scarcities and, hence, rela-
tive prices is not the same as simulating economic recovery or using an
economic model to micromanage the activities of all economic agents.
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of its unwieldiness in the early postattack recovery period where it
will be essential for timely investment decisions.

The area in which the Federal government's direct participation in
the recovery effort would have the most marked impact is in ensuring
that important support services and infrastructure are developed to ac-
commodate the recovery effort. The most prominent supporting industry
is transportation. The Federal government presumably would have a mono-
poly of information on the physical destruction of the transportation
infrastructure--roads, bridges, rail lines, air facilities--and the
physical destruction of economic resources and could, therefore, play an
important role in reestablishing physical links between geographical
areas.

Indeed, transportation planning becomes more urgent if one assumes
that surviving physical resources will be dispersed in "pockets" or "is-
lands" that are unaffected by the direct effects of an attack. The im-
portance of transportation for economic recovery under this scenario is
obvious. If a transport network can be devised to overcome the problems
of regional or "island" interdependence and resources in the aggregate
survive in sufficient quantities to ensure that capital reconstruction
can be accomplished, the likelihood of economic recovery is that much
more improved.*

With respect to monetary reform, nearly all commentators have em-
phasized the need for planning to prevent a postattack barter economy.
The importance of a currency reform to adjust the level of liquidity in
the wake of a disaster has historical precedent. In Germany, for exam-
ple, the authorities pursued a policy of repressed inflation in which
excess purchasing power in the economy did not did not lead to rapid in-
creases in the price level because wage and price controls were imposed.
Had the authorities abandoned the system of price controls without mon-
etary reform, the economy would have experienced a period of rapidly in-
creasing prices. The currency reform of June 1948 adjusted the liquid-
ity in the economy to match the available supply of goods and, there-
fore, attained a balance between the monetary and real economy.**

With respect to geographically isolated "islands of survival," it
is not inconceivable that many independent regional economies will arise
in the aftermath of nuclear attack. The regions may create their own
currency, develop their own management resource system, and, in all
other economic respects, function as a separate economy. Some commen-
tators on postattack recovery have encouraged the creation of multiple
currencies in geographically isolated areas as a means of avoiding a
barter economy.

It must be emphasized that the excess liquidity in the German
economy during the Allied occupation in the aftermath of the war was the
manifestation of years of economic controls imposed by the Nazi regime.
In the postattack recovery context, the possibility of a liquidity prob-
lem is based on the potential disproportionate destruction of real goods
and purchasing power. However, the economic implications in both cases

are similar.
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To resolve potential monetary problems in the postattack economy, a
number of authors have advocated a currency reform--the so-called "blue
money" proposal--in which a new scrip would be issued to replace the
preattack currency at an exchange rate sufficient to eliminate excess
liquidity and, hence, the possibility of rapid inflation. Other authors
have discussed the need for backing the new currency with either gold or
appropriated food supplies or petroleum to ensure its functioning as a
medium of exchange. Others have argued that multiple currencies should
be established--at the state or Federal reserve district level, for
example--because of a potential lack of confidence in a national cur-
rency.

What is evident is that a policy of stockpiling the preattack cur-
rency to be used in the postattack economy is not consistent with solu-
tion of one of the most important problems confronting the economic re-
covery effort--the control of financial liquidity in the face of the
disproportionate destruction of resources. A more effective approach
may be to stockpile a new scrip--the so-called "blue currency"--to be
used as part of a currency reform early in the postattack economy.

An important issue in a postattack environment that does not have a
close historical analogue is the attack's effect on the international
monetary system. Unfortunately, there has been little research under-
taken on the implications of nuclear war for the international monetary
system and, more specifically, on the impact of the demise of the dollar
on the international monetary system. Quester (1979), for example, vir-
tually dismissed the significance of the effect of the dollar's demise
on the international economy. In identifying trends that tend to
ameliorate problems with recovery, he wrote:

The basic monetary policy of the U.S. has in the past decade
become less burdened with the role of serving as a world re-
serve currency. As a net result, it will be easier for the
U.S. to adjust quickly to the monetary policies required en-
tirely for the domestic recovery process, as the world reserve

role would unlikely be filled by the dollar in the post-attack
environment. (Quester, 1979, p. 5).

Quester's argument that the U.S. dollar would not play a significant
role in the postattack world economy does not address the problem of
dollar-denominated international assets in the aftermath of war.

Writing a year later, Wheeler (1980) outlined some of the problems

that may arise in international currency markets in the event of nuclearI
war. Preattack problems are expected to arise in the event that inter-
national tensions increase. With a perceived risk of war, holders of
the U.S. dollar will tend to exchange dollars for other strong cur-
rencies, thereby driving the value of the dollar to low levels. The
problem is exacerbated because other strong international currencies are
issued by countries which are potential combatants in the war. Wheeler
believed that planning for nuclear conflict should include the potential
effect on the international monetary system:
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Indeed, pre-attack planning for a possible nuclear exchange
must include consideration of actions to ameliorate possible
pre-attack monetary chaos which could seriously interfere with
post-attack economic recovery, or for that matter with the re-
establishment of peacetime economic relations in the event the
crisis did not escalate into a nuclear war. (Wheeler, 1980,
p. 6).

The severity of an international financial crisis in the postattack

period clearly depends on the magnitude of the hostilities. In the

event of a counterforce strike where a large fraction of economic capac-
ity survives and prospects for recovery are relatively favorable, the
negative impact on the dollar should be short-lived, with longer run
prospects more favorable. On the other hand, if the destruction of eco-
nomic resources is relatively large--in, for example, a combined coun-
terforce/countervalue strike--the international impact would be far more
serious. Wheeler wrote:

If an attack destroyed a major fraction of productive capacityIl,
in the United States, the value of the dollar would fall dra-
matically, creating serious international financial chaos,
over and above the problems created by termination of most

trade flows to and from the United States, and the disruption M,
caused by pre-attack speculation. (Wheeler, 1980, p. 7).

In the postattack economy, the tax system is crucial in at least
two areas. First, it has an obvious importance in directing expendi-
tures from current consumption to savings. The savings, of course,
would be utilized to finance investment in plant and equipment that will
be used to increase future levels of consumption. The second area where
taxes play a prominent rol, is the postattack incentive system. In Ger-
many during reconstruction, for example, high levels of taxation in con-
junction with excess liquidity in the economy proved to be a disincen-
tive for working.

Perhaps no aspect of postattack economic recovery has elicited more
divergent views than those associated with the tax system. Suggestions
have varied from using the tax system as a means to redistribute sur-
viving wealth--a damage compensation system--to using it as a vehicle
for absorbing excess purchasing power. Although a number of tax types
have been offered for consideration--national sales tax, value-added
tax, progressive income taxes, estate taxes, capital gains taxes, taxes
on wealth--a comprehensive program of taxation consistent with other
economic tools has not been offered in the literature. One of the fun-
damental disagreements has been over the use of steeply progressive in-
come taxes. On the one hand, it has been argued that progressive taxes
offer a viable means to redistribute wealth. On the other hand, it has
been argued that progressive taxes would stifle economic growth and,
thus, the redistribution of wealth problem should be addressed outside
of the tax system.

Authors contributing to the literature on a postattack system of
taxes have in general pointed out the need to use the system for direct-
ing resources into investment and away from consumption goods. Dresch,
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for example, argued that a tax system, if devised properly, could con-
tribute to eliminating excess purchasing power and divert income away
from current consumption to savings. His proposal of forced savings
would attach a tax surcharge on every taxpayer beyond the level of nor-
mal withholding for Federal revenue generation. The additional tax
withholding would reduce current purchasing power and would be used for
investment purposes. The tax surcharge would be used to purchase in-
vestment certificates by individual taxpayers that could be converted
into various public and private securities to help finance recovery.
The program would be eliminated after the economy achieved a long-run
recovery path.

In the aftermath of a large-scale disaster, the system of incen-
tives for both labor and producers will be dramatically altered. The
majority of research on postattack recovery has focused on harnessing
surviving physical resources. Typically, it has been assumed that labor
will perfectly complement surviving physical resources to provide the
foundation for recovery.

These types of analyses do not account for the behavior of the
stock of human capital in the aftermath of a nuclear attack. Clearly,
an incentive system must be reestablished co induce the surviving stock
of human capital to offer their services in labor markets. Some contri-
butors to the literature have dismissed planning in this area as futile
because of the likelihood of mass panic. In a study of the social im-
pacts of disasters in general and the social impacts of bombing in par-
ticular, Ikle (1958) summarized this view:

It has occasionally been postulated that large-scale destruc-
tion would lead to mass panic, and the attention given to the
problem of panic has frequently overshadowed consideration of
all other possible social effects from bombing. (Ikle, 1958,
p. 14).

However, in his analysis of historical bombing disasters--primarily
in World War II--Ikle found no evidence of this phenomenon:

Reports from very large disasters of the past fail to show any
significant mass panic among the afflicted population. Find-
ings from Hiroshima, Nagasaki, Hamburg, and other areas of
large bombings in World War II do not indicate that serious
mass panic occurred at any time. (Ikle, 1958, p. 15).

The absence of mass panic does not eliminate the problem of postat-
tack incentives. In a study based on the views of a panel of "experts"
on the psychological aspects of nuclear disaster, Bruce Alnutt (1971) of
Human Sciences Research, Inc. attempted to ascertain the effect of nu-
clear war on economic recovery. With respect to survival and labor
force participation, the study concluded:

after six months, the panel predicts that over two-
thirds of the potential labor force would be available without
constraints and withouL degraded efficiency. At earlier per- ew
iods, however, the picture is not so bright. As late as a
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month after the attack, the panelists expect that less than
half of the potential labor force would be willing to work
without immediately beneficial (i.e., non-monetary) compensa-
tion and that, of these, one out of five would be able to
function only at a level "greatly degraded" from his normal--
in other words, only about a third would be expected to per-
form as they would have under preattack conditions. (Alnutt,
1971, p. 100).

This conclusion is ominous when one considers the importance of the
early months of postattack recovery. Based on this and other considera-tions, the authors called for increased attention on the psychological

aspects of economic recovery:

The complete lack of agreement regarding the postattack value
of money and the emergence of a barter system, and the polari-
zation regarding the possibility of national postattack econo-
mic planning is of the most profound consequence. No area...
is more in need of deeper investigation. (Alnutt, 1971, pp.
124-125).

Increased attention must be devoted to ensuring that a postattack
incentive structure is established and maintained throughout the re-
covery period. Ideally, incentives both to produce and work should be a
large consideration in developing a comprehensive program of institu-
tional reform in the aftermath of a generalized disaster.
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8. CONCLUSION

The purpose of this report has been to analyze, synthesize, and as-
sess the extant literature on postdisaster economic recovery in the con-
text of providing a background for policy development. The six preced-
ing chapters have pr~vided both summaries of research undertaken on the
physical and institutional infrastructures of a postdisaster economy and
an assessment of thac research. As those chapters have pointed out in
various degrees of detail, the analysis of economic problems likely to
emerge in the aftermath of disasters has proceeded along four fronts:
(1) economic resource assessments; (2) viability studies using formal
economic models; (3) individual industry studies; and (4) economic re-
source management assessments, including questions related to the insti-
tutional infrastructure of a postdisaster economy.

Four conclusions were drawn from the assessment of the literature
on postattack economic recovety. First, the magnitude of the potential
destruction of economic resources under various hypothetical attack sce-
narios has been documented. Second, problems that are of potential sig-
nificance in harnessing the surviving resources of the postattack econo-
my into a viable productive economy have been detailed. Third, the eco-
nomic conditions--in a conceptual sense--under which recovery is likely
to occur have been provided. Finally, the potential for long-term re-
covery is contingent on the optimal use of economic control devices at
the disposal of the governient.

Since the discussion was focused exclusively on economic issues, a
number of other factors that may impinge on postdisaster recovery were
not considered. One of the most important factors is ensuring the long-
term maintenance of the surviving population.* Also, it was assumed
that the United States will survive as a sovereign nation and, under the
continuity of government program, political leadership will be main-
tained. Finally, it was assumed that long term environmental effects of
the disaster--biological and climatological effects, for example--will
not prove to be significant obstacles to recovery.

Based on the assessment, four areas were identified which, if ad-
dressed, could significantly improve planning for economic recovery in
the aftermath of a disaster. First, attention must be devoted to iso-
lating problems and developing control measures in the event of a pro-
longed nuclear conflict. Second, research should be undertaken to de-
velop an economic management and stabilization program that is consis-
tent with approaches to fiscal and monetary reform and damage compensa-
tion in a severely damaged economy. Third, as an extension of research
undertaken over the past two decades, several key industries should be
the subject of more intense scrutiny. The most prominent of these are
the transportation and process control industries. Fourth, increased
emphasis must be placed on problems and opportunities associated with

*In conjunction with this work, other studies are being conducted

on population maintenance issues such as emergency food and water, na-
tional security food requirements, and emergency shelter.
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the international economy in the aftermath of a large-scale nuclear di-
saster.

A scenario of prolonged nuclear conflict and attendant economic
problems cuts across all facets of planning for economic recovery--eco-
nomic stabilization, individual industry performance, and international
repercussions. However, very little research has appeared in the liter-

ature which addresses potential problems in an economy increasingly
fragmented over a period of months. This research could be incorporated
as one component of the three other studies on generalized disasters to
be discussed below.

As the discussion in Chapter 7 emphasized, the most important as-
pect of postattack economic recovery planning is developing a consistent
program for recovery, encompassing all of the economic tools at the dis-

posal of the government to ensure the proper environment for productive
economic activity. The discussion in prior chapters discussed (a) the
managerial, fiscal, and monetary problems that are likely to arise in a
postattack economy; (b) the problems encountered with economic control
devices used in Germany in the aftermath of World War II; and (c) pos-
sible solutions to the problems along with limits of feasible government
intervention. What is needed here is a research effort that provides a
detailed array of approaches to solving stabilization, monetary, fiscal,
and damage compensation problems, along with their strengths and weak-
nesses. The research should develop a consistent approach to economic
reform across all reform measures. It should not be limited exclusively
to Federal reform but should encompass subnational jurisdictions as
well.

Studies of individual industries that were the subject of the dis-
cussion in Chapter 5 have isolated many problems that may arise in key
industries as a result of a disaster. The studies provide a sound basis
for planning and developing corrective programs for recovery. However,
among the many industries that are critical to recovery, there are two
which warrant further study--transportation and process control. A
series of studies at the Stanford Research Institute in the 1960s ad-
dressed the vulnerability and viability of all of the transport modes in
the aftermath of hypothesized nuclear attacks. Because of changes in
both the transport resource base and the strategic threat over the past
two decades, however, the studies are somewhat outdated. In the "is-
lands" or "pockets" of survival context, transportation is viewed as one
of the most important service industries. With respect to process con-
trol, Van Horn and Crain's (1975) study of the industry from both a sup-
ply and demand standpoint underscored the potential severity of problems
that could arise as a result of a generalized nuclear disaster. From a
supply standpoint, geographical concentration of important inputs poses
significant problems for recovery. From the standpoint of demand, rapid
improvements in the technology used for industrial process control in-
creasingly contributes to the vulnerability of industrial control pro-
cesses and, hence, industrial output.

Perhaps no area in the context of postattack recovery has been more
overlooked than the effects of a generalized disaster on the interna-
tional economy. Many studies have alluded to the potential importance
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of foreign sources of supply to ameliorate bottlenecks, for example, but

no study has focused specifically on supply sources and problems that
may be encountered in obtaining vital imports. These problems include
international transport and the possibility of a reluctance to trade on
the part of foreign governments. Moreover, a question of critical im-
portance is the effect of a nuclear conflict on the U.S. dollar specifi-
cally and the international monetary system generally. Detailed anal-
ysis of these potential international problems is a necessity in the
context of planning for domestic economic recovery.

8-,
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