3

-A183 553

UNCLASSIFIED

NE C T OF COMPUTER SCIENCE
L BIRNBAUN DEC 86 YALEU/CSD/RR-489 NOBO14- 75;561111

IHEGRA}’ED PROCESSING xgEPmemo AND_UNDERSTANDINGCV)

2/9

/73




R

I
RS c
‘|' \ ....<'

ol L _d -

.
10 L
T
P 1.8

HL2s flls mis
—— =

‘*:

MICROCOPY RESOLUTION TEST CHART
w —.__ NADONAL BUREAU OF STANDARDS: 1963-4

.‘r‘\ ¢" 'V NS s
Mo ”5" ﬂ‘f._:,\ F
\(\E: r l». 1.‘ p{~ Ny L% ~,~»

YRV

LA

"-P,:—]' AN
f

.\"h 'p '-
y




01 rict CORY

AD-A183 553

Integrated Processing in Planning
and Understanding

Lawrence Birnbaum
YALEU/CSD/RR #489

December 1986

DISTRIBUTION STATEMENT 4

Apptoved far public releasel
Distribution Unlimited <%

YALE UNIVERSITY
DEPARTMENT OF COMPUTER SCIENCE




SECURITY CLASSIFICATION OF THIS PAGE (Wnhen Deta Enl.-ud)

REPORT DOCUMENTATION PAGE

READ INSTRUCTIONS
BEFORE COMPLETING FORM

[{ REPORTYT NUMBER 2. GOVY ACCESSION NO.
489 < s

L -2

). RECIPIENT'S CATALOG NUMBER

’

4. TITLE (and Subtitle)

Integrated Processing in Planning and
Understanding

S. TYPE OF REPORT & PERIOD COVERED

Research Report

6. PERFORMING ORG. REPORT NUMBER

7. AUTHOR(s)
Lawrence Birnbaum

8. CONTRACT OR GRANT NUMBER(e)
NOUO14-75-C-1111

NOUO14=-85-K-0108

S PERFORMING ORGANIZATION NAME AND ADDRESS o
Yale University - Department of Computer Sciencq

10 Hillhouse Avenue
New Haven, CT 06520

10. PROGRAM ELEMENT, PROJECT, TASK
UN ERS

AREA & WORK IT NUMB

1. CONTROLLING OFFICE NAME AND ADnRESX
Advanced Research Projects Agency

1400 Wilson Boulevard

12. REPORT DATE
December 1986

Arlington, VA 22209

|3.NUMBER%FPAGES
19

MONITORING AGENCY NAME & ADDRESS(/!f dillerent from Controlling Ollice)
(*ffice of Naval Research

Information Systems Program

18, SECURITY CLASS. (of thie report)

unclassified

Arlington, VA 22217

— e
1S DECLASSIFICATION/DOWNGRADING
SCHEDULE

16. DISTRIBUTION STATEMENT (of this Report)

Approved for public release; distribution unlimited

17. DISTRIBUTION STATEMENT (of the adbatrect entered in Block 20, I different from Report)

18. SUPPLEMENTARY NOTES

-.~ ‘I
ALY

Y
§ O
QL

L
.

s
-
S Y

5!
ré
X

L i o7 i SN o

R ajeiel
P S
S

1, 85

&

b )
‘.,',
(0

~

;#
7

P AT
o2,

VA
22
| S )

LA
A

- - 1 4
BRI A A
"
2y
5
.
-

W“-‘__)
)
e

Rerrr0 . ':‘.}\.\:
19. KEY WORDS (Continue on reverse side Il necessary and Identity by block number)

1 = Artificial Intelligence, T
Languape understanding, }}:}}:
Upportunistic planning, Qjajt'
kxplanatory Inference DN,

.

[ £ A
»
£

Freudian slips.

‘
> o

20. ABSTRACT (Continue on reverse eide if necessery and identify by block number)

S~ - S Programs that plan and understand must make many decisions about which X
paths ot inquirv are likely to prove fruitful. In order to make such :inji
decisions rationallyv, and hence avoid the need for backtracking that ?:e::
inevitably results it thev are made arbitrarilv, relevant contextual iwi :
information must be broupght to bear. An integrated model ot planning or :I;f%f<
understanding is one that attempts to take such contextual intormation into iy "y
account as earlv as possible.

DD 25", 1473  eoimion oF 1 nov 83 1S OBSOLETE
$ N 0102-LF-014- 6601 SECURITY CLASSIFICATION OF THIS PAGE (When Dats Bntered)
R g o e R A 0 0 ey e e X




SECUMTY CLASSIFICATION OF THIS PAGE (When Date Entered)

) - '> An incegrated model of understanding must take the understander's goals and
(‘ hypotheses into account in making decisions about how to interpret an
input. The relationship between syntax and semantics in language

understanding is analyzed from such an integrated point of view. Next,
the problems of lexical ambiguity and vagueness are addressed, previous
attempts to solve these problems are analyzed, and their shortcomings are
used to motivate requirements for a more complete solution. Finally, an
integrated approach to inference in explanation-based understanding 1is
presented. -~ s TN §

7K

s, g "vv

= [ 1 »’
. . . o . Ny

An integrated model of planning must take the situation in which the planngr -
finds itself into account early in the construction of plans. Such an ~.
. . . . . ")
integrated approach leads to a conception of planning in which goals are 2 X
o 2

set, in part, on the basis of opportunities for their pursuit. This model
of opportunistic planning is applied to the problem of response formation
in arguments. The problems involved in recognizing opportunities are

uncovered, and several possible solutions are presented. These solutions

Ay
2

-
<7,

¢

lead to a conception of unsatisfied goals as active mental entities. In .:
this context, I analyze the planning architecture which is presupposed V\
%)

by Freud's intentional explanations for errors, particularly slips of
the tongue, and show that it can be functionally justified on the grounds
that it fulfills the requirements for opportunistic planning.

¥

N

Accesion For
S
NTIS  CRA&I \y
LTS TAaB 3
U osoronced L
Joattesn g
P e e -
ty
: ARSI /
s T
[ Soonabeley Coges
e - ——
Lo B I AT 4
, R \ SinGoal
e ' s
DT ¢ | |
\ Y J
- ;
X S N N S

SN 0102- LF-014- 6601

SECURITY CLASSIFICATION OF THIS PAGE(When Data Entered)

Tt A ‘P. A \. A S R R \;._ - \;._‘- '\;.\' R LRES L) \}\: A ‘.q._\- (SRS CT | ~ 5:.\:'.\:'\-.\:‘_‘:',‘:. AR ORI _‘..
Ba i B AN B LB L A AN Bl Q . A




OFFICIAL DISTRIBUTION LIST

Defense Documentation Center 12 copies
Cameron Station
Alexandria, Virginia 22314

Office of Naval Research 2 copies
Information Systems Program

Code 437

Arlington, Virginia 22217

Dr. Judith Daly 3 copies
Advanced Research Projects Agency

Cybernetics Technology Office

1400 Wilson Boulevard

Arlington, Virginia 22209

Office of Naval Research 1 copy
Branch Office =~ Boston

495 Summer Street

Boston, Massachusetts 02210

Office of Naval Research 1 copy
Branch Office -~ Chicago

536 South Clark Street

Chicago, Illinois 60615

Office of Naval Research 1 copy
Branch Office - Pasadena

1030 East Green Street

Pasadena, California 91106

Mr. Steven Wong 1 copy
New York Area Office

715 Broadway - 5tnh Floor

New York, New York 10003

Naval Research Laboratory 6 copies
Technical Information Division

Code 2627

Washington, D.C. 20375

Dr. A.L. Slafkosky 1 copy
Commandant of the Marine Corps

Code RD-1

Washington, D.C. 20380

Office of Naval Research 1 copy
Code 455

Arlington, Virginia 22217

P I S TR S
AN S



l'::
talt
e
Office of Naval Research 1 copy A
Code 458 I
Arlington, Virginia 22217 ';:
1
b .“
Naval Electronics Laboratory Center 1 copy '?S
Advanced Software Technology Division BhX
Code 5200 o~
San Diego, California 92152 N
-
Mr. E.H. Gleissner 1 copy ?‘f
Naval Ship Research and Development '*H
Computation and Mathematics Department 8L
Bethesda, Maryland 20084 %
N
Captain Grace M. Hopper, USNR 1 copy -
Naval Data Automation Command, Code OOH j
Washington Navy Yard ﬁ:
Washington, D.C. 20374 wel
‘:’ .
Dr. Robert Engelmore 2 copies i;‘
Advanced Research Project Agency :;4
Information Processing Techniques "i‘
1400 Wilson Boulevard )
Arlington, Virginia 22209 AT
Professor Omar Wing 1 copy ‘gﬂ‘
Columbia University in the City of New York k;
Department of Electrical Engineering and A
Computer Science w,
New York, New York 10027 )
Office of Naval Research 1 copy ;Qﬁ
Assistant Chief for Technology ,t
Code 200 < :
Arlington, Virginia 22217 3;‘
Computer Systems Management, Inc. 5 copies .;.
1300 Wilson Boulevard, Suite 102 .\i
Arlington, Virginia 22209 oy
R
Ms. Robin Dillard 1 copy o
Naval Ocean Systems Center o
C2 Information Processing Branch (Code 8242) 1
271 Catalina Boulevard o
San Diego, California 92152 4
]
Dr. William Woods 1 copy e
BBN s
50 Moulton Street '
Cambridge, MA 02138 5,
)
r ‘!
=3
-
o
N
o
Yy
v O Wi @ Wy W L TR A T T U AR DA e AT A ‘.\“ « o« R R .‘ R
T O T R T o TR T g T T N A TR A N RS



Professor Van Dam 1 copy
Dept. of Computer Science

Brown University

Providence, RI 02912

Professor Eugene Charniak 1 copy
Dept. of Computer Science

Brown University

Providence, RI 02912

Professor Robert Wilensky 1 copy
Univ. of California

Elec. Engr. and Computer Science

Berkeley, CA 94707

Professor Allen Newell 1 copy
Dept. of Computer Science

Carnegie-Mellon University

Schenley Park

Pittsburgh, PA 15213

Professor David Waltz 1 copy
Univ. of Ill at Urbana-Champaign

Coordinated Science Lab

Urbana, IL 61801

Professor Patrick Winston 1 copy
MIT

545 Technology Square

Cambridge, MA 02139

Professor Marvin Minsky 1 copy
MIT

545 Technology Square

Cambridge, MA 02139

Professor Negroponte 1 copy
MIT

545 Technology Square

Cambridge, MA 02139

Professor Jerome Feldman 1 copy
Univ. of Rochester

Dept. of Computer Science

Rochester, NY 14627

Dr. Nils Nilsson 1 copy
Stanford Research Institute
Menlo Park, CA 94025

A F I

“ "l <,
s

ks

“

A



[ LI T U T TP AT LI T L7 LT IUTLIOTY JKIt 307 SV YOI Al WU MATSIIW WAL WO A UK RER R R TOI N Y W7 % U W W O OO oW o,

l‘; (]
O
W
o
7,
[ ]
Dr. Alan Meyrowitz 1 copy
Office of Naval Research LA
Code 437 ™
800 N. Quincy Street ‘ _ g
Arlington, VA 22217 . {
9
’ §
LCOL Robert Simpson 1 copy -
IPTO-DARPA -
1400 Wilson Blvd Pty
Arlington, VA 22209 §f
A

<,

Dr. Edward Shortliffe 1 copy
Stanford University

»

MYCIN Project TC-117 R
Stanford Univ. Medical Center Fa
Stanford, CA 94305 Iy
7~
Dr. Douglas Lenat 1 copy ;Q'
Stanford University .
Computer Science Department e,
Stanford, CA 94305 -:
?.
Dr. M.C. Harrison 1 copy ri
Courant Institute Mathematical Science ?w‘
New York University =N
New York, NY 10012 -
e
Dr. Morgan 1 copy :)
University of Pennsylvania 5?
Dept. of Computer Science & Info. Sci. .
Philadelphia, PA 19104 .

Mr. Fred M. Griffee 1 copy ?“
Technical Advisor C3 Division ;}‘
Marine Corps Development 208
and Education Command :\
Quantico, VA 22134 3
Dr. Vince Sigilitto 1 copy N
Program Manager ;:
AFOSR/NM N,
Bolling Airforce Base )
Building 410 iy
Washington, DC 20332 -
-“.
e
hoY
l‘
D)'
~
.\
n'\
c:\.
LN
“
!-‘
‘l
- ar . ' B - TR MRS e, L IETE P PR PR . T ATAS « Atk T Vet Aty -:'\
NARASAOACA N "’(*f (4 ok NG r’ 'F"'\('.\" Yo < ) { N e n ll ""‘f\"‘ \'-‘ AT c .




;¢ R RANRER XL RN RN TR ARG LY RO UYWL W Wy FRUNUFUY IR I U YT WU R U W SN EA T X

= s’&:&;, .

L4

' LA
'.5,";“;' e AN

5

A I S AL = ‘,‘{",.-'n
§ Gyl P
5‘5—‘;',’5,‘-;5_ .y :.4.?-»‘3"

‘e

a l\l .\:’\‘\ |

Integrated Processing in Planning
and Understanding

R A T
t 3 ® g e R

-y
RN R
L ,‘J’v"'.

Lawrence Albert Birnbaum
YALEU/CSD/RR #489

December 1986

This work was supported by the Defense Advanced Research Projects N
Agency (monitored by the Office of Naval Research under contracts
N00014-75-C-1111 and N00014-85-K-0108) and the National Science
Foundation (under grants IST7918463 and IST8017790).




ABSTRACT
INTEGRATED PROCESSING IN PLANNING AND UNDERSTANDING

Lawrence Albert Birnbaum
Yale University
1986

Programs that plan and understand must make many decisions about which paths of inquiry are
likely to prove fruitful. In order to make such decisions rationally, and hence avoid the need
for backtracking that inevitably results if they are made arbitrarily, relevant contextual
information must be brought to bear. An integrated model of planning or understanding is one
that attempts to take such contextual information into account as early as possible.

An integrated model of understanding must take the understander's goals and hypotheses into
account in making decisions about how to interpret an input. The relationship between syntax
and semantics in language understanding is analyzed from such an integrated point of view.
Next, the problems of lexical ambiguity and vagueness are addressed, previous attempts to
solve these problems are analyzed, and their shortcomings are used to motivate requirements
for a more complete solution. Finally, an integrated approach to inference in explanation-based
understanding is presented.

An integrated model of planning must take the situation in which the planner finds itself into
account early in the construction of plans. Such an integrated approach leads to a conception of
planning in which goals are set, in part, on the basis of opportunities for their pursuit. This
model of opportunistic planning is applied to the problem of response formation in arguments.
The problems involved in recognizing opportunities are uncovered, and several possible
solutions are presented. These solutions lead to a conception of unsatisfied goals as active
mental entities. In this context, I analyze the planning architecture which is presupposed by
Freud's intentional explanations for errors, particularly slips of the tongue, and show that it can
be functionally justified on the grounds that it fulfills the requirements for opportunistic
planning.
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CHAPTER 1

RATIONAL DECISIONS AND INTEGRATED PROCESSING

1. Introduction

All intelligent programs must make decisions at many points in their processing. A
language analyzer, for example, must decide what sorts of structures it is likely to find in an
input utterance. A planner must decide which plan to try, from among all the possible ones, to
achieve a given goal. And a plan understander must decide which inferences to draw in
attempting to understand some input, given many possibilities. The nced to make such
complex decisions concerning which paths of inquiry are likely to prove fruitful, and are hence

worthy of further pursuit, is a hallmark of problems in artificial intelligence.

The degree to which a program can make such decisions rationally is entirely dependent
on the degree to which it has access to, and is able to take into account, the relevant
information. Most of all, the program must be able to recognize the relevant information as
being relevant. The problem is that such information often seems, at first, far removed from
the choices being considered. It can thus be quite difficult to determine what factors need to be
taken into account, and how. As a result, almost all current language analyzers, planners, and
plan understanders make many or even most decisions about where to concentrate their efforts
arbitrarily. They must make these decisions arbitrarily because, at the time and in the place in
processing where the decision must be made, the information that might be relevant to making

it rationally is either unavailable, or else no provision has been made for taking it into account.

The information that is refevant to deciding which plan 1o try to achieve a given goal, for

example, may depend on features of the situation in which the planner currently finds itseif. In
particular, the resources that are available are o crucial determinent of whether or not a plan can
be successtully executed. When planning to prepare dinner. for example, it 1s obviously
worthwhile to consider the available food and utensils before plunging into detatls of menu or
food preparation technique. Yet few, if any, theories of planning seem concerned with how

such information can, or even should, be taken mto account.
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Similarly, the information that is relevant to deciding which inferences to draw in
attempting to understand a given input may depend on the understander's own goals, and on its
current hypotheses about the whole situation to which the input pertains. Whether or not an
input can be explained in terms of those hypotheses is a crucial determinant of how well it can
be understood, and how an hypothesis bears on the understander's own goals is a crucial
determinent of whether it is worthwhile to keep it under consideration. When trying to
understand another agent's behavior, for example, if a given action can be explained in terms
of some goal which the understander already ascribes to that other agent, then there is little
point in constructing hypothetical explanations in terms of some other goal. Yet, although
many theories of understanding argue that such information should be taken into account, few

address the question of how it actually can be taken into account.

To the extent that planners and understanders fail to take such relevant information into
account when deciding which lines of inquiry to devote effort to, they must decide arbitrarily.
The problem with muking such decisions arbitrarily, of course, is that they usually turn out to
be wrong. Thus, all models which make such decisions arbitrarily must employ one of two
possible strategics to cope with the problems caused by numerous erroneous choices: Either
they must depend on backtracking when choices prove to be erroncous or irrelevant, or they
must ensure -- by fiat of the programmer -- that exactly and only the choices that will be
relevant to the example at hand will in fact be available, in order to avoid huving to make any
decisions at all. In other words, without any theory of how a space of possible solutions
should be searched, a model must either resort to exhaustive search, or else simply pretend that
there 1s no search. The former leads to models which are at best inefficient, and at worst
combinatorially intractable; the latter, to models which work only on one or, at the most, two

examples.

For example. i the forme:s category, most models of syntactic analysis -- e.g.. ATNs
and Prolog-based parsers (Thorne, Bratley, and Dewar, 1968; Bobrow und Fraser. 1969;
Woods, 1970; Colmerauer. 19780 Pereira and Warren, 1930) -- spend an inordinate
proportion of their time backtracking from decisions to pursue analyses that wouldn't make
sense even if they succeeded. and that no human understander would bother pursuing. Many
models of understunding get bogged down making enormous numbers of rrelevant inferences

(¢.g.. Ricger, 1975), or pursuing inference paths towards explanations that don't apply in the

current situation (as i, ¢.g.. most work on plan understunding). Many models of planning,

when contronted with choices, simply pursue all of them, and end up constructing many plans

that cannot possibly work under the circumstances (e.g.. Tate, 19770
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The latter category of programs which avoid search by the fiat of the programmer is in
many ways even less principled. Planning models which take as their chief goal flexibility are
much less flexible than hoped because many decisions are finessed, and, as a result, many
plans that could otherwise be constructed are simply blocked (e.g., most NOAH-style
hierarchical planners). Similarly, many language analyzers simply assume that much of the
ambiguity inherent in language is just not present, for example by completely ignoring lexical
ambiguity (Marcus, 1980). And, finally, many understanding models that seem to avoid
search by bringing a great deal of knowledge to bear -- and are, indeed, even termed
"integrated” -- are in fact purely bottom-up models that avoid search at the programmer's
whim, and are therefore incapable of drawing the inferences necessary to understand even

minor variations in their target input (e.g., Dyer, 1983).

It thus appears imperative for artificial intelligence programs to make decisions
rationally. Such rationally taken decisions will not always be correct, of course, but they are
far more likely to be correct than are arbitrary ones. The need to make rational decisions, and
to thereby avoid the indiscriminate use of backtracking, has two immediate consequences for
process models. First, rational decisions are informed decisions: The more information that is
taken into account in a decision, the more rational that decision 1s likely to be, and the better the
chances of making it correctly. Thus, a process which seeks to make rational decisions must
be able to take into account as much potentially relevant information as possible -- that is, as
much as secems cost-effective -- regardless of the source or type of that information. For an
understanding program, this means that such contextual information as the goals of the
understander in a situation, and its hypotheses about that situation, must be taken into account
i making decisions about how to determine what an input means in that situation. For a
planning program, this means that features of the world in which the planner finds itself must
be taken into account in reaching decisions about which goals and plans to pursue aid how to

pursue them.

The second mujor requirement mmposed on process models by the need to avoid
backtracking stems from the fact that carly decisions about which Tine of reasoning to pursue, if
erroncous, can have a particularly devastating impact on overall performance. To the extent
that later decisions depend on carlier ones, all of the effort expended subsequent to an incorrect
decision may be irrelevant or even counterproductive. Furthermore. determining which
daecision was at fault may require re-examining many or most of the ¢ intervening decisions.
Thus, in order to minimize as much as possible the number of erroncous decisions, and the
backtracking that results, it is particularly important that carfy decisions about which Tines of

reasoning to pursuc be taken as rationadly as possible. In particular, then, decisions tken carly
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in the processes of planning and understanding must be based on as much relevant information
as possible. Models which seek to meet the above criteria -- which take as much contextual
information into account as possible, as early as possible -- are integrated models.

In order to construct an integrated model of some ability, several difficult questions must
be addressed. First, of course, what sorts of decisions need to be made? Second, what kind
of information is relevant to making those decisions? Third, how can that information be made
available to the decision process? And fourth, how can the decision process be structured so as
to take advantage of the available information? One way or another, any process model must
address these questions. What makes integrated models different are the additional functional
requirements imposed on the answers, stemming from the need to avoid arbitrary decisions and
backtracking. In particular, in order to make decisions as rationally as possible, an integrated
approach to planning or understanding attempts to construct models that can employ any

knowledge that might be useful, from as wide a variety of sources as necessary.

There are, of course, alternative approaches to answering the above questions. Faced
with the difficulty of identifying the applicability of, let alone actually employing, different
sorts of information from a wide variety of sources in making decisions, it is tempting to hope
that the information that is necessary to make decisions in a process is of limited scope and
obvious relevance. It is this hope that lies at the root of non-integrated approaches to planning
and understanding, which assume that the information that is relevant to making decisions will
be, by and large, from a single source and of a single type. Such approaches are typically
termed rmodular, and 1 will continue to follow this terminological convention here. However, 1
want to emphasize that the issue is not one of modularity versus non-modularity, but of how
the modules are to be defined. In an integrated approach, the modules that make up a process
are determined solely on functional grounds, in terms of the role they play in carrying out the
goals of the process as a whole. Modules can and should take into account any information
which seems relevant in making decisions about how to carry out their functions. In a
non-integrated approach, on the other hand, modules are conceived as having access toonly a
single kind of information. from a single source. Indeed, the class of information with which a
module s concerned -- a class which is typically circumscribed on « priori intuiive or
descriptive grounds, rather than being functionally justified -- is taken to be the defining

charucteristic of that module.

Thus, in determining how to interpret a particular feature in some situation, modular
theories of understanding will take into account the presence or absence of other features of the

same type. What they will gencrally nor take into account, however, 1s the role that other kinds
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of knowledge and information will play in this process of interpretation. For example,
modular theories of language analysis, typically concerned -- to the exclusion of all other
problems in language analysis -- with determining the syntactic properties of input sentences,
will attend primarily or exclusively to syntactic knowledge and information in attempting to
perform that task. Semantic and pragmatic information is presumed to play a limited or
non-existent role in determining sentence structure, despite the fact that such information is,
ultimately, the central concern of language understanding. Similarly, modular theories of
planning may well determine which goals and plans to pursue based on an assessment of other
goals that the agent has, but they do not generally take into account other, externally
determined, features of the situation in which the agent finds itself. Thus, for example, in
deciding what plan to use, such a planner will take into account potential contlicts with other
goals. What it tends not take into account, however, are the resources and opportunities that

are actually available in the current circumstances.

Fundamentally, then, these modular theories are based on a "noninteractive” model of
knowledge: Information can interact freely with other information of the same type -- i.e.,

concerned with the sume subject matter and couched in the same representational vocabulary --

F S h b W

Ay

but its interaction with other kinds of information is practically nonexistent. Mental processing

v

1s viewed as a collection of relatively isolated specialists defined, not in terms of their function,
but in terms of the kinds of knowledge they manipulate. In contrast, integrated processing is
based on the hypothesis that knowledge of different kinds, concerned with different content,
derived from different sources, and couched in different vocabularies, can and should interact
in the service of making rational decisions. To the extent that mental processing is viewed as a
collection of specialists, those specialists are defined, not in terms of the kinds of knowledge

they manipulate, but in terms of their functional role in processing.

In sum then, anintegrated approach to planning and understanding is one which aims to
produce models that attempt to avoid or minimize backtracking by making decisions about
where to allocate their effort on a rational basis. In order to be as rational as possible,
furthermore, such decisions must, to the greatest extent possible, employ any information that

might be useful, from a wide variety of sources if necessary.
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In understanding. this relevant information must include the goals and hypotheses of the

«
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understander. Thus, in an integrated approach the interpretation of an input is determined, in

I a3
Y
' B

part, by such contextual clements. However, this alone does not suffice to make a model of
understanding integrated.  Even in a modular theory of understanding. the goals and

hypotheses of the understander may ultimately play a role in determining whether or not a
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given interpretation is appropriate. They will not, however, affect the manner in which that '8
interpretation is produced. Contextual influences are viewed as a filter, applied to a potential
interpretation only after it has been constructed. In an integrated approach, the goal of -
minimizing backtracking argues that such contextual influences should be felt at the earliest ‘ v
decision points that they possibly can. Thus, the understander's goals and hypotheses must "
play a role in determining not only the ultimate interpretation of an input, but in determining '
how that interpretation is arrived at. In particular, in an integrated theory of understanding, the -
inferences that are drawn in attempting to understand an input are determined in part by the S
context in terms of which that input will be understood. In comparison to a modular theory, an E:j;
integrated theory of understanding will be a relatively goal-directed, or rop-down | theory. ;
Similarly, in an integrated theory of planning, the information relevant to making t
decisions must include situational features external to the planner. Such contextual elements i-'_:
must therefore play a role in determining which goals and pluns will be pursued. But again, b
this alone does not suftice to make a model of planning integrated. It is also necessary that =
such contextual influences be felt as early in the planning process as possible. That is, the
external situation in which a plarner finds itself should play a role in determining not only :;Ej
which goals and plans will be pursued, but in determining how those goals und plans are -
arrived at. In other words, in comparison to a modular theory, an integrated theory of planning
will be a relatively data-driven, or bottom-up, theory. o
X
2. Search in planning :‘E
'

In the overwhelming majority of planning situations, there are many alternative plans that

are potentially useful in accomplishing any given goal. This 1s beneticial in that, to the extent

-

that a planner is aware of these different plans, it is more tlexible and thus hus @ better chunce

of constructing a viable plan. The flexibility offered by knowing alternative plans, however, is

’

a mixed blessing: [t immediately gives rise to the problem of somehow choostng amony the

alternatives offered. For example, if planning 1s conceived as a hierarchical process -- in which

J’."'- ., '."-q < s F ?f‘p' -l' 'f

gouls give rise to plans, which in turn give rise to other gouls (subgoals of the ortginal goul).

¢
-~

and so on -- then the combination of all possible cholces gives rise to avery large space ot

)

possible plans, only o small number of which may actually be feasible m the current ':-.

. e . . ~ . . 1‘

circumstances. Thus, even feaving aside the formidable problem of interacuions between the -~

. . . . . . Yy

sub-goals, o hicrarchical planner must come to grips with the problem of scarching through o s

£ >

combmatorially explosive space of possible plans. y

o

.

\ Not surprisingly, in many planners for imited domams. this problem has simply been N,
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finessed in one of two ways. Often, the planner is given very little choice, or even no choice at

all, in determining which plan to try for a given goal, because only one or two plans are known
to it. This strategy, however justified within a given domain, gives rise to the illusion that the
problem of search has somehow been solved, since the plans devised by such a planner are in
fact devised without appreciable search (see, e.g., Sacerdoti, 1977, which along with its
impressive achievements suffers rather severely from this defect). But this is in reality just a
manifestation of what McDermott (1981) has dubbed the "wishful control structure fallacy.”
Because the planner is not given any alternative plans for most goals, it lacks the flexibility that
such options offer, and hence will only work on a smull number of problems. That is, the
search space has been limited by fiat of the programmer to include only those plans needed to
solve the particular problems at hund. What one has in these cases is not a general theory of
planning, but rather a description of the correct choices necessary to pursue a small set of goals

and plans in himited circumstances.

What makes the use of this strategy seem almost ironic in these cases is that it undercuts
the functional considerations that motivate a theory of gencral purpose planning in the first
place. If a given application domain requires only a limited number of plans, then there is no
need to invoke anything like a general purpose planner to construct those plans. Indeed. there
may not be uny need to construct the plans at all -- they might well just be pre-computed and
indexed in a table under the appropriate goals. Wha makes a theory of general purpose
planning attractive is the possibility it ofi s of constructing a planner that is flexible -- that can
use its knowledge to build new plans. I search has been finessed, that can only be at the

cxpense of this kind of flexibility.

The only alternative, then, is to bite the bullet and perform some kind of search through
the space of possible plans in order to construct one that does the trick. However, even the
adoption of this approach does not entail confronting the problem, given a limited enough
domain. It the search space 1s small enough -- and. in many theoretical examples, even it itis
not -- ity a common strategy to simply rely on back-up to enumerate the set ol possible plans
until one 1s found which does the trick. That is given a set of options, such planners simply
make an arbitrary choice. and are prepared to buck up and take another alternative it their guess

doesn’t work out (seeceagl Tate, 1977

There are two sertous objections to such an approach, however. First of all - and this
point has been well understood sinee the carliest davs of AT -- the fact of the matter s that the
use of blind scarch is not practical as the number ¢f chorces s expanded. and 1t the set of viable

solutions s sparse enough. because of the size of the scarch space that resulis. AndLonee the
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10

protection of working only within a limited domain is removed. most planning problems turn

out to exhibit these characteristces.

Sccond, to use blind back-up is to admit that, although onc’s theory might specity what
the possible answers to a problem are, it does not specify any particular process for solving the
problem. That is, it docs not specify how to find a correcc answer, other than by enumerating
them and checking whether or not cach works. Given that one of the chief aims of artificial
intelligence is to develop such process models, such an admission 1s. to say the least,

disheartening.

What is needed in a theory of general purpose planning, then, is the ability to make
choices between alternative plans in a non-arbitrary fushion. rather than arbitrarily. But what
could count as a grounds for making such a decision? Obviously, such top-down critera as «
priori kehhood of success, difficulty, ete., will be relevant. Much more important, however.,
are contextual features which make one or the other plun seem maore Hikels to succeed without
unduc effort. That is, one should choose a plan i puart because the situation facihitates 1is

pursuit.

Puart of this sttwational context includes, of course, the other cocds that are heng pursued.
and interactions among them. It can be quite difficult simpls o produce o plan woich s
mternally coherent in the sense that the acuons which serve one subgaoal do notitertere wath
another subeoal, and much work on planning has been concerned with how o take such
“internal” contextual factors into account. But just as important, and perhaps even more
important, are simply the externadl, and quite possibly uncontrollable. factors of the sitwation in
which the planner finds itselt, and current models of planning take ravels such tactors mmto
account. AU best, they are capable of noticing that some preconditon tora plan s already
sainstied inthe sttwation, and are thus able to wvord the unnecessary elfort ot plannmg to
achieve that precondinon. But they cannot. for exampic, choose a plan on the crounds that one

ol s precondiions has already been satisfied.

By anomtesiated approach, sach reles ant information about the external sitwation i which
the aoent currently feds iselt (or can expectto find el when the plan s exevuted must be
taben o cocount i Choosing appropriate plans for pre-existing coals. Plans should be
Chosen or rejedcted i part on the basis of what opportunities the situation offers, for example.
Dased on what resoarces are carrently avaitable. Maorcover, the earlier that such contextual

miormation is tehen mto account in the planning process, the more subsequent chorees 1ts

apphication will chiminate. By narrowing the availuble choices i this wav, the search for an

.
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internally consistent plan is simplified as well, because the space in which that search is
conducted is made smaller. In other words, the task of finding a consistent plan which is also

feasible will be made easier by taking feasibility into account as early as possible.

In sum then, we can see that for a planner to avoid the use of back-up, the planner must
make use of whatever knowledge 1s available, in particular, knowledge of the external situation
in which it finds itself, when deciding what lines of reasoning to pursue. The external situation
in which the planner finds itself should, in a sense, exert a bottom-up influence on the process
of planning. That is, reducing back-up in planning requires integrating top-down and
bottom-up processing. Integration has an additional dividend as well: It enables a planner to

be opportunistic -- that is, to recognize and seize unforeseen opportunities in the world.
3. Language understanding, descriptive theories, and search

The problems posed by the need to choose among alternatives is, if anything, more
acute in language understanding than in planning. Because of such problematic characteristics
of language as lexical and structural ambiguity, vagueness, ellipsis. and mctaphor, an
astonishing number of choices are available as to the proper interpretation of a given fragment
of input. Further, which choice is taken will affect similur choices later in the input. so that the
combinatorial problems which arise in hierarchical planning arise in understanding as well,
And, just as in planning, one of two alternative strategies is typically employed to deal with this

problem.

The first strategy 1s to artificially limit the choices available to a language analyvzer to
exactly and only those necessary in order to analyze the target inputs. As betore, this can be
justified exactly to the extent that the goal of the project is simply to accomplish the tusk within
alimited domain. For example, o data-base application may limit context sutherently that only
one sense of most words need be considered. However such an approach succeeds m
climinating scarch only at the cost of sacriticing flevibilite: Ananaly zer and Texicon designed
for one data-base will not work for another. This is the case. for example, with the customized
lexicon employed by the analyzer (Birnbaum and Selfridge, T981) for Kolodner's (1984)

CYRUS model of conceptual memory.

The alternative -- which has been tar more widely accepted in language understanding
than in planning, for some reason -- is to make such choices arbitrarily, while remaining
prepared to back-up and select other alternatives should they prove mistaken. This iy the

strategy that has been adopted by most syntactic analy zers, for example augmented transition
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network parsers and descendent models based on Prolog. In the last section, however, | ]
argued that such an approach simply evades the issue of how a mental ability should be "

implemented, and substitutes instead a naive enumeration of all possible solutions, in this case,

. . . L . : . s

all possible syntactic analyses of inputs. Even within the syntactic analysis community, there ::8

. . . . 'y

has been a growing realization that stronger claims must be made about the processes involved :'.
K

in language understanding (see, e.g., Marcus, 1980).

In fact, when applied to language analysis, the indiscriminate use of arbitrary decisions

and backtracking is, in many ways, even less satisfactory methodologically than when applied

to planning. The reason is as follows: In order to develop a serious process theory for some o

task, that is, a theory in which choices are not made arbitrarily, one needs a theory of what

information will be relevant in making choices, and when it will be relevant. But in order to %

construct such a theory, one first needs to establish whar the choices are, and those choices -
must be such that sources of information can in fact be found that will help in making them w

rationally. That is, the theory of what choices need to be made must be such that a theory of

~
intelligent choice among the alternatives can be developed. An arbitrary theory of the choices oy
\

which must be made will not necessarily suftice.

In planning, the choices which must be made are, at least, justifiable on intuitive

- . o . . &
grounds. That 1s, we can examine our intuitions as to whether or not it scems plausible to N
€
. . . . 5
consider some goal or plan in the service of some other goal or plan. In lunguage analysis, o
~
however, no such intuitive justification can be produced for the set of choices to be made, since N
we are not consciously aware of, for example, alternative ways of referring, or of constructing
(4
. . . e ‘i
a noun phrase -- assuming we do such things in the first place. w
'n:',-
%0

Put more generally, the problem we come to iy this: A theory which s capable of

taxonomically desceribing the range of appropriate behuvior in some domain in terms of a series

g 5

of choices can be trivially turned into a "process model”™ that generates such behavior by the use

Ny
ot arbitrary chotce and the ability to back up. Whether it can be turned into a serions process ir‘:."
model -- one that makes empirical claims beyond those offered by any veridical description of "
the behavior -- depends on whether ways can be found to make the choices non-arbitrarily, and -
thus dispense with the indiscriminate use of backtracking, Buat we can expect that there are, in ‘s:_
cencral, many alternative ways to characterize the set of decistons involved in some mental '~::
ability. There is no reason to believe, given any one such characterization, that some way can s
be found to make the choices so characterized in a non-arbitrary was. That is, there is no ' 3
reason to belicve that such a descriprive theory need be embodiced in the tinal process theory, or ;.".’_
even that it would be particularly usetul in constructing a process theory, especially it the :“;
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o
behavior that it characterizes -- e.g., grammaticality judgments -- is functionally rather :’_?:
peripheral. bt ":
n*:u
This 1s by no means intended as an attack on the utility of descriptive theories, but rather :-;-;
on their misapplication. There are many important descriptive results in cognitive science. :f'
Psychology has developed sophisticated experimental techniques to uncover hidden aspects of "‘»
human performance. Linguistics and anthropology have developed sophisticated methods for
probing people's intuitions, and sophisticated notations for the results. But none of these ":
ficlds is concerned with bringing functional considerations to bear in constructing process J_E
models of mental abilities: That job falls to AL ;‘:!.
e
Of course, a great deal of good work in AT has a certain descriptive flavor to it as well. :"'
For example, representation theories concerned with developing good vocabularies for ::
expressing the content of our knowledge in a given domain -- to take two rather disparate _:j.':_"
examples, Schank and Abelson's (1977) theory of the representation of plans, goals, and .__‘._'
themes in mundane situations, and Hayes's (1985) theory of the representation of the naive ,
physics of liquids -- are often descriptive. (For eloquent defenses of the importance of such .J:
content theories, see Hayes, 1979, and Newell, 1982.) The point here is that a straightforward ;E
implementation of these theories in a way that relied on arbitrary choice and backtracking, for -
example in a theorem proving system, would add nothing to them. E::_‘:.':
e
Thus, simply translating Schank and Abelson's theory into Horn clause form and :-'
implementing it in Prolog would add nothing to their work, at least from a scientific -v
perspective. The result might be a program that understood simple stories, but it would not be ::“;T'_.
a process model of story understanding. Similarly, an implementation of Hayes's theory of :f?-::‘
naive physics in Prolog would be just that: an implementation. The result might be a program ,\
that solved problems in naive physics, but it would not be a contribution to the theory of —
problem-solving.  Or, to cite a recent contribution to the literature, straightforwardly ~:
implementing a previously developed hinguistic theory of conjunctions in Prolog, as Fong and :f:\‘:
Berwick (1985) do. adds nothing whatsoever to that linguistic theory. It may be useful, but it .,:-:t:
mitkes no additional empirical claims beyvond those made by the linguistic theory alone. Such a .
program cannot, therefore, be considered a bona fide process model of how coordinate :_}_:
expressions are understood. (For a biologist's view of the need to distinguish true process ::_
theories from descriptive theories, see Svdney Brenner's discussion of how this issue arises in :::‘:
understanding the genetic control of morphological development., quoted in Judson, 1979, pp. X _
217-221.) o
..-
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This entire argument is, in fact, a generalization of one of the stundard objections to
theories of syntactic analysis. What basis do we have for believing that people actually use
syntactic rules of the sort devised in linguistics -- descriptive rules -- in constructing syntactic
representations devised for a similar descriptive purpose -- or that any language understander
should? Do we even make the choices that such theories imply? Can a way be found to
incorporate such choices into a serious process model of language analysis -- one that does not
rely on back-up? If a way cannot be found to construct a modular theory of syntactic analysis
without arbitrary choice and backtracking, then it is a methodological imperative to look for a

kind of analysis which can be accomplished without them.

It is a methodological imperative for the following reason: I arbitrary choice and the
concomitant indiscriminate use of back-up are allowed. then if it is possible to construct a
computational model at all, it will always be possible to construct one that 1s modulur in the
sense discussed above. That is, the claim that some mental ability can be accomplished in a
modular fashion is irrefutable if arbitrary choice and back-up are permitted. Whenever a
decision seems to require contextual information of the sort that an integrated theory would
attempt to take into account, a modular theory could be constructed that simply chose

arbitrarily, and was prepared to back up if that choice proved mistaken.

Exactly the same argument holds for planning. Thus, if a theory of planning in some
domain seems to require arbitrary choice and back-up, then the set of choices being presented
to the planner is probably wrong and we should look for another. For example, one might
construe the planning problem in chess as being the choice of one move over others.
However, this approach clearly entails a great deal of search and buck-up. Theretore, it is
probably better to look for another way to characterize the plunning problem in chess, in which

the choices to be made arc not merely between one move and another.

In sum, it seems equally crucial to eschew the use of arbitrary choice and backtracking in
both planning and understanding. Planners must try to arrive at appropriate goals and plans on
the basis of rational decisions. To be rational, then, those decisions must take mto account the
factors that affect the appropriateness of goals and plans. In part, the appropriateness ot gouls
and plans depends on the extent to which they can be successtully pursued, and successtul
pursuit in turn depends on external conditions, such as the availubility of resources. So, to
control scarch, an mtegrated planner must use its knowledge of the condinons that hold in &
situation, current or expected. in deciding how to wrive at goals und plans that will be

appropriate.
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In language understanding, the story is much the same. Understanders must try to arrive )

at the appropriate interpretations of input utterances, again on the basis of rational decisions. :.:

To be rational, those decisions must therefore take into account the factors that aifect the

appropriateness of such interpretations. That depends, in part, on the extent to which the
interpretation is coherent in the context, which in turn depends on whether it is explicable in ::.::E‘:
terms of the understander's goals and hypotheses. So, to control search, an intcgrated ":,;
understander must use this contextual information in Cstermining how to arrive at an . e
appropriate interpretation. N
s

4. Qutline of thesis g;
Ty o

In this chapter, we have stated our problem: Arbitrary, unmotivated decisions in a ;;:"
process model of some mental ability are a sign that we do not really understand how that :"‘-'
ability is accomplished, or why it should be accomplished that way. Except when blind search Eit

is inescapable -- for example, in cases where the agent is genuinely ignorant -- its use cannot be

permitted in a serious process model. Nevertheless, most Al theories of planning and ,‘::j:;‘
understanding depend, either explicitly, or what is worse, implicitly, on arbitrary choice and J
the ability to back up. B
PR Y

Some readers may wonder whether the situation is as grim as I have portrayed it here. \~

The answer to that question can be seen in the Al applications programs -- primarily expert ‘_
systems and natural language data-base query systems -- that are currently undergoing '."_
commercial development. The narrow range of competence of such programs, and the rapidity T e

with which their performance degrades as they are pushed to their limits, is a widely :";-
acknowledged fact. These undesirable characteristics are largely due to the fuct that the :"'i
designers of these systems have had little choice but to sacrifice flexibility in order to avoid E:,S:

combinatorially intractable search, for our knowledge of how to bring relevant information to .
bear on the decisions that such systems must make -- or even of what that information is -- ".E:“_
remains rather primitive.  For example, to take an application with which I am somewhat \
familiar, natural Tanguage data-base query systems typically give short shrift to the problem of 'E_. ;
Jexical ambiguity. Because such systems are devoted to a particular application domain, many :-} .
meanings of many words can simply be ignored, since they are usually -- although not always _;E;
-~ irrelevant to the domain of interest. The ambiguitics that cannot be ignored wre resolved on :-‘:,:-
the basis of ad hoc tests that are tuned to the specific domain, and which therefore will not %:;
work properly in another context. That such systems can nevertheless be made useful is ‘ \;
tribute to clever problem choice and backbreaking programming clforts. :;'.:"
A
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In order to avoid either the inflexibility of current applications systems, or the equally
undesirable alternative of blind search, programs must make decisions on a rational basis,
using whatever knowledge and information seems relevant. Thus, the process of determining
which goals and plans to pursue must take into account, among other things, features of the
environment in which the planner finds itself. The process of arriving at an interpretation for
some input in a given situation must take into account, among other things, the understander’s

current hypotheses about that situation.

However, the ability to assemble and apply knowledge of disparate types and from
disparate sources in the service of rational decisions about which lines of reasoning to pursue
cannot itself be expected to be cost-free. Thus, integrated processing will be justificd only to
the extent that it reduces the amount of arbitrary search required in planning or understanding
by more than its own cost. There is reason to be concerned that the cost of gathering and
weighing the information relevant to making a decision rationally might outweigh the cost of
making an incorrect choice. The fear that this is in fact the case is what gives modular theories

much of their attraction.

This is particularly true with regard to modular theories of understanding. Although it is
well established and uncontroversial that understanding requires plausible inference of a
surprisingly sophisticated sort, the apparent complexity of this inferential processing seems to
have convinced many that its use should be avoided at all costs (see, e.g., Woods, 1973).
From this perspective, an integrated approach which seeks to apply such inferential processing
as early as possible in understanding appears counterproductive. The sort of argument that
seems to motivate this view goes something like this: "Understanding is fast and relatively
error-free. It almost has the feel of an act of perception. Inference -- well what that really
means is problem solving, and problem solving is a slow and clunky business, not to mention

unreliable. So understanding can't involve much inference. except maybe at the very end.”

There are, it seems to me, several mistakes in this line of reasoning. The most basic,
although least consequential, is the misapplication of phenomenological evidence. 1tis true that
understanding has the quick. sure feel of an act of pereeption. Butif anything is clear by now
from thirty years of Al research, it is that such intuitions are in no way an indication of
underlying simplicity. Perception itself is hardly a simple act. There is. furthermore, no
reason to believe that inference, or even problem solving, must be slow and error-prone. Itis
true that most current models of inference and problem solving are slow and error-prone. And

it may be that problem-solving, particularly in the absence of good knowledge. really s

sometimes as awkward as advertised. But inference, and even prohlem solving. can often be
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just as fast, and feel just as much like an act of perception, as understanding does. In a domain
with which we are familiar, we often seem to "see” the an. .er to a problem almost as soon as

it is posed.

More substantively, however, I believe that fears about the cost of integrated processing
are based on a serious misconception as to the average number of choices (i.e., the branching
factor) that actually obtains at real decision points, and about the number of such decision
points, in real problems in planning and understanding. As Minsky (1963) points out, under
such circumstances it is worth devoting a substantial e¢ffort to reasoning which can direct
inference along productive paths. Although it cannot be said that cost 1s no object in the effort

to make decisions rationally, the cost of not trying is almost surely too high.

The key issue in achieving integrated processing is how to make the relevant information
available to the decisions that require it. In the simplest cases, exactly what information is
relevant may be known ahecad of time. In such cases. the link between that relevant
information and the rule that makes the decision can be, in a sense, "hard wired.” That 1s, the
decision rule can be formulated to take certain factors -- and perhaps only those factors -- into
account in making its decision. For example, the use of a particular class of plans for some
goal may require certain critical resources, the availability of which is not assured, and for
which no alternatives may be substituted. In that case, it secems clearly useful to make the
decision as to whether to attempt to construct a plan buased on some member of that class
contingent on the availability of the crucial resources. Indeed, if the necessary conditions for
the pursuit of some goal or plan are only intermittently available, it may pay to consider
whether to pursue that goal or plan whencever the relevant conditions happen to arise -- that is,

it may pay to be an oppormmnistic planner.

In general, however, there is no way of knowing, ahead of time, exactly what
information will be relevant to the decision -- in a4 new context, a new factor may be significant.
Thus, the methods by which relevant information is made available to a decision must be
flexible enough so that new factors can be taken into account in new contexts. For example,
the decision as o the appropriate interpretation of an ambiguous word cannot be made -- as |
will show in chapter four -- merely on the basis of some fined. foresecable set of conditions.
In such cases, an integrated approach must attempt to specify methods by which pathways can
be dynamically created between decisions and the information that is refevant to making them

rationatly. As we will also see in chapter four, this has all too often not been the case.

Indeed, the shortcomings in prior work on integrated processing deseribed in chapter
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four is one of the motivations for the work described here: Integrated processing is a
functionally well-motivated idea, but constructing process models which truly adhere to spirit
of those functional motivations has proven difficult. In part, I believe this is because the
functional considerations that motivate integrated processing, and the requirements that those
functional considerations impose on process models, have not been specified with sufficient

clarity. That is one of the chicf aims of this thesis.

Thus, in part 1 of this thesis, which concerns understanding, T will address the issue of
how to bring contextual information, in particular information arising from the understander’s
hypotheses about the situation it is trying to understand, to bear on decisions that arise carly in
the interpretation of an utterance in that situation. The particular type of decision with which |
will often be concerned is the interpretation of vague or ambiguous lexical items. Chapter two
will discuss the relationship between syntax and semantics {rom an integrated point of view.
Particular attention will be focussed on the problem of how to dynamically integrate constraints
arising from different sources in order to facilitate rational decisions in language analysis,
particularly lexical disumbiguation. Chapter three presents a critique of the foundations of
syntactic analysis -- with which most modular theories of language understanding are, almost
obsessively, concerned -- from a functional, AT perspective. Chapter four presents an analysis
of the problem of lexical ambiguity, and of the shortcomings of previous approaches, which
motivates an integrated approach to the problem. It also demonstrates how and why previous
attempts to apply such an integrated approach have generally failed to fulfill their promise.
Chapter five moves to the Targer issuc of controlling inference in language understanding, with
particular application to the problem of applying absiract thematic structures in story

understanding.

Puart [T ot the thests concerns integrated processing in planning, T will show that the Kind
of attention to conditions in the external world which seems necessary to muke rational
decivions and avoid back-up leads 1o a conception of planning much closer i spirit to that
which seems appropriate in evervday human Tife. In partculur, [will outline the basic ideas of
opportmistic planning, discuss their applications, present the issues which must be addressed
by« theory of opportunistic planning, and sketch out a rough taxonomy of the ways in which
those issues might be resolved. Ulumately, this imvestigation will Tead us to a surprising

comvergence with Freudian psychology.
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CHAPTER 2

INTEGRATING SYNTAX AND SEMANTICS

1. Introduction

The relationship between content and structure in natural language is unquestionably one
of the most confusing issues in cognitive science, and apparently one of the most durable as
well, since it arises repeatedly in the literature on psychology, linguistics, and philosophy of
language. From the perspective of artificial intelligence, this relationship can best be

understood by considering the functional roles that each plays in achicving the goals of

language use, primarily communication. In particular, this meuns that the relationship between

content and structure is to be understood not only in terms of the information that each

contributes to the processes of understanding and generating language, but also in terms of

how and when that information is applied to resolve the problems that naturally arise in the

course of attempting to carry out those processes.

In an integrated approach to language understanding, as we saw in the last chapter, as

much information as possible -- including, in particular, the understander's goals and

hypotheses -- should be taken into account in making rational decisions as carly as possible in

the understanding process.  In other words, considerations of content -- meaning, world

knowledge, and context -- are presumed to play a role quite carly in language analysis (see,
¢.g., Schank, Tesler, and Weber, 1970. Schank. 1975, Ricsbeck, 1975; Riesbeck and
Schank, 1978; Schank, Lebowitz, ard Birnbaum, 1980; Schank and Bimbuaum, 1984). This

position, which 1 will call the integrated processing hypothesis, stands in direct contrast with

modular theories of language understanding, which assume the existence of a logically

autonomous syntactic analysis procedure, preceding, and providing input for, semantic and

inferential memory processing (sce, e.g., Fodor, Bever, and Garrett, 1974: Marcus, 1980).

This chapter is concerned with exploring the implications of the integrated processing

hypothesis, the problems that it must address, and its relation to other approaches.

Two observations led to the hypothesis originally (Schank. 1975). The first was the

failure of syntax-oriented approaches to the construction of systems for processing natural

language, particularly in the early research on machine translation (see, ¢.g.. Buar-1illel 1960).
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This failure was due primarily to problems of ambiguity and implicit content, and
considerations of meaning and context are crucial to the solution of both sets of problems.

Thus, a more content-oriented approach to language analysis seemed necessary.

The second observation was the rather commonsense one that it is easier to understand a
foreign language, especially when reading, than to speak or write it. Most of us have had the
experience of picking up a magazine written in a language with which we are slightly
acquainted, and more or less understanding it, especially if we know something about the
topic. Paraphrasing or answering questions in the language, however, would be beyond our
capabilities. It would seem, then, that understanding language is not nearly as dependent on
syntactic information as generation is. Indeed, even in our native language we often seem to
vary how we approach the task of understanding, depending upon the material to be
understood, our interest in and familiarity with that material, our goals, and other contextual

factors. The use of syntactic information does not seem an all-or-none proposition.,

The above considerations led to the development of a series of expectation-driven
language analyzers employing the sort of basic semantic knowledge captured by conceptual
dependency theory (Schank, Tesler, and Weber, 1970; Ricsbeck, 1975 Riesbeck and
Schank, 1978:; Gershman, 1979; Birmnbaum and Seclfridge. 1981). In these analyzers,
expectations arising from unfilled case roles in incomplete conceptual structures are used to
guide the assembly of a complete representation of an input utterance as a whole. They have
proven moderately successful in a variety of settings. including story understanding, question

answering, and dialog systems.

Simultancously, the development of memory structures for representing the pragmatic
world knowledge necessary in order to understand, such as scripts (Schank and Abelson,
1977), led naturally to the question of how the information embodied in such structures might
be used in language analysis. DelJong's (1979) design for an integrated understanding system
-- the first attempt to utilize such memory structures in parsing -- resulted in a program,
FRUMP, that applied simplified scripts directly to the problem of skimming and summarizing
newspaper stories. Although skimming a story is not neaily as difficult as arriving at a deep
understanding of it, FRUMP's success at this task provided some tangible evidence that the
way to solve the problems of languuage analysis is to bring as much knowledge as possible to

beur as carly as possible in the understanding process.

Perhaps the best motivation for an integrated approuach to Linguage analysis, however,

stems from an appraisal of its role within a functional conception the language understanding
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process as a whole. In a nutshell, understanding crucially involves relating what you hear or o2
read to what you already know, assimilating it in such a way that any new information can be E’ :
recalled and employed when relevant. Thus, memory is intimately related to the very )
properties of communication that make it so useful and important. Understanding an input "',',E
involves, in part, finding the most relevant memory structures available to explain it, and -f,;'-
creating for the input a new memory structure derived from the old ones (see Schank, 1982). ::;
In particular, then, language comprehension depends crucially on knowledge about the -. '
situations which language describes. The common sense motivation for integrated processing f‘_g
is that it doesn't make sense not to make the fullest possible use of this information when it 1§ \f:f
relevant. i
b5
One of the most important functional applications for such information is in resolving :'
ambiguity. That people do in fact use world knowledge in disambiguation during the course of j_
sentence analysis can be demonstrated by considering garden path sentences, in which the use ',:
of such knowledge leads them astray. For example, in the course of processing the sentence a
"The old man's glasses were filled with sherry,” (Schank, 1973), most pcople incorrectly :\.‘5
decide that "glasses” means "eyeglasses,” and are, as a result, surprised by the rest of the f:
sentence. They are consciously aware of having made an error and of repairing it. This error _,\‘_
can only be explained by assuming that in understanding this sentence, people apply their " o
knowledge of the relationship between age and eyesight to resolving the ambiguity of "glasses” t
before completing any putative low-level analysis of the sentence, since otherwise the context “
provided by such an analysis would presumably be available to provide the correct _:
interpretation. Indeed, if "bartender” is substituted for "old man™ in this sentence, the opposite e
interpretation is made in processing, and so no back-up is needed. ',',:?;
l./
P
2. What is the problem? Lo
BN
The issuc of how content and structure are related in language processing can be divided :
into three closely related, but nevertheless distinet, questions. These questions are often jj::‘_:
contlated, and the failure to keep the distinctions clear has been a major factor ihibiting mutual ".;:-;'.;
comprehension among those who have argued the issuc. ::i\
The three questions correspond to three aspects of any computational process that can be ‘~;‘_‘
usefully distinguished. The first aspect of interest is the conrrol structere of the process. which ::,s
detines the sub-processes that must be invoked in order to accomplish the tuask, the information _“- f
that must be supplied to them as input, and can be expected from them as output, how they -_:_::‘
communicate, other information to which they have access. and the conditions under which ::_'.::
T
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they should be invoked. The second aspect is the representational structures that are
constructed and operated on by the process, and that constitute the inputs and outputs of any
sub-processes and of the process as a whole. The final aspect is the knowledge base of
information about the domain which the process uses in the performance of the task. Since this
knowledge often takes the form of rules, the knowledge base is commonly called a rufe base.
Our three questions, then, concern what an integrated approach to language analysis, as
opposed to a modular approach, might possibly entail with respect to these three aspects of a

language processing system.

The first question concerns the processes which apply the information used in
language understanding: Are information about content -- meaning, world
knowledge, and context -- on the one hand, and structural information, on the
other, applied by separate control mechanisms. or are they applied jointly by the
sub-processes that constitute understanding?  That is, does language
understanding proceed by the independent application of euch type of information
in succession, by modules devoted solely and exclusively to one type of
information, or by their joint application in modules which have access to a wide

variety of information in carrying out their functions?

The second question involves representational structures: Are the structures that
are used to encode information about content separate from those used to encode
information about structure? That is, does language understanding involve the
computation of an independent fevel of syntactic representation? What kinds of

representations must be constructed in order to understund?

The last question concerns the knowledge used in understunding. Can the rule
base that embodies syntactic knowledge be isolated from that which embaodies
semantic and pragmatic knowledge? s there a clean separation between these sets
of rules, or is there a continuum of rules, some concerned solely with content,

some concerned solely with structure, some concerned with both?

Although it is important to distinguish these questions, the possible answers to them are of

course interdependent, as will be seen below,
2.1, Question one: Control structures

The question of whether information about content and imformation about structure are

..,,,.,,
LA RN



applied jointly by the sub-processes that constitute understanding, or by independent
sub-processes, is of course the question of whether or not an autonomous syntactic analysis
procedure exists. The claim that both should be applied jointly follows rather directly from the
basic tenets of an integrated approach to understanding, namely, that contextual influences
should play a role in rational decision-making as early in the understanding process as
possible. In a sense, then, this is the weakest possible version of the integrated processing
hypothesis. In particular, if it were not true that syntax and semantics were applied jointly, it
would be difficult to argue for either integrated representational structures or an integrated
knowledge base in language processing. The opposite position -- the claim that syntax and
semantics are applied by independent control mechanisms -- 1s the strongest possible form of

syntactic autonomy.

It is instructive to map out some of the possible alternatives concerning the issue of
integrated versus independent control processes for applying information about content and
information about structure to the problem of lunguage analysis. What follows are sketchy

descriptions of several possible positions.

[a] Syntax and semantics are completely separable. By this position, syntactic analysis
is a completely independent process, logically and temporally prior to the content-based
inference processes involved in understanding. This position implies that syntax alone controls
language analysis at the earlier points in processing. This is the view that results when the
descriptive model outlined in Chomsky (1965) and descendent models are given a

straightforward, if naive, recasting into the performance domain.

[b] Syntax and semantics are "nearly decomposable.” By this view, itis still the case
that a syntactic analysis process precedes semantic processing, and provides the input for it
However, this process may on occasion query a semantic component in order to make a
syntactic decision. This limited interaction between content-based inference processes and the
syntactic analysis process is controlled by syntax, in that only the syntactic mechanism can
decide that some interaction is required. This is the position taken by Fodor, Bever, and
Garrett (11374 with their theory of independent syntactic processing within cliauses. and by
others == ez Woods (1970), Kaplan (1975). and Muarcus (1980), among others -- with

somew hat more tlexible communication regimes between syntactic and semantic processing.,

[c] Svatax and semantics have a “heterarchical” relarionship. By this position,
information about content, on the one hund, and structural information, on the other, are still

applied by separate control processes. However, their relationship is construed as far more
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cooperative than in the preceding position. In a sense, the syntactic processor and
content-based processes operate somewhat like co-routines. That is, the interaction is no
longer exclusively under the control of the syntactic mechanism. A syntactic component does
some work, then calls some content-based process which does what it can and then in turn
calls syntax for more information, and so on. This appears to be the position advocated by
Winograd (1972 and 1977) and Lytinen (1984). This description might in fact apply to models
that also fit the preceding or following descriptions, since "independence™ 1s a fuzzy concept:
As the richness and frequency of communication between modules increase, the modules

become more integrated and less independent.

[d] Svatax and semantics are applicd joindy, in an integrated fashion. By this view,
information about content and information about structure are both employed, jomntly, in the
process of language analysis, and whatever available information seems most usctul will be
applied in the rational resolution of the problems that arisc in determining the appropriate
interpretation of an input. This is the position taken here, and previously advocated by
Schank, Tesler, and Weber (1970), Riesbeck (1975), Riesbeck and Schank (1978), Schank.
Lebowitz, and Bimmbaum (1980), and Riesbeck and Martin (1986). A similar view seems 10
inform the experimental program being carried out by Marslen-Wilson and his colleagues (see.
¢.¢., Marslen-Wilson, Tyler, and Seidenberg, 1978). One way in which this highly integrated
class of models might be differentiated from the heterarchical class described above is that
whereas the latter models construct and operate on explicit syntactic representations (as i,
e.g., Winograd, 1972), highly integrated models -- for instance, those cited here -- may well

not. We will return to this point in the next section.

One point of clarification seems necessary here. The opposition on the above spectrum
between position [a], logically independent syntactic analysis, and position [d]. joint
application of syntactic and semantic information in integrated control structures, is often
misconstrued. In particular, since position [a] implies that sy ntax alone controls carly Tanguage

analysis, the opposite position is often taken to be something Tike "semuantics alone controls

carly language analysis.” This is clearly wrong. but that in no way atfects the validity of

position {d]. which doesn’t imply anvthing of the sort.

2.2, Question two: Representational structures

In the course of understanding or generation. any lngudge Processing sysienr must

compute some structures for representing content. on the one hand, and words and ther

propertics. on the other. An important question, then. s wha additional stractures muast be




AL

LIS LA I e - - - PR - . - -
w.‘v'w.f -\,...,- N AS S -\.', TN
L W ) vy

!

e 00 e dte 6%¢ 8'a 6%2 22 8'2 Riu 8'2 8'2.8'w 4'2. 8" ™y e ata il adtat e died ‘ab e f'ent'ed el 4 gt e a8

computed to represent the structural information associated with utterances? There are basically
two positions that one can take.

[a] An autonomous level of syntactic representation, such as phrase markers, must be
computed. For example, Fodor, Bever, and Garrett (1974, p. 368) claim that "the structural
analyses to be recovered are ... precisely the trees that a grammar generates,” by which they
mean that in the course of comprehending language, a language understanding system, and in
particular, people, must compute explicit syntactic representations of the sort employed by

generative linguistics in describing syntactic phenomena.

[b] No independent level of syntactic representation is constructed or operated on during
language processing. This claim has an important consequence for models of language
processing: Whatever structural distinctions need to be represented, must be represented either
at the level of conceptual structures, or at the level of words. An important implication of this
claim is that if a conceptual representation carries structural information about an utterance that
is necessary for subsequent processing, then that information must also serve some semantic or
pragmatic function. In other words, any elements added to a conceptual representation for the
purpose of carrying structural information must be justified independently in terms of some
conceptual function. (Interestingly, this last point bears a mirror-image resemblance to an
observation made by Katz and Postal, 1964, in arguing that syntactic transformations must
preserve meaning. As they pointed out, this claim implies that any difference between the
meanings of two sentences must be reflected in some difference between the syntactic deep
structures underlying those sentences. Further, they recognized that in order to support the
original hypothesis, they as theorists were required to justify such differences in deep structure

on independent syntactic grounds.)

This question of representational structures has an important bearing on our carlier
discussion of control structures. If two processes acted on, and produced as output, different
sorts of structures, such behavior would constitute one characteristic that would Iead us to say
that the two processes were independent of each other. Hence, without the computation of
explicit and independent syntactic representations in language understanding, one of the
characteristics that might lead us to single out an independent syntactic processor would be
missing. In this sense. the computaiion of an independent Tevel of syntactic representation is a
weak prerequisite for the existence of an independent syntactic processor. Henee, claims of
autonomous syntactic processing are always accompanied by the presumption that independent
syntactic representations are necessary. While an integrated approach to fanguage analysis

does not necessarily entail denying this presumption, the argument for integrited processing
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would be strengthened if it turned out to be false. 1 will, therefore, provisionally take the
stronger position here, and assert that information about content and information about

structure are represented, jointly, by integrated representations.
2.3. Question three: Rule base

The strongest possible form of the integrated processing hypothesis would be the claim
that there are no purely structural rules -- that is, that all the rules used in language processing
refer, in some way, to information about content. If this were true, then the claims of
integrated representations and processes would follow immediately. The opposite claim -- that
purely syntactic rules indeed exist -- is the weakest possible form of the hypothesis of syntactic
autonomy. Without such a set of purely syntactic rules, for example, the claim that there is an
independent syntactic processor doesn't even make sense.  That is, the extent to which
syntactic knowledge can be separated from knowledge of content determines whether an

independent syntactic analysis procedure is even logically possible.

There is little support for the strongest possible form of the integrated processing
hypothesis. Indeed, as far as I know, no one has ever claimed that purely syntactic rules do
not exist. The existence of purely syntactic rules does not, however, entail the need for
independent syntactic representations or an autonomous syntactic analysis procedure to apply
those rules. While freely acknowledging the existence of purcly syntactic rules, and their
utility in language analysis, the integrated processing hypothesis does muake the claim that these
rules simply occupy one extreme of a continuum of rules, and are not distinguished by use
from other sorts of rules. This follows from the two prior claims of the integrated processing
hypothesis that (1) language processing is effected by the joint application of information about
structure and content by integrated control mechanisms, and (2) no independent level of
syntactic representation is computed in language processing. I these two claims are true, then
purely syntactic rules are not functionally distinguishuble by use from other sorts of rules.
Thus, the integrated processing hypothesis is supported to the extent that the role of purely
syntactic rules in processing can be shown to be similar to the role of rules concerned with

other sorts of information.
2.4. The integrated processing hypothesis

We are now in a position to state exactly what the inteerated processing hy pothesis

claims:
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First, it claims that language undersianding proceeds by the joint application of
information from different sources, and concerned with different content, in the
rational resolution of the problems that naturally arise, rather than as a collection of
processes characterized by their sole concern with one particular source and type
of information. This is in contrast to the models proposed by Fodor, Bever, and
Garrett, Woods, and Marcus, among many others.

Second, it claims that no independent level of syntactic representation is
constructed, operated on, or output by the language analysis process. This is in

contrast to all of the above models, as well as the model proposed by Winograd.

Third, it claims that purely syntactic rules -- purely syntactic in the sense that they
are expressed in a vocabulary concerned only with structural concepts -- are not
used differently from other sorts of rules. That is, they are functionally integrated

in processing and play no privileged role. This follows from the first two claims.

3. Some psychological evidence

There has been a great deal of psychological experimentation bearing on the relationship
between syntax and semantics in language analysis. In this section I will review a few results
that seem to support the integrated processing hypothesis. Among psychologists, the results of

this work have convinced even the strongest partisans of generative linguistics that:

1. There is no evidence that people make use, in comprehension or generation, of
the kinds of rules devised by generative lingu'sts to describe syntactic phenomena.
2. The very strong claim of a completely autonomous syntactic processor

(position [a] in section 2.1 above) cannot be upheld.

In fact, these points constitute the most "conservative™ interpretation of the experimental

results, in the sense of conserving some role for gencrative linguistics in psychology. Less

e
sympathetic observers will note that the results, although consistent with various patched-up R

L Y
claims of syntactic autonomy, were not as predicted by theorists who advocate that position. N

One of the earliest and most significant results was uncovered by Slobin (1966). Using
a picture verification task, he investigated differences in how long it tukes 1o understand

passive sentences as compared to active forms, distinguishing between “reversible™ and
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"irreversible” passives. A reversible passive is a sentence like "John was seen by Bill," in
which syntax must be consulted to determine who saw whom. That is, the meaning of this
sentence car only be distinguished from that of "John saw Bill" by attending to the fact that one
utilizes a passive construction while the other does not, since both are equally sensible. An
irreversible passive is a sentence like "The ice cream cone was eaten by John,” in which, by
virtue of semantics, one can determine who ate what. That is, this sentence can be
distinguished from "The ice cream cone ate John" on the grounds that the latter is semantically
anomalous. What Slobin found is that, although reversible passives take longer to understand

than the corresponding active forms, irreversible passives do not.

It is tempting to conclude from this result that the human language analysis mechanism
makes no use of syntax unless semantic information alone seems insufficient. However,
Slobin's results are not so unequivocal. Part of his study included presenting subjects with
sentences which appear perfectly sensible without any use of syntax, but which are in fact
semantically anomalous if syntax is taken into account. An example is a sentence such as "The
boy was raked by the leaves.” If syntax were simply ignored, then this sentence could be
understood as meaning "The boy raked the leaves,” which is perfectly sensible. Nevertheless,
subjects usually detected the anomalous nature of these sentences. On the other hand, their
error rates on this kind of material were much higher than usual -- that is, they often didn'’t
notice the anomaly. The main conclusion to be drawn from Slobin’'s results, then, is that the
functional relationship between syntax and semantics in human language processing is a
complicated one. This is what one would expect if they were involved in a highly integrated
system. In theories which are based on some notion of syntactic autonomy, on the contrary,
the relationship between syntax and semantics is quite simple and straightforward: That is the

whole point of such models.

Marslen-Wilson and his colleagues have performed numerous experimental studies on
the empirical status of autonomous syntactic processing. A representative result can be found
in Tyler and Marslen-Wilson (1977). They studied the model proposed by Fodor, Bever, and
Garrett (1974), a chief claim of which is that, within clauses, sentence analysis proceeds by the
operation of a completely autonomous syntactic processor, and in particular, no higher-level
knowledge can enter the process until a clause boundary is reached. To study this claim,

subjects were presented with sentence fragments such as the following:

1. If you walk too near the runway, landing planes...

2. If you've been trained as a pilot, landing planes...
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They were then immediately supplied with a probe word, either "is" or "are,” and asked to
simply repeat the probe word as quickly as possible. On pragmatic gounds, as determined by
the content of the first clause, "is" is appropriate as a continuation of second fragment but not
the first, whereas "are" is appropriate as a continuation of the first but not the second. The
only way to determine whether a probe is appropriate is on the basis of meaning and pragmatic
knowledge, making use of the context created by the content of the initial clause of the test
sentence fragments. The data showed that subjects were slower to repeat an inappropriate
probe. Since the appropriateness of the probe is a syntactic property -- number agreement --
and since subjects were probed in the middle of an uncompleted clause, this result
demonstrates that whatever syntactic processing is going on is not independent of semantic and

inferential processing, even within clauses.

Shwartz (1980) examined several possible structural strategies -- some proposed by him,
some proposed elsewhere in the literature -- for determining pronominal referents, some of
which depended on the existence of explicit syntactic representations, and some of which did
not. The study found no evidence for the use of strategics which depend on explicit syntactic
representations.  This result strengthens the integrated processing hypothesis because it
demonstrates that an aspect of understanding that might have been thought to depend on

explicit syntactic representations in fact appears not to.

One final study I will mention concerns an investigation into the putative independence
of semantic processing and pragmatic inferential processing in language understanding. Gibbs
(1979) investigated a claim by Clark and Lucy (1975), among others, that understanding
indirect speech acts requires computing, in a fairly bottom-up fashion, the "literal meaning” of
the utterance, which then serves as input to pragmatic interpretation rules in order to uncover
the speaker's intended meaning. Clark and Lucy had shown that, in the absence of any
context, indirect speech acts did take longer to comprehend than, for example, direct requests.
This was taken as evidence that an extra processing step was being performed. presumably
involving the application of the pragmatic rules to the previously computed “literal meaning™ of

the input. Gibbs performed a similar study, in which, however, the indirect speech acts were

embedded in a suitable context. He found that, in context. indirect speech acts take no longer

to interpret than direct language; he thus called into question the claim that the "literal meaning”

of an utterance as a whole must be computed in language understanding.

4. Functional integration of syntactic rules

The functional utility of structural information stems from the fact that the use of
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semantic information alone is often incapable of producing the complete interpretation of an
utterance, or, what is worse, leads to an erroncous interpretation. For example, in an utterance
like "Mary gave John the magazine,” it 1s structural information that enables the understander to
determine who gave the magazine, and who reccived it. Syntactic knowledge, then, is
primarily concerned with how to determine the roles of constituent concepts in the
representation of an utterance on the basis of their positions (or rather, the positions of the
words to which they correspond) in that utterance -- or, in muny languages. on the basis of
explicit markings attached to those words. Such information is necessary whenever the
semantic representation of an utterance contains several roles that huve overlupping semantic
requirements. For example, both the Actor and the To case roles of aun ATRANS
(representing the concept of transfer of an abstract property) can appropriately by filled by a
“higher animate.” Syntactic information must, therefore, be used to decide which of several

appropriate roles such an entity should be assigned.

An important feature of integrated language analysis is the funcrional integration of
syntax and semantics. In part, this means that rules concerned solely with content, rules
concerned solely with structure, and mixed rules should all play similar roles in processing.
We can illustrate this point with a few examples. The functional conception of syntux sketched
in the preceding paragraph is that syntactic knowledge is necessary when semantics alone is
insufficient to correctly determine the meaning of the input, such as when the semantic
restrictions on roles in a conceptual structure are not unique -- that is, are not mutually
exclusive. This suggests that when a semantic role does have unique semantic requirements,
no syntactic knowledge may be necessury to find the correct entity for that role. Hence, that

entity might have an extremely free syntax with respect to the entire construction.

It turns out that one can find cxamples of this sort of phenomenon. Consider the
conceptual object of MTRANS (representing the concept of communication).  An act of
communication takes an entire conceptualization, or proposition, as its Object, namely the
concept being communicated.  Since, on semuntic grounds, no other case role of an
MTRANS can be assigned a complete proposttion, it is possible that the position of the
Object concept might vary rather treely with respect to the overall MTTRANS construction -
and, while the Object proposition itself imposes certain syntactic restrictions, on the whole it

does show considerable variability in position. Consider the following examples:

A Liberian tanker ran aground of ! Nantucket Island. the Coust Guard said,

The Coast Guard said a Liberian tanker ran aground oft Nantucket [skind,
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A Liberian tanker, the Coast Guard said, ran aground off Nuntucket Island. v
L}
. 1 e rAc
A Liberian tanker ran aground, the Coast Guard said, off Nantucket Island. .
A Libenan tanker ran aground off Nantucket Islund, said the Coast Guard. .-
o
Y
o
These examples suggest that the rule used to determine the Object of an MTRANS )
o : : . . 3
conceptualization can, at least sometimes, be based entirely on semantics. It simply looks for :s.
an entire conceptualization to fill the Object case role. T
<
. . . L .o Nt e
On the other hand, relative subclauses -- which might be initiated by a relativizer such as el
" " . e . " . =~
the word "that,” as in, for example, "The car that I saw in the showroom...” -- require a great ;,*':
deal of syntactic information to be properly analyzed. Roughly speaking. the analysis of T,
. . ) N
refative subclauses entails the use of a rule Iike the following: el
Rk
o
. . A - . -:\.
To the right will be found a conceptual structure with some unfilled role(s). Use N
the concept to the left to fill (one of) the role(s), in accordance with semantic and .
syntactic requirements. Then tuke the resulting conceptualization and subordinate NN
it to the congept on the left. ':-‘:‘,
I- *\
B

This rule is purely syntactic: It refers to refative positional information and to "unfilled roles,”

- &
(9N )
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but it says nothing about the kind of concept or about restrictions on roles. This is not to say

that the rule can necessarily be used without reference to content, however, since such

pRY
information may need to be consulted to produce a meaningful subordinate conceptualization. ;E:*_'
The important point here 1§ that this purely syntactic rule plays exactly the same role in X '
processing as does the purely semantic rule for determining the Object of an MTRANS. ‘\‘;
Syntactic and semantic knowledge cannot be distinguished by use in an integrated model of :\3'5.
language analysis. ;}_*:-
This same point can be made by considering generation, for instunce of noun groups. A
purely syntactic rule that one might want to have ina generator is that adjectives precede nouns. ,-:j:-';
But the order of the adjectives themselses is not determined by such  purely syntactic rule. A .:~.
generator must have enough knowledee to know that “big red ball™ 1s generally more J,
appropriate than “red big ball.” or that “old Trish grandmaother™ is more appropriate than “Irish ]
old grandmother.” Examples of this sort can best be explained by postulating that un adjective ;:
supplying information about a more “intrinsic” properts should be closer o the noun than one '::
supplying information about a less “intrinsic” property (Clark and Clark, 1977). The proper :_
ceneration of noun groups depends crucially on the simultancous application of both this rule ,\:
and the purely syntactic rule that adjectives precede nouns. But the notion of “intrinsic ::::'.:
P
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property" is clearly conceptual, not syntactic. Thus, the problem of generating noun groups

properly is another example that argues for the functional integration of purely syntactic rules
with other sorts of rules.

S. Using inferential memory in language analysis

The motivation for an integrated approach to language analysis stems from the possibility
it offers of utilizing context and world knowledge to rationally guide carly decisions about the
proper interpretation of an input, and thus avoid the need to make such decisions arbitrarily.
The decisions that arise early in the interpretation of linguistic input include, for example, the
proper resolution of lexical and structural ambiguity, of vagueness, of anaphoric reference, and
soon. Thus, an integrated approach to language analysis can only be justified to the extent that
itis able to bring context and world knowledge -- in particular, the understander's hypotheses
about the situation it is attempting to understand -- to bear on the rational resolution of such
problems in language analysis. It is, therefore, crucial for integrated models to address this
issue: The failure to do so would simply undercut the reasons for adopting an integrated

approach in the first place.

The first problem that arises in attempting address this issue is one of communication:
How can contextual information and world knowledge be made available to decisions for
which they are relevant? It is this problem that provides the functional motivation for integrated
representations. To the extent that the representations operated on by different sorts of rules
are of the same type, interaction between them is fucilitated.  Indeed, such communication will
be the easiest when the representational structures employed by inferential memory and by
language analysis are not just of the same type, but are actually the same seriecreres. Thus, one
of the key approaches to integrated language understanding is to analyze input utterances
dircctly into the memory representations that organize world knowledge and fuctlitate inferential

understanding (Schank, Lebowitz, and Birnbaum, 1980).

In some cases -- when the meaning of some word in the utterance directly asserts the
relevance of the appropriate memory structure -- this 1s relatively unproblematic. For example,
consider the sentence "Bruno kidnapped Lindbergh's baby boy.” The word "kidnap™ points
directly to a memory structure (let's call it M-KIDNAP) which contains the following scenes:
The actor takes control of the victim: hides him; contacts the victim'’s relatives and demands a
ransom; negotiates a deal with the relatives; picks up the ransom: releases or kills the victim:

and tries to clude capture. The best representation of this sentence must include an instantiation

of this memory structure, in which the roles of Actor, Victim, and Relatives arc filled by
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Bruno, the baby, and Lindbergh respectively. Indeed, if the understander possesses prior '3:’
knowledge of the Lindbergh baby kidnapping, then the best representation would be in terms '::::
of the previously instantiated memory structures representing such knowledge. In either case, -
the instantiated memory structures must additionally represent the fact that the first scene, in .:‘
which the actor takes control of the victim, has been accomplished. This would enable the (E"‘ ‘
understander to recognize the anomaly of a sentence like "Bruno kidnapped Lindbergh's baby :

boy but failed to grab him." .
e

The important point for an integrated approach to language analysis, however, is that by ';E::.
immediately attempting to represent the utterance directly in terms of the M-KIDNAP memory ;;: ]
structure, all of the knowledge about kidnapping which that structure organizes can be made e
available to solve problems in language analysis. Thus, for example, the fact that other scenes f
of the structure are available to provide expectations explains why, in a sentence like "Bruno }’-:
kidnapped Lindbergh's baby boy and left a note,” we so easily understand that the note is a E.‘:
written document -- as opposed to a musical note -- that it is probably for Lindbergh, and that o
in fuct 1t instantiates the second scene of M.KIDNAP -- contacting the relatives and ":'f\'
demanding a ransom. ‘ﬁ
Y

In other words, the most important property of a memory structure such as N

M-KIDNAP as fur as language analysis is concerned is the fact that the semantic requirements
it imposes on other structures to which it might bear some relation -- which is to say, the \
expectations to which it gives rise -- are extremely detailed and specific. This has several ZES:Z:
immediate consequences. First, as the semantic requirements imposed by a representational U
structure become more specific, the ~hance that those requirements will overlap -- that is. that a E:jgf
given entity can satisfy more than one of them -- can generally be expected to decrease. It :::.:::
follows, then, that if some entity mects the se.nantic requirements, for example, of some case ;::
role in & high-level memory structure, and if those requirements are specific enough, then that - r
is quite likely the appropriate role to assign it. Thus. to the extent that the more specific EZ::':::
semantic constraints arising from specific memory structures can be brought to bear in "
language analysis, the functional rationale for utilizing syntactic information is reduced. It is .&\
for this reason that the IPP program (Schank, Lebowitz, and Birnbaum, 1980; Lebowitz, ~. 8
1980) ts able to analyze fairly complex sentences using fur Iess knowledge of svntax than ;t
might be expected. Indeed, this is also the explanation for our ability to read and understand hij;:
text about a subject with which we are tamiliar in a language which we do not know well E‘{-‘
cnough to speak or write, or when skimming, .
A

AN

Perhaps more importantly, however, the more detatled and specific the semantic '_::.:_
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constraints that are available, the more likely they are to be useful in solving problems in
language analysis such as lexical ambiguity. Thus, the expectations associated with specific
memory structures such as M-KIDNAP arc likely to be particularly useful in this regard. One
way -- probably the simplest -- that such information can be brought to bear is in the course of
attempting to determine the assignment of case roles in such structures. Of course, this will be
true on any account of language understanding. The challenge for an integrated approach is to
bring such constraints to bear as early as possible in the understanding process. Thus, an
integrated model of understanding must attempt to assign case roles in specific memory
structures as directly as possible, so that the semantic constraints associated with those roles

can be applied to problematic linguistic inputs as early as possible.

There are some cases in which this is relatively straightforwurd. For example, we know
that the Vietim of M-KIDNAP is most likely to be a person who is very dear to someone
who has a great deal of money. Indeed, in a given instance of this structure we may know
exactly who the victim is, to whom he or she is related, and how. We also know that the direct

object of the verb "kidnap” should be assigned to fill the Vietim role. Thus, we know that the

semuntic constraints associated with the Victim role should be applied to the direct object of

the verb "Kidnap.” The correspondence is direct simply because the verb "kidnap™ points
divectly to M-KIDNAP.

There are more interesting cases, however, Consider the verb "demand.” Within the
context of a story about a kidnapping, if the kidnapper is the one doing the demanding, then the
dircct object of this verb should be assigned to a very specific case role in M-KIDNAP, the
role of Ransom. I that correspondence is known, then the assignment can be made directly.
This.in turn, will ensure that any semantic constraints associated with the Ransom role can be
brought to bear immediately on the direct object of the verb "demand.” These constraints
include, in particular, that the Ransom will be something that the kidnapper considers

valuable, often just money.

Now, consider the sentence "The kidnappers demanded more dough.”™ The word
“dough” has (at least) two possible meanings, one being "a mixture of flour and water (and
possibly other ingredients) used to bake bread. pustries. ete” and the other being. colloguially
i somewhat archaically, "money.” B the correspondence between the Ransom role of
M-KIDNAP und the divect object of the verb “demuand™ is Known, then the constraints
assoctated with the Ransom role can be applicd to immediately disambiguate "dough™ as

meaning, in this case, "money.”
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Thus, an integrated approach to lunguuage analysis depends on the joine application of roe
LN
syntactic constraints -- such as "direct object of the verb” -- and specific, detailed. semantic and S
contextual constraints -- such as those arising from case roles in high-level memory structures.
[
. . . . P . . .
The key problem here is this: How are these constraints combined? That is, how is the e
correspondence between the Ransom role of M-KIDNAP and the direct object of the verb ::::‘_:
: - . R . N
demand” established? When we read a fragment of a sentence like "The kidnappers e
P
demanded...,” we know that what comes next should be assigned to the Ransom role of
M-KIDNAP. Such an expectation yokes together syntactic knowledge about an entity --
knowing that it comes next in the sentence -- with knowledge from a specific, high-level S

memory structure -- knowing that it fills the Ransom role of M-KIDNAP, and should

.
v
4 ) .

therefore fultill all of the semantic constraints pertaining to that role. How cun these two sorts

of knowledge be put together? 5:'_'.;"
F_:.f 1
s
In the case of a word hike "Kidnap.” of course, they are already together. That is, e
because the word "kidnap™ points divectly to the memory structure M-KIDNAP. the )
correspondence between the direct object of the verb, on the one hand. and the Vietim role, on EE;
the other, can be presumed to have been established and stored in memory when the word E::E:'
“kidnap™ was first learned. Can we assume that the same is true of the word "demand” as ‘\:'_ ]
well? ‘\ |
o
Perhaps, but not without a bit of complication. The problem is that the word "demand” oS
cun be used in many contexts other than kidnapping stories, and in those contexts its direct ::S'_’:
object should not be assigned to fill the Ransom role of M-KIDNAP. Indeed. the semantic ,. "
constraints associated with that role would probubly be entirely inappropriate in such cases. .\_
Forexample, in the sentence "This recipe for strudel Tooks better, but it demands more dough.” -

e

it should be clear that the intended meaning of "dough™ 1s not "money.” Thus, if we assume

that the correspondence between the direct object of "demand” and the Ransom role of

%
M-KIDNAP has already been established and stored in memory. we must in effect assume '.“-f::-
b S
that the word "demand™ 1s ambiguons, with one meaning specifically applicable in the context ::::-_‘-
of kidnapping stories. and another meaning (or several other meanings) applicable in other :'j::';
contexts, :-..“
‘\.
In the case of @ word like “demund.” this is notentrely implaustble. Teseems reasonable Iy
to assume that words which are used repeatedly ina particular way within a particulur contest N
will eventually develop a specialized meaning within that context. Forexample, italso seems :{-
likely that the word “order” has a specialized meaning within the context of restaurant stories, "
meaning which 1s not unrelated to the meaning it has more generally - "command™ -- but -’:
o
R
7
e . , e
A e e LRy o T e N e S N



which is nevertheless distinct.

However, this solution is inadequate for the general case. Instead of the verb "demand,”
for example, a story about a kidnapping might use the phrase "say they want,” or innumerable
other locutions. In fact, any locution describing the expression of some desire on the part of
the kidnappers in a kidnapping story is probably intended to refer to their demands -- that is, to
the Ransom role of M-KIDNAP. It is extremely unlikely that the corresponcence between
the Ransom role of M-KIDNAP and the syntactic role of its linguistic realization in every
possible Tocution that can be used to express desire in English -- or, for that matter, in other

languages -- has been determined previously and stored in memory.

Nevertheless, if an integrated approach to lunguage processing is to succeed in any but
the simplest cases, some way must be found to establish the correspondence, so that the
specific semantic constraints associated with case roles in specific memory structures can be
brought to bear, as early as possible, on the relevant linguistic input. For example, in the
sentence "The kidnappers said they wanted more dough,” the disambiguation of the word
"dough” should be accomplished just as immediately and directly as if the verb "demanded”

were used.

In sum, even a relatively simple aspect of integrated lunguage analysis -- the carly and
direct application of specific semantic and contextual constraints derived from case roles in
specific memory structures to problematic linguistic input -- requires combining information of
diverse kinds and from diverse sources. In the very simplest cases, such information may
alrcady be combined in a single expectation, so that the problem reduces to one of retrieving
that specitic expectation under the appropriate circumstances.  In general, however, such a
static approach to the integration of different kinds of knowledge in language analysis is

inadequate. What seems necessary 18 a more dvramic approuach.

In fact, there is an even more basic problem which must be confronted here. The
difficulty with a word such as "demand” or a phrase such as "say they want” is that, unlike a
word such as "kidnap,” they do not necessarily direetly assert the relevance of some specific
memory structure. That s, the word “kKidnap” can be expected to point directly to the
M-KIDNAP memory structure. But many words and phrases -- perhaps most -- cannot be
cxpected to point directly to such structures. In particular, the phrase "say they want™ and
even. in all probability, the word “"demand,” does not point directly to the relevant sub-parts of
the M-KIDNAP memory structure. Rather, the determination of how they relate to the

context of M-KIDNAP scems to result from the attempt to explain their role in that context.
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In other words, the proper interpretation of a "demanding” action in the context of 4 E':
kidnapping, or any other context, cannot be determined simply by retrieving the appropriate ;::
sense of "demand:” It must be inferred. .
:::;'
6. Vagueness, ambiguity, and flexible integration ;::‘-
5
S
Let's consider another example i which the proper interpretation of a sentence in terms ..
of the appropriate high-level memory structure must confront this sort of difficulty: :.:'.
N
Joe bought his new TV at Macy's. :,-;
Joe got his new TV at Mucy's. : I
3
Vo
The first utterance, by use of the word "bought.” directly asserts an instance of the "buyimng” ‘:"
memory structure (henceforth, M-BUY). Hence, in an integrated approach it is best :::::
[Sel &
represented by instuntiating M-BUY, with Joe as the Buyer, Macy's as the Seller. and the o
TV as the Goods. Since the word "buy” points directly to M-BUY, this is not at all ditficult E"
to achieve. The proper representation of the second utterance 1s not quite so straightforward, 3’:'
however. Because memory representations should as much as possible reflect similarities in ::::’:-_'
meaning (Schank, 1973), then. since these two utterances are synonymous, or nearly so, their :
representations should be identical, or nearly so. Therefore, the second utterance should also ,
be represented by an instance of M-BUY. }-‘E
-,
S
N
That could be accomplished casily if the word “get” pointed directly to M-BUY in the -

K
same way that "buy" does. However, since there are many ways to get something besides '_':-::f-
buying it, this approach would imply that "get” is an extremely ambiguous word, with ::'::
innumerable subtly different senses. I "get”™ were unique in this regard. this consequence \
would be tolerable: but itis not. Perusing any text yields words with the same characteristic. .
words Tike "take”, "usel” Tgo)” Thave Teut” Usend” Tearry U and so on In tact, this ‘:.-ﬁ
technical problem of an explosivels Large number of distinet word senses == which Rieger and f";
Small (1979), among others, have wgued must be addressed. and have then attiempted to solve :_':::::
-- arises because the entire approach remains, at root. based on the old notion that the meanimg :i-'-\.
of an utterance is a simple, additive function of the meanings of the words it contams. Using \,:
such an approach. if one ook (M-BUY Buyer (Joer Seller (Macy's) Goods ¢TV)) as :"J::
the representation of “"Joe got his new TV at Macy's.” and then subtracted out the \::

A
disambiguated meanings of all the words in that utterance. nothing would he Teftover. Every o
nuance of the utterance. every subtle distinction in the meaning of every word m the conteat ol ‘.\
the utterance, must be reflected m one of the mnumerdable number of precomputed senses of the :.:‘-

g
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words themselves. Again, such an approach seems too static. The appropriate interpretation
of "get” in this context should be determined not by merely retrieving a previously computed

sense of the word, but by some sort of inferential processing.

The alternative I propose 1s based on the intuition that the problem with a word such as
“eet” s not that it is enormously ambiguous, with many possible meanings of areat specificity
but rather that it's meaning is vague and general, What “get” conveys is simply a crude
description of what "get” might mean in a given context. In order to derive a more highly
cluborated and specific representation for the utterance as @ whole (in this case, in terms of
M-BUY), some kind of inferential processing must be employed in the attempt to explain
what @ "getting” action entails in the particular context. (The importance of crude descriptions
as a starting point for understanding was discussed in general terms by Narr, 1977). In the
simplest cases, such an explanation could be provided in a manner akin to script apphication, by
matching a portion of some contextually active memory structures (Schunk and Abelson, 1977:
Cullingford, 1978). In a sense. such an explanation process works simply by using the crude

description as a search key for indexing mnside of such contextually active memory structures.

To see how this might work, Tet us assume that the meaning of “get” 1s represented
simply as ATRANS (representing the concept of transfer of possession or control). Further,
assuming that one knows that Macy's iy a department store, M-BUY would be potentially
refevant, since department stores are o common setting for M-BUY. M-BUY contains
several seenes, among them two which center around instances of ATRANS: One represents
the transfer of the goods from seller to buyer, and the other the trunster of money from buyer

to sellter. Now consider the following informal explunation rule:

It an action occurs in g setting which is commonly assoctated with some activity.
then look inside the memory structure that organizes knowledge abour that
activity, and check whether the action could instantiate one of ity scenes. 1 so,
then instuntiate the entire memory structure, and mark the matching scene s

already wecomplished.

Since the transter of the TV 1o Joe mutches a central scene in MEBUY - the trunster of

the Goods trom the Seller 1o the Buyer - by using arule of this sort. the utterance "Joe got
Mis new TV at Maey's™ can be understood as an instance of M-BUYL without necessitating

that “cet” point o M-BUY oy a possible sense. In particalar. this approach does not Tt the
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left with an instance of M-BUY which, although suggested by "Macy's," was not directly

asserted by it or any other word in the utterance.

Utterances that require the sort of processing described above are extremely common. |

will present one more example here:

John mailed me a postcard from Mexico.

John sent me a postcard from Mexico.

As above, these two utterances are synonymous, or nearly so. Both are best represented in
terms of the memory structure that represents our knowledge of postal service (i.e..
M-MAIL). In the first case, this is directly asserted by the use of the word "mailed.” In the

second case, it must be inferred, since the word "sent” has been used instead.

"Send,” like "get.” is a vague word: It points to a crude description of what it might
mean in some context. Let's assume that this meaning can be represented simply in terms of
PTRANS (representing the concept of physical transter of location). It seems clear that the
word "postcard” suggests that M-MATL might be relevant. Since the main goal of M-MATL
1s to accomplish the PTRANS of some object, and since the action asserted by "send” is a
PTRANS, itis fairly straightforward to conclude that M-MAIL should be instantiated.

The sort of processing described above can also solve our original problem of deriving
the proper interpretation of utterances involving the word "demand” or the phrase "say they
want” within the context of a kKidnapping story. Suppose that the meanings of these locutions
are represented simply in terms of the MITRANS (representing the concept of communication)
of some desired goal. (This is not quite right, since the use of the word "demand” additionally
implies the potential to carry out some threat, but it 1s good enough for our present purposes.)
Suppose turther that the M-KIDNAP memory structure includes o scene in which the
kKidnappers communicate their demands to the vicum's relatives, represented in terms of &

similar MTRANS structure. We hinve, theretore, something like the following structures in

menmory:;

(3555 %
XS

Pl
*a(\

»
«

[ N U Y
: P
’_‘,\\s

vy
e

45 % %N
e 0 R

.
w
-
»
“
b

L P

by Sv T g/
-

'3 4
LR
" .

C e e
‘. A'... ‘
2o

sl
A
YA

£

o
.

P R N A 4
AL

s
.“'.“‘ {‘.-.' f [

A N



Y,

(LM

NG Y
"'_\.c 4%

L g W ‘* " WL I S Vol S -!- L ‘.u" \--.-" . -"."':""J:'.-.'- -.—-:_‘ acoeT .y --‘ ...~ ..‘.-"‘..- _\- ._'._-.
TS .0. Sty .' N .' .r .f .~.~,.\ RO AY AT .,_.\.'_._ .. o~ N

40

"demand" {lexical item)

| associated concept

l
(MTRANS Actor (?X)
Mobject (HAS-GOAL Actor (?X)
yoal (7Y))
To (?Z))

say they want" [phrase]
| constructed interpretation

|
(MTRANS Actor (?X)
Mobject (HAS-GOAL Actor (7W)
Goal (?7Y))
To (?7))

(M-KIDNAP Actor (?Kidnapper) [memory structure]
| Vietim (?Victim)
| Ransom (?Ransom)
i Relatives (?Relatives))
|
| associated scene
|
(MTRANS Actor (?Kidnapper)

Mobject (HAS-GOAL Actor (?Kidnapper)
Goal (?Ransom))
To (?Relatives))

Figure 2-1: Memory structures for interpreting demanding actions in
kidnapping context

Now, in the course of attempting to explain an input such as "The kidnappers
demanded..." or "The kidnappers said they wanted..." in the context of a kidnapping story, the
information associated with M-KIDNAP -- that is, the expectations that it gencrates -- can be
used, as described above. in a manner akin to script application. Thus, for example, both of
these inputs could be explained because they match the expectation for a scene in which the

kidnappers communicate their demands to the relatives of the victim,

The crucial point here is that this use of memory structures in the explanation of
linguistic inputs can form the basis for a more flexible solution to the problem of integrating
information of different kinds and from different sources. The reason is as follows: In the
course of the kind of pattern-matching that such an explanation process entails, the tiller of the
Mobject role of the MTRANS arising from "demand” or "say they want™ must be unitied
with the filler of the Mobject role of the MTRANS in the matching scene of M-KIDNAP.
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(As Charniak, in press, has pointed out, the form of unification involved here is not the
standard one, because variable role fillers such as ?Ransom cannot be construed as
universally quantified variables.) In particular, the two Goals must be the same. Thus,
variable role fillers ?Y from the input and ?Ransom from the matching scene in the memory
structure must be presumed to be the same if the input is to be explained in terms of this scene.
But, of course, 2Ransom is just another name for the filler of the Ransom role in
M-KIDNAP. Thus, the filler of the Goal role in the input MTRANS, ?Y, must be the filler
of the Ransom role in M-KIDNAP,

At this point, all of the constraints bearing on both the Ransom role of M-KIDNAP

and the Goal role of the input MTRANS can be seen to be jointly bearing on exactly the same

cntity. The constraints bearing on the Ransom role are, of course, the specific expectations ‘EE
that M-KIDNAP represents about what kidnappers want. What are the constraints bearing on E:E
the GGoal role of the input? They are, simply, the syntactic constraints that specify where in the ‘;E';
utterance its tiller can be expected. For example, if the input were conveyed in terms of the
word "demand,” we would expect the direct object of the verb to be the Goal. In short, in the : )
course of attempting to explain the input in terms of the M-KIDNAP memory structure, the ‘_E::j:j
correspondence between the direct object of the verb "demand,” or, for that matter, the phrase ":
“say they want,” on the one hand. and the Ransom role of M-KIDNAP, on the other, can be h
dvnamically established. Ex:_
-
IR
Once that correspondence has been established, the joint application of contextual and ",:'\-,"'..
o

syntactic constraints required for integrated processing is made possible. However, that alone

1s not sufficient: An integrated approach to language analysis must also attempt to bring such -
. . . . ot
constraints to bear as early as possible. Thus, the sort of explanation process described above oy
o,
must take place in "real time,” during the course of sentence analysis. In particular, in the RO,

.

example discussed above, the correspondence between the direct object of the verb and the

i

Ransom role of M-KIDNAP must be established before the direct object 1s actually read or

heard, so that the relevant contextual constraints can be applied immediately in the resolution of

any linguistic problems it may pose. In this way, the flexible integration of different sorts of N
. . . . %)
knowledge, from different sources, that is required for an integrated approach to language -
o

analysis, can be achieved. SN

SN

I.".\

RS

7. Conclusion RS
o,

One reason to expect that artificial intelligence can contribute to our understanding of the R

relationship between syntax and semantics is that it must address the issue in order to construct D
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process models capable of performing the types of linguistic tasks that people can perform.
Other approaches to linguistic theory are under no such methodological pressure to address the
issue; indeed, quite the opposite is true. Research aimed towards elucidating a competence
theory of syntax, for example, naturally starts by de-emphasizing the relationships between
content and structure. This essentially methodological decision has often been transmuted into
empirical claims for various forms of syntactic autonomy, usually without any consideration
being given to what sort of relationship might be required in order to actually perform
significant language processing tasks. In research on artificial intelligence, however, this lack

of attention to functional requirements is -- or ought to be -- impossible.

The motivation for an integrated approach to language analysis lies in the potential utility
of the contextual information embodied in explandatory memory structures to carly decisions in
the analysis process, in particular the resolution of such problems as lexical ambiguity.
However, there has been a great deal of confusion about what such an approach actually
entails. In particular, it does nor mean that language analysis does not involve the use of
syntactic information, or that information about structure cannot be distinguished from
information about content. The issue is not, and never has been -- despite claims to the
contrary (see, e.g., Marshall, 1980) -- whether sentences are different from other objects in the
world, or whether facts about sentences -- e.g., facts like "word x precedes word y in sentence
z" -- are different from facts about other things -- e.g., facts like "If patron x places order y
with waiter z, then z will bring y to x." These claims are trivially, indeed tautologically, true
and without empirical import. For Al the issue that is in contention is whether or not the
useful and efficient analvsis of linguistic inputs can best be accomplished by utilizing
information about their content, and about the larger context in terms of which they must be
understood. For hinguistics, the issue is whether or not facts about sentences can ulumately be

explained -- or even described adequately -- without reference to such information.

In order to apply contextual information stemming from the understander’s hy potheses
about a situation to the rational resolution of problems in carly language analysis -- thereby
avoiding, as Targued in chapter one was necessary, the need to make such decisions arbitrarily
-- "communication channels™ must be formed to make the relevant contextual information
available to the processes that make those decisions. That is. the representations which
constitute the understander's hypotheses, and those which arise from the text, must be related
to cach other in such a way that constraints from both sources can be merged and taken into
account simultancously. The timely disambiguation of a word, for example, depends on
knowing that it might fultill some role on account of its position in the sentence, and also that

that role must meet certain specilic semantic requirements in the current context. In the
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simplest cases, as we saw, the necessary connections between an hypothesis and a text might
already exist in memory, casily retrievable because the text contains words or phrases that refer
directly to the hypothesis. In general, however, this is not the case, and inferential processing
must be employed in order to determine how the input is related to the hypothesis, thereby

dynamically establishing the connections necessary for integrated processing.
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CHAPTER 3

| THE FOUNDATIONS OF SYNTACTIC ANALYSIS: —

A FUNCTIONAL CRITIQUE '&a

1. Introduction NG

A non-integrated view of a mental faculty such as language understanding must start by

NN

breaking the task into a series of relatively non-interacting modules, each defined by its concemn

o '5""‘
[l € oL o

gt
-

with a single type of knowledge from a single source. Although there are many non-integrated

'y

s
e

theories of semantic and inferential processing -- as we will see in the next two chapters -- by

(XA
5%

far the largest single category of theories based on a non-integrated approach to natural

¥
7

%

language understanding are those concerned with the syntactic analysis of sentences. I have

508

already criticized such theories obliquely in the last two chapters. In this chapter, I will present

a more direct critique of modular theories of syntactic analysis. e
2
The primary aim of this critique will be to show where and how modular theories of e
syntactic analysis are deficient as theories. In particular, then, their merits or deficiencies as \;:
engineering will not be discussed. Thus, we will not be concerned here with such questions as : 7
how many constructions a given parser is currently able to analyze, how much CPU time it "‘-'
takes to do so, how many -- or how few, depending on how progress is measured -- rules or ::::i.
lexical items it employs, or the ease with which new rules can be added. Rather, the goal here .'-A_h
is examine how well these theories address the issues which must be addressed by a S
computational theory of any cognitive ability. I will show that modular theories of syntactic ::
analysis svstematically fail to address certain issues which are of central concern to artificial Ejs
intelligence, and I will argue that this failure raises questions about their standing as theories b}':
with empirical content for AL e
Rlly* ¢
N
2. Functionality and artificial intelligence ¥

’{fl'l’l
J?':‘.”/

| The characteristic that most distinguishes artificial intelligence from the other cognitive
} sciences is its concern with functionality, the analysis and justification of representations and A

\ processes with respect to the functions they serve in some natural cognitive task. Al research AN
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is based on the proposition that functional requirements, stemming from the need to perform
realistic cognitive tasks, are the most important determinants of cognitive theories. This is not
to say that other requirements arising, for example, from experimental results, or from accurate
descriptions of human behavior, should not play a role in theory development, even in Al. In
linguistics and psychology, of course, these are the primary sorts of requirements that theories
must attempt to satisfy. But these motivations alone are not sufficient, and are not cven
necessarily central, to artificial intelligence. They do not distinguish Al from either linguistics

or psychology: Function does.

An Al theory of language understanding, then, must attempt to define and justify the
representations and processes it proposes with respect to their functional role in the
understanding process as a whole.  Nevertheless, modular theories of syntactic analysis,
almost without exception, fail to provide functional justifications for even the output thut they
cluim must be produced, let alone the processes by which they propose to produce that output.
This systematic failure reveals that these theories are not, at least as currently formulated,
functional theories at all. Instead, they are more or less straightforward implementations of the
descriptive theories constructed by linguists concerned with syntactic competence. As |
pointed out in chapter one, however important such descriptive theories may themselves be for
cognitive science, their implementation adds nothing to their empirical content, although it may
prove useful from an engineering point of view. 1t is thus not surprising that many linguists
view Al work on natural Tanguage processing as a relatively uninteresting engineering adjunct

to their science (see, ¢.g., Dresher and Hornstein, 1976).

Let's examine this point more closelv, to sce exactly why the straightforward
implementation of a deseriptive theory is so unproductive. To provide some neutrality to the
discussion, T will construct a hypothetical case. Consider a behavior like reminding (Schank,
1982y, in which an input situation or story elicits some memory. Based on a simple and
universally acknowledged premise -- that memories are retrieyed because of features that they
share with inputs -- Schunk constructs a theory ot the kinds of features that seem to serve as
indices in humuan memory processing. Among other things, he demonstrates that the features

implicated m reminding are often of a surprisingly abstract nature.

Now consider constructing a process model motivated solely by the requirement that it

exhibit the sort of reminding behavior that people do. That could be accomplished. for

example, by representing any given input in terms of the features that it has in common with
any given memory that it elicits, and then using those features as indices to retricve the desired

memory by means of any of the commonly availuble indexing techniques. Such i model "gets
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reminded,” but then, rather oddly, does nothing with the reminding. Since the construction of
such a model does not take into account why it would be useful to get reminded, it does not say
anything about when it should be reminded, or what it should be reminded of, beyond what the
original description of the behavior does. And as a result of the failure to address these
functional issues, it is highly unlikely to be a correct model of how to be reminded -- or at
least, there is no reason to believe that the methods it employs bear any resemblance to what
would actually be needed in a functional memory, let alone the methods that are employed in
human memory processing. Yet it is cxactly these sorts of questions that an Al theory of

reminding would seek to answer.

We can see the further consequences of the failure to address these issues by considering
what sort of representation for memories -- which is to say, what sort of output -- such a
"process model” of reminding would argue for. In fuct, it would not argue for any
representation at all. From the point of view of such a model, the way that episodes are
represented in memory is entirely arbitrary, perhaps consisting only of the features used to
retrieve them. Since the model does not address the question of why it should be reminded.

there is no functional pressure on how memories should be represented.

The proper representation of memories depends, of course, on what they are used for.
Thus, one of the most importunt questions to ask about a behavior such as reminding is what
use it might serve. One possible answer in this case might be that being reminded of a
previous experience while attempting to understand an input actually helps in understanding
that input because the memory generates useful expectations (Schank, 1982). Another answer
might be that the memory suggests potentially appropriate explanatory structures -- that is, that
reminding plays a role in indexing to explanations. Yet another possible answer proposed by
Schank (1982) is that you are reminded in order to be able to learn. That is, when you are
reminded, you compare the current situation with the reminding in order to see if there are any
interesting similarities that need to be explained. If this answer is correct -- and these answers
are by no means mutually exclusive -- then the representation of the episodes in memory must
be such that there is extra information in the episodes that is not contained in the structure that

organizes them, since otherwise there would be nothing to leam.

The important poimnt here is that all of the above answers imply that there is no way of
knowing. simply on the basis of 4 description of reminding behavior, which features held in
common between an input and the memory it elicits were actually used in the process of being
reminded, and which were. in a sense, the "output” of that process.  That can only be

determined on the basis of functional utility. Thus, in any model that fails to take functional
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considerations into account, the decision as to which features are used as indices, and which
constitute the output of the reminding process, must be made arbitrarily. The need to make
such arbitrary choices in the design of an Al theory points up the need to devote more effort to
considering the goals which must be satisfied by the process with which the theory is
concerned, just as does the need to make arbitrary choices within the theory itself -- indeed, the
two are involved in a trade-off. Arbitrary decisions are a good clue that a descriptive theory is

being implemented.

Interestingly enough, the problem of arbitrary choice in cognitive theories has not
escaped notice in linguistics. Chomsky (1963), in particular, has made it a central focus of
linguistic theory to find criteria which would rank one grammar as higher than another -- given
that both adequately describe the same data -- in order to reduce or eliminate the arbitrariness of
grammatical descriptions. However, because the docirine of autonomous syntax precludes
explaining grammatical phenomena in terms of either content or functional utility in language
use, his approach to this problem is to assume the existence of a meta-grammatical level,
universal graramar, which is itself arbitrary. In fact, the strongest psychological claim made by
generative grammar -- that humans possess innate knowledge specifically concerning the
structural properties of natural languages -- is based on this presumption. If the linguist's
problems in determining the best description of the syntactic properties of a language are taken
to be similar to those confronted by a child attempting to learn that language -- as Chomsky
(1965) has argued -- then, to the extent that the linguist's problems are to be solved by appeal
to the court of universal grammar, perhaps so are the child's. However, since the alleged
principles of universal grammar are themselves arbitrary, there is a danger of infinite regress in
this approach to the problem of language acquisition. The solution is to postulate that universal
grammar is innate, language-specific knowledge. Thus, Chomsky's approach to linguistics

elevates arbitrariness to the status of psychological principle.

In contrast, an artificial intelligence theory must attempt to reduce arbitrariness in the
description of a cognitive system teleologically, by reference to the goals of that system. From
an Al perspective, the way to reduce arbitrariness in the representation of linguistic knowledge
i1s by considering why such knowledge is useful, and how it can best be used, n
understanding and generation. Ultimately, such an approach must be grounded in the goals of
language itseif -- primarily, that is, in terms of how language is used to communicate meaning.
There is simply no way that a functional viewpoint on language can rationally avoid this issue
or its impact on the representation of linguistic knowledge. In fact, any putative rules of
universal grammar uncovered by linguistics would be, for Al not an answer to the problem of

arbitrariness, but a question. Why are languages such that they have these properties, if indeed
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they do? From a functional perspective, before we assume that some property of language is '5-:‘
. . . . . . o,
merely an historical accident of human evolution, we would do well to ask what use it might &
serve. If such a functional explanation can be found, we are no longer compelled to assume o
that the property is innate: The question remains open whether its utility serves as a constraint e,
2
on evolution, or on learning within the individual human being. I3
it
3. Non-deterministic syntactic analysis '
'_-" K
Probably the most widely employed method for natural language analysis is augmented .
. : S
transition network parsing, or ATNs (Thorne, Bratley, and Dewar, 1968; Bobrow and Fraser, o]
1969; Woods, 1970). The basic idea is to express the grammar of a language as a finite-state -
machine with several crucial extensions. First, the grammar is made recursive by the addition R
of a stack, the use of named sub-networks to represent non-terminal syntactic categories (¢.g., e
. "l-.
"NP"), and the use of such non-terminal categories in addition to basic syntactic categories :'.:
(e.g., "noun") to govern transitions (Thorne, Bratley, and Dewar, 1968). This is, as .
Winograd (1972) has pointed out, essentially adding the notion of subroutines to the grammuar. ~a]
O ,
§y
. . . : . Y
Now, this isn't quite enough to easily represent certain grammatical rules of natural ;*
languages, one of the standard examples being subject-verb number agreement in English. So .
. . ot
the grammar must be further extended by the use of variables that can be assigned features of :f..'
. . . . Lig? ] 4
various constituents, which can then be compared, transferred, and so on, by tests and actions -~ :
. AN
that augment the transitions (Bobrow and Fraser, 1969) -- hence the name, augmented &_
transition network parsers. The test associated with a transition must be true in order to make —
that transition -- i.e., in order to traverse the arc representing that transition in the network -- o
and the actions are performed if the transition is made. -'.j-‘:
o
LS
Such networks are used for parsing sentences by following the transition arcs, generally —

using depth-first search. Beginning at the "start” state, the grammar interpreter picks an arc to
traverse, and attempts to find an instance of the constituent governing that arc. It the arc as

governed by a terminal constituent category, the interpreter simply checks whether the next

item in the input belongs to that category. If the arc is governed by a non-terminal constituent.

P
the interpreter pushes the variables on the stack and attempts to parse an instance of that T
non-terminal constituent using its associated sub-grammar -- hence, the recursive nature of the At
PR
. L , o N
mechanism. In addition, in order to successfully traverse an arc, the test associated with 1t Y
must evaluate to true. It the constituent governing the arc 1s found, and the test is true, then the '
-
. . 4 . : : - Y
arc is traversed. The parsed constituent is removed from the input, and the action specified by %!
. WAl
the arc is performed. This usually results in building seme structure representing the :-Ev:
.‘:"
YW,
N
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constituent that has been found, and placing it in some variable.

If the type of constituent needed to traverse a chosen arc is not present in the input, or if
the test on the arc is not true, the interpreter backs up and attempts to traverse another arc
leading out of the current state. It none of the arcs leading out of a state can be traversed, the
interpreter backs up to the previous state, replaces the constituent that was parsed in exiting that
state to the input stream, and attempts to find another path forward from that previous state. In

other words, ATNs are an inherently non-deterministic approach to syntactic analysis.

Thus, ATN models in no way support the claim that language understanding should or
must involve the use of an independent syntactic analysis module -- at least, not if that claim is
intended as an empirical one. For, as [ pointed out in chapter one, the claim that some process
can be accomplished in a modular fashion is irrefutable if arbitrary choice and the
indiscriminate use of backtracking are permitted, as they are in ATNs. Indeed, the heavy
dependence of ATN parsers on backtracking has been previously criticized from viewpoints as
disparate as Ricsbeck and Schank (1978) and Marcus (1980). Nevertheless, because the
approach seems well-tuilored to language analysis -- given the initial assumption that syntactic
knowledge, represented in a grammar, will be the sole source of knowledge employed -- it is
important to see just how general and unspecific this mechanism actually is. It is, in fact,
simply a version of back-chaining -- tryiag to show that something is true by trying to show
that its antecedents in some implication rule are true -- with back-up allowed for failed
subgoals. In other words, it is simply one of the general methods by which symbolic
computation can be accomplished. It is for this reason that the programming language Prolog,
which implements that general method, has proven so well-suited to writing ATN parsers (sce.,

¢.g.. Comerauer, 1978; Pereira and Warren, 1980).

To see that this is in fact all that 1s going on, consider how an ATN might attempt to
parse an input sentence. First, the attempt to parse a sentence would lead to an attempt to parse
a noun phrase and a verb phrase. The attempt to parse the noun phrase would lead. in turn, to
an attempt to parse cither a name, or else more complex phrase consisting of a determiner.,
followed by an adjective, and then a noun, and so on. Similarly, the attempt to parse & verb

phrase would lead to an attempt to parse a verb group and then another noun phrase. and so

on. This entire scenario can be characterized in terms of back-chaining as follows: To show

that the input a is a sentence, show that it consists of a noun phrase b and a verb phruse ¢ To
show that b is 4 noun phrase, show that it consists of a name d. or clse a more complex phrase
consisting of a determiner e, followed by an adjective f.and then a noun g, and so on. The

attempt to parse a verb phrase could be similarly recast in terms of back-chaining.
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The problem with relying entirely on such general methods, as I pointed out in chapter
one, is that on this account of what it means to solve problems in Al, any problem is solved as
soon as a representation theory is developed which allows us to enumerate all the potential
outputs for a given class of inputs. However important representation theories are -- and they
are certainly crucial -- the use of such a general mechanism to search for the correct
interpretation of an input adds no empirical content of its own to those theories: It is entirely
neutral.

For example, assuming that one has a representational theory in which to express the
plans and goals that actors in some domain can be expected to pursue, one can implement a
goal- and plan-based understanding system that explains input actions in exactly the same way,
using back-chaining and back-up. To show that an actor x is pursuing goal a, such a system
would attempt to back-chain and show that x was pursuing sub-goals b and ¢, and continue
until it found a goa! that the actor was obviously in the course of pursuing. If it turned out that
one could not show that the actor was pursuing goal a, the system would try to sce if he were
pursuing goal d, and so on. This hardly constitutes a theory of how explanatory inferences
should be drawn in language understanding. It simply implements, in the most straightforward
way possible, the representational theory employed. As I argued in chapter one, a true process
model must not rely on undirected search of the solution space. Rather, it must be a model of
how to scarch the space in a directed fashion, by making rational decisions about which

directions seem fruitful.

Just as one can turn an ATN into a back-chaining program, one can easily take a task
which is usually viewed in terms of back-chaining -- for example, medical diagnosis -- and
implement it as an ATN. One could write an ATN for diagnosis as follows. [First, one would
list all the diseases as arcs between the start state and the final state. Then, for cach disease,
there would be a sub-granh with each arc representing a symptom whose presence would be
evidence tor the disease. [fall the necessary symptoms were present -- and, since disjunction
is allowed, there could be alternative sets -- then the ATN could traverse the arc to the final
state, and print out the name of the disease. If, when pursuing some are, it got stuck. it could
simply back up and check another symptom or disease.  This is simply a machine for

exhaustively checking all possible discases known to the system.

To put this another way, if ATNs are a theory of language analysis. then they are also a
theory of story understanding and medical diagnosis. It should be clear that they are neither of

these. So, they can't be considered a theory of language analysis cither. Of course. the

grammar rules and structural representations which ATNs employ arc themselves bona fide
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theories, albeit descriptive. Interestingly, none of the work on ATNs actually spends much
time presenting or justifying the grammar or representations employed. That's because they
are more or less as proposed by linguistics. So it should be clear why this work, at least, leads
many linguists to believe that Al is just engineering.

4. Syntactic representations

As I argued earlier -- and, indeed, as has been argued by Al researchers from Minsky
(1963) to Marr (1977) -- representations postulated by Al theories must, above all, be able to
meet appropriate functional criteria. That is, a representation theory must ultimately be justified
by showing how it is useful, and a processing theory by showing how it can compute such
useful representations. Indeed, the specification of these criteria forms a substantial part of any
Al theory, and much research on the semantic or conceptual aspects of natural language

understanding, quite varied in other respects, has been concerned with this issue.

In contrast, however, almost all theories of syntactic analysis fail to functionally define
the task that they are striving to accomplish. That is, they offer no functional justifications for
the sorts of structures they assert are to be produced as output -- typically, phrase markers of
the sort employed by linguists describing the syntactic properties of languages -- even though

the output of a computational process constitutes its most important defining characteristic.

Linguistics itself, of course, is capable of providing justifications for the use of such
structures in its enterprise of describing and relating syntactic phenomena. However, such
justifications, although not irrelevant, are insufficient for Al For example, other sorts of
representations that are clearly necessary for language processing, particularly strings of words
and semantic representations, may be capable of efficiently performing these functions -- thus
rendering explicit syntactic representations superfluous from a functional point of view -- and
yet the linguist would conceivably be justified in narrowing the scope of his representations for
methodological reasons. However, such methodological considerations stemming from the
construction of a descriptive theory have no immediately obvious application to a functional
theory. One can, obviously, proliferate representations as much as one wants from a
descriptive point of view, with a different kind of representation for any arbitrary cluster of
fucts. From a functional point of view, however, cach new type of representational structure
must be functionally justified with respect to the task at hand. This means, in particular, that it

must be shown that such structures facilitate accomplishing the task.

We may then wonder why it is that theories of syntactic analysis assume, without
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argument, that the output that needs to be produced should consist of the sorts of
representations employed by linguists. In the absence of any theoretical justification, we might
seek a pragmatic one. And indeed, there is one that suggests itself rather clearly. It a syntactic
analyzer employs the sorts of representations employed by linguists in their descriptive
enterprise, then it will be able to employ, with a minimal amount of alteration, the rules
developed by linguists in the course of describing the grammars of languages. This is, it
should be clear, not a very satisfactory justification from the point of view of artificial

intelligence theory.

However, an argument can be made to justify syntactic representations functionally --
cven though advocates of syntactic analysis do not make it, and do not even seem to realize that
one 1s necessary -- and it would be misleading to pretend othierwise just because syntactic
parsing theorists have failed to address the 1ssue. From a functional viewpoint, the output of «
syntactic analyzer must represent information about the structural properties of an input that

would be useful in understanding that input. In order to be useful in understanding, such

structural information should attempt to indicate which constituents of a sentence are related,

and to some extent, how -- what Charniak (1983) calls the "functional structure” of the

sentence. The purpose of a syntactic analyzer, then, must be to determine the relations among

the semantic constituents of an input sentence -- to determine "what goes with what " -- without

actually using any knowledge of semantics.

Because use of semantic information is forbidden, the most informative representation

that could be hoped for would look something line this: Take the full conceptual representation

of the content of a sentence, and add a link conncecting each word in the sentence to those parts

of the conceptual representation to which it gave rise. Then remove all of the semantic

clements of the representation -- all of the predicates, all of the role names, all of the semantic

and contextual constraints, etc., leaving only the structure.  What 1s left. essentally, s a

bracketed form of the original input sentence. This 1s the output that should be produced by a

SyYNtactic parser.

.
However, syntactic analvzers actually output labelled bracketings of sentences. From N

the point of view of the mternals of svntactic analysis, it structural representations are (o he :"

uselul i the analssis process atselfl then recurring patterns must be identificd o provide _\:‘

cxpectations. Once identified, such patterns must be named in order to casily denote their :.\_.
.

e

relations in the rules that embody the expectations. In other words, the non-terminal symbols

P
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that Tabel a bracketing are usctul in formulating the rules used in a syntactic analyzer,
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Of course, if this is to be made to work, then the expectations generated by structural J
representations cannot, in general, be looking for individual words, any more than the _,_l
expectations in an integrated analyzer could work that way. Thus, we must assume that words
can be categorized in some way, and that the expectations can be for any member of a given : ,:
category. In integrated anclyzers, expectations can be expressed in terms of semantic and ;‘f—*
conceptual features. In a syntactic parser, however, this would violate the original premise that “‘
content should play no role. -
o
-\‘.--
Thus, we must assume the existence of syntactic categories. The question then arises, ::j:-_.
what should these be? At this point, there is nothing much tc say except that what everyone Sj_
has decided to do is to adopt as syntactic categories the traditional parts of speech -- nouns, -,
verbs, adjectives, prepositions, and so on. Again, it should be clear that this is 4 pragmatic \:“
rather than theoretically motivated solution, even within linguistics proper. ]
Finally, none of these arguments should be taken as implying that it is actually possible o
to produce even an output as devoid of semantics as that described above by mieans of 4 'f
non-integrated, - - y syntactic parser. Because natural language utterances can possess :i
genuine structural ambiguity, it is in general impossible to correctly determine how the f.\:
constituents of an utterance are related without the use of semantic and contextual information. R
That is, although non-determinism makes it possible to produce all legal structural analyses of :3'..:::
an input sentence according to a given grammar, determining which one 1s actually correct :
cannot be accomplished using syntactic information alone. This issue becomes even more E;
problematic if non-determinism is forbidden in order to sustain an empirically meaningful ¢laim .
of syntactic modularity, as we will see in the next section. :;'j;.
R
5. Deterministic syntactic analysis N

The most significant development in modular theories of syntactic analyss within the Tast
ten years has been Marcus's (1980) attempt to construct a deterministic model. one that does
not rely on arbitrary choice and the indiscriminate use of backtraching that mevitahiy resulis.
In fact, on the view taken here, Marcus's approach to @ modular theors ol syntactic analy sis s
the only one which can possibly lay claim to any empirical significance. T want to emphasize

this, because the following should not be taken as an attack on either Marcus himseit or anchis

thecry alone. Rather, my critique is focused on Marcus's work because it consiitutes. im my

opinion, the best to date within & madular framework.

. s v FN Tres RO
However, [ will argue below that Marcus's theory s toos systematioa’s avends arlifressry A
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issues that cannot properly be avoided, and that consideration of those issues militates against
the success of the approach. Nevertheless, in view of his proposals, it might be argued that
my earlier criticism of ATNs is somewhat beside the point. There are two reasons why this is
not so. First, Marcus’s criticism of non-determinism in syntactic parsing was too narrow: The
fact 1s that the use of arbitrary choice and non-determinism leads to process models desoid ot
empirical significance wherever they are emploved, and not only in syntactic parsing. Second.
despite Marcus's critique, the increasing popularity of the programming Linguage Prolog,
however well-deserved, hus resulted in the continued development of parsing maodels that rels

heavily on back-up.

My critique of Marcus's theory will center around four sets of issues. Farsto Twall show
that the theory's fuilure to address the issue of genume structural ambizuiiy . and more
spectfically the manner in which it tals to do ol raise sernos quesnions about the theory as o
whole. Sccond, Fwill articulute the functional requirements that must be met by the output of o
syntactic anals zer i order to sustam an empirtcally meanmmgtul Clam o ssntacte medalary
argue that the theory's talure o address those requirements begs the question, and show
further that there s good evidence that i tact those requirements cannot he mer Thds [aall
review Crum and Steedman's (1985 empinical evidence retunmyg the account of canden path
sentences given i Marcas's theory, and discuss the smphcanons of these resalis gl
wall discuss the imphcanons of the theory s tatture to address the problems posed by e

ambiaunty,
S.1 Genuine structural ambiguity

At the end of the Last section, T pomted ont that conume stractaral b ct poses
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even with those ambiguities that remain. Nevertheless, it is highly questionable for several
reasons. First, I think it is fair to say that such an approach greatly reduces the scope of
Marcus's claims: His parser no longer needs to be concerned about resolving those potential
structural ambiguities that turn out to reflect actual structural ambiguities of the input. Even
more, it no longer needs to deal with any subsequent potential ambiguity that might be caused
by prior, genuine ambiguity -- that is, potential ambiguity that might have arisen if some prior
genuine ambiguity had not been resolved, expeditiously, by fiat.

Second, on this account, the rest of the understanding system must in some way be able
to prevent the syntactic analyzer from producing the analysis that it originally produced --
which proved erroneous -- so that some other analysis will be produced instead. But in order
to do that, the language understanding process as a whole needs some knowledge of, and
access to, the internals of the syntactic module. It is, of course, exactly to avoid this kind of

interaction that modular theories are proposed in the first place.

Now, what Murcus (1980) scems to imply, presumably in an attempt to forestall such
criticism, 1s that the rest of the understanding system need not know very muech in order to
control the syntactic analyzer's behavior in this way.  All that scems necessary is a
communication protocol by which the rest of the understanding system could send a message
indicating that the syntactic module should "reparse the input, tuking a different analysis path,
if the other consistent analyses are desired.” (Marcus, 1980, p. 13 note 10). However, the
apparent simplicity of such an interaction belies the underlying additional complexity of the
syntactic module which 1t presupposes. In particular, in order to make such a scheme work,
the syntactic module would need to keep a record of the decisions which. it made ditferently,
would result in an alternate analysis, including its state at cach of those decision points, the
order in which those decisions arose, and some way of keeping track of which alternatives it
had already chosen in producing previous analyses. Tn g word, thatiso it would need all of the

machinery that is needed to implement non-determimism.

The main defect of this approach. howeser, does not Tie i the additronal costsm terms
ot increased complexaty, that are imposed on the syntactic module iselts The real problem here
18 that the theory as robhimg Peter, repeatedly, to pay Paul once: Determimism and modulanty
are preserved i the syntactic analy zer at the expense of non detenmmsm an the language

understandimg praocess as a whole: On this account, deternmmy the correct micrpretation ol

cenuinels ambizuous sentences reqaies the use of wrbitrary chorce and backinackane not by the
syntactic module alone, but by the syntac e and semantie mods des mconyancon That st
the hnowledoe of and docess to e mterals of the syitactic mod de on the puet of the
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%

understanding system as a whole are to be kept to a minimum -- as they must be, in order to hb
uphold the original claim of modularity -- then not only can semantic and contextual processes ::*‘
play no role in determining the syntactic analysis of an input utterance, but the only information .
that they can transmit to the syntactic module about an inappropriate analysis is that it is ﬁ
inappropriate. As a result, no information about the particular way in which the analysis §
happens to be inappropriate can be used to help produce the correct analysis. In sum, the cost :?:
of minimizing the bandwidth of communication between syntactic processing and other =
processing in this case is that the language understander as a whole is reduced to the crudest y :,'
and most expensive possible method for producing an appropriate interpretation of the input, .\'?5'.‘
namely, arbitrary choice and backtracking. _5:
X

Perhaps most troubling, however, is not the fact that Marcus's theory avoids the E:-
problems posed by genuine structural ambiguity, but the manner in which it does so. Simply :\
putting such problems aside -- shifting the burden of non-determinism to the understanding \E: !
process as a whole, for example -- places this entire approach on a slippery slope. One can, o
obviously, continue to put aside each problem that seems to require sacrificing either ':E::
determinism or modularity, and narrow the scope of the theory further and further -- what has ::"5‘
been dubbed, by one of my colleagues, "the incredible shrinking module.” But, just as with :j:"
the use of non-determinism, this leads ultimately to theories which are irrefutable. It is e
tautological that the subset of syntactic decisions that can be resolved deterministically, using ;-?j::.
only syntactic information, can in fact be resolved within a deterministic, modular theory of ,,
syntactic analysis. If the claim of modularity is to have any empirical force, therefore, it is ;,
necessary to show that the set of such decisions, and the rules needed to resolve them, can be ’
characterized in advance. And it seems to me that the fact that exactly the same potential '?
ambiguity can, in some cases, be resolved within a sentence on syntactic grounds, and in "
others leads to genuine structural ambiguity, immediately refutes this possibility in the case of j-,.
most, if not all, syntactic decisions. :
N

This point also bears on one of the most common arguments made in favor of modular ::..‘
syntactic analysis. There is a common-sense grain of truth at the root of the idea, and it is often "-':
put as follows: "What's the problem here? You let syntax do what it can deterministically, and -
then semantics takes care of the rest.” Although even this claim is arguable -~ T belicve that .::E:
there are many cases in which understanding need not in principle, and does not in fact in .Q.'.:
human beings, proceed by "letting syntax do what it can” -- let's suppose that it were true. It '.::' )
simply does not follow that there must exist an independent syntactic module which makes Y
those particular decisions that can in fact be made deterministically using only syntactic '::4-
information. It is perfectly compatible with an integrated view that decisions that don’t happen, ::: )
.::.'-
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in a particular instance, to require the use of semantics be made, in that instance, without such

information -- although it need not necessarily be the case that they are. In order to justify the

independent existence of a syntactic module, thercfore, it is not enough that particular instances
of syntactic decisions can be made deterministically using only syntactic information. What is
necessary is that classes of such decisions, and the rules which are necessary to make them, be

characterized and specified in advance as the proper domain of such a module.
5.2. Syntactic representations and determinism

A critical examination of how Marcus's theory addresses -- or rather, fails to address --
the need to functionally justify the output of a deterministic, modular syntactic analyzer, reveals
numerous further examples of the sorts of theoretical deficiencies described ubove. Consider
the problems raised in determining, and representing, the correct role of a prepositional phrase
within a sentence -- one of the most common instances of genuine structural ambiguity in
English, and moreover a problem that is widely acknowledged, even by Muarcus, to require
heavy use of semantic and contextual information (see also Woods, 1973). Because a syntactic
analyzer is by itself incapable of correctly determining where to attach a prepositional phrase,
Murcus's parser simply attaches all such phrases to the closest available constituent that is
syntactically acceptable, regardless of whether or not that is correct (personal communication).
For example, it would analyze the sentence "I kissed the girl in the park on the lips,” as if the
prepositional phrase "on the lips" modified the noun "park.” The main point here 1s that a
semantic interpreter using the output of Marcus's parser must beware of tuking it too seriously
-- it is hikely to be incorrect. This is hardly the hallmark of a functionally constrained output.
The only reason for this approach, indeed, is to avoid facing the need to use non-syntactic

information to make the decision.

More recently, Marcus, Hindle, and Fleck (1983) have attempted to fuce up to this sort
of problem by proposing that the output of a syntactic analyzer should notein fuct. be a phrase
marker of the sort employed in linguistics. Instead. they propose that it should be something
vaguer and less informative, a description which corresponds to a set of such phrase markers.
In particular, the relation "immediately dominates”™ in the structural description of a sentence is
replaced by the less informative relation "dominates,” and constituents are reterred to by
non-unique names, so that two svmbols may -- if the fucts that are known uabout the
constituents to which they refer are compatible -- turn out to refer to the same constituent.
However, once again no functional justification is offered tor this sort of output. other than the
fact that it may prove possible to produce it without the use of semantic or contextual

intormation, and once again this failure places the entire approach ona shippers sfope. As long
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as the output of the syntactic module can be redefined to be less informative -- without being
subject to any constraints of functional utility -- whenever the attempt to produce 4 more
informative output appears to threaten either modularity or non-determinism, then of course it
will always be possible to maintain a non-integrated view. In other words, if the output of a
syntactic analyzer is defined as that structural information about a sentence which can be
deterministically derived without appeal to semantic or contextual information, then it is once
again tautological that deterministic, modular syntactic analysis is possible. But unless it can
be demonstrated that such an output will be functionally useful, the claim of modularity is
without empirical content. Just as much as permitting arbitrary choice and back-up, defining
the output in this way results in modular theories which are irrefutable. To take this to its
logical conclusion, one can quite simply write a deterministic parser that does not require
semantics: It need only take in strings and output them without alteration. Without applying
the constraints of functional utility, we have no guarantee that the output of a process is

anything other than a trivial transformation of the input.

Morcover, although a functionally justified output is a necessary condition for an
cmpirically significant claim of modularity, it is by no meuans sufficient. Tt must also be shown
that the information contained in such an output can actually be exploited without violating the
original cluim of syntactic modularity, and this is not a forecgone conclusion: The utilization of
such a representation may itself turn out to require the highly integrated application of syntactic,
semantic, and contextual information. That is, even if it were possible to produce useful
syntactic representations in a deterministic, modular fashion, such representations might prove
too impoverished to support the application of usetul -- or even necessdary - syntactic rules.
Indeed. it is quite possible that o given syntactic rule could sometimes be apphicd by the
syntactic module -- given a simple and unambiguous cnough imput -- while at other times the
information necessary to apply the same rule would not be available. 1 such rules are
genuinely usetul, then it will be necessary to apply them after sutticient information about the
structure of the input has been recovered -- which is 1o sav atter semannie and contextudl
imformation have been applied.  In other words, even il it proves posable 1o produce
functionally usetul it somewhat impovernshed, structural representanions ol mput sertences m
a modular and determimistic fashion, it may nesertheless be the case that actnally v g such
representations i understandimg entails the subscquent apphoation of syitacie amd semantie
rules ina highly mtegrated fashion. There seems hittle pomt o the clarm o maodalany under

such circumstances.

s important to understand that the above argament s nod merets treoretoa’ e

output produced accordmg 1o Marcus, Fhindleo and Tleck cToN 30 m tacr msatthiaently
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informative to support the use of the putative syntactic rules constraining pronoun reference
cited in Marcus (1984) as arguing for the need to compute explicit, independent syntactic
representations.  Such rules depend on knowing, rather precisely, how high in the structural
description of a sentence a noun phrase is with respect to a potentiaily co-referent noun phrase,
and this is exactly the sort of information that has been discarded by Marcus et al.'s later
theory. For example, in the sentence "I recognized the spirit in him by the boy's behavior,"
determining that "him" and "the boy" can be co-referential according to these rules depends on
knowing that the prepositional phrase "in him" is attached to the noun phrase "the spirit,” while
the prepositional phrase "by the boy's behavior" is attached to the verb phrase "recognized.”
However, since prepositional phrase attachment depends on semantic and contextual
information, on Marcus et al.'s account this determination would not be mude by the syntactic
module. Thus, if such syntactic rules for pronoun reference were in fact to be applied in
understanding, that could only occur after semantic and contextual information had been
employed to recover sufficiently explicit information about the structure of the input utterance.
Indeced, on this account, such syntactic rules would not even seem to be within the province of

the svntactic module itself.

Now the fact is that I don't believe that these rules are completely correct, or that a purely
syntactc account of the phenomena in question is actually possible. (A convincing critique of
such claims can. in any event, be found in Bolinger, 1979.) Still, [ am not sure that T would
£o so tar as to say that syntax plays no role in the matter, and unless Marcus s prepared to say
that that 1s the case, he must concede that syntactic knowledge, and rather sophisticated
syntactic knowledge at that, must exist and be applied outside of the syntactic module. Tt is not

clear.under these circumstances, what the chum of syntactic modularity amounts to.
5.3, Garden path sentences and modular parsing

One of Muarcus's most ingentous arguments in favor ot the determumim hy pothesis was
the use of garden path sentences as “the exception that proves the rule ™\ carden path
sentence, to review, s a sentence about which an understander makes wn crroncous decision
during understanding and becomes conscrousy aware of that tact For examples the classie
“The horse raced past the barn tell s a garden path sentence becaase the redaced relatine

subclause Traced past the barn ™ Treduced” because the words whar was Bae not been

attered - as ergimally taken to be the mam predicate of the sertences oy wo U he correc it the

word Ttell were absent

The damm that language analvsis does not entard backtrackimz won b seemn on the face of
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it, to be refuted by such examples. However, Marcus turned this phenomenon to his
advantage by pointing out how difficult it is to explain within the framework of a
non-deterministic approach to language analysis. He argued that there is a sense in which a

language analyzer that routinely employs backtracking is constantly being led down the garden
path to incorrect analyses, even during the analysis of inputs which do not, to humans, seem to

£
’.- L

be problematic. How then could such a process distinguish between the back-up arising in

1}‘.

garden path sentences -- which is conscious -- and the unconscious back-up routinely

-

. . .. \ 2%
employed in analyzing unproblematic inputs? In Marcus's own theory, on the other hand, the -
difference is easily accounted for: Garden path sentences are exactly those in which the usual ;-;
deterministic language analysis mechanism fails. A

- 9
However, it is possible to agree with Marcus that garden path sentences argue against the .;_:j:::'
indiscriminate use of backtracking in language understanding, without agreeing that they j
constitute a purely syntactic phenomenon, and that they therefore provide evidence for his :é
theory of modular deterministic syntactic analysis. Indeed, in view of Crain and Steedman's :‘
(1985) experimental results, this is the only interpretation possible. Crain and Sieedman ‘:.':
demonstrated that the phenomenon of garden path sentences is crucially dependent on semantic :ﬁ:’
and pragmatic tactors, and, therefore, that no purely syntactic account -- including Marcus's -- S.Eﬁ
cun be correct. o
N
Consider their example "The children taught by the Berlitz method passed.” Although \"'.f
this sentence s syntactically identical to "The horse raced past the barn tell,” it is not a garden \(:.
path sentence. That 1s, since 1ts unlikely that children teach. but quite Tikely that they are :.“
taught, the phrase “taught by the Berlitz method™ 1s assumed to be a reduced relative subclause ("
deseribing which children are being referred to. Crain and Steedman explicitly contrasted this f:j_::::
sentence with “The teachers taught by the Berlitz method passed.” which -- although differing :;«:-_:
onfyon that the word “teachers™ has been substituted for the word “students™ -- clearly s a -

carden path sentence. These examples demonstrate, as Cram and Steedman pointed out, that

the phenomenon of garder path sentences can only be explamed by assuming that factors of
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sentantic and contextual plausibility play arole i syntactic decsions during sentence analysis.

I sumy they showed notonly that this phenomenon cannot be explamed within the framework
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of Marcuss theory s but thatait actually constitutes strong evidence aganst that theory.,
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people do not hacktrack and produce an alternate analysis for an mput without becoming
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consciomts aware of that tact. However, sinee s account of genuinels ambiguous sentences
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people do not seem to be conscious of that fact in such cases. I suspect that Marcus would be
tempted to respond that, in the case of genuine structural ambiguity, the discovery of the error
and the subsequent decision to back up and produce another analysis would not reside in the
syntactic module itself, as it does in genuine garden path sentences, and that this explains the
difference. If he did so, however, he would be forced to accept the conclusion that the garden
path sentences devised by Crain and Steedman really do reflect erroncous svaracric decisions
by the putativel s independent syntactic module, despite the fact that those decisions are
demonstrably made on the basis of semantic and contextual information. In other words,
Marcus’s account of garden path sentences is not merely empirically incorrect: it appears to be

inconsistent with his account of genuinely ambiguous sentences.
5.4, Lexical ambiguity, modularity, and determinism

One of the most important and difficult problems in language analysis 1s the timely
resolution of lexical ambiguity. For the understanding process as @ whole, the problem is one
of determining the appropriate meaning of an ambiguous word. [t 1s widely understood --
although, as we will sce in the next chapter, just as widely ignored -- that such disambiguation
in general requires the heavy use of semantic and inferential processing. For a syntactic
analyzer, however, lexical ambiguity manifests itself in the somewhat narrower problem of
determining the appropriate part of speech of a word that belongs to several syntuctic
catcgorics.  Nevertheless, these two problems are related:  Semantic ambiguity often --
although not always -- entails part of speech ambiquity. The reason why this poses a problem
for syntactic analysis, of course, is that part of speech ambiguity is one of the chief causes of
structural ambiguity in natural languages. Since much of the structural ambiguity of Tunguage
arises as a result of lexical ambiguity, and since the resolution of lexicul umbiguity scems, on
the fuce of it, to require heavy use of semantics and inference, this problem constitutes one of

the primary motivations for an integrated approach to fanguage analysis.

For the very same reasons, lexical ambiguity would appear to be a crucial issue for any
theory that purports to show how syntactic structural ambiguity can be resolved ina
deterministic and modular fashion -~ that is to say, with limited look -ahead and highly resticted
use of semantic and contextual information. Nevertheless lexical ambiguity s another of the
problems that Marcus's theory simply puts aside: With one or two exceptions, words are taken
i be syntactically unambiguous in his work. Once again, however, this strategem raises the
question of exactly what empirical ¢laims are being made by the theory. At the risk ot
helaboring this pomnt, itis undoubtedly true that by ignoring all prohlems that seenv to requine

cacriticing either modularty or determinism, one can construct o modular, deternumisog
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syntactic analyzer. But unless it can be shown that the output of such a parser would be
useful, and that its use would not itself entail the joint application of syntactic and semantic

knowledge, such a claim is without empirical import.

Moreover, lexical ambiguity is precisely the sort of problem that militates against the
possibility that those conditions hold true. Indeed, the one or two cases of lexical ambiguity
that Marcus does attempt to resolve within the framework of his theory simply serve to show
how profound the impact of the problem actually is. For example, in order to disambiguate
whether the word "have" is used as an auxiliary or a main verb, Marcus introduces a diagnostic
rule which is arguably the most complex in his entire grammar. Nevertheless, as Marcus
himself points out, the rule fails on many obvious examples. How well such rules would
work in the context of many orher ambiguous words is highly questionable. Indeed, Milne's
(1982) attempt to address lexical ambiguity within the framework of Marcus's theory led to 4
substantially greater reliance on semantics. One need not agree with the details of his proposals

to find this result suggestive.
6. Conclusion

In this chapter, we have seen that current Al theories of modular syntactic analysis are
not well justfied functionally. They are, in a sense, "process models,” but it is not clear that
they are models of any real process. The nearly complete absence of adequate functional
constraint on the representations which constitute their output has led, inevitably, to a
scientifically fatal lack of constraint on the processes which are proposed to produce that
output. As long as outputs are defined and redefined at the whim of the theorist, without being
functionally justified, then of course any process at all can be "proven” viable. The ultimate
role of such a process within a functional theory of language understanding, however, remains
in doubt.

Indeed, the most popular models of language analysis -- ATN< and Prolog-based parsers
-- are not process models at all, but simply programming lunguages. As Targued in chupter
one, the claim of modularity is irrefutable if the indiscriminate use of arbitrary choice and
backtracking is permitted. Such models are, therefore, in principle incapuble of either asserting
or supporting an empirically meaningful claim of syntactic modularity. Nlarcus's more recent
deterministic theory of syntactic analysis seems at first glunce more promising. However, by
ity repeated failure to address many of the problems which make Tanguage unalysis so difficult
in the first place -- such as lexical ambiguity and genuine structural ambiguity -- this theory 100

fails to assert or support any empirically significant claim of syntactic modularity. Moreover,
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the very problems in language analysis that this theory ignores provide strong evidence that

such claims are in fact insupportable.

From the functional perspective that motivates an integrated approach to language
processing, the theoretical shortcomings of modular approaches to syntactic analysis are not
really very surprising. After all, the roots of such theories lie not in a functional view of
language as a goal-directed behavior, but rather in the descriptive view of language behavior
taken by linguistics. However appropriate such a view may be for linguistics -- and it is by no
means a universally accepted perspective even within that field -- it is entirely inappropriate for
Al The decision as to whether a given process should or should not employ a given class of
information in the performance of its task must be made on functional grounds. weighing the
utility of the information against the cost of gathering and applying it, rather than on « priori
descriptive grounds. Similarly, the task itself must be defined functionally, in terms of its
utility to the organism, rather than by its conformance to some a priori descriptive framework.
One can argue for a modular approach to language analysis, and against an integrated
approach, but the functional premisses that motivate an intecgrated approuach provide the only
basis upon which such an argument can be fruitfully camried out. The paucity of the results
stemming from modular approaches to language analysis, despite the investment of enormous
scientific effort, directly reflects the failure to keep such functional considerations foremost in

mind.
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CHAPTER 4

LEXICAL AMBIGUITY AND VAGUENESS

IN LANGUAGE ANALYSIS

1. Introduction

Lexical ambiguity is one of the most basic, yet problematic, characteristics of natural
language. Itis, first of all, far more pervasive than it intuitively appears to be: Because people
are not consciously aware of most of the ambiguities in what they read or hear, the fact that
most of what they read or hear is ambiguous is not immediately apparent. However, a glance
at any ordinary dictionary should make it plain that lexical ambiguity is extremely common.

The importance of lexical ambiguity, and the difficulties involved in attempting to resolve
the problem, have been apparent since the original work in machine translation thirty years ago.
Bar-Hillel (1960), in his critique of that work, showed that determining the correct sense of an
ambiguous word depends, in general, on plausible inferences from extremely complex features
of the context in conjunction with arbitrary facts about the world. He gave as an example the
problem of choosing the correct meaning of the word "pen” in the sentence "The box is in the
pen.” In this sentence, the pen in question is probably an enclosure, such as a play-pen, rather
than a writing implement. Bar-Hillel argued that in order to determine this, a language analyzer
would need access to background knowledge of the functions and relative sizes of these two
different kinds of objects, and to information about the context in which the sentence appeared.
as well as some means of using that knowledge to determine which of the various possible

interpretations of the sentence was the most plausible.

Of course, lexical ambiguity is not just a problem for semantic analysis. As 1 pointed out
in the last chapter, it is also one of the chief causes of structural ambiguity, and. therefore, an
issue with which syntactic analyzers must contend as well. This aspect of the problem has also
long been appreciated. In the well-known example "Time flies Like an arrow.” (Kuno. 1965).
much of the structural ambiguity of the sentence stems from the part-of-speech ambiguity of the

words “time,” "flies,” and "like,” which in turn retlects their semantic ambiguity.
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Thus, on the one hand, the resolution of lexical ambiguity seems to require complex
plausible inference based on contextual information as well as world knowledge; and, on the
other, it has a profound impact on syntactic processing, since it is a chief cause of structural
ambiguity. As I argued in chapter one, in order to avoid arbitrary choice and the undirected
search that inevitably results, such ambiguities should be resolved as early as possible, and on
the basis of as much information as possible. Lexical ambiguity is, therefore, one of the
characteristics of natural language that argue for an integrated approach to language analysis,
one in which the inferential and memory processing that is required for disambiguation is

intimately involved in the analysis process itself.

2. Lexical ambiguity and syntactic analysis

In syntactic analysis, the problem of lexical ambiguity is not one of choosing *he correct
sense of a word, but simply the correct part of speech. However, as Kuno's (1965)
well-known example demonstrates, these problems are closely related. Word-sense ambiguity
very often entails part-of-speech ambiguity as well, and therefore correctly disambiguuting the
part of speech of a word will in general depend on complex semuntic and pragmati
processing.  As a result, syntactic analyzers cannot be expected to solve by themselves the
problem of lexical ambiguity, even just part of speech ambiguity . Nevertheless ity o

unreasonable to expect that they might contribute to its solution.

However, as we saw in the last chapter, the chiet approach o resolving sveracn,

ambiguity, lexical or otherwise, is simply to try cach alternative, while bemg prepared tobace

1

up in case it should prove mistaken. This s the approach tahen m TN parsess and descenitae

models (see, e.g., Thorne, Bratlev, and Dewar, 19680 Bobrow aod drasers D00

Woods, 1970; Colmeraucr, 1978; Pereira and Warren, 1OS0 When such a porser covoe o

an ambiguous word, it simply tries cach possible chorce tor that waords pars b speesbowe
will enable a transition, and which theretore offers the possibiline o vacoonst o s
input sentence according to the grammar utthzed. T the chorce does o v me s ooy
svotactic analysis, then it wall be discarded when the parser backs op T o s
repeated for a given word cach timie the parser enconniens i bhes et
network, Al and only the chorces that fead to succossiab anevses we he s s
analvses: Further disambizuation as thoe responstheine ot e

components of the understanding process

The general criique of arbitrany Cotce wnd Dchitack e ot s

i the Tast chapter apphies equally weil o the specie app st ot s
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disambiguation. Nevertheless, there is currently no other theory of lexical disambiguation in
syntactic analysis: Despite the fact that lexical ambiguity is @ prime cause of much of the
structural ambiguity in language, Muarcus’s more recent deterministic approuach to syntactic
analysis basically 1gnores the problem, and loses much of its empirical significance as a result.
In sum, no adequate syntactic theory of lexical disambiguation exists. This is not particulary
surprising, since lexical ambiguity is, after all, primarily a question of word-sense ambiguity,
ruther than just part of speech ambiguity. and so primarily a semantic problem rather than a
svitactic one. Despite the problems it raises for svntactic analysis, syntax alone cannot be

cvpected to do very much about lexical ambiguity.
3. Levical ambiguity and semantic analysis

Qurte naturally s the tesue of lexical ambiguits has received fur more attention in theories
concemad with semantic anadyvsis than i those concerned simply with syntactic analysis.
Ploweser aioeh o tast glance there seem w be avariety of different semantic approaches to

ety

Fraarmznaton, most appioaches in fact turn out to share only one or two fundamentad

JVIoa
echaress Byt b most wadespread of these miethods s e use of selectional restriciions
Ko b bodhon s 1063 These are semuantic requirements associated with the structures
Conreacrre e oy of words o phrases. whneh must be met by another semantic
Coe et e e can be combined Porenample. anaction like eating might require that

ne e Brgenenadoselectionad restricions are one-place predicates that test for the

TN v st (e o s settante tedture, or some boolean combination of such

coc e et s diambiguation s i prineiple at least. quite
Coones e sense tor senses) of aoword that selectional

Cooa et e et strudtures i the sentence, cither because
et s or st tares, or because they tullill the requirements
cooaTe ovample trom Katz and Fodor ¢1963)0 consider
b e, aonye other things, either a fancey parts with
T sentence Clohn e the balll” the use of
conen e tonnd object sense of Thalll since the
Sooct ot o ool zatherings OF course b
Voo cvarahies o could be generated us o novel
oot sameiate cither Thallor Thatt o thas
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of its popularity, it is rather striking how ditticult it is to pioduce examples of lexical ambiguiy

which can be resolved unequivocally by the use of selectional restrictions,

A variety of different methods have been developed for applving selectional restrictions
in the resolution of lexical ambiguity; I will bricfly mention just a few of them here. Winograd
(1972) proposed that they be used by semantic iterpretation specialists associated with
functional syntactic constituents such as noun groups and clauses. Riesbeck (1975) proposed
encoding selectional restrictions in the tests of the fexically indexed productions that represent.
in his theory, the different meanings of a word. Rieger and Small's (1979) theory of word
experts and Hirst and Charniak's (1982) theory of Polaroid words are based on more
sophisticated versions of this idea. Wilks (1976) has proposed that selectional restrictions
should not be absolute requirements, but simply preferences. In his model, one picks the
sense of each word that maximizes the total number of preferences satisfied in a given

sentence.

The other major approach to handling lexical ambiguity, one that attempts to take into
account the extra-sentential context of an ambiguous word, involves the use of a scriptal
lexicon (Schank and Abelson, 1977; Cullingford, 1978; Riesbeck and Schank, 1978;
Charniak, 1981). This idea is based on the observation that many words have special
meanings in particular contexts. Thus, in a sense, each script or frame used in understanding a
text should have an associated lexicon in which words are assigned their script-specific
meaning. For example, the script for a baseball game would have an associated lexicon in
which the word "home" would be defined as the plate in the ground over which batters stand,
and which a player must touch to score a run. By itself, this idea is not very useful for
disambiguation, ercept insofar as it keeps script-specific meanings out of consideration unless

the relevant seript is "active." The crucial simplifying assumption which is usually made,
‘heretore, s that if a giver: seript is "active,” all words in its scriptal lexicon can be presumed to
~ave their seript-specific meaning.  In other words, if the context for bascball game were

- vo. then the word "home™ would simply be assumed to mean "home plate.” No other sense

s word Thome” would be considered.

sk hath selectional restrictions and seriptal lexicons are very useful up to a point.
~oao himited applications, it should be clear that they have severe limitations.
Samntion which underlies the seriptal lexicon approach, that words will not

e aonpt specttic sense. is clearly not true. For example, consider the

srent of astory about abasehall game: "The game was so lopsided

woeEiomme atrer the seventh innme” Hereo the home in question s
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probably Fred's residence, not home plate.

The use of selectional restrictions has similur limitations. Consider the following variant
of Bar-Hillel's example: "The pen is in the box along with assembly instructions.” Here. the
pen in question is probably a play-pen, and almost certainly not a writing implement
Determining this requires recognizing that the assembly instructions are probably tor the
assembly of the pen, and knowing that play-pens often require assembly by the consumer after
purchase, whereas writing implements do not. Using this knowledge in turn requires inferring
that since the pen is in a box with assembly instructions, it has probubly just been purchised bs
the consumer. The point here is that these are simply not the kinds of rules that can be
represented and employed as selectional restrictions, except at the risk of precluding the corredt
analysis of other examples. We cannot. for example. just invent a feature “objects that can be
assembled” as a selectional restriction on the object of "assemble.” and which would be
property of play-pens but not writing implements. Writing pens certainly are assembled.
factories, and they may even be assembled by the consumer. as i "John assembled the pen

after cleaning it and putting in a new cartridge.”
4. Lexical ambiguity and integrated analysis

The above discussion makes it clear that what must be brought to bear on the probicm e
lexical ambiguity are the general inference and memory processes used mnunderstands: o
Thus, lexical ambiguity 15 one of the problems in lanvuase analvsis which motivates
integrated approach. one m which inference and memory pracessing play wn snportant e

the analysis process iself (Schank, Lebowitzoand Birnbaum Tos00 Schank and B

;

1984). Tt is therefore cructal that itesrated theores wbilressy the iavie ot o
memory can be applicd in the carly resolation of Tevical cimbeasany The faane oo v

stmply undercut the rationale for pursime apoantesated approac™ oohe b o T s

importance, however, sarprisingly hinle anenon by hees diononed ¢
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If the actor1s a VEHICLE or
the SCENARIO 1s TRANSITIONAL with a VEHICLE instrument,
Then interpret "runanto” as VEHICLE-ACCIDENT:
Else If the object is a HUMAN who has an
INTERPERSONAL RELATIONSHIP with the uctor,
Then interpret “run into” as RENEW-INTERPERSONAL-RELATIONSHIP.

Let's analyze how this procedure is intended to work. The test for whether or not the
actor s a vehicle 1s simply a selectional restriction. The test for whether "the SCENARIO 1y
TRANSITIONAL with a VEHICLE instrument” is perhaps more puzzling. However, ity
purpose would seem to be to handle examples such as "While I was driving home, | ran into
parked car.” i which the actor of “run mnto” does not appear to be a vehicle, but the proper
interpretation is nevertheless vehicle accident. Ineffect, this is simply an implementation of the
seriptal lexicon wdea: I the vehicle travel frame s active, then “run into” means vehicle
accrdent. Both of these rules are subject to the limitations described in the last section. For

cxample. this use of the senptal Tevcon approach would il on the following text:

While T was driving home, | remembered | needed some milk. | ran into a

Seven Fleven and prcked up o halt-gatlon,

Pinallv, Ters consader the test for a human who has some mterpersondl relationship with
the wctor Herel the model begins to employ knowledge besond simple selectional restrictions,
winich are technically justone place predicates The problemoasot sull emplovs this knowledee
cuvactvas bt awere ust aselectional restiicuon - Although the presence of such a relationsinp

v tactoany semantic featmre s ndeed the sort o knowledgee that mas be refevant in
Socrmani the correct mcame of gosword s use as g suttioent condimon m g non interential,
1

cvcalh andeved rane ot s vanety s entrely mosplaced The pomtas that such krowledaee

e representod e e ved e awan thar makes ot asaelabic tor use by the cenend
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would exhibit such behavior, and thus enable the understander to construct a causally coherent
representation of a textual fragment describing such an episode. It is the attempt to construct
such a causally coherent representation that determines the proper interpretation of "run into."
A particular interpretation, such as "social encounter,” is preferred to the extent that it promotes

such coherence.

But the rule cited above does not explicitly represent such causal knowledge, nor does its
choice of an interpretation for "run into” depend on the attempt to infer a causally coherent
representation. Instead, the inference process is "short circuited” by directly linking some (but
not all) of the relevant features with some (but not ail) of the possible interpretations. Such a

rule simply cannot work in general. Consider, for example, the following text:

John was racing down the street trying to catch a bus.  All of a suddcen, his
neighbor Fred stepped out of a doorway into his path. John ran into Fred and

knocked him down. Fortunately, he wasn't hurt.

What both this example and the previous one demonstrate, to repeat. is that the proper

interpretation of "run into” should be determined on the  basis of the attempt by inferential

memory (o construct a causally coherent representation of the text as @ whole -- which s, after

all, one of the chiel functons of inferental memory in understanding.  In a genuinely
mtegrated model of lunguage understanding, it must be on the basis of these sorts of inferental
considerations that Fanguage analysis problems, such us lexical ambiguity, are resolhved.
Instead. i Dyer's model we find that such mferential processing occurs only afrer a word hus
dircady been disambiguated by means of selectional restnictions and seriptal lexicons.
Inferential memory can therefore play no role in the disambizuation of g lexyical fteny -+ or

mdeed, as tar as Tean determme. i the sofution of any other problem m kinguaee anadssis,

The model of mrcerated partial parsins proposed by Schank o D ehowitzoand Buanbaam
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This method is clearly a step in the right direction. However, its successful application
depends on two fairly restrictive conditions. First, it assumes that if a script is active, then an
ambiguous word must have the meaning that matches an expectation from that script. Second,
it can only work in those cases when exactly one meaning of a word matches a scriptal
expectation. But consider what is likely to happen when more than one script is active, or
when the scripts are larger and more detailed, or when expectations from sources other than
scripts are utilized in understanding -- in other words, under the conditions that usually hold in
language understanding. Under such conditions, it seems almost certain that more than one
meaning of an ambiguous word would match an expectation, or to put this another way. that
more than one interpretation could appear, on the basis of such a simple matching process. to

be coherent within the context.

Thus, this method for disambiguating on the basis of criptal expectations in will not
work in many situations: It will either fail to disambiguate, or else simply choose in a way
which guarantees a high probability of error. The method can only be employed reliably when
only one script is active, and when only one sense of the word matches an expectation from
that script. In other words, this use of scriptal expectations is virtually equivalent, in the power
and scope of its disambiguation capabilitics, to the use of a scriptal lexicon:  As far us
disambiguation is concerned, one might just as well explicitly stipulate that the given word will
have a given meaning if the given scriptis active. The main advantage of the approuch, then.

resides in the fact that such stipulations need not be explicitly given.

How can the the use of seriptal expectations, or more generally of contextual information
from varying sources, be extended to handle those cases in which more than one meaning of an
ambiguous word might seem at first to fit the context? Several factors must be tuhen tnto
account beyond the mere occurrence of @ match between a potential word meaning and an
expectation. First, which expectarions are more important, or more hkely to be satistied at this
pomtan the text? To pat this momore general termsowhich of the explanations tor the ditteremt
possible interpretations s more plarsible or more salient? Second. does the text supply any
additional Clues? For example. a candidate semannie structure may be the pight sort ot action o
salisty an expectation, bat may nevertheless he mapprosrate hecause s potential acton, oy
speditied s the tent, does ot muatch the indoe alrcady asstoned 1o the actor e thaye

cxpectation The ase of such mtormaton iy essental toexplont the tall potennal of menioans
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Cottrell, 1984; Waltz and Pollack, 1984; for an earlier attempt, see Quillian, 1968). The
manipulation of variables and variable bindings is a difficult issue in the connectionist
framework (J. Feldman, personal communication), and as currently formulated these models
do not seem capable of utilizing such information in disambiguation (sec also Minsky, 1968,
for a discussion of the problem of variable binding in parallel computation). Thus. they are
subject to the exactly the same limitations as described above -- they appear to be. in effect.
simply a rather novel approach to the implementation of scriptal lexicons. Whether the clever
manipulation of parameters such as weights and activation levels can overcome these
limitations remains to be seen. One possible solution is to use connectionist methods simply to
suggest potential inference chains, and employ more tragitional inference mechanisms, capable
of manipulating variable bindings, to check over the suggestions (Charniak, 1983). Another
possibility, requiring a more radical change in the connectionist framework. is to allow variable

bindings to be passed between the units in a memory network (Riesbeck and Martin, 1986).

5. Vagueness and ambiguity

In chapter two, I pointed out the importance of distinguishing between true lexical
ambiguity and vaguencss. This distinction is particularly important in light of the need for
inference to determine the appropriate interpretation of some word or phrase in some context.
as argued above. True ambiguity arises when a lexical item points directly 10 more than one
conceptual structure in memory, each of which represents a separate and distinet meaning for
thut word. The resolution of lexical ambiguity is thus a problem of selecting the appropriate
meaning from among a specified set of potential meanings for a lexical item. Vagueness, in
contrast, arises when a word or phrase -- ¢.g., the word "get” -- points to only one conceptual
structure in memory, representing a single somewhat general meaning which must be further
spectfied on the basis of context. Unlike lexical disambiguation, therefore, the resolution of
vagueness cannot be construed as a problem of selection from among a pre-computed set of
potential imterpretations, but rather entails the active construction of an appre priate and
suthictently specitic interpretation for an input on the basis of context. Rather than simph
bemg retrieved on the basis of a few clues, i other words, the specitic interpretation that s
appropriate must. i general, be derived on the basis of inference. Asaresult, non imferential
techmgues such as the use of selectional restrictions or seriptal lexicions - whateser then
merits or deticiencies i lexacal disambiguation -~ are e principle madequate tor the resolution
of vagueness, since they tundamentally construe the problem of deternunimg the approprate

imterpretation for afeacal item as aoselection probiem
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failure to distinguish between vagueness and ambigunty i the first place. It a vague word s
treated as it it were ambiguous, then such non-interential techniques as the use of selectiona!
restrictions can be apphied. at least under certain restricted Greumstances, to determine s
appropriate mterpretation: otherwise, they cannot be apphied at all. In other words ot the
problem of constructing an appropriately specitic terpretation tor some word or phrase i
contextis transformed into a problem of selectung an appropriate mterpretation from amony
pre-computed set of potential interpretations, then that selection can be based. m g himaed
domain at least, merely on the presence or absence of certam contextual features The problem

ot inference can be pretty much sgnored.

Ultmately, however, an approach based on the adea that meammes are selected rather
than constructed cannot work excent moa bived, honted domam Human Tanguage use s
notabdie forits ety and extensibiling tor the abiliny o say new thines usinge old words and
phrases, Toas ideed. becommye icrcasingds Clear that such phenamena as metaphor g
contral elements of Tancuage ond thoueht not perpheral issues o be deadtw it once the central
problems have been solved tsees e o Takott and Tohnson, 19500 Carhonell 195200 Thus,
forexample, it s quite casy Tor us to eenctate and understond shiebitly noveluses of aword - In
Jomode!l which determmes the approporate mterpretation of wowaord sumpiy by selecnny trom
among o pre compuated set ol possibic meanines, howevers corregty understandime even
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When 1 rode the bus home from work today, we ran into an old man selling s

.
flowers. e

When | rode the bus home from work today, I ran into an old man selling tflowers, -~

. "

We ran into some good luck. i‘;

We ran into a tough problem. j:

.'.
[ ran into a great little wine, O

I turned left, went down the hill, and ran into Whitney Avenue.

What most of the above utterances seem to have in common is the idea of a sudden, most
likely unintentional, and possibly unexpected, encounter with some thing or some situation,
and further, that the encounter in some way affects the continuation of whatever activity the
agent is engaged in at the time. This, I maintain, is all that "run into” by itself really meuans.

This is what you would understand it to mean if you ran into the sentence "l ran into a bloop

with blup the other day,” not knowing what "bloop™” or "blup”™ were.  In other words, "run

into” is primarily an extremely abstract phrase, not an ambiguous one. -
RO
_w.:;\.
On the other hund, all of the above sentences do in fact mean different things. Some are ;:;‘_-
best interpreted as deseribing a vehicle accident. others a social encounter, others a barrier to ;:‘;
the solution of some problem, and stilf others the unexpected discovery of something. Some o
of these meanings, because of repeated prior usage, might be pre-computed and stored in ".\j
s and
memory. But even if this is the case, determining which meaning is most appropriate will ‘.:_‘E
require iference, and that is the key to resolving vagueness as welll The phrase “run into” :.':'
need not mean “vehicle accident,” or "social encounter.” or “discovery.” even though the <
sentences that contain it might mean those things, The only way to resolve this paradoy s to ‘.\‘:
utilize inference to construct the appropriste specitic meanig, tahing ito account both the ,\’;
rather abstract meaning of “run mto” and contextual information. o
P
Such an approach requires addressmg three issues. Pirstoat requires away to represent ff.'_-':)_
the abstract concepts. such as “encounter,” “sudden,” and T unmientional i terms of which ::'ft::
the abstiact megnims of “tunmto” could be represented. Secondu it requires o context m which \..-:’
spa e correlates of such abstract concepts are represented. Aend third ot requires ananlterence 7’ .
process capable of sortine out winch potentiad speaitic correlates of abstract concepts might be ﬁS‘;
atensded m o an uttctance e other wonds which woald Tead 1o v ¢ hest jomt at hetnween ::‘\
K
Gretanede and content .:\'
b
W v,
For exampie. icts conseder how the meannie of Wiide dovime home from wenk, T ran :::.
pto o tathie qamy b be denved mterentiddly o Runomitos by assumption simply means a :‘,'_::".
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sudden, and probably unintentional, encounter with something. Most of the information about
what is going on here, then, must come from "driving” and "traffic jam.” It seems quite
plausible that the driving script makes note of possible problems that might arise in the course
of driving somewhere -- ¢.g., accidents, mechanical failure, heavy traffic, and so on -- and
which, if encountered, can can impede progress towards the goal of getting somewhere. Since
they impede progress towards tiie goal of the script, it can be inferred that any encounter with
them is most likely unintentional. On an admittedly somewhat simplistic analysis, then, we can
scee that this inference permits a "match” between the input -- a4 sudden and unintentional
cncounter with heavy traffic -- and the known problem of encountering heavy traffic when
driving -- a type of encounter which, because it is a problem, is presumably unintentional. The
output that would hopefully result from such an inference process would be an instantiation of
the "caught in traffic” memory structure, which might be paraphrased something as follows:
“"While driving home tfrom work, I suddenly and unintentionally found my car in the midst of a
lurge number of other vehicles, travelling quite slowly, for some distance, which forced me to

drive my car ver, slowly as well”

Although most of the above interpretation is derived from information in the driving

script, there 1s still something contributed by "run into,” namely, the notion of "sudden and
unintentional.” Thus, for example, "While driving home from work, [ ran into heavy traftic,”
seems to mean something a bit different from "While driving home from work, traffic was
heavy.” Inboth cases. we understand that while driving, heavy traffic was encountered which
impeded progress towards the destination. What "run into” seems to contribute in the tirst
sentence s the idea that the encounter with heavy traffic was a bit sudden, which in wn

implies that traftic was not necessarily heavy for the whole trip.

[et's Took at another example: "While driving home from work, 1 ran into a parked car.”
Here "1 a person i the role of driver of the vehicle. As betfore, "run into” is taken to mean
“sudden and (probably) unintentional encounter with something,” and in this case the parked
caras that someithing, In the driving frame, we can expect to find represented, among the
problems we might encounter. sudden and unexpected physical contuct with physical objects
thut are i the road -- namely, thut s, fucts about auto accidents. Since a parked car is
something that could be in the road. we can infer that an accident took place. with the parked

¢ bemng the object hit

Sotarowe have not considered the role of any prior biases i the process of interpreting

vague words. But consider the followimg stors: "While T was driving home from work today

[ had an acaident Tranmto a parked car” Hereotseems clear that by the time that "run mto”
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is read, since the kind of sudden and unexpected encounter has already been specified -- an
accident of some kind -- we are likely to conclude that "run into" may refer to this accident, and
therefore to determine what kind of accident it was, even before the words "parked car” are
read or heard. This actually becomes comical, with a sense of punning, given a story like
"While I was driving home from work today, I had an accident. | ran into my ex-wife." These
examples argue that interpretation of vague words and phrases must proceed as outlined in
chapter two: If some specific situation in a frame is already active, and if a vague word we
encounter might refer to an instance of that already active situation, then one can presume that it
is in fact doing so. Thus, since the context of "auto accident” has already been explicitly
established in the above stories, when "run into" is seen, its abstract meaning of "suddenly and
unexpectedly encounter (or make contact with) something” matches the already active "auto

accident” situation.

But how does this matching process work? In general, this is one of the most difficult
problems that must be faced in attempting to implement this sort of scheme. But in many
cases, there is a reasonably simple solution: If "auto accident” is already categorized in the
driving frame as a sudden and unintentional encounter with an obstruction, in a way that is
similar or identical to the representation of the general concept that "run into” points to, then the
matching process will simply have to check for that identity. In tuct, it will generally be the
case for any plan that one can "run into problems,” and this argues for the representation n
memory of the more general notion that sudden and unexpected problems may arise in any
plan. Thus, we can consider examples like "We were trving to buy the house, but we ran into
those high interest rates,” which means, since borrowing money is in general a prerequisite 7 r
b' ying a house, that sudden and unexpected difficultics arose i getting a mortgage because of

the high interest rates, wk™ in turn precluded buving the house.

The context imposed by discourse conventions can also be expected to plas arolean the
interpretation of vagueness. Consider the followimg example: "While T was walkimg home
from work yesterday I ran into an 1843 Rochester Forge tire hyvdrant What a beauts '™ Here.
it iy clear that the appropriate aaterpretation s not one ot physical colliaon, but rather
discovers. The reason s that we cannot otherw e acconnt for why the speaber s givims ts albl
of the detatls about the historical ortgims of this particala e havdant isees o Giee 1978
Indecd. it must be that the speaker s butt of antue andnstea D anfactss particalaniy tig

hydrants

The approach to vazueness that T have sterchod our ahove views the prohlen s

smphticd form of metaphor. That s b we ke the posiion tiat metaphon iy based onabstiact
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commonalities between tiie concepts employed in a metaphorical description and the situation
which they are being used to describe, vagueness can be viewed as the result of deseribing the
situation directly in terms of those abstract common properties. On this view, then, the process
of understanding what is usually taken to be literal language appears quite similar to the process
of understanding metaphorical language. For example, consider the pair of sentences "Joe
threw out the garbage,” and "Judge Bean threw out the case.” The former would generally be
deemed a literal use of the phrase "throw out,” while the latter would probably be considered
metuphorical. In contrast, a theory of understanding based on the sort of processing described
above would operate in more or less the sume way given cither as input, starting from an
abstract, rather crude description of the meaning of "throw out,” and using that in conjunction
with contextual informution to inferentially determine a more specific and appropriate

interpretation.

Finally, T wunt to make it clear just how ditficult the above examples actually are. The
mterpretation of @ vague or ambiguous word is often assumed to take place within a relatively
fixed surrounding context. the interpretation of which is not itselt problematic. In real-world
natural language, nothing could be further from the truth. Almost ali of the words and phrases
i the above exampics are themselves ambiguous, vague, or elliptical. For example. in
addition to the vagueness of "run into,” there is also the ambigunty or vaguencess of the word
“drive” Even the phrase “drive home™ is ambiguous, as in "to drive home a point in an
arcument,” or to drive home anail.” The word "work™ here is an elliptical reference to "the
place i which Twork” rather than to the type of work. The word "trattic™ is umbiguous, as in
“the tratc i cocame is Tucrative.” as s the word "jam,” meamng either o type of food.,
problemoor ablockace of some kind tthe second meaning itself bemg a metaphorical extention
ot the thard Ambiguyovagaeness metaphor. and ¢lhipsis really are ubiquitous i language.
They are not exceptional phenomena to be addressed once the central characteristics of
lanzuaee we understood  Thes are themselves to he counted as central charactensues, and thes

miasthe then mtoacconnt front the very start

6. Ambiguity and explanation-hased understanding
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Chief among these is the lesson that the knowledge needed to draw inferential &':
connections in understanding cannot be packaged in isolated rules thut commit the understander &.\‘
to certain inferences irrespective of what other rules may propose. It is true that one possible .
interpretation of someone "running into” another person is as i fortuitous encounter leading to S;::
a social interaction. It is also trve that one explanation for why two people would care to '::\‘.J:
engage in such an interaction would be if they already knew cuch other. Thus, the knowledzec Ej::'
thut two people knew cach other would provide support tor mterpreting “run into” as a social e
-~

.
3

encounter, since such an interpretation would enable the understander to expliin certain aspects
of the situation. But, as we huve seen. the decision that this s the correcr imterpretation cannot
be made without considering the need to expliin other aspects of the situation, aspects which
may have nothing to do with social interactions and to which rules explaining such interactions

cannot be expected to attend.

This last point bears particular attention. No single explanatory inference rule can be
expected to atend to all the aspects of a situation which might affect the truth or relevance of
the explanation it offers, and hence the vahidity of the mterpretation it prefers for some vague or
ambiguous linguistic element. Thus, determiming which explunations to aceept. and henee
which interpretations to prefer. cannot be lett to the inference rules themselves. Rather, there
must be a more general interential mechanism that determmes which explunutions to aceept.
tuking mnto account the need to explam diverse aspects of a sttuation, and the evidence ol

diverse rules.

Probably the most ambitious attempt in this direction has been MceDermott's (1974)
moc. o which is capable of considering several potential explanations tor a situation in parallel
as it untolds and choosing among them when evidence is avatlable, as well as patching or
replacmg explanations that prove crroncous, Granger (19801 and O'Rorke (1983) propose
models with this Tast capabihity as wells and Granger. Easelte and Holbrook (1980) have
proposed a model of Tanguage understandmg and Texieal disambiznanon which makes use of
such techniques. The most salient feature of these models s that they eaplica/v emplos

coiter, however crude. for deaidimg whether an explanation s adequate. when one explandgtion

L3

s preferable o another. and when an explanation has gone awry - Forexample. MeDermotts -

_

D

crierid are. basically, coherence - an explanation must 11 the facts - and parsimony -an e
. ' 1 - -'._"'"

explanation with fewer unpustiticd assumptions s preterred tsee also Walenshy o 1983 The AT
X

. : BARAS

use of such crteria would seem to be a cructal aspect of any o ferential mechanism capable of MY
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In sum. an examination of the problem of lenical ambrouity makes e u e o

appropriate interpretation of g word, phrase. or utterance can only he dererm cdo e s

of the attempt to infer the best explunation for the input s a whaic Noreon e mae oo oy
able to use language to desenbe novel situations, orto anderstnd oot o o e
possible to determine the appropriate Iterpretation of words ard pieaees 00 e

the fuce of these requirements, any attempt to deternune the mest approgyege oo

word or phrase on the basiv of a presspeciired and Tived ser of oecesay oo
conditions assocrated with that word or phrase must amevitahiy ol Bdecd 0 soens
impossible construct simple. pre-specitied tests -- or, for thut matter, not o simplc ones e
correctly state just the necessary conditions for an interpretation. and which could theretore he
used to rule out its applicability with complete certainty. There is hitle chance. theretore e
will be possible to construct a model of Texical disambiguation  and. oo o i
understanding process as a4 whole -- that works by applving a series of such sonple foss

succession, gradually narrowing the space of potential meanimes unt! an appopiaie
imnterpretation is converged upon: Orly one rule must be i error to rum the ennoo o
Rather, the understanding process must be tlexible enough to tahe mro account dinverse sorts of
iformation from a wide variety of sources in determining the interpretation of an mput. and

capable of doing so carly enough to avoid the accumulation of errors. Ttmust, m other words,

be an integrated process.
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INTEGRATED UNDERSTANDING AND

THE USE OF THEMATIC KNOWLEDGE
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1. Introduction
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In the last three chapters, we have explored the integration of language analysis with the ';\

inferential memory processing required in order to understand. The point of such an integrated NN
o

. ~ iy . . . . . N

approach is to facilitate the early use of contextual information in the rational resolution of N

problems in language analysis, thus avoiding the indiscriminate use of backtracking that

N

inevitably results from making such choices arbitrarily. But what about the inference und :';
. . . . ' '

memory processes themselves? What implications does an integrated approach to language e
e,

. - N
undcrstanding have for such processes? A

It 1s now widely accepted that understanding an input is fundamentally an 1ssue o
explaining that input in relation to its context and in terms of the understanders prooe
knowledge. This theory is often called explanation-based understonding (sce. ¢ g Soha s
and Abelson, 1977; Wilensky, 1978). Thus, for example, understanding 4 nartaine o
forming an explanation that tics together the actions described in that narratine o g oo .
coherent structure (see, e.g., Charniak, 1972; McDermott, 1974; Schank, 1975~
Abelson, 1977, Charniak. 1978; Cullingford, 1978; Wilensky, 19780 «

Schank, 1982). In pariicular, understanding @n agent's actions entais vy
actions might serve goals which conld plausibly be ascriben wo th
conversational input may additiordlly entail explaining why the s

even why he said it in the way that he did (seec g s Schars . 07
Perrault, 1980).

Broadly speaking, an appropriate explanan o oo
consists of a chain of prausible mferences such the =
from” certain other aspects of the contextin o

the world. At cach pomt i such a o

inferences that might be drawn rev v
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explanation; the rest will not. Thus, explanation-based understanding, as much as language
analysis or any other cognitive process, is confronted with the need to make decisions about
which lines of inquiry are likely to prove fruitful, and should therefore be pursued. In other
words, the basic problem which motivates an integrated approach to any cognitive process
arises in explanation-based understanding as well.

In order to address this problem, an integrated approach to understanding must attempt
to take as much relevant contextual information as possible into account, as early as possible,
in the interpretation of an input. The most relevant possible contextual information is the set of
contextual features -- the hypothesis -- in terms of which the input will ultimately be explained.
Thus, in an integrated approach to understanding, the understander's hypotheses about the
situation to which the input pertains must be brought to bear in deciding which inferences are
likely to result in constructing an appropriate explanation, and should therefore be drawn from
the input. Context must play a role in determining not only how an input should be interpreted,
but also in how that interpretation is arrived at. In other words, an integrated theory of

explanation-based understanding must be a relatively rop-down theory.

The alternative, of course, is simply to search for an explanation by means of a purely
bottom-up inference process, in which the choice of inferences to be drawn in connecting the
input to an explanatory hypothesis is not sensitive to the presence of that hypothesis, at least
not until the explanation has been found, at which point inference can cease. Thus, given the
plethora of possible inferences which can be drawn from an input, or from a previous
inference, such a model must choose which inferences to draw arbitrarily.  As usual, two
possible strategies are available to deal with the problems raised by the need to make such

arbitrary choices, and the fact that most will be irrclevant or even misleading.

The first strategy 1s simply to accept that undirected inference will be performed, and to
sct about using a control structure that methodically searches the space of possible inferences,
cither in a breadth-tirst fashion (e.g., Rieger, 1973) or else depth-first with backtracking (as in,
c.g.. much work on plan understanding). In some sense, this model is a straw-man -- rejected
cven by many who have been forced to resort to it -- since it is widely acknowledged that, in an
understanding system endowed with a realistic number of implication rules. such an approach
is impractical. at least on a serial computer. Given a large branching factor, i.c., a large
number of inferences that might be drawn from a given input, if the number of inferences in the
cxplanation connecting an input with an hypothesis is even moderately long, then the space of
inferences to be searched in constructing an explanation is extremely large. Morcover, on the

methodological viewpoint taken here. the use of arbitrary choice and the resulting need for
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brute-force search through the space of possible inferences is simply not a very interesting
answer.

Because the problems of undirected inference are so widely understood, the more
common approach to dealing with problematic decisions about which inferences to pursue is to
avoid the problem by implementing exactly and only the inference rules necessary to explain
the inputs that one knows, ahead of time, will be received -- in other words, the wishful
control structure fallacy. In this way, one can implement a program that explains natural
language inputs in a bottom-up fashion, while maintaining the illusion that undirected scarch
has been avoided. Such a program seems to be a process model, but it is not. If the input is
changed slightly so that another rule is necessary, the model would simply fail to understand.
Adding all of the rules necessary to deal with small perturbations in the-input would reveal that
the model provides no theory of how to decide which rule to apply. Again, I must reiterate that
I don't mean to imply that such models are entirely without merit: They often include
interesting content theories of the knowledge that is necessary in order to understand a given
class of inputs. But, construed as process models, they simply fail to address the issues that a

bona fide process model must address.

At root, the wishful control structure fallacy stems from the limits of introspection.
Since we ourselves already know the appropriate explanation for some input when we try to
determine how our model should draw the necessary inferences to construct that explanation, it
is relatively easy to come to see which inferences are required. and much harder to call to mind
the inferences which are nor relevant in this case.  Indeed, this very fact provides
phenomenological evidence for the claim that all inferences are not, and should not be, equally
accessible to an understander in all contexts. However, it is one thing to attempt to explain
how a functional model might achieve this result in general, and quite another to merely mimic
itin a given example, by simply failing to include the rules that are not refevant to that example.
Explanation-based understanding entails searching, hopefully in a directed fashion, the large
space of inferences that could, in principle, be drawn from any input. A model which fails to
come to grips with this fundamental fact is not. whatever other merits it may have, a serious

rrocess model of understanding.

In sum. short of cither ignoring the problem or simply living with undirected inference in
some way, it is clear that a theory of the inferential processes involved in explanation-based
understanding must be a theory in which context can play a role in controlling mference.
Indeed, it is well known that determining the relationship between a prior hypothesis and an

input -- that is, constructing an explanation given both “endpointy” -- is computationally casier
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than constructing the same explanation from the input alone. This can be illustrated, in its
simplest form, by considering the obvious advantages of a bi-directional model of explanatory
inference, in which inferences are drawn from both inputs and hypotheses until they "meet in
the middle," resulting in a complete explanation.

There is much to recommend even such a straightforward model of contextual influence
in explanatory inference over purely bottom-up inference from inputs alone, as a few simple
calculations make clear. Given an average branching factor of b (representing th2 number of
inferences that can be drawn, on average, from an input), and an average explanation length of
d (representing the number of inferences that make up an explanation on average), then simply
inferring bottom-up from an input would, on average, require on the order of bd inferences to
construct an explanation. Assuming that one had chosen the nght hypothesis, on the other
hand, bi-directional search would require about 2b9/Z inferences to construct the same
explanation. Thus, the number of inferences required to construct explanations is reduced by a
factor of two in the exponent -- which is a rather significant reduction. For example, if b=5
and d=4, then bi-directional inference would require a bit over 50 inferences to construct an
explanation, whereas drawing inferences from the input alone would require over 625
inferences. If b=10 and d=4, then bi-directional inference would require somewhat more than
200 inferences, whereas inferring from the input alone would require well over 10,000

inferences.

In fact, the improved efficiency of bi-directional inference is significant enough that the
cxtra cost of considering scveral hypotheses is usually worthwhile. That is, if bi-directional
inference takes as its starting point n different hypotheses which might explain a given input,
then the cost of constructing an explanation is about (n+1)pb%2. As long as n<p®'2.2, then, such
a bi-directional inference process will still be more efficient than simply drawing inferences
from the input alone. For example, if b=5 and d=4, then it is worth considering bi-directional
inference from up to 23 different hypotheses. If b=10 and d=4, it is worth considering up to
98 different hypotheses. In fact, the savings is even greater than these calculations indicate,
since the inferences drawn from different hypotheses about a situation can be saved for use
with subsequent inputs pertaining to that situation, and the cost of such inference therefore

amortized over all inputs to which the hypotheses might be applicd.

Thus, the increased efficiency of bi-directional inference may turn out to be a sufficient
account of the utility of context in understanding. Still, from the viewpoint of an integrated
approach it seems a weaker theory than might be hoped for. Itis true that, on this account, the

inferences drawn from an input are in some sense contingent on the understander’s
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hypotheses, since they are contingent on inferences drawn from those hypotheses. In
particular, most of the inferences that might have been drawn from an input after the point at
which bi-directional inference discovers an explanation will not in fact be drawn. To some
extent, then, bi-directional inference could be characterized as a top-down model of
explanation-based understanding. On the other hand, the model is still bottom-up in the sense
that the understander's hypotheses play no role in deciding which inferences should be drawn
from an input until an explanation has been discovered. That is, although the inferences drawn
from an input are contextually determined as a class, context plays no role in determining, on

an individual basis, whether or not inferences within that class are likely to be useful.

Several motivations underlie the search for a more thoroughly integrated model of
explanation-based understanding, in which the choice of inferences to be drawn from an input
is more specifically determined by context. First, there is the introspective evidence,
mentioned earlier, that all inferences that might be drawn from an input do not seem equally
available in all contexts, which cannot be accounted for by bi-directional inference alone.
Second, there is the assumption of mental determinism, which leads to the methodological
principle that arbitrary choice in processing should be considered only when there seems to be
no alternative. Thus, every effort should be made to find a model of explanation-based
understanding in which the choice of which inferences to draw from an input is as rationally
determined as possible, by taking into account the understander's hypotheses about the

situation to which that input pertains.

Third, there 1y the hypothesis, previously discussed in chapter one, that the depth of
inference required for understanding, and, most of all, the branching factor, are far greater than
they are generally belicved to be, so that even a bi-directional model of inference is likely to be
overwhelmed. Indeed, I believe that the branching factor in explanatory inference is more like
50 than 5, and even this may be too conscrvative. Perhaps even more important than the actual
branching factor -- which reflects only the number of implication rules that can be successfully
applied to an input -- is the number of implication rules that might potentially apply to that
input. That is, if the condition on the left-hand side of an implication rule is a conjunction, and
the input satisfics one conjunct of that condition, then the rule is potentially applicable to that
input.  Whether or not the rule can be successfully applied -- that is, whether or not the
inference specified by the rule’s right-hand side is drawn -- depends on whether or not the
other conjuncts in the condition hold.  However, determining whether or not the other
conjuncts hold will itself often entail substantial inference. To some extent, this distinction
between potential branching factor and actual branching factor is an artifact of the inference

engine employed. In a resolution theorem prover, for example, all rules would apply, but the
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output of those depending on other conjuncts would simply be slightly less complex EEE
implications themselves. In this case, however, the actual branching factor would be N
correspondingly greater: In a sense, this model just makes explicit how expensive, in terms of P
depth and breadth of inference, it actually is to attempt to apply a rule with conjunctive :E::
conditions. Thus, regardless of whether or not a rule can be successfully applied, simply .;,:f,
artempting to apply it may be computationally quite expensive. This argues that the attempt n.g,n:
should not be made unless there is reason to believe that the results will be useful. In other .
words, the choice of which inferences to attempt to draw from an input should be, in part. ps)
contextually determined by the understander's hypotheses. :::-':;‘

In order for such a theory to be functionally viable, several conditions must be satistied.
First, it must be reasonably casy to generate or retrieve the hypotheses most likely to explain a
given input. Second, the inferences that are drawn from an input or from an hypothesis must
be directed in some way by the fact that the task is not merely to draw inferences. but to draw
inferences which relate the hypothesis and the input. In other words, the inferences that are
drawn must be chosen because they hold out the best hope of explaining the input in terms of
the hypothesis. Third, the total cost of these two processes, generating hypotheses and
determining, in a directed fashion, whether or not they actually explain the input, must be less
than the cost of even bi-directional scarch. That is, the total number of inferences drawn must
be less -- hopefully, far less. These conditions are the sine qua non of a highly integrated

theory of understanding.

In this chapter, we will concentrate primarily on the second of the above three
conditions. That is, I will generally take it for granted that some mechanism for generating or
retrieving likely hypotheses exists, and focus on the issue of how the presence of such an
hypothesis can be used to direct inference. This 18 a significant simplhification of the problem,
but from a functional viewpoint, the sccond question is logically prior: If ways cannot be A
found to make good use of prior hypotheses in the explanation process, then there is no point
in developing methods to retrieve them. The fundamental question to be addressed, then, is

how it is that an hypothesis can be used to establish the inferences that are Tikely to be refevant

in expluining an input in terms of that hypothesis.
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from i, or determining the potential utility of an implication rule involves actually applying that
rule and evaluating the result, such models will tend to be more uscful in tasks where the
problems of undirected search arise primarily from the depth of inference that 1s necessary,
rather than the branching factor. That is, if long chains of inference are necessary in order to
solve some problem, then the evaluation and selection of candidate directions for inference by
means of a one- or two-ply "look-ahead” of undirected inference in all candidate directions can,
if successful, result in eliminating a relatively large percentage of irrelevant inferences. The

gains, and the larger

<

shorter the inference chains required, however, the smaller the percentage
the branching factor, the larger the total number of wasted inferences. Again, even more
important than the actual branching factor is the number of rules that might potentially apply at

a given point, and the cost of attempting to apply them.

In general, the explanations needed in order to understand the role of a given proposition
in an established linguistic context do not appear particularly lengthy: As I have already stated,
it is my belief that the problem stems primarily from the large number of inferences that can be
drawn from any proposition, i.c., the branching factor, or, more exactly, the number of rules
that might potentially apply. In fact, one of the features that distinguishes inference in domains
with which an understander (or problem-solver) has a great deal of experience from those in
which he does is that experience results in the creation of "macro-operators™ (Fikes, Hart, and
Nilsson, 1972) which encapsulate previously derived solution methods. Saving and using
prior solutions in this way is fundamentally a trade-oft in which depth ol inference is
potentially reduced at the expense of an increased branching factor. Thus, methods for
directing inference which, as a matter of course, entail actually drawing the inferences that are
to be evaluated, seem unlikely to be of much help in controlling inference in domains with
which an understander or problem-solver is extremely tamiliar. In addition, such models do
not seem capable of accounting for the introspective evidence that all inferences do not seem
cqually availuble in all contexts. These arguments suggest that. although the mechanisms
involved in deciding which inferences to draw may themselves mvolve inference i weighing
the evidence for or against the potential utility of some line of reasoning, the evidence itsell

must ultimately derive from some sort of non-inferential processing (see Charniak, 1983).
2. Script/frame theory

The sole current theory of understanding which mects the above criteria -~ that is,m
which the understander’s hypotheses about the situation to which an mput pertians are
employed to determine specifically which inferences will be useful m explaming that mput == 18

script'frame theory (Minsky, 1975; Schank and Abcelson, 1975 and 1977 Charmiak, 1975
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Cullingford, 1978). The basic idea behind this theory, as a theory of processing, is as follows: :::
In a given context of a sufficiently stercotypical sort, one can specify ahead of time the 0%
inferences which are most likely to be useful in explaining inputs in that context. That is, one A
can specify expectations about what sorts of inputs will be seen, and how to deal with them. E:’,
In answer to the fundamental question posed above -- how can an hypothesis be used to ,::E
determine the inferences that are likely to be useful in explaining an input -- script/frame theory ;f-:
postulates a very simple answer: associate the relevant inference rules directly with the '
hypothesis. If the script is active -- which is to say, if the state of being in the context :f:\
associated with that script is believed to be the best hypothesis for the perceived inputs -- then :
only those inferences which are specified in the script should be applied to those inputs. "_.
In a sense, the script/frame idea is a way of taking the wishful control structure fallacy :‘}:
and turning it into a theory. Instead of mistakenly assuming that the limited number of E
inference rules needed for a given example are the only ones that will ever be needed. it asserts E‘; ‘
that if the example falls into a natural class in which those are usually the only necessary ‘v"
inference rules, and if there is a simple way to detect whether the situation in which the _:’
understander finds itself falls into that class, then it is sensible to apply only those rules. To ::;
put this another way, script/frame theory asserts that a relatively simple context switching ;::_
mechanism should be used to determine the sct of inference rules that will actually be applied to _‘
inputs -- a set which is highly restricted in comparison to the number that might, bottom-up, be ':5
applied. In a sense, a script is to inference rules what its associated scriptal lexicon is to word }::.':
meanings. o)
)
N
Script/frame theory is clearly a highly integrated theory of inference, in that the \'.:
hypothesis which the understander brings to bear on an input -- namely, the script itself -- by :_,
definition delimits the sct of relevant inference rules. But there is a second aspect o :E'_’,‘_
script/frame theory which is implicitly crucial to its successtul application, and that is the '_
extreme specificiry of the expectations generated by a seript. Each expectation generated by a \
scriptis, in effect, the left-hand side of an explanatory inference rule of the form "If you see fjt.:fj'
this input, then interpret it as part of this scriptin this way.” However, the conditions under -'l:;?l
which a given rule will apply -- its Teft-hand side -- are extremely specific and concrete. In :-“
seript/frame theory, the explanation of an input can be accomplished with a single inference. it ,"-5:}..
it can be accomplished at all. Expectations must be tailored to the exact form m which inputs :::'\
are likely to be received if the seript is to offer any guidance as to their explanation. :"::“

The need for this specificity follows from the simple method by which sceript/frame

theory controls the inference rules that will be applied in a given context -- namely, by direcly

PP I P S o0 [ g - _f.-/'._
W ?&? S;{;.fa} . I' Ly s L F N A b & Ly



89

specifying the relevant rules. Since these are the only rules that will be applied to inputs, then
if the script is to be able to explain an input at all, one of these rules must be applicable to that
input directly, by means of a simple, non-inferential, pattern-matching process. Otherwise, the
script can offer no guidance as to how the input is to be explained. Therefore, the inference
rules specified by a script must be tailored to the exact form in which inputs can be expected to
be received.

In what form can inputs be expected? In general, linguistic and perceptual inputs are
specific and concrete rather than general and abstract. Restaurant stories, for example,
generally refer to the diner paying the check, not to the party of the second part fulfilling his
contractual obligations, even though abstractly that is what is going on. Similarly, we see John
and Mary hugging each other, not two old friends reconciling after a bitter argument, even
though abstractly that may be what is going on. Scriptal expectations must be represented in
the same concrete terms as inputs. If there is a mis-match -- if the expectations are too abstract
in comparison with the inputs -- then determining which expectation applies to a given input,
and how, will itself entail inference, and script/frame theory offers no guide as to how such
inference can be accomplished in a directed fashion. Thus, the specificity of scriptal

expectations is crucial to a script's ability to direct inference.

On the other hand, the very specificity of scriptal expectations that enables script/frame
theory to focus the interence process necessarily limits its application, at least as a theory of
processing, to highly stereotypical situations with limited variability (see. ¢ g.. Schank and
Abelson, 1977, and Wilensky, 1978, for further discussion of this point). Highly variable
situations, and especially novelty, necessarily require the application of more abstract causil
knowledge in order to be understood, since the specifics cannot be predicted in advance. In
such cases, script/frame theory is not, in general, sufficient, since the applicability of abstractly
formulated explanatory inference rules to concrete inputs is not immediate and direct. Carried
to an extreme, and applied to problems for which it is tnappropriate, script frame theory
degenerates into the wishful control structure fallacy. with an added twist: The mterence rules
employed are typically a "compilation” of the rules that should actually come into play n
understanding the example, collapsing a chain of inferences into one rule that can be applied
simply and immediately to the input, thereby maintaining the illusion of inference control. In

other words, the misapplication of script/frame theory not only undermines the processing

claims made by a model, but also distorts the way in which the model represents the content of

the knowledge that it employs.

Despite these drawbacks, and the potential for misuse. there is a great deal of meritin
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script/frame theory, if only because it is the only example of a theory of understanding in
which the understander's hypotheses about a situation can determine the inferences which
should be applied to inputs in that situation. It is, thercfore, the only theory of
explanation-based understanding that does not entail the use of arbitrary choice in inference.
However, because script/frame theory depends on the use of highly specific expectations, it
can only be used in understanding highly stereotypical situations with little variability, and no
novelty. Understanding more complex situations requires the use of more abstract causal
knowledge, as we will see more clearly in the next section. The challenge, then, is to develop
a highly integrated theory of explanation-based understanding which is more flexible than

script/frame theory.

3. Thematic knowledge in story understanding

Consider the following story:

Smith ar1 Wesson were competing for a government contract.  Both of

them needed the business, but Wesson was particularly strapped at the time, He

competed fair and square, but Smith turned out to be extremely dishonest: He

bribed several government officials and won the contract for his company.

Wesson went bankrupt. .

Years later, Smith decided to run for Congress. So Wesson gave a lot of

money to the Democratic party in his district,

This text exemplifies the need to use abstract thematic knowledge in story understanding.

A reader would be able to understand the above story only if he understood that Wesson wis -

attempting to get revenge on Smith by helping his opponent. A theory of how such stories i,

might be understood must confront three questions: First, what is the content of the concept of .

revenge and how cun it be represented?  Sccond, how might a reader come to see that this

concept s relevant to the text?  And third, how does the reader come to recognize that

'

Wesson's monetary contribution is in fact an act of revenaee?

A

The thove story has some special teatures that are particularly important m hight ot the

"1.
YR

B A ]

Last two questions. Fresto unhke what s typreally the case with texts that can be understood

using senpts or ather highly specitic memory structures, there s no word or phrase i the input

e

that directly indreates the relevance of the revenge structure. For example, most rents that
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eat,” or "go out for Chinese,” or something of the sort. In contrast, we cannot assume that e
! . . . C. . o
some word or phrase in an input text will cue us in directly to the likely presence of an abstract e
thematic structure that we need in order to understand that text. Sometimes, of course, this
. . . , : " " hAS
does happen. That is, a variant of the above story might directly mention the word "revenge T
Se W
. - , . . . . . . S
in describing Wesson's campaign contribution. This would simplify our task, but the above N
story is perfectly comprehensible even without such a simplification. So we must assume that L
L
it is possible to access such structures even if they are not directly mentioned in the text. '
NS
AT
. . ) L. .. S
The second problematic aspect of the above story is that giving money to a political party oy
is a rather novel means of gaining revenge. Recognizing that such an action does in fact e
e
constitute an act of revenge is, thercfore, not a simple inference. The difficulty posed by such -
. . R . . - S
novelty can best be understood in comparison with a more stercotypical variant of the above o
o
story in which the second paragraph, instead of describing Smith's run for Congress and e
o
Wesson's contribution, simply read "Wesson shot Smith to death.” This simpler variant O
could, in principle at least, be understood using something like the following reasoning:
R
Smith did something that drove Wesson out of business {given in the text]: That's Y

usually a bad thing to do to somebody [inference]|. Then Wesson shot Smith to

death [given in the text]: That's usually a bad thing to do to somebody too

{inference]. I know that I can explain some person X doing something bad to ¥
. ) } Ny

some other person Y if I know that X is angry at Y [causal knowledge]. So "N X

maybe Wesson is angry at Smith [inference]. Talso know that I can explain some E\: X
hall ¥

person X being angry at some other person Y if [ know that Y did something bad
to X fcausal knowledge].  So maybe Smith did something bad to Wesson

finfecrence]. Why yes, he did: He drove Wesson bankrupt.

The point here, of course. is that the reasoning described above 1s entirely bottom-up.

N

That is, the inferences involved in explaining why Wesson shot Smith are not determined by -
any prior hypothesis based on Wesson's ikely goals under the circumstances. Of course. such N
bottom-up processing 1s not very cefficient: The above description is & bit misleading i this in
i Vol
regard, because none of the irrelevant inferences that such a process would draw have been -
R 0
recorded. Since the explanation for Wesson's action s 4 iferences Jong, given an average St
SN
branching fuctor of only 5. cven bi-directional inference would produce more than 30 o
) ’ - . . . . . . . '-‘\.
inf. aces inthe course of its derivation. Literally following the reasoning desceribed above, N
which is not really bi-directional -- 3 out of the 4 inferences in the explanation are generated [
. . . - . . . . SN S "..
from Wesson's shooting of Smith -- would require drawing about 130 inferences. <o
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But the limitations of a bottom-up approach become even more apparent when we
consider our original story. The crucial step in the above explanation of our variant story --
without which an explanation cannot be inferred -- is the realization that Wesson's act of
shooting Smith to death is probably a bad thing to do to him. In the case of shooting someone
to death, it is arguable that such an inference could be drawn bottom-up. But inferring that
Wesson's monetary support for a political party will be bad for Smith is not even poss:ble
bottom-up, and even inferring simply that it will be bad for somebody requires an additional
chain of several inferences, the construction of which is likely to swamp an undirected
inference process. Indeed, it is clearly because we already assume that Wesson will try to gain
revenge on Smith that we construe his contribution in this way, not the other way around.
Thus, an adequate theory of the use of thematic knowledge in explanation-based understanding

must be a rop-down theory of understanding.
4. Representing thematic knowledge

Before proceeding with an attempt to answer the question of how thematic knowledge
can be used in understanding, let's go back to the first question posed in the fast section: How
cun we represent the structure and content of thematic knowledge? What are thematic

structures about?

Thematic structures are structures concerned, not with particular goals and plans that
arise 1 a siuation, but more abstractly with relarions among, and the types of, the goals and
plans that arise in that situation (Schank, 1982). For example, a first pass at representing the
concept of revenge would look something like this:

X does something bad to 'Y
CAUSES
Y is angry at X
CAUSES
Y wunts to do something bad to X
CAUSES

Y docs something bad to X
Figure 5-1: First pass at the abstract representation of “revenge”

The main point here is that the vocabulary involved in representing a thematic concept ke
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“revenge’ 1s quite abstact -- 1t does not refer to particular actions or goals. but to classes of
actions and gouls and causal relations among them. The goal relational nature of the necessury
representational vocabulary can be made even clearer by asking what it means to "do something
bad™ to somebody: Tt must mean something like to "biock a goal of " that person’s. So a more

cyphiait representation of the concept of revenge would look something hike this:

X blocks a goal of Y's
INITIATES
Y s angry at X
INITIATES
Y wants to block a goal of X's
REASON-T'OR

Y blocks a goal of X's

Figure §-2: Second pass at the abstract representation of “revenge

Above o we huve also made explicit the particulur causal relations involved, using the causal
tavonomy proposed i Schunk (1975). This representation of “revenge” makes it clear that the
vocabulary mmvolved in the thematie level is one of causal relationships among goals and plans
- ¢z Ublockimg” vanous goals, and the causal relutionships among various goals to block --

rather than specitic goals and pluns themselves.

Of course. we might wonder whether we actually need @ specific revenge structure hike
the above inaddinon to the individual causal rules that seem to make itup. After all, we willin
any case need such rules as 7 X does something to block o goal of Y'sothen Y will be angry
AUNXCTsinee we need to be able to understand und expluain anger separatels from revenge. How
then can we justify the existence in memory of 4 revenge structure”? The simplest answer
would rest on an appeal to the inercased etficienes that might result from “caching.™ Thut s,
we freesze and save this particular cluster of inferences simply because 10 occurs frequentiy

cnough to warrant doing so (et our carlier discussion of "macro-operators”).

There is a another argument we can make, however. The utlity of Large semantic
structures stems not only from any functional role they may serve ininferential memory, but
also because such structures generally carry with them extra information, abose and beyond the
causal “hackbone™ of clements from which they wre compaosed. expressing the additional

relations that can be expected to hold among those elements. To argue for the uthity of w
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explicit "revenge” structure in this way, we must answer the following question: What do we
know about revenge above and beyond what is expressed in the smaller causal rules that relate

goal blockage to anger and anger to blocking?

For one thing, we know that a person is much more likely to do something bad to
someone else if they are angry at that person for doing something bad to them, than if they are
angry for some other reason. That is, if Wesson were angry at Smith because Smith deali
dishonestly with a third party, Wesson would probably be less inclined to do something bad to
Smith than if Smith had actually dealt dishonestly with Wesson himself. Of course, if Wesson
has some close personal relationship with the third party, then he might very well do something
bad to Smith -- this is a situation similar to revenge, expressed in English by the word

"avenge.

Second, we also know that if Y wants to get revenge on X then the goal of X's that he
will try to frustrate will be of roughly equal importance to the goal of his own that X managed
to frustrate. For example, suppose that in our story, after Wesson realizes he is bankrupt, he
sees Smith at lunch and starts screaming at him, and that as a result Smith's Tunch is completely
disrupted and he decides to leave the restaurant.  Although Wesson did scream at Smith
because he was angry, and although he did frustrate Smith's goal of cating lunch in that
restaurant at that time, he probably didn't think of it as an act of revenge, nor did Smith. nor
should we. In particular, Smith should still be on his guard with respeet to Wesson, and we
should still expect to see Wesson trying to gain revenge on Smith. The reason is simply that
ruining someone’s funch is not likely to frustrate @ goal that is nearly as important as going

bankrupt does.

To sum up, we can see that an abstract thematic concept like revenge 1s composed of
rules representing various causal relationships -- such as "blocking” -- between classes of goals
and plans, and additionally imposes constraints on the particular goals and plans that are
involved in any instance. The important point about such thematic structures from the point of
view of explanation-based understanding is that the causal knowledge that they represent is
extremely abstract. Thus, although such structures might be considered “frame-like™ in their
size and scope. they cannot realistically be employed tnan integrated understunding svstem
based on seript/trarne theory, construed as a theory of processing. The expectations that they

generate are, for the most part, too abstract to be applicd directiy o inputs,
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S. Prior work on thematic structures

The arguments T presented in the last section for the semantic utility of explicitly
representing large, abstract thematic structures in memory are somewhat novel; but the idea
itself 1s not. Abelson (1973) first proposed explicitly representing such structures in the course
of investigating the representation of goal relationships in a belief system. He noted the
existence of large thematic patterns such as "betrayval,” some of which were so complex and yet
so familiar that there are specific idiomatic phrases to express them in English. In addition to
the concept of betrayal, for example, he proposed to represent such concepts as “the end of the
honeymoon™ -- which is to say. the stereotypic thematic pattern in which two agents decide to
work together for common goals, and originally feel quite good about the refationship, but then
eventually realize that they have contlicting goals as well, which ultimately come to the fore and
thus change the feclings that the agents have towards one another.  To take yet another of
Abelson’s examples, he proposed a representation for a thematic pattern which seemed to
capture something of the notion of "the worm turns,” i.c., the thematic sequence in which an
agent who is dominated by -- or, in the vocabulary of gouls, whose goals are constantly
frustrated by or subordinated to those of -- another, more powerful agent. himself becomes. by

some turn of events, the dominant agent.

Abelson’s main point in this investigation was simply representational. That is, he
simply wished to point out that patterns of goal relationships existed at this fevel of abstraction
and complexity, and would need to be explicitly represented in a beliet system which could
reason about plans and goals. especially in the context of political questions. Additionally, he
proposed some specific representations for these concepts in terms of u vocabulary of plan und
coul refationships. Although quite advanced for the time, the specitics of the proposals were
not particularly compelling because Abelson did not argue for their tunctional adequacy inany

particular tusk such as planning or text understandimg.

Lehnert's (198 1) theory of plor unizs mvolves thematie concepts exactly ke revenge -+
in fuct, revenge is one of the plot units she describes. Other structures of this (s pe which she
mvestizated include situations in which an agentis beset by the fadare of animportant goad.
only to find that the situation presents an opportumty to satisty some other important goal

I.ike Abelson. she noticed that such patterns otien had a comvennonal rendernnz i language. i

this case as “cloud with a silver lining.” Yet another themanie pattern she deseribed s the

situation in which a planner pursues one goal only to find i addiion that another goal can be

achieved along the way as well cwhich she termed "halling two birds with one stone )
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Lehnert was specifically concerned with the use of these abstract thematic structures in
representing the meaning of texts. However, the use to which she put such structures was not
in actually constructing the explanations which were required in order to understand, but rather
in summarizing stories once they were already understood. In particular, the model which she
proposed made use of the more atomic causal rules such as "If X does something bad to Y,
then Y will be angry at X" in order to construct explanations in text understanding. Only after
this was accomplished would the plot units which were constructed out of sequences of such
atomic rules be recognized and then used in summarization. In other words, Lehnert proposed
an entirely bottom-up theory of the recognition of abstract thematic structures, in which they

played no direct role in story understanding.

Schank (1982) proposed a class of memory structures, thematic organization points (or -.‘J"\.
TOPs), to express exactly the sort of abstract thematic structure relevant here. He proposed :"\
that the abstract causal sequence of goal and plan types that underly stories, jokes, fables, and _;:.!
so on, need to be explicitly represented in order to account for cross-contextual reminding -- . _}'
thatis, people’s ability to be reminded of previous experiences or stories when presented with '}f
input situations that have the same underlying thematic structure, but are superficially quite ;;‘::
different. For example, he investigated the thematic structure underlying such stories as t';-.:

"Romeo and Juliet,” the apprehension of which enables us to recognize its similarity to another

story such as "West Side Story.” Other examples he analyzed included being reminded of such ”

anecdotes as the story about the drunk searching under a lamppost for his keys even though he

lost them elsewhere, "because it's where the light is."

In addition to a theory of how to represent abstract thematic structures, Schank

investigated their role in understanding, learning, and planning. In particular, he wished to

understand their role in memory organization, in order to account for the ability to retricve

cross-contextual remindings using the sorts of abstract features that make them up, and the use

of such remindings in learning and planning. In order to play a role in reminding, such

structures would clearly have to play a role in understanding.  Thus, Schank argued that the

representation of such abstract thematic properties of inputs was a necessary aspect of

understanding.  In addition, he pointed out the key role of expectation failures and the

cxplanations for such failures in the formaton and retrieval of thematic structures.

> 5

e
.

.
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Dyer (1983) discusses an amalgam of Schank’s proposals and Lehnert's. Like Schunk,

,7
R

he proposes employing them in understanding rather than just in summarization. However,

following Lehnert the model of understanding he proposces is entirely bottom-up. Thus,

abstract thematic knowledge plays no role in determining how to infer the appropriate construa!
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of concrete input situations.
6. A closer look

Let's take a closer look at exactly what it is that makes our original story so problematic:

Smith and Wesson were competing for a government contract. Both of
them needed the business, but Wesson was particularly strapped at the time. He
competed fair and square, but Smith turned out to be extremely dishonest: He
bribed several government officials and won the contract for his company.
Wesson went bankrupt.

Years later, Smith decided to run for Congress. So Wesson gave a lot of
money to the Democratic party in his district.

First, just in case it wasn't obvious to the reader at the begining of the chapter, Wesson's
monetary contribution to the Democratic party only makes sense as an act of revenge if Smith is
running for Congress as a Republican. This sort of inference -- finding the hypothesis which,
if true, would allow us to explain what was going on in the story -- is called abduction (see,
e.g., Pople, 1973; Charniak, in press). One of the problems posed by this example, then, is
this: How is it that one generates an abductive hypothesis of this sort? It is perfectly tailored to
bridge the gap between the hypothetical explanation -- revenge -- and the action to be explained
-- Wesson's contribution to the Democratic party. Furthermore, the abductive inference that
gets drawn is the one that leads to the best explanation overall for the situation. As we
discussed in the previous chapter with regard to the problem of lexical ambiguity, it is not
enough to find an explanation for some input. There are many possible explanations for any
action or any aspects of an action. In fact what seems necessary for understanding is the ability
to infer the best explanation, in terms of such criteria as coherence, parsimony, specificity

(accounting for the most details), and so on.

For example, suppose we knew that Wesson was a Democrat in our original story.
Then one possible explanation for why he made the contribution would simply be that he
wanted to help his party. But this explanation would not render the story coherent, because it
would not connect Wesson's contribution, Smith's candidacy, and their previous relationship
into a unified explanatory structure. Nor would it explain why Wesson made the contribution

in any particular district. In other words, the explanation of Wesson's contribution in terms o
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G
revenge explains more of the story, both in breadth of coherence and depth of detail, than the 2,"-
explanation in terms of his political beliefs. That is what makes it a better explanation. v
3]
Before we can understand sow the inferences that make up such an explanation get : ‘
drawn, however, we must first determine exactly whar those inferences are. The best way to ,c,,-
answer such a question is to suspend our worries about the wishful control structure fallacy, ‘,;
and sketch out a "just so" story in which the inferences are drawn in a purely bottom-up .
fashion, ignoring the problem of how those particular inferences should be chosen. There is :—.j
nothing wrong with this, so long as we don't confuse the resulting "protocol” with a bona fide :J :
process model, for example by directly implementing exactly and only these inferences in a E:: ’
program. In any case, the necessary inferences seem to be the following: o !
oy
(0) Wesson gave money to the Democratic party in some district.
(1) The Democratic party may use this money to help elect Democrats to public :3:
office in that district.
(2) Wesson's contribution may help Democratic candidates in that district to win. \ﬁ
(3) The contribution may tend to cause Republican candidates in that district to
lose. ,\(
So far, we have sketched out the necessary inferences as if they were entirely bottom-up. *':
At this point in the explanation, however, we need the abductive inference that Smith is a :' f
Republican. If we simply inserted this inference into the flow at this point, we could continue ‘\5
constructing the explanation in a bottom-up fashion, as follows: "Smith is the Republican .8
candidate, therefore, Wesson's contribution may tend to cause Smith to lose. Smith probably r
wants to win, therefore, Wesson's contribution may tend to block Smith’s goal of winning.” ’::::::'
At this point, then, it would be possible to recognize an instance of revenge. It should be clear. ;:
however, that we cannot expect the abductive inference to just "pop up” in this way. In the :_"_‘
strictest sense, then, it is not possible to explain this input in terms of revenge in a purely f_?',{‘:
bottom-up fashion -- the abductive inference must take the explanatory context into account. :.::'_::
e
However, it is possible to pursue a bottom-up explanation process in which the -
abductive inference is drawn only at the very end, when the explanation is complete. Such ;-:-r
process will draw essentially the same inferences, except without any reference to Smith, as :'E X
follows:  “(4) The Republican candidate probably wants to win, therefore, Wesson's 5\ :
contribution may tend to block the Republican candidate's goal of winning.” At this point, in s
other words. even though we don't know whose goal it is that Wesson's contribution may tend \_:
to frustrate. we can see that it will tend to frustrate someone’s goal to win, and that that :
L
e
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someone is a Republican. All that is required, theretore, is to allow this inference to match the
hypothesis, derived from the revenge structure, that Wesson will try to block a goal of
Smith’s, even though Smith is not mentioned in the inference. Such a matching process would
entail drawing, either implicitly or explicitly, the abductive inference that Smith is the

Republican candidate (see Charniak, in press, for a discussion of abductive unification).

In principle, therefore, it is possible to nearly construct an explanation in a purely
bottom-up fashion, postponing all abductive -- and hence context-dependent -- inference until
the very end, when all the inferences are assembled into an explanation. The problem is, of
course, that at every step along the way in the above "just so” story, there are an enormous
number of inferences that could have been drawn, but that would not be relevant to the
explanation in this case. We cannot simply make it impossible to draw those inferences.,
because they might be necessary in some orhier case. 1t is instructive to try and write down
some of the other inferences that might actually be drawn from Wesson's monetary

contribution to the Democratic party:

Wesson is a Democrat.

Wesson is a liberal.

Wesson wants the Democratic candidate to win.

Wesson wants ihe Republican candidate to lose.

Wesson wants the Democrat candidate to like him,

Wesson wants the Democratic candidate to help him win government contracts.
Wesson believes the Democratic candidate will vote as he would on certain issues.
Wesson believes the money will help the Democratic candidate.

Wesson believes the Democratic candidate needs money.

The Democratic candidate may use the money 1o pay campaign expenses.

The Democratic candidate may use the money illegally for his private purposes.
Wesson has less money.

It Wesson was thinking of doing something else with the money, he can't,

Wesson had enough money to make the contribution.

Even when it s clear just how many plausible iferences realiy can be drawn from o
given mput in conjunction with background knowledge, 1ty often ditticult to timagine
circumstances under which those inferences will actually be necessary i order to understand
that input. It must be emphasized again, theretore, that wny inference that can be drawn from
an input may be crucial to the explanation of that input in some context. Any of the inferences

listed above, and many more besides. could be rendered necessary tor understunding by the
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bo‘.
construction of a suitable context. For example, consider the following three stories: 4-
)
v,
Wesson was worried about the situation in Central America. So he gave a lot of »
money to the Democratic party in his district. i_:
%
Wesson was worried that his children would turn out to be spoiled brats. He :‘,,.'
decided to give a lot of money to charity. ]
R
Elderly Wesson gave a large sum of money to the Democratic party. His heirs »E
Were very upset. i“\'_a
An explanation of Wesson's contribution in the first story must employ the fact that Democrats :E,
tend to be liberals to infer that Wessor: .s probably a liberal, and to then infer that his concemn :;"E
with Central America probably stems from his fear that the Reagan administration’s policies ;; ,
might lead to U.S. military involvement in that region. In order to understand the second -‘.
story, the reader must infer that Wesson is giving his money to charity so that he will have less 3,'.:
of it, which means, in turn, that his children will inherit less, and will thereby be forced to }\
become more self-reliant. Notice also that in this case, the inference that Wesson's gift will ::""
help those charitics to achicve their goals is not particularly salient. The third story is a s
variation on the second, in which, although Wesson's intent is not necessarily to have less " .,
money, that result of his actions must be inferred in order to understand his heirs' reaction. ::"
"'J’
)
Let's consider another variant of our original story, in which the action that Wesson N
tukes is to call the New York Times. The most likely explanation in this case 1s that Wesson is ;-z"','
calling a reporter at the Times to tell him about Smith's disreputable -- in fact, illegal -- :::
business conduct.  The purpose, presumably, is to try and block Smith's election by E.;
publicizing his dishonesty, or even more, attempting to get him indicted for his illegal business i
activities. In fact, the story need not even involve a Congressional race by Smith. If, after :;f:.::
describing how Smith bribed government officials and drove Wesson bankrupt, the story \_
simply concluded with Wesson calling the New York Times, we could still understand this as ::::::E
part of an attempt to retaliate i some way against cither Smith or the government officials who g
were bribed by him. Constructing that explanation entails the use of very specific knowledge \.;;
of the use of the press to publicize wrongdoing or, i a fess moral vemn, simply to hurt :;::
someone’s reputation. That is, publicizing misconduct (or alleged misconduct) must be a E::E
known, stereotypical plan in order for this variant story to be understood -- stereotypical in the i ‘
way that shooting someone to get revenge is, and as making 4 political contribution, in ::':'
contrast, is not. ‘\
N
o
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The point here is that even when such stercotypical knowledge 15 available, it is not N
necessarily relevant. A bottom-up approach to explanation would, presumably, always infer 7
that Wesson might want some information publicized. And, indeed, if a person contacts a
professional or an organization, there 1s a default implication that he may have some business ﬁ
! involving the primary function of that professional or organization. Nevertheless, on a highly 1‘:‘.,
A
integrated view of understanding, even such default inferences need not necessarily be drawn. ’o,":
Ld
For example, consider the following text: "Joe was a salesman for the North American Paper .
: : o . . s . S
company, in charge of selling newsprint in the Northeast. He called the New York Times. ~e
L . . . L . _‘.f"'
Here, I would argue, we do not infer that Joc is calling to publicize some information. NN
o . . . . - - oA
Similarly, in a context in which two people were arguing over some tact. and one of them ;V:.\
called the Times, we would presumably immediately infer that he wished to talk to an authority ..
n
. . .o . o
there to settle the dispute, and not that he wished to publicize something. by
byt
Yy,
S
Al . . . ’ \
7. Extending the range of integrated understanding N
Bty
. ) ) ) ".1 »
The central issue to be addressed by an integrated theory of explanation-based e
. . . - . . . . '.:'I
understanding is the question of how the hypotheses that might explain an input can help in the f.‘;;
) .
cxplanation process itself. This question can be usetully reformulated as follows:  What 7 ::

informuation is assockated with an hypothesis that might be useful in explaining an input? That
s, 1 the query "How could input X be explained by hypothesis Y27 is casier to answer -- that
1s.entails far less inference -- than the query “"What is the explanation for input X.” then it must

be because of some explunatory knowledge associated with the hypothesis Y. But in order for

any of this knowledge to be at all uscful, there must be some way to apply it in the explanation .

-

o s
ot the input. AR
7
Bi-dircctional search and seript/frame theory, for example, are two proposals as to how NN
the information associated with an hypothesis might be applied in explanation. In the former, :
. . . - - . - - S \J Y
the knowledge is used to draw inferences from the hypothesis itselt. For example, if the e
Pa®
by pothesis were an agent's goal, and the input were some action performed by that agent, then ,-\.,-
) ¢ £ A
\
bi-directional search would proceed by inferring not only plans and goals that might entuil the - b
. - L ]
performance of that action, but also plans and sub-goals that might be used to carry out the R
- : . e
hypothetical explanatory goal. In seript frame theory, the knowledge assocrated with the T
hy pothesis is in the form of specitic expectations that can be applied directls o mputs, e
e
o
However, as we saw carlier in the chapter. this will only be possible if the expectations "
-
. . - . . Lo
are tlored 1o the exact form in which the imputs are actually received. Except in highly PN
e
restricted circumstances. tis witl not be the case. For example, if the hypothesis is that the -:.\:'_
A
C
Lo
'ls.
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N
R RS S P R R LT L (U N S N O SO SO e AT N A N e e e Mt e e N wtep v N
X ,'. \J. .,.\_’ "_\_.\__\_.\ ~a s TR SN NN . N SRS .‘. e



'

102

agent has the goal of gaining revenge, then, although there is a great deal of causal knowledge -3_" .
associated with this goal, that knowledge is highly abstract. As a result, the expectations ':

generated by such an hypothesis cannot be applied directly to most inputs, because such inputs L
will generally be couched in a specific, rather than abstract, form. In other words, there is a %‘(
mis-match between the representational vocabulary in terms of which inputs are expressed, and :‘;:: \
the representational vocabulary in terms of which the information associated with the :‘ﬁ

hypothesis is expressed. ,

373

Thus, if the causal knowledge associated with an hypothesis is to be useful in explaining ".:'

an input, then either that knowledge must be transformed into terms commensurate with the :
input, the input must be transformed into terms commensurate with the hypothesis, or else both ]
must be transformed into commensurate terms. In bi-directional inference (or, for that matter, .c:-:
purcly bottom-up processing), such a transformation is effected gradually, in the course of the 'SE' /
inferential processing that actually constructs the explanation. We might ask, however, gs'
whether that transformation could be accomplished more directly, in order to facilitate the more .
tmmediate application of information associated with the hypothesis to the explanation of the «.
input. In other words, we can conceive of explanation-based understanding as involving a \\
translation process of sorts, by means of which input and hypothesis are represented in :};'_"
commensurate terms. _:‘ ,
e

s

Because the explanatory knowledge associated with an hypothesis is likely to consist of “E“

quite a large number of causal rules, it will in gencral be more efficient to transform the input ‘:::
into terms commensurate with the hypothesis, rather than transforming all of the potentially ; .
relevant causal rules into terms commensurate with the input. Even so, of course, such a t\
translation process will itself entail a certain amount of inferential processing. If the only way "\
that it can be accomplished is by drawing inferences trom either the input, the hypothesis, or ;'.:':::

L
Y,

both, in an essentially undirected fashion, then there 1s nothing to be gained by viewing the

understanding process i this way: the resulting model would be bi-directional scarch. Thus.,

’,"' 'n‘_‘. .'-
Y "

in order for this approach to succeed, 1t must be possible to accomplish the trunslation process

iselt in a fairly directed fashion. T will return to this point below.  First, however, let's ;:\
investigate how such a translation process might be useful in explanation-based understanding. o

e

53

For example. consider our original story above involving Wesson's attempt to gain ::
revenge on Smith. The input of interest is Wesson's monetary gift to the Democratic party. "::"
The hypothesis in terms of which this input should be appropriately explained is that Wesson 4

has the goal of gaining revenge on Smith for Smith's prior role in driving him bunkrupt. In Ef_:;
particular, the expectation is that Wesson may try to block an important goal of Smith's. The :::‘-j
DN
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understander must now attempt to transform the input -- Wesson's gift -- into a representation
commensurate with this hypothesis, that is, into an abstract characterization in terms of causal
relations among goals. In this case, an appropriate characterization of the input in these terms

is that giving money to an agent is a way of helping that agent achieve its goals.

Once the input has been translated into terms that are releve it to the hypothesis, the
knowledge that is associated with the hypothesis can be brought to bear. In this case, the
hypothesis 1s that Wesson's contribution is in service ot a goal to block an important goal of
Smith's. What do we know, in the abstract, about how to block another agent's goal? In fact,
we possess quite a lot of such counrer-planning knowledge (see Wilensky, 1978, and
especially Carbonell, 1981, for discussions of counter-planning). We know, for example, that
an agent's goal can be blocked by disabling a precondition for its achievement, by threatening
another goal that is more important to the agent (so that he must divert resources from the
pursuit of the first goal in order to protect the second), by "beating him to the punch,” and so
on.

Given this sort of abstract causal knowledge associated with the hypothesis, an
understander can now attempt to apply it to the transformed representation of the input. In
effect, this entails posing a query about the understander's counter-plannine _owledge: Is
there any way in which helping an agent achieve its goals could be used in order to block an
agent’s goal? The relevant rules, if they existed. could be retrieved using a variety of indexing
techniques, including such stalwarts as discrimination trees or hash tables. In this case, in fact.
thare are several rules that could be retrieved as potentially relevant. One possibility is that the
agent being helped has been recruited specifically to block the other agent’s goal. Another rule,
and this is the one that matters in this instance. is that helping an agent achieve its gouls can be
used to block another agent's goal if the agent being helped s in cemnperition with the other
agent for that goal ("the enemy of my enemy is my triend”). Auempting to apply this rule
would, in turn, result in the following query: Is the agent bemg helped -- el the Demaocratic
party -- in competition with the agent vhose goal is to be blocked -- e Smith? The answer is
yes, by the following reasoning: Smith is running for Congress, therefore he s in competition
with another agent to win the clection. Now, if the understander forms the abductuive
hypothesis that the agent with whom Smith is in competition is the Democratic party, then,
since there are only two major political parties in the ULS.L it follows that Smith is runming as &
Republican. Assuming these abductive inferences, then, Wesson's contribution can be seen to

serve the goal of blocking Smith's election.

Iet's look at some other examples. also mvolving & monetary gift o an organization, (o
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see how different inferences would be relevant in a different context. Consider the following

story:

Fred's accountant told him that the [.LR.S. was going to slaughter him if he didn't
act quickly. So he decided to give a lot of money to Planned Parenthood.

Here, the goal that is aroused by the first sentence is "reduce taxes.” How could a monetary
gift to Planned Parenthood reduce taxes? Presumably, indexed directly under the goal "reduce
taxes” is the plan "Reduce taxable income by giving money to a non-profit organization.” In
other words, the fact that Fred's gift implies that Fred has less money is actually important to

the explanation in this case. Compare this situation with the following:

Fred was concerned with keeping abortion safe and legal. So he decided to give a

lot of money to Planned Parenthood.

Here, the goal is to promote certain social goals. As in the story of Wesson's attempt to get
revenge on Smith, the input must be transformed into a4 more abstract representation, namely,
that Fred's contribution will help Planned Parenthood to achieve its goals. Now we can ask
the following question: How could a contribution to a non-profit organization like Planned
Parenthood promote certain social goals? The answer is, if Planned Parenthood promotes the
same goals. Notice that in this case, no inference would be drawn about how the contribution

to Planned Parenthood affected Fred's finances.

The approach sketched out above can be viewed as an extension of script/frame theory in
several ways. One way to view it is as an attempt to increase the flexibility of script/frame
theory by increasing the flexibility of the manner in which a script specifies the inferences that
will be relevant. That is, on this view, not all of the relevant inferences need be directly
specified, ahead of time, by the hypothesis (script) itself. Some, in particular the inferences
involved in transforming the input into a form commensurate with the hypothesis, will be
chosen on a more dynamic basis. Of course, as 1 have already pointed out, much then rides on
the way in which the translation process is accomplished. If that should turn out to require
undirected inference, then this approach reduces, at best, to a hybrid of script./frame theory and

bi-directional search. We will return to this point shortly.

The other way to view this proposal as an extension of scriptframe theory is to view the
translation process as being instrumental to @ more sophisticated form of pattern matching than

is usually employed in applying scriptal expectations to inputs. On this view. the explanatory
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inference rules directly associated with an hypothesis are applied to inputs as in script/frame
theory, with the difference being that the pattern-matcher which applies them is capable of
resolving any mis-match that might be due to the expression of input and explanatory rule in
incommensurate terms. As before, however, we must be extremely careful about the means by
which such an "intelligent" pattern-matcher will accomplish the translation. The simplest way
to implement such a scheme, after all, would be to use a theorem-prover as the pattern-matcher.
In this case, once again, the resulting process would be equivalent, at best, to bi-directional

search.

There are, in addition, several reasons wiy it might be better to view the translation
process as separate from the process of rule application per se. (An integrated approach is not,
after all, fatally opposed to the idea that cognitive abilitics are carried out by separate modules.
It does insist, however, that such modules be fiuncrionally determined, and that they take nto
account as much information as seems necessary in order to perform their functions, rather
than being defined by rather arbitrary a priori notions about what ought to constitute the source
and type of information with which they should be concerned.) First, and simplest, cach
attempt to apply an explanatory inference rule to an input should not have to recapitulate the
work of transforming the input into terms commensurate with the hypothesis. Second, the
attempt to apply an explanatory rule to an input may involve the need to perform a great deal of
other inferential work beyond what is needed to translate the input, for example, in forming
abductive assumptions. To the extent that such processing takes place before it is determined
whether the input can even be transformed into what is necessary in order to successfully apply

the rule, it will be wasted if the result 1s negative.

Both of these problems, in turn, are related to the third, and perhaps the most important
issue, which is how to determine which of the explanatory inference rules associated with the
hypothesis are likely to be useful. There is a great deal of knowledge associated with most
hypotheses, und knowing which of it is relevant is crucial to developing an efficient. directed
inference process. In script/frame theory, this issue is not particularly pressing. since the
process of rule application is not very expensive, and it is therefore quite feasible to attempt to
apply all of the rules to every input. However, if the pattern matching process itselt entails the
use of inference, the cost of an unsuccesstul attempt to apply @ rule can be quite high. Ttis
therefore important to develop computationally inexpensive methods for narrowing the set of

rules which are likely to be applicable.

In fact. in script/frame theory -- where it is least needed -- this can be accomplished quite

easily. Since the form in which inputs will arrive is alrcady known ahead of time, one can
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index the expectations in a script according to features of the inputs to which they are likely to
apply. Then, using any of the standard retrieval techniques, ¢.g.. discrimination trees or hash
tables, one can retrieve only those expectations that are likely to apply to the input. However.,
if the explanatory hypothesis is more abstract, then by definition one does not know ahead of
time the exuact form of the inputs to which it might apply. Therefore, given an untransformed
input, one cannot use any simple indexing techniques to retrieve candidate rules, since the input
will not gencerally contain the features which might have been used to index those rules in the
first place. If, however, the input has already been transformed into & representation
commensurate with the hypothesis, then of course it will contain the sorts of features which
could be used to index the rules ahead of time. Any one of a number of standurd indexing
techniques could then be used to cheaply retrieve the explunatory rules that are Tikely to apply 1o
such a transformed input. Thus, for example. in the explunation process sketched out above, it
Was not necessary to attempt to apply «/f of the understander’s counter-plinning knowledge to
the input (Wesson's monetary contribution to the Democrats), but only those rules that

involved helping another agent achieve s goals.

Although the characterization of an input i terms commensurate with an hypothesis s @
necessary prerequisite for applving the causal knowledge associated with the hypothesis to the
cxplanation of that input, 1t is not a panacea. Evenaf this trunslanon can be eccomplished rather
casily, the resulting representition may prove difficult to interpret.. For example. consider a
variation on our ortgingl story, in which Wesson's response to Smith's candidiacy was to buy
the mam TV station in has district. This story as, T think 1oas far o say, rather difticult o
understand. However, one possible explanation of Wessan's action in terms of revenge would
be that he mtends to use his control of the TV staton against Smith's candidacy by denying

him fuvorable media coverage. while providimg 1tto his opponent.

To be more speaitic, the counter-planning rale that s bema used here s that one way te
block an agent’s goal - this cases Smuth's zoal of being clected -- s by blocking one o
more of his sab-goals -- i thas case. his goal of painmg favorable media coveraze. However,
there are several other counter-planning rules, of ancreasing speciticity, mvohved
constructing a complete explanation of Wesson's actton along these hines. The partivulae
method by which Wesson is attempting to block Smuth's subgoal i by blockimg hivaccess oo
necessary resource -- the TV station, and i particular, i editorial sttt - for achievimg tha
sahcoal. And. Fmally, the particular method by which he is attempting to block Smth's aceess

1o the resource is by gaining control over the resource himselt - te by buy iz the TV station

Thus. the appropriate characterization of Wesson's purchuse of the TV stanen e
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of the representational vocabulary used 1o express counter-plunning knowledge -- is as an
attempt to gain control of a resource. The problem is that however casy it might be to derive
this characterization, it provides very little guidance to the understander as to how to proceed in
explaining it. That is, gaining control of 4 resource is such & ubiquitous activity in planning
and counter-planning that Wesson's action could be a part of 4 plan to block Smith's goal in
innumerable different ways. In sum, although translating the input into terms commensurate
with the hypothesis may be a necessary step in explanation-buased understunding, it does not
ensure that an explanation can be castly constructed in all cases. Even when properly

characterized. an input may be difficult to expluin.
8. Transforming the hypothesis

In the Tast section, T sketehed out an approach o mtegrated understunding i which the
mput s hirst transformed into terms commensurate with the hypothesis, In some cases.
however. it may be more appropriate to do things the other way around. by trunsforming the
causal knowledge assoctated with the hypothesis mto terms commensurate with the mput. This
will generully be the case when such a transformation can be accomphished with ittle or no
inference, for example, when a similir trunsformation has been previoushy performed. and the
results have been stored in memory and cun be retmeved on the buasis of somie fairls simple cues

-- thatisowhen there is wseripr that might apply to the current situdtion,

Suppose, as before, that the understander has formed the hypothesis that Wesson may
seek to g revenge i attempting to explain the situation that s unfolding in the storv, How
might Smuth's candidacy relate to this hypothesis? “Fhe understander already behieves tha
Wesson may seek to thwart a goal of Smuth's. But. as T pomnted out earlier, not just any goal
will do: The goal 10 be thwarted must be of roughly cqual importance as the goal which wus
origimally thwarted. Since Smuth's goal of winning an ciecton o Congress s of roughly equat
impertance as Wesson's coal of mamtamimg a successtal buseoesss the understander can
transtorm the expectation that Wesson mas seek tothwartan pnponiant cosl of Snuth s o the

more speciic expectation that Wesson may sech to thw et dos par sl soal of Smthis

The tormation of & more specific hvporhiesis of thas sort moan well be more usetul than

the ceneral bypothesis Tror which apas derved s Tos wai he particalariy true 1t the
understander already possesses speciaiized coanter o browicdoe of how 1o block

someone's election to Congress - that s aosenpt This s pot tosay that that the anderstander

necessarily v/l have sach aoseript or that iowall necessaniy coner e sanation that anses. But

1

1 these conditions hold, then the inference process that wed'd cibenwie be necessary to
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transform the input into terms commensurate with the hypothesis of revenge would be
unnecessary. In effect, rather than translating the input into terms commensurate with the
hypothesis, the understander would be translating the hypothesis into terms more likely to arise

in the input.

In this case, for example, an understander might already know that one way to block a
candidate's election is to give money to his opponent, or by promoting unfavorable publicity
about the candidate. Thus, even though such specific expectations about Wesson's behavior
would not be part of the understander's general counter-planning knowledge, it would be
possible to retrieve them after determining that Smith's candidacy was a likely target for

Wesson's revenge.

In principle, of course, it might even be possible to invent such specific counter-planning
methods if they were not known ahead of time. That is, by applying general counter-planning
knowledge to specific knowledge about how Smith would go about getting elected, an
understander could determine how Wesson might attempt to block that goal. (This notion of
applying abstract thematic structures to specific situations in order to derive instances of generic
plans within a particular domain is currently being pursued by Collins, in preparation, in the
domain of planning in competitive situations). However, in this case the task of the
understander would be as difficult as the task of a planner attempting to create such methods
for the first time. That is, if an appropriate script does not already exist, the attempt to create

one top-down will require a great deal of inference, most of which will probably be wasted.
9. How to transform the input

So far, we have argued that the integrated use of an abstract thematic structure such as
revenge in explanation-based understanding will often entail the need to somehow transform
the representation of the input into a form which can be usefully related to such a structure. 1f

this problem turns out to be as hard as the original inference problem itself -- that is, if such a

transformation can only be accomplished by undirected inference -- then we will be no better

off than we were when we started.  The success of this approach depends, therefore. on
finding ways to direct the inferences required in order to properly characterize the imput. In
other words, the process of reformulating an input in terms commensurate with an hypothesis
must itself be an integrated process. The context provided by a potentially explanatory

hypothesis must somechow be taken into account to help determine the appropriate

representational vocabulary in terms of which to characterize the input, that is, the features of

the input situation which are likely to be important in that context. Indeed, in view of the tuact
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that the number of different ways to construe any given input seems enormous. this is perhaps

the most important function of such contextual knowledge.

In the simplest case, the specification of the representational vocabulary in terms of
which an input should be represented could be accomplished directly. with a sort of scriptal
"lexicon.” That is, on this view an hypothesis would directly specity a set of features that
could be used to determine, in a non-inferential fashion, a set of interence rules that, 1if applied
to an input, would be likely to result in an appropriate abstract representation of that input. For
example, let's consider trying to transform our example "Wesson guve a lot of money to the
Democratic party” into "Wesson did something to help the Democratic party achieve its goals.”
In a sense, it's obvious that giving money to an agent will usually help that agent achieve 1ts
goals. There is, clearly, an implication rule to the effect that giving something to an agent is a
way of helping that agent to achieve its goals, if the object given 1s a resource that could be
useful in achieving those goals. But the question is, why do we choose to apply this particular

rule and draw this particular inference, rather than others?

The answer, according to the simple model proposed above, is just this: Since the goal
1s to transform the input into the vocabulary specified by the hypothesis, the first step should
be to check whether there are any rules that might do so directly. Such rules would have the
property that the conditions on their left-hand side would be expressed in terms of the same
representational vocabulary as the input, while the consequences on their nght-hand side would
be expressed in terms of the representational vocabulary specified by the hypothesis. Now, if
the implication rules applicable to input concepts were indesed under those concepts in terms of
the representationil vocabulary used to express the consequences on thewr right-hand sides.
then the refevant rules could be retrieved quite easily. The understander would simply use the
representational vocabulary specitied by the hypothesis as kKeys to retrieve the rules, it any
existed. that were indexed under the input in those terms. Any rule that was retrieved would be

potentially useful in transtorning the input mto a torm commensurate with the by pothesis,

In this particular case. the kevs provided by the revenge structure would include the
representational vocabulary i terms of which counter-planning know ledgee s expressed. That
Anowledee mcludes, for example. rules tor blocking an agent's goal by disabling 4
precondition for ity achievement. by threatenmg another goal that s more important to the
aeent. by “beating im to the punch.” and by helping another agent with whom the hirst agent
s competition for the goal, among muany others. The representational vocabulary imvolved
icludes, then., “disable.” “precondiion.” “threaten,” “goall” “help,” “ecompention.” and so on.

Some of these representational elements, ¢ o0 precondinion” and ool are so general that
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their use as indices would probably result in the retrieval of many irrelevant rules, and this
should probably be taken into account in the retricval process.  Using only the more
specifically relevant items as keys to retrieve rules indexed under the input “give money™ would
result in the retrieval, perhaps among others, of the rule that giving something to an agent is &
way of helping that agent achieve its goals, it the object given is a usetul resource in the
achievement of those goals. Applying this rule to the input would lead to the inference that
Wesson's contribution was a way of helping the Democratic party achieve its goals, since
money 1s an almost universally useful resource. The explanation of this more abstract

characterization of the input would then proceed as deseribed previously.

To take another example, consider the variant story i which Wesson buys the TV
station in Smith's district. In this case, the relevant characterization of the input is that Wesson
now has control of the TV station. The implication rule that generates this inference can be
retricved rather casily, since "gain control” is one of the representational vocabulary items in
terms of which counter-planning knowledge is expressed. (Untortunately, as | pointed out
curlier, even though this characterization of Wesson's action is casy to derive, it is still quite
difficult to explain.) In fact, 1t might be argued that this inference should always be drawn
from such an input. However, consider the following story: "Fred had a lot of extra money
lying around. e hated to see idle capital. so he decided to buy the main TV station i town.”
Hereo it seems that the explanation for Fred's purchase in terms of his goal of muking money

need not entatl drawing inferences about his control over the TV station.

Thus, as long as there are rules indexed direcdy under the nput in terms of the
contextually refevant features -- rules, in other words. which ure likely 1o produce an
appropriate characterization of the mput -- then the direct specification of those features by the
hypothesis, in conjunction with any of the standard indexing and vetrieval techniques, can be
cmployed to retrieve those rules. Tt s therefore possible to translate the input imto terms
commensurate with the hypothesis inan efficient and directed fashion, by using simple.
non-mferential retrieval techniques to narrow the set of relevant implication rules. The
importance of narrowing down the set of potentially usetul rules is particularly great because.
as I pointed out carlier in the chapter. the attempt simply to apply these rules often entanls
further inference. For example, the implication that giving something o an agentis a way of
helping that agent achieve its goals depends on the further condition that the object given would
be usetul in achicving those goals. The attempt o verify such conjoined conditions muay be
computationally quite expensive, regardliess of the outcome. which means that any
non-interential means of narronwing down the set of rules 1o be apphied will result in arge

savingss And,as we saw previousty, the appropriate characterization of the 1apat enables o
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similar use of non-inferential indexing techniques to narrow the set of potentially applicable

explanatory rules once the translation has been accomplished.

These techniques can be applied in somewhat more interesting cases as well. Consider
yet another variant of our original story, which simply ends as follows: "Wesson decided to
become more involved in the Democratic party.” Here, once again, the inference that must be
drawn in order to understand this action in terms of revenge is that Wesson's newfound
political activism is aimed towards helping the Democratic candidate for Congress, and,
therefore, against Smith's candidacy. But as before, this char sterization does not seem

necessary in all contexts. Consider, for example, the following two stories:

Fred was lonely and wanted to meet new people. He decided to become more

involved in the Democratic party.

Fred was ambitious and wanted power. He decided to become more involved in

the Democratic party.

In both of the above stories, although it may be true that Fred will help Democratic
candidates, this is obviously not germane to the explanation of his decision to become more
politically active. Instead, in the first story, it is cleuar that the relevant characterization of the
input is in terms of its social consequences: Political activism entails participating in group
cfforts, and involvement in group cfforts offers a good opportunity to develop personal
relationships with other members of the group. In the second story, it is clear that the relevant

characterization of the input is in terms of its professional consequences: The way to gain a

position of authority in a certain field is to become known and respected by other people of

authority in that field, and one way to do that is to work with them.

The problem that we face, then, is the following: "Become involved” is a very vague
locution, meaning, at best, something like "engage in actions causally relating to.” In other
words, the problem posed by this input is not that it is too specific with regard to the causal
rules associated with the hypothesis, but that it is too gencral (¢f. our discussion in carlier
chapters of the problems posed by words with vague and general meanings). We might
assume the existence of an implication rule asserting that if an agent engages i actions causally
relating to another agent, then he might be engaging in actions to help achieve the goals of that
agent. Assuming the existence of such a rule, after all, amounts to no more than assuming the
existence in memory of a category of "actions which are causally reluted to some agent.” and of

"actions which help to achieve the goals of an agent” as o subtype of that category. The
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problem is that it is hard to imagine a counter-planning method which cannor be characterized
as a subtype of the category "actions which are causally related to some agent.” In other
words, the difficulty posed by this input is not so much that it is represented in terms which are
incommensurate with the hypothesis, but rather that it is not very useful in narrowing down the

set of relevant explanatory rules associated with that hypothesis.

However, in this case the input also contains more specific information. It specifies, in
particular, that Wesson has decided to "become involved” in the Democratic party. Suppose
now that we extend the methods described above, just a bit, so that the understander uses the
keys supplied by the hypothesis to index under alf of the concepts mentioned in an input, not
just the main action. Applying these keys to "Democratic party” will not retrieve an implication
rule per se. However, since one of the keys is "competition,” it might retrieve a relevant fucr,
namely, the fact that the Democratic party is in competition with the Republican party. This
would have two important consequences. First, it would enable the understander to
characterize the input as meaning that Wesson has decided to become involved with a group,
the Democrats, who are in competition with another group, the Republicans. Second, and
most important, such a characterization in terms of the feature "competition” would enable the
retrieval of the relevant counter-planning rule in this case -- that one way to block an agent’s

goal is by helping another agent who is in competition with him for that goal.

The use of standard indexing techniques to retrieve useful rules and facts as described
above depends on such rules and facts being indexed directly under the input concepts in terms
of the contextually relevant features. This is surprisingly plausible in many cases, as illustrated
by some of the more difficult examples presented above. But what if no such rules or facts
exist? In that case, even though the hypothesis will specify the appropriate representationil
vocabulary, standard indexing techniques will not be able to retrieve any applicable rules or
fucts on the basis of that information. We are faced then with the following dilemma: Either
we must abandon the attempt to perform the necessary inferential processing in a directed
fashion by using non-inferential techniques to narrow the set of potentially useful rules in such
cases, or we must employ non-standard, and more powerful, methods of indexing and retrieval

in order to sclect the appropriate rules.

This is exactly the sort of problem that has motivated renewed interest in paraliel models
of "spreading activation” or "marker pa.sing” in inference and language processing (see, ¢.8..
Fahlman, 1979; Charniak, 1983). Unlimited parallel inference. per se, requires a highly
interconnected network of enormous numbers of very powerful processors, and therefore

scems unattainable, either in computers or human brains.  The basic idea behind these
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approaches, therefore, is to see what can be accomplished using much simpler processors,

something which will be less than full-blown inference, but which will still be useful (Minsky,

[ RN
A A A
)

1968). Fahlman (1979), for example, represents an attempt to use marker passing in a

I:’r.f"

semantic network to perform a certain limited class of inferences. Charniak (1983) argues that

S

it should be used to perform a kind of parallel pseudo-inference, the results of which must be

checked over and embellished by a more standard serial inference process. In particular, he '
proposes that markers should be propagated from the concepts mentioned in a text to find paths “
that connect them in semantic memory by intersection search (as also proposed in Quillian, f",’
1968). Such a path, on Charniak's view, should constitute a potential explanation of the input ;":;
concepts -- or rather, a set of implication rules which, if they can be properly applied, will A
constitute such an explanation. Proper application of the rules entails finding appropriate XA
variable bindings, and in particular, determining whether or not «/f of the conditions necessary fjg:j
to apply the rules hold true. ::\
~In

From the perspective of an integrated approach to explanation-based understanding, the o
important thing about intersection search by marker passing or spreading activation is that it is .': ‘
more powerful than traditional indexing techniques. Using such methods, it may be possible f‘,
to retrieve inference rules that are likely to be useful in translating the input into terms ot
commensurate with the hypothesis even when no single rule does so directly. For example.
suppose our original story ended as follows: "Wesson decided to call some people he knew in ."\-:? '.
politics.” One explanation of this action in terms of the hypothesis of revenge is tirat Wesson is :f_'zi.
lobbying to elicit support from potential allies in his attempt to block Smith's election to ':'.-"
Congress. 2o
R

e

Undoubtedly, there exists a counter-planning rule to the effect that when engaged ina :.:l'_‘.'
struggle against another agent, it will be useful to gather allies. The problem is that although all s

of the clements in the above input are consistent with the use of this method. euach of them ,:‘

taken alone is only a weak indicator. In order to clicit allics, it is necessary to communicate :‘;‘E
with them, but communication plays a role in almost any counter-planning method. Itis caster Jf:;‘
to get in touch with people who are already acquaintances, and they are possibly more likely to '_’Q.;
respond favorably to such a proposal. But suppose the input were simply that Wesson decided ,::;-’
to call some friends. In this case, it would seem just as likely that he was seeking advice. or \:
simply wanted to blow off steam. Thus, it also seems important that people he is culling are ‘-\
already involved in politics, and are therefore more likely to be usctul as alhes in a pohitical ":
struggle. <53
In sum, the problem posed by this input is that cach factor, taken on s own, does not
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seem sufficiently specific to indicate the particular relevance of any onc counter-planning rule
over the others, while all of them taken together scem capable of doing so. Of course, if the
understander simply attempted to apply all of its counter-planning knowledge to this input, one
rule would turn out to fit better than the rest, but our goal here 1s to attempt to find some less
expensive technique to direct the more expensive process of actually attempting to apply such
implication rules. If certain combinations of factors could always be guaranteed to be present,
then discrimination trees might be an appropriate indexing technique. However, such a
guarantee seems to be exactly what is lacking in cases like the above. In such cascs. then,
marker passing might be an appropriate indexing technique for retrieving relevant explanatory
rules associated with the hypothesis. In part 11, however, we will see that there are many

situations in which marker passing and spreading activation techniques cannot be applied.
10. Conclusion

It 1s by now generally accepted that understanding a situation entails inferring the
hypothesis that best explains that situation. But why do such explanations matter? What does
an understander gain from inferring an explanation for some situation? Consider one of the
most widely accepted views of scientific explanation: Explanations, theories, and hypotheses
are useful because they provide predictions -- or, to use the term we have been using here.,
cxpectations. ‘The utility of expectations derived from an hypothesis about some situation
should be clear, if not for understanding then certainly for planning. For example, if you block
another agent’s goal, a goal which is of some importance to him, then it is probably a good
idea to watch out for the possibility that he may attempt to gain revenge. In the scenario we
have been considering above, it would do Smith little good to lose the election, and then realize
afterwards that Wesson had played a role in his defeat. It would be far better for him if he
were aware of this possibility during the election campaign, and took steps to deal with it then.
Hypotheses and explanations about a situation are important because of the expectations which
they provide a planner while he is in that situation. After the fact. it matters less what the
cxplanation was except insofar as it helps the agent learn to muke better predictions in the

future.

If it were possible to predict, in exact detail, all of the possible outcomes of w situation,
and if it were possible to prepare. in advance, to deal with alf of them, then it would barely be
necessary for a planner to pay attention to its environment at all. Butin most cases. these are
not possible. We have neither the knowledge nor the inferential resources necessary 1o predict
in detail all possible outcomes of a situation in which we might find ourselves. Nordo we

have the real world resources necessary 1o prepare for all possible contingencies even i exact
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prediction were possible. ' We must, therefore, make do with rough hypotheses and vague

expectations, and we must be able to shift resources to deal with contingencics as they arise.

From the point of view of understanding, the crucial phrase in the above discussion is
“watch out for.” 1f an agent is to be able to shift resources quickly enough to do some good,
he must be able to determine which outcome scems likely before the situation has run its
course. In other words, if the expectations generated by an explanatory hypothesis are to be
useful in such a context, rough as they are, then it must be possible to identify the situations to
which they apply as those situations unfold. Thus. in order to apply the expectations which are
the raison d’etre of explanatory hypotheses, expectations and inputs must be characterized in
commensurate terms. But the number of possible construals of an input situation, the number
of features in terms of which it might be characterized, is almost limitless. It seems no more
possible to construct all possible construals of an input situation in real time than it is to specify
all possible outcomes in exact detail ahead of time. Because it seems computationally infeasible
to construct all possible construals of an input in real time, choices must be made. But. if those
choices are simply made arbitrarily, the resulting representation is likely to be useless. at least

with respect to the timely application of the understander’s expectations and hypotheses.

In view of the enormous number of potential characterizations of an input, therefore, the
process of determining an appropriate characterization must be an inregrated process: The
context provided by a potential explanation must somehow be taken into account to help
determine the appropriate representational vocabulary in terms of which to characterize that
input, if the expectations generated by that explanation are to be at all useful. That is, un
hypothesis about a situation can only be useful if the understander can use it to help determine
the relevant features of that situation.  In sum, an understander who forms hypotheses or
potential explanations for a situation has an advantage over one who does not. Potential

explanations must have some functional utility for an understander. We have given one in this

chaprer.
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CHAPTER 6

PLANNING AND THE UNEXPECTED

...chance favors only the mind that is prepared. -- Pasteur
1. Introduction

The crucial role played by expectation in cognitive functioning has long been a major
theme in artificial intelligence and cognitive science. Expectations focus attention on the most
salient features of the situation in which an intelligent agent finds itself. Because any situation
can be described in so many different ways, in terms of so many different sets of features, it
can be argued that without expectations it would be impossible to construct useful
representations at all. For in order to construct a representation of some situation, it is first
necessary to decide which features of the situation to attend to -- that is, the set of features in
terms of which to describe that situation -- and such a decision, however taken, in and of itself
constitutes a form of expectation. Whatever other functions expectations may serve in planning
and understanding, fixing the vocabulary in terms of which to represent a situation is probably

the most important.

In the simplest cases, the st of features to be expected may be fixed in advance, so that a
process would have no options as to how to represent the situation in which it operates. In that
case, although we may think of the process as having expectations, those expectations stem
solely from decisions made in the design of the process -- in the case of an organism, during its
evolution -- or as a result of learning. Such a "fixed set” model of cxpectation may be
appropriate under certain restricted circumstances. If the situations to which a process -- or an
orcanism -- is exposed vary along only a few dimensions, then the behavior of that process (or
organism) can be specified without explicitly mentioning those features that describe the
unvarying background. Thus, its “perceptual apparatus,” if you will, may be similarly
constrained without affecting the ability of the process to carry out its function -- or the
organism’s ability to survive. Similarly, if the goals and plans of the process or organism are

themsclves fixed and few in number, then only those features that tend to be causally

implicated in carrying out those goals and plans must be attended to by that process or

organism,
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If the restricted circumstances described above do not hold, however, the "fixed set”
model of expectation will no longer suffice. Thus, a process with many and varied goals and
plans, exposed to a highly varying environment -- in other words, an intelligent organism
living in the real world -- must have some control over the set of features in terms of which it
will represent a situation in which it finds itself. Features that are unimportant in one contexl
may be crucial in another. Factors that don’t matter in the pursuit of one goal may be very
important in the pursuit of some other. As the situation changes -- and. especially, as new
goals and plans are generated -- the importance of & given feature will vary considerably.
Under such circumstances, decisions about which features matter must be mutable.

Expectations cannot be fixed: They must change as goals and conditions change.

However, the very complexity of the environment which, in part, necessitates the
context-dependent variation of expectations, also gives rise in many cases to situations which
confound those expectations. In one sense, this situation underscores the ubiquity of
expectations in cognitive processing: The ability to understand that something unexpected has
huppened inherently presupposes a background of expectations against which the unexpected
features stand out. But there is a paradox here. Before the unexpected features can be seen in
contrast to the expected, they must somehow be represented. Yet the decision to represent a
given feature of a situation in itself constitutes, as T pointed out above, a fundamental and
characteristic form of expectation. It seems, then, that in certain ways we must be expecting
the unexpected -- in a sense, we are always prepared to be surprised. Without perfect
knowledge and infinite inferential capacity, expectations -- however necessary -- can never be

perfect.

It would only be logical then that intelligence requires the ability to recognize and deal
with the unexpected. But such unexpected situations are not just & burden to an inteligent
agent: They offer opportunitics as well. Two important questions arise in the attempt to
construct models that are capable of dealing with unexpected sitwations: First, how can an
agent recognize that something unexpected has happened? And sccond. how cun an agent

exploit an unexpected situation once it arises?
2. Recognizing the unexpected

As 1 pointed out in the last section, the ability to recognize the unexpected has a certain
paradoxical air about it. On the one hand. the ability to even represent an unexpected teature ol
a situation signifies some degree of expectation. On the other, the degree of expectation cannot

be very high, since otherwise the feature would not warrant being labelled as "unexpected.”
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Furthermore, there are presumably an infinite number of unexpected features of any situation,
and only a few will warrant being noticed at all -- which is of course one of the key functional
motivations for some notion of expectation in the first place. How then can an agent come to

notice that something unexpected has occurred?

In the simplest case, the agent will have an expectation about some situation which is
explicitly denied by that situation. The unexpected feature then is simply the absence of an
cxpected feature, the presence of a feature which was expected to be absent, or perhups a
"mangled” form of the expected feature (which can be analyzed as the unexpected presence or
absence of sub-features). For example, an agent might expect that the performance of some
action in a plan will yield a certain outcome, and yet that outcome may fail to materialize. Or,
an agent might expect that something disastrous will occur in a given situation, and be
pleasantly surprised when it does not. These sorts of expectation fuilures constitute the basis
of Schank’s (1982) theory of learning and reminding, the crux of which is that the failure of an
expectation should remind an agent of similar failures in the past, and that the explanation of
such failures can lead to better expectations in the future. Expectation failures are also play a
fundamental role in Sussman’s (1975) theory of learning as debugging almost right plans.
These theories, then, offer one vision of how an agent can exploit an unexpected situation by

learning from it.

In principle, given that the presence or absence of the appropriate feature can be
determined, its unexpected status will be obvious at face value. In practice, however, it is not
always casy to determine that something unexpected has happened even in such simple cases,
because it is not always clear whether a situation actually denies the presence of an expected
feature. For example, consider a language understanding system based on some form of script
application, and suppose that some event expected by the seript s not mentioned in the text. Is
the system entitled to assume that the event did not take place? In most cases. the answer 1s
that 1t 1s not: In fuct, such systems are supposed to infer that the unmentioned event has taken
place. But what works in most cases does not work in all: There will be circumstances under
which the failure to mention an expected event actually does signify that the event tuiled to

accur,

It is far more difficult to recognize that something unexpected has occurred when the
unexpected feature of a situation cannot even be considered an expectanon tatlure at all,
because it 1s something about which the agent had no expectation one way or the other (see
Lalljee and Abclson, 1983, for a discussion of how this distimction atfects the process of

constructing explanations for anomalous situations ). The dithiculty posed by such uneypected
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features stems from the fact that they really are innumerable i uany situation. So the problem
fucing an agent is to notice unexpected features which are somehow interesting or significunt.
Yet to ascribe interestingness or significance to a feature requires a motive: The agent must
understand why the unexpected featare 1s significant. Here then is where the paradox is telt
most acutely: In order to determine whether an unexpected feature is significant, it must first
be noticed. Yet an agent cannot notice all unexpected features, there are simply too many in
any situation. So, somchow he must come to notice those features which are sigmificunt

without being swamped by those which are not.

How can an agent come to see that an unexpected feature of a sttuation is significant, or
to understand its sigmticance? In order to answer this question, we must first have a theors of
what makes something sigmificant to a given agent. Signiticance can oy be defined with
respect to goals. The significance of a feature o an agent lies inats relation to that agent's
goals. These goals may be very general, ¢.g.. curiosity, or very spectlic. ¢.g.. the need o get
to Milwaukee. Morcover, the relation between o feature and w goal may vary as well Is the
presence of the feature a necessary prerequisite for a plan for the goul? Doces it indicate Tikely
success or fuilure? Doces it signal the need for caution or other spectal measures? Whatever the
answers to these questions, the problem of recognizing unexpected situations -- because ity
solution involves some notion of significance. & notion which can only be defined with respect

to goals -- leads us, rather directiy, to the subject of planning and phin exceution,

3. Unexpected situations and opportunistic planning

As we have seen, the issues raised in dealing with unexpected sttwations are intimatcely
related. not only to understanding, but to planning as wello An agent’s understunding of an
uncxpected situation depends on his ability to represent that sitaation as possessing a feature
which was unexpected. Since every situation possesses an infinite number of such features.
there must be some other characteristic besides unexpectedness that matters, That characteristic
can only be significance with respect to the agent's goals and plans. Thus, an agent’s
anderstanding of an uncxpected aspecet of some situation. as much as o an expected feature,

depends on his goals and plans,

The above argument suthices to establish that some notion of siznihicance wih respedt o
the voals and plans of an agentis cracial i the agent's understmding of unexpected snuctions,
But, in order to understand this relationship, we must turmn our perspective around and ask why
it would matter that goals and plans affect the understanding of unexpected sttuations. In

particular, what impact do unexpected situations have on plans and goalsand how must g
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planner be prepared to deal with them?

Quite often, perhaps even most of the time, unexpected situations mean trouble in
planning. Expectation failures, in particular, are likely to coincide with the failure, or
impending failure, of a plan. For example, an action taken within a plan may not have its
expected -- and, presumably, desired -- effect, and hence the continuation of the plan may be

jeopardized. Or a normally unproblematic precondition, the satisfaction of which is expected

.-
either because of prior efforts by the planner or because it has simply been satisficd by the :
environment in the past, may turn out in some case to be absent. These kinds of unexpected
situations, because they stem from the explicit failure of one or more expectations, are i,:.
relatively easy to detect. Thus, they have received some attention in the planning literature,
under the rubric "execution monitoring” (see, e.g., Fikes, Hart, and Nilsson, 1972; Sussman.

1975; Sacerdoti, 1977). When such a failure arises, the planner can attempt to save the plan
by a bit of on-the-spot replanning for the subgoals which have failed. h
[
The failure of an expectation stemming from a plan may also signify good news to a "
planner. One might have an expectation that some particular problem will tend to arise in a -
certain type of planning situation, and happily find that it does not arise in the current instance 5
of that type of situation. In the simplest cases, some precondition which must usually be \:ﬁ
planned for, and to the achievement of which some effort must usually be devoted explicitly, C::"‘
will be found to be serendipitously satisfied in the current situation. Most theories of planning :l:a:f
can handle this situation, in the rather minimal sense that the planner will use the satisfied ';.i
precondition rather than redundantly working to establish it again. . ]
Y
In both harmful and beneficial expectation failures, however, simply dealing with the ;: )
expectation fuilure on the spot is not enough. A planner should, in the best case, come to
understand why the expectation has failed. Why is the formerly unproblematic precondition _

’ now problematic? Why is the formerly problematic one now unproblematic? Some work has ‘
been done on this problem in the case of a harmful failure, perhaps because the reasoning -
required to understand the source of the failure is often necessary simply in order to patch the .;:'Q'.
plan and continue. That is, the explanation of harmful failures is driven by the needs of :
effective planning and plan execution. Thus. even though learning may result from the ,
explanation of such failures. it is not necessary to invoke learning as a goal to motvate the ._
explanation process (although see Sussman, 1975, and Hammond. 1986, for theories of {\:
learning based on the explanation of plan failures). However, the sort of expectation fuilure in ~
which something which was expected to be a problem turns out not to be. quite obyviously does :;::;';
not ~ose the same difficultics for plan execution. That is, an agent need not explain such an ::
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expectation failure in order to successfully complete the plan. It need only note 1ts good
fortune and continue on. Such cases therefore require invoking the need to learn i order to

justify the need to explain the failure.

However, although the importance of expectation failures is best explained in terms of
plans and goals, this may not be necessary given the prior existence of the expectations
themselves -- although, admittedly, 1t does scem difficult to justity the existence of expectations
in a system without goals -- and this possibility forms the basis of lcarning theories which are
driven by expectation fatlures and yet take no account of the learner’s goals (see Schank.
Collins, and Hunter, in press, for a critique of such theories). The importance of goals and
plans in the understanding of unexpected situations i1s, however, indisputable in the case of
truly unexpected features of a situation, i.e., those which neither contirm nor deny an
expectation. Here, the problem of somchow discerning significant unexpected features of the
situation -~ given that any situation can be described in terms of a myriad number of features.,
most of which are unexpected, but most of which simply don't seem very important -- cannot
be avoided. The most intuitively plausible and functionally sensible way to define significance
is in terms of an agent's goals. Thus, significant features of a situation would be those which
somchow had an impact, in cither a positive or negative fashion, on the agent's plans and

gouls.

Let's consider how this notion might be applied to the problem of distinguishing
significant unexpected features of a situation. The features are significant because they aftect
the agent's plans and goals. They are wnexpected because they either confound an expectation
--1.e., they are expectation failures -- or because they are truly unexpected -- fe., they neither
confirm nor deny an expectation. Consider again, brictly, the case of explicit expectation
fuilures which are significant. Since they are significant, they must somehow atfect the plans
and goals of the agent. The plans and goals which they affect, of course. are the plans and
goals which gave rise to the violated expectations in the first place. But under what
circumstances would plans and goals give rise to expectations? Most hkely when they are
actively being pursued. In sum, we are led to the not very surprising conclusion that the
features involved in expectation failures are signiticant with respect to the goals und plans
which were being actively pursued and which. for that reason, gave rise to the expectations that

were violated.

The more interesting question then is what goad or plan a rrady unexpected feature adfects

it is signticant. If the goual or plan were currently under active pursuit. then it would

presumably give rise to expectations about significant features, ve. features which would be

-':..’y,-.‘ ‘. . .‘

7,

- b‘.'
AR

Yy

%
Ly A

e

.y \.’1,1

PR s
‘.“l ‘3 .

1 1 LA
» Ld

;5
’,

¢ v _a
-1'{',
. .8 2
v

x,¥, 7,
%
a

07
I. Q.I'.,

."({ A
el

WA




likely to affect it in either a positive or negative way. Thus, if a truly unexpected feature is
significant with respect to a goal or plan under active pursuit, then it must be because the
agent’s knowledge of the features which are important to that goal or plan is incomplete in
some way. But in that case, it is highly probable that the agent will eventually experience an
expectation faiture of the more direct kind, e.g., his plan is likely to fail. Thus, before an agent
wili detect that a truly unexpected feature has affected his current goals and plans, he will Likely
notice that an expected feature has been confounded. The relevance of the truly unexpected
feature will then be due to its causal role in that expectation fatlure. Thus, if a truly unexpected
feature is noticed because it is significant with respect to a goal under current pursuit, then it
will most likely be discovered in the course of explaining the failure of an expectation

stemming from that goal.

There is, however, an alternative possibility. A truly unexpected feature need not
necessarily be significant because of some previously unknown relationship with a goal under
active pursuit. It could also be significant by virtuc of a relationship -- either previously known
or unknown -- to other goals or plans of his, goals and plans which are nor under current
pursuit. But why would it be useful for an agent to be able to recognize such features at all?
This question can only be answered by considering what an agent would be able to do if it
could recognize a feature relevant to a goal other than the one it was actively pursuing that it

could not do without that ability.

Some of the advantages are obvious, Consider a person walking across the street, with
the goal of getting to a particular restaurant in order to have lunch, and talking to his lunch
companton. If a car suddenly careens around the corner and starts accelerating towards him
and his friend, then that is an unexpected situation which is relevant to a goal -- staying alive --
other than the ones he was actively pursuing, namely going to lunch and engaging in
conversation, Obviously, then, a person must be able to recognize the unexpected feature --
the car speeding towards him -- and why it is significant -- that he or his companion could be
hurt or killed. The real-time ability to detect and avoid unpredicted -- and in fact unpredictable
-- dungers is thus one that requires the ability to notice features of situations which are relevant

to goals other than those actively governing the agent's current behavior.

There are other wavs in which unexpected features can relate to goals besides
endangering them, however. An unexpected fedture can be signiticant, not because it poses an
unexpected threat, but because it poses an unexpected oppornminy -- that is, it facilitates the
pursuit of some goal other than one which is currently governing the agent's behavior. Such a

feature might be the unexpected presence of some highly problematic precondition of a plan for
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:: .
the goal. If that precondition were only intermittently available, then it would be vital to notice ;,,
its presence on those occasions when it were in fact present. For example, suppose that you ,’~
want to buy some item, but the price is too high for your budget. If, in the course of pursuing an
) other goals and plans -- e.g., reading the newspaper, or shopping for some other item, or ;E“
watching television -- you find that the item is on sale, and the price has been reduced to the f: |
point where you can afford it, then it would be useful to recognize that fact. Thus, in order to o
recognize and seize opportunities, an agent must be able to notice unexpected features and ~
E recognize their significance with respect to goals not necessarily under active pursuit. ﬁi
. o
{ The ability to recognize and seize opportunities has implications for both the process by }'_l J
' which goals are set -- goal activation -- and the process by which plans for those goals are ~
constructed. In most models of planning and plan execution, goals are activated in order to :3',-
serve as subgoals to previously active, higher-level goals. The top-level goals which start the :::;
ball rolling are simply a given, activated at the start of the process. In an opportunistic planner, :::_::'_
in contrast, goals can be activated not only in the service of previously active, higher-level .
coals, but also by the presence of opportunities for their pursuit. In addition to its impact on :.:‘_:
goal activation, opportunistic processing can also affect the manner in which plans are :‘"
' constructed. (This idea is originally due to Hayes-Roth and Hayes-Roth, 1979, as is the term 3:‘
"opportunistic planning.”) That is, when planning to achieve several goals. a planner may .
recognize an opportunity to achieve one of those goals rather easily in the course of E:'E
constructing a plan to achieve another of those goals, and alter his plan accordingly. -:_"_'
X
’ However, although the application of opportunistic processing to goal activation, on the [
one hand, and to plan construction, on the other, can be pursued separately, in fuct the two :f_:_
have a great deal to do with each other. An agent who is capable of opportunistic goal .‘{;
, activation may, while constructing a plan to achieve one goal, recognize that his plan offers the _‘_;
opportunity to achicve some other goal as well, even though he had no prior intention of .
) planning for that other goal at the time. In other words, one goal may be activated in the course
. of planning to achieve some other goal, and alter the course of planning as a result. Thus, ";;.:-
h opportunistic goal activation substantially broadens the scope of opportunistic plan ;;.i
construction. Similarly, the ability to construct plans opportunistically is crucial to the ability to e
\ successfully pursue a goal which has been opportunistically activated. for once such @ goal has ;
b been activated, an agent must be able to alter his current plans in order to pursue it. Ina ,,
minimal sense, that could be accomplished by dropping the current plan and constructing a new - ‘:
one. Butitis obviously far more cconomical alter the plan in a less drastic fashion if possible, ' .' 2
and the abilitics which are necessary to determine how that might be accomplished are exactly ::::‘
those which are necessary for opportunistic plan construction as well. ::;-f':
s




4. Integrated processing and opportunistic planning

In chapter one of this thesis, I presented the functional argument for integrated
processing in planning and understanding.  The fundamental point is that, 1o avoid
bucktracking as much as possible, programs should make decisions about which Tines of
inquiry to pursue on rational grounds, rather than arbitrarily. Because muking rational
decistons means making informed decisions, therefore, integrated processing entails the use of
as much relevant information as seems necessary in making such decisions, As we saw in part
[. this principle Teads to a relatively top-down conception of understunding.  In plunning,

however. it lcads to something quite ditferent.

The problem of choice arises in planning in part because there are usually many
alternative plans for achieving a given goal. Morcover. such choices interact with cach other.
As g resulty @ great deal of computation may be necessary in order to produce a plan which
simply meets the minimum logical requirement ol being selt-consistent, regardless of whether
or not it can be successfully pursued under the circumstances that actually hold. Thus. it seems
clear that external factors which militate for or against the success of a given plan should be
taken into account as carly in the planning process as possible, in order to avoid the high cost
of producing plans which are coherent. but must nevertheless be discarded because they
huppen not to be feasible in the current or expected situation.  Indeed, by favoring or
forbidding the use of certain plans, the carly application of contextual constraints might narrow
the set of available choices sufficiently that, it the constraint of constructing an internally
coherent plan can be met at all under the circumstances that hold, it can be met without
engaging in a greut deal of undirected search. Just as in understanding, therefore, taking
context into account does not make the problem harder, it makes it casier. Tt may make our

theories more complicated. but that is beside the point.

Thus. in order to avoid arbitrary choice and backtracking, an integrated model of
planning must attempt to take external contextual factors into account as carly as possible in the
planning process. But, as we have scen in this chapter, planning and plan exccution in the
context of unexpected situations, and in particular the ability to recognize and scize
opportunitics, similarly ental the joint consideration of both external tactors and imternal goals.
ft might be argued that this is hardly surprising: After all, itis tautological that plun execution
must take external circumstances into account. But it is important to realize that. were it not tor
unexpected occurrences, plan exccution would be entirely trivial. The point here is that an
integrated approach to planning must attempt to reduce arbitrary scarch by attending

simultancously to both the agent's goals and to the situation in which he finds himselt, and this
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is also what is necessary for opportunistic processing. Thus, an intcgrated approach to

planning seems to lead towards models in which planning and plan execution are themselves
highly integrated and tightly interwoven in order to meet both of these requirements. In the
next chapter, we will pursue this theme in the context of a specific problem: planning how to

respond in an argument.
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CHAPTER 7

ARGUMENTATION: A CASE STUDY IN

OPPORTUNISTIC PLANNING

1. Introduction

Engaging in an argument is a complex task of natural language processing that involves
understanding an opponent's utterances, discovering what his "point” is, determining whether
his claims are believable, and fashioning a cohcrent rebuttal.  Accomplishing these tasks
requires the coordination of many different abilitics and many different kinds of knowledge:
memory and inference, planning and plan understanding, knowledge of the topic under
discussion, and knowledge of the structure of arguments and of effective argument strategies.
Because arguing, and conversation generally, involve real-time interaction with another agent,
this coordination must be even more flexible than is required for other natural language
processing tasks. An arguer must have some expectaticns about what his opponent might say,
but must also be able to respond to the unexpected. He must have some idea of the claims he
wants to make, and plans for putting them forward, but his opponent may confound these
plans. Or, more positively, his opponent may say something that offers an unforeseen
opportunity to make a point. Arguing thus cxemplifics the need for the flexible integration of

top-down and bottom-up processing in both language understanding and production.

This chapter is concerned with the roles of memory processing and planning in the
processes of understanding and generating utterances in an argument or conversation. In
particular, I will show that the memory and inferential processing necessary in order to
understand another person’s utterances in an argument or conversation can and should play
large role in generating a response, performing functions that most previous theories of
conversation would delegate to explicit, goal-directed planning. This chapter does not present
a detailed model of the process of engaging in an argument, or of the representations that such
a model would manipulate (although see Birnbaum, in preparation, for a theory of such
representations). Rather, my goal is to show that there are certain propertics which any such
model must have, and to sketch out a general approach to planning which fulfills those

requirements.
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2. The problem of choice in conversation 5
N3
"
One of the most interesting, difficult, and yet frequently neglected questions that anises in \
-
. . . .. . . Y
analyzing a conversation or an argument is determining why a participant responds to a given
o
. . - . Pl
utterance as he does, rather than in other equally plausible ways. For example, in the
following mock argument between an Arab and and Israeli concerning Middle East affairs, s
cach response [2] through [6] below can be replaced by other responses that, while quite
A
. . . . P
different, are still coherent in the context of the argument up to that point: e
..:\.
| [1) Arab: Israel is trying to take over the Middle East. \
l [2] Isracli: If that were our goal, we wouldn't have given back Sinai to the - 4
! Egyptians. -
] N
[ [2'] Israeli: No, it's the Arabs who are trying to take over Israel. t’
L w2
] [3] Arab: But you haven't given the West Bank back to the Palestinians. DMLY
[3') Arab: You only returned the Sinai because of U.S. pressure. Red
(S
-
. ' . . ' . A
[4] Isracliz Isracl can't negotiate with the PLO because they don't even recognize N
Isracl's right to exist. N
!.'-_\
4] Isracli: Isracl can't alow & hostile state in such close proximity. ..
t >
| \ ‘
{ [5) Arab: Israel doesn't recognize the PLO either. o
)
3 ':n\/
' [5') Arab: How can they? That's their only bargaining chip. e
) H
[6] Israclhi: The PLO is just a bunch of terrorists. v
£} “-‘ .I
, . . . . . P
[6'] Isracli: The PLO has to show 1ts good faith first. A
.'I:-.‘:
.:‘n.'
Onc of the reasons why this problem has not received a great deal of attention is that it RNy
nced only be directly confronted by a functional theory of conversation, one that attempts to =

assert and to justily claims about the computational processes by which a conversationalist can

or should determine how to respond, given his purposes in the conversation. In a descriptive

theory, on the other hand, the problem of why a conversationalist responds one way rather PN
than another need not be directly addressed, because the goals of such a theory would be :“.‘_.
‘ satisfied if it were able to properly delineate the range of possible responses to an utterance, S::E-’
whatever the domain of discussion. :‘:
N
Suppose. for example, that you make a point in an argument, and your opponen! e
immediately attacks that point. A descriptive theory of argumentation would supply a hist of -
vour response options. A first attempt at such a list might look something like this:
s
: «‘.;-,‘ ,' ', W ; ~ ;. ;"-.;\",-.:;-\.;:.;-.;-.;.;x;-.":.;:\::."‘.‘{ .::.;-."“’".;"-.;-.",\.' - 7.::\;1.:_:.;-.;\:\;\;&.;~.:~.': e -'\.-:-‘ __\-:::.:::
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Attack the input.

Re-support your previous point.

Go back to the main point dominating this exchange.
Change the subject.

In a computational theory, however, such a list can at most be only a first step towards
solving the problem. Even if we characterize the conversationalist's task as involving the
selection of a response rule from among a set of domain-independent alternatives like that
above -- an assumption which is, as I pointed out in chapter one, entirely unjustified, and quite
likely to be incorrect -- a computational theory cannot sidestep the question, how is the choice
to be made? One could, of course, write a program that chose randomly, but that is clearly an
evasion rather than a solution. Certainly, it seems implausible that people choose randomly.,
although they might in some rare circumstances. One might attempt to reduce the magnitude of
this problem by better specifying the conditions under which the various options apply. in
terms of domain-independent features of the argument context that differentially affect the
plausibility of different responses, and this is indeed possible (sce, e.g., Birnbaum, 1982).
However, even the finest domain-independent categorization of conversational options would
be unlikely to completely eliminate the problem of choice, because such a categorization would
ignore two essential and highly domain-specific elements: the content of the conversation or

argument, and the knowledge and goals of the speaker.

Within the framework of an integrated theory, a radically different sort of explanation
can be pursued by attending to these other elements. A program capable of engaging in a
conversation or argument needs a great deal more than just knowledge about conversations.
As with other complex cognitive functions, the explanation for much of the observed behavior
can be expected to lie in the interactions and relations among the many different abilities and
sources of knowledge needed to converse or argue.  The most important of these is an
inferentiai memory capable of organizing knowledge about the world and applying that
knowledge in order to understand or generate utterances. Such a memory can be expected to

play a key role in explaining conversational behavior.,
3. The role of memory processing

It1s by now a truism that memory and inference are central elements in natural language
processing. Any viable theory of funguage comprehension must include processing whereby
the linguistic input, or some intermediate representation of its meaning, is somehow related to

memory, appropriate inferences are drawn, and the input and inferences are indexed and stored
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for future use. In light of the complexity of this processing, it seems likely that much of the
explanation for conversational behavior arises from the contents and function of such a
memory (Schank, 1977). In particular, memory plays a key role in explaining why a
participant in a conversation or argument responds as he does, rather than in some other way.
This claim is based on the observation that a good response to an utterance in a conversation
can often be discovered as a side-effect of the memory and inferential processing that is
required simply in order to understand that utterance (Bimbaum, Flowers, and McGuire, 1980;
this generalizes Lehnert's, 1979, point that the memory processing needed to properly interpret
a question about a previously understood story often leads directly to the answer). Such
opportunities greatly simplify the problem of deciding how to respond. Furthermore, the
reason why a conversationalist says one thing rather than another can then be explained in part
by what he knows about the topic under discussion. Different responses reflect the

idiosyncratic states of different people’s knowledge and memory organization.

For example, consider again the following exchange in a mock argument between an

Arab and an Israeli over Middle East affairs:

[ 1] Arab: Israelis trying to take over the Middle East,

[2] Israeli: If that were our goal, we wouldn't have given back Sinai to the
Egyptians.

The Isracli's understanding of the Arab's assertion [1] involves the retrieval and application of
the concept of imperialism, the creation of an instance of the concept with Israel as the actor
and the Middle East as the target, and the recognition that this assertion is intended as an
accusation. The concept of imperialism is represented by a complex knowledge structure (let's
call it TAKE OVER), consisting of several component substructures. 1 will assume that 1t
contains, roughly, the following: the actor BUILDS UP MILITARY STRENGTH,
ATTACKS the target, CONQUERS TERRITORY of the target, and then OCCUPIES
TERRITORY of the target. Given the theoretical framework in which inferential memory
processing forms the basis of understanding, the Israchi must relate this knowledge structure to
his Tong-term memory in order to understand input [1]. Thus, for example, upon relating the
BUILD UP MILITARY STRENGTH substructure to the relevant structures in his
memory, he might discover his belief that Israel has indeed engaged in building up its military
strength (afthough in his memory this would be explained by the goal of sclf-defense). More
to the point here is what he might notice in the course of relating the OCCUPY
TERRITORY suhstructure to memory. He will, presumably. discover his belief that Israel1s
in fact occupying Arab territory.  But he might well also discover an instance of Isracl

relinguishing conquered territory -- the Sinai -- which contradicts the original allegation of
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imperialism. It is this fact, plausibly discovered in the course of understanding the allegation,
which forms the basis of the Israeli's rebuttal [2].

That some processing of this kind, involving roughly the memory structures indicated,
does in fact occur naturally in the course of understanding can be further justified by
considering a scenario in which some country is accused of imperialism, even though it has
never engaged in any of the actions that constitute TAKE OVER: has not built up its military
strength, has not attacked, conquered, or occupied any foreign territory. For example,
suppose someone claims to you that Denmark is trying to take over Norway. The fact that
Denmark has not made any aggressive moves towards Norway would, [ maintain, cause you
to be puzzled by this claim, even in the absence of any disposition on your part to argue against
1. But noticing that Denmark has not made any aggressive moves towards Norway would
entail exactly the sort of processing described above for utterance [ 1]. Thus, such processing

would seem to occur independently of any intention to argue against the input.

As another example of this kind of processing, consider the following continuation of

the previous exchange:

[3] Arab: But vou haven't given back the West Bank to the Palestinians.

Both the Isracli utterance {2] and the Arab response [3] refer to Arab territory occupied by the
Israclis. It seems entirely reasonable to suppose that this topic is sufficiently important to an
informed supporter of the Arab position to warrant the existence in his memory of some
khnowledge structures which organize information relevant to it. In particular, these knowledge
structures would point to instances of QCCUPY TERRITORY which have Israel as the
actor and former Arab lands as the target. Further, these would be the exact structures which
could be expected to play a role in the inferential memory processing needed to understand
utterance [2]. Thus, in the course of trying to understand the utterance. the Arab would
naturally be reminded of instances of continued Israeli occupation of Aruab territory. One off
these instances -- the Israclhi occupation of the West Bank -- forms the busis of the Arab

response 3]

The main point to be made here 1s that the memory processing that uncovers these
rebuttuls is not particularly argument-driven -- although the decision as to whether or not to use
them undoubtedly is. Tt 15, more or less, the kind of processing that would be necessary
whether the utterance occurred in an argument or in some other context. Indeed, there 1s 4
large class of inputs for which this is clearly true, namely those cases in which an input

includes a factual claim thut in some way directly contradicts what the understander believes,
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For example, suppose that you were arguing with someone about the Viet Nam War, and he :::
claimed that the Communists were responsible, beciause they refused to participate in the .\"
U.N.-sponsored elections intended to settle the political future of the country foliowing the .
French pull-out. This claim happens to be false: It was the government in the South, which, at 5'.:
the urging of the U.S,, refused 1o participate in the elections. If you knew that fuct, then you \?}’,
would undoubtedly notice that your opponent’s claim was incorrect, and you would certairly iy
say so in the argument. The point here is that you would probubly also notice that the ¢claim is -
incorrect if you encountered it in a context other than an argument, for example, if vou "
happened to read it in a newspaper account of a Presidential press conference. _,
N
L
The conclusion to be drawn is that the memory processing needed to understand and .9
assimilate an input must, as a matter of course, notice contradictions or inconsistencies -- L
among ~tner relations -- between that input and the relevant beliefs of the understander. Tt 2:2
seems obvious that if someone tells you something that vou believe not o be the case, and you '\ X
understand what he s saying, then vou will notice the contradiciion with vour beliefs. This is s
true regardless of whether or not you are engaged in an argument at the tme. Nor is it limited }_""
to situations with emotional or ideological overtones. Suppose that. in vour presence, '.:;:‘
someone were giving directions to a third purty. and he incorrectly said to turn right at some }',".
point, when it should be left. It you had been paving attention to the directions, then vou .
would undoubtedly notice that error, and vou would probably say so. ~jt::'
The ability to notice contradictions between new information and old. and its importance. L
have been the subject of a great deal of research on memory processing. Ricger (1975) . _,‘
specifically referred to this ability as one of the functional justitications for his theory that

understanding involves a great deal of undirected inference. Fahlman (1979) specitically

addressed the problem of noticing certain stringhtforward hinds of contradicnons, which he
termed “clash detection.” More recently, Schank (1982) addressed the more general question
of what Kinds of relations memory must be able to perceive between an input and prior
knowledge, by imvestigating how and why people are reminded of @ previous experience or
story when attempting to understand a new one. Expectation fatlures -- contradictions between
what is expected and what in fact occurs -- are onc of the chiet driving forces i learning and

memory organization in his theory.

The utility of this sort of memory processing in an argument should be abvious, 1 a

contradiction is noticed in the course of understanding an opponent’s utterance, then that

contradiction is a good candidate to form the basis of a rebuttal. The same general approach

v
‘l-‘

also points to a possible explanation of topic shifts. In the course of understanding an -
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utterance, a conversationalist might be reminded of something related, although perhaps
incidental, that he feels is interesting or important enough to bring up. In general then, an
increased reliance on memory allows the content of the discourse. and the speaker’s

knowledge, to play more active roles in the formation of a response.
4. The role of top-down planning

Just as tmportant in determining a speaker’s response as his knowledge or the content of
the discourse are his goals in the conversation or argument, and the plans by which those goals
can be achieved. Indeed, much recent research on conversation has been based on the idea that
conversation and other forms of discourse are planned behavior, in the sume way as most other
intelligent action 1s (sce, e.g.. Levin and Moore, 1977; Deese, 1978; Grosz, 1979; Hobbs.
1979; Levy, 1979; Allen and Perrault, 1980). Most prior investigations of conversational
behavior have employed some notion of planning borrowed from the problem-solving
hiterature. One of the most influential gencalogies in this literature -- and certainly the work that
has had the most impact on theories of conversational planning -- has been the hine starting with
GPS (Newell and Simon, 1963), and continuing on through STRIPS (Fikes and Nilsson,
1971), and NOAH (Sacerdoti, 1977). All of these planning models are top-down in the rather
straightforward sense that they all start with an exphert goal, and, with varving degrees of
sophistication, attempt to devise a plan, or sequence of actions, that wall satisfy that goal.
NOAIH is top-down in another way as well: Tt uses a method of progressive refinement,
starting with a general, abstract plan, and gradually expanding it to a level of detail which can

be executed.

The most obvious reason why it is necessary to plan top-down in order to carry on 4
conversation is that it scems implausible that a good response to an utterance can always be
found in the course of understanding it. Perhaps the simplest example that such top-down
conversational planning is possible is [ving. Sometimes when a person tinds himsclt with no
cood response in an argument or conversation, he may lie by fabricating a fact, or a quote, or
by embracing a position that he does not really believe. In order to construct a he. however,
one must decide what kind of lic would be useful, i.e., what goal the he should serve. For
example, in an argument a lic might serve to buttress a claim of the speaker’s that has just been
attacked, or to attack some of the evidence supplied by his opponent. or even to attack his
opponent’s character. Choosing one of these goals, and then constructing a hie that achieves it

is i clear example of top-down planning ina conversation.

An exclusively top-down approach to planning can work in situations which are more or
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less under the control of the plunner. Thus, it has proven uscetul in generating single utterances e
in a cooperative situation, as exemplified by the work on speech acts (Cohen und Perrault, -
. 0 . . . -‘.
1979), or in conversations about tasks which themselves have a planned, hicrarchical structure.
But conversations and arguments do not, in general, meet those requirements, The actions of e
C4
one's conversational partner, who in the case of an argument is assuredly not disposed to o
. . . --‘,p
cooperate, can be expected to interfere with any top-down plan spanning several exchanges. S
=
R

Utterances in a conversation must not only further the speaker’s own goals: they must also
relate to what his partner (or adversary) has just said. Thus, unless a speaker can predict.
rather specifically, how his adversary will respond. his utterances cannot be completely

planned in advance.

i-
Approaches to response generation based on the primacy of domain-independent x"}-
. . : . . . L)
argument or conversational mechanisms, whether conceived of as plunning or otherwise, also N
NS
- ~y . . O
suffer the drawback of being overly top-down. Such approaches typically produce a response =
as the result of a series of hierarchically arranged choices which implement. rather directly, a
descriptive theory of the sort discussed earlier in the chapter. (For example, Reichman, 1981,
describes a fairly extensive model along these lines.) The problem they face stems from the
difficulty of choosing among alternatives in the absence of any reason to believe that the :
choices will actually lead to a good response. For example, at the top level, the choices might
-
be as follows: e
NG
e
Attack one of the opponent’s claims. e
CaNa

Re-support one of yvour own claims.

Chunge the subject.

Suppose that the attack option were chosen. The next level of choices might then be concerned

with deciding which of the opponent's claims to attack:

LN
. , T
Attack e last thing he sad,
Attack the clurm that his Tatest utterancee supports, .{:.-'
. . . . "\‘
Attack his chiet climm dominatng this exchunge, -
- .
RN
. . - ‘ AN
Suppose now that the first chorce were taken. The nest choce would be adeamon as to what Tt
TN
kind of attack to make, and the options would to some extent be dependent on the nature of the ROt
’-J\
utterance to be attucked: '
AN
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A
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Attack the relevance of the claim.
Attack the truth of the claim.
Attack the authority cited.

Now suppose any one of these were chosen. In order to formulate a good response based on
the decision to attack the relevance, truth, or authority of some claim, some evidence must be
found in memory to show that the claim is irrelevant or untrue, or that the authority is arguable.
The problem is, there is no reason to believe that any such evidence actually exists, and the
utility of the entire chain of decisions is in jeopardy if none is found.

Thus, domain-independent approaches to response generation are too top-down, because
too many decisions have to be made in the absence of any knowledge about what, ultimately,
will be needed in the way of facts and reasoning about the topic domain to carry out a response
based on those decisions. Such approaches must therefore rely heavily on back-up in order to
produce useful plans. As I have argued repeatedly, the use of arbitrary choice and
backtracking must be avoided in a genuine process model if at all possible. Thus, in a genuine
process model of conversation, decisions about what to say must take into account, as early as
possible, what is known about the subject under discussion. The exploitation of opportunities
for rebuttal uncovered while trying to understand an input is one method for producing a
response that is consistent with this principle.

S. Opportunistic processing: A synthesis

The conclusion to be drawn from the examples and discussion of the last four sections is
that participating in a conversation or argument requires opportunistic processing, that is, both
the ability to formulate plans, and the ability to recognize and pursue opportunities, in order to
satisfy conversational goals (McGuire, Birnbaum, and Flowers, 1981). Obviously, the need
for this kind of flexibility is not limited to conversations: It is a key factor in all kinds of
intelligent behavior. To take an example from Meehan's (1979) TALE-SPIN domain, suppose
that Joe Bear is hungry, and decides to ask Wilma Canary where some honey is. She tells Joe
that she will answer him, if he brings her a worm. In the course of looking for 4 worm, Joc
stumbles across some honey, or perhaps some fruit. If Joe does not eat the honey or the fruit,
but rather continues scarching for a worm to give Wilma, we would say that his behavior was
not very intelligent. But without the ability to notice opportunities in the world that can be used
to satisfy goals other than the ene which is immediately governing his current behavior, that is

exactly what would happen.

5 f-f e A Ca e .",‘ , o

.2 B A
:’f.(‘ ‘l B

P

LS N T

o,

‘h

\ N .."l_ ..‘".‘ .

« o0 oare
%:i*q >

[N ¢
hY
2

e
et A AN

L
I’.'

‘l‘l
a4

H llx’l{l{'ljl.j

iy,

".'1.' l; R
»

FEI ]

.'

S e S
.

Ve

.‘\\

P LR

A

1

« ?
]

v o

]‘l

-

4.,

e s ot

o+ 3

¢



L N

Recent research on planning and problem-solving has begun to address this point.

Hayes-Roth and Hayes-Roth (1979) have proposed a model of opportunistic planning in which
the planner’s decisions in formulating a plan are not strictly hicrarchical. Rather, decisions and
observations at a given level of abstraction in the plan can influence not only the more specific
levels that it dominates, but can also suggest opportunities to more abstract levels. Thus, for
example, when planning to buy several items, including milk and cggs. the planner will notice
an opportunity to achicve one of its currently active goals -- to buy cggs -- while constructing a
plan to go to the store to buy milk. It will then plan to buy both milk und eges at the store.
(Hobbs, 1979, has pointed out the influence of something akin to this form of opportunism in
conversational behavior.) However, their model only exploits opportumities that arise while
planning, not while executing plans. Thus, new goals cannot be formed as a result of noticimg
opportunitics to achieve them. The difference between these two varicetios of opportunism can
be illustrated with another story from the shopping domain. Suppose a plunner decides to go
to the store to buy milk. In the course of executing that plan, while at the store, he notices that
eggs are on sale. Realizing that he will need eggs in the near future, he checks to see whether

he has sufficient funds, and if he does, he buys some.

To take another example from the TALE-SPIN domain, suppose Joe Bear s searching
for ¢ worm to give Wilma Canary, «o that she will well him where he can find some honey.
in the course of that search he should happen to come across some water, then, it he s thirsty,
he should realize that fuct and drink some water. Teis this sort of execution-time opportunism
that is necessary for Joe Bear to behave intelhgently i the TALE-SPIN vignette presented

carhlier as well.

Wilensky's (T9K3) theors of meta planniny comes closer to satistyime the requirements
for full opportunistic behavior, The most salient feature of the theors s s emphasis on gol
detection as o central issue i plannimyg and problem solvine That oo a planser must be able to
Breure out what ats goals should be o a oiven sttaation e Walenshy s modet the chiet
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:“".j
the opportunity. In actuality, this must be a decision as to whether or not to pursue the goal -‘_'.:,
. . “ale
that the opportunity can further. This in turn depends on what other goals the planner has N
active, including both previously active goals and those presented by other new opportunities, N
. . . . b
and of course, the time and resources that will be necessary in order to achieve each of these ::\f.
. - . ‘)
goals. In other words, much of the effort required for opportunistic planning must be devoted e
Ly
. . . . . . . . LY
to reasoning about goals: their desirability, their cost, and their interactions. Reasoning about RSt
goal interactions, in turn, requires reasoning about the possible plans for carrying out those T
goals, and their interactions. :‘_-\.'_'..-'.
‘\.__
. . : : o
At this point, the complexity involved in opportunistic processing might seem PN

prohibitive, especially in a time-limited situation like a conversation. One way to reduce this

. '
< et
LA

complexity is to pre-plan, not at the level of what actions to perform given a certain situation in

’

SALA SN
5N
e

the world, but rather more abstractly about what goals to pursue in a given sit1ation

&

LY
:f'-"\

characterized by several active and interacting goals. For example, if one has some idea of the
kinds of goals that are likely to arise in some situation, setting their relative priorities ahead of
time, instead of having to figure them out on the fly, is probably very worthwhile. Or, one

might plan to always choose, from within a given class of desirable goals, the cheapest

opportunity that presents itself. This sort of pre-planning, at the level of priorities and costs, o
seems to correspond to our intuitive notion of the strategic level in planning. S
N
A
The application of these ideas to planning in arguments requires identifying argument _’.f.*-
goals, and strategies that choose among several possible goals. A very simple example of such :'.j::
a strategy might be to always exploit an opportunity to attack an erroneous factual claim of your =
opponent’s. This strategy would be cheap to use, because most such opportunities would arise :::i::‘
during the attempt to understand the erroncous claim. Thus, the work of determining that the ,~
claim was false, and why, would already have been accomplished. Because it is cheap, it ;":::
would casily satisfy the general imperative of responding to your opponent’s last utterance in a T
relevant way. It effectively pursued. the strategy would satisty the goal of casting doubt on
vour opponent’s credibility, and adding to your own. In this respect the strategy is quite .:;j:i:;
ageressive. Butin another sense. the strategy s rather passive: It would allow your opponent \v‘
to set the agenda by making provocative claims. Thus, the unconditional use of this rule would ’\--‘
reflect a decision, whether explicit or not, to set @ higher priority on the goal of attacking the .-\'E}: '
opponent than on the goul of controlling the agenda. ;"i:
Y
W

6. Conclusion

At the end of the last chapter, Fargued that planning decisions must take external context
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into account as early as possible in order to avoid backtracking. [ also pointed out that the
ability to take such external considerations into account during planning and plan execution was
necessary in order to recognize and seize fortuitous opportunities to pursue a goal. In other
words, I argued that an integrated model of planning would also be, in the best case, an
opportunistic model of planning. In this chapter, I have shown that these two requirements do
in fact converge in the domain of conversational planning, particularly in arguments: A
conversational planner which is capable of avoiding arbitrary choice and backtracking in

constructing a response will be an opportunistic conversationalist.

An opportunistic planner must set its goals not only as a result of planning to achieve
previously active, higher-level goals, but also by assessing the goals that its current situation
presents opportunities to pursue. However, the ability to recognize when a situation seems to
facilitate the achievement of a worthwhile goal puts a heavy burden on the perceptual,
inferential, and memory capabilities a planner uses to understand and assess the situation in
which it finds itself. To some extent, this burden can be eased if the planner has a general
characterization of the sorts of opportunities that might arise in a given situation. For example,
it seems reasonable that, when going to a grocery store, a planner should expect that some
items may be on sale, although exactly which items will be unknown. However, in order to
notice truly unexpected opportunities, a planner must be able to infer new goals from features
of the situation not necessarily related to its currently active goals. We will return this problem

in the next chapter.

Finally, the application of these ideas to conversational behavior offers the promise of a
model that avoids many of the problems inherent in previous approaches. An opportunistic
conversationalist would be able to set conversational goals in part on the basis of what its
inferential processing uncovered in the course of understanding the content of the discourse.
In particular, this would lead to a less top-down approach to the formation of responses, since
the discovery of a potential response would determine which conversational goal to pursue as
often as, if not more often than, the reverse. It is also worth noting here that the situations
which provide these opportunities for response are themselves the result of the inferential
memory processing that constitutes understanding: Opportunitics exist not just in the world but

in our thoughts.
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CHAPTER 8

RECOGNIZING OPPORTUNITIES

1. Introduction

The most difficult and important component of opportunistic behavior is simply noticing
that there is an opportunity, for the ability to exploit an opportunity depends, first and
foremost, on being able to recognize its presence. An opportunity exists when the situation in
which an agent finds himself meets certain conditions that may facilitate the pursuit of one of
his goals. Thus, there are two aspects to the problem of recognizing an opportunity. First, an
agent must be able to recognize the presence of those features of the situation that constitute the
opportunity -- that is, the conditions that facilitate the pursuit of some goal. Second, he be able

to recognize that those features do in fact constitute an opportunity -- that is, he must be able to

determine the goal for which those features constitute an opportunity, and understand why its
pursuit is facilitated by their presence. To distinguish these two aspects of the problem, of
course, does not imply that they are resolved by distinct processes within an opportunistic
planner: Recognizing the features that constitute an opportunity may be just as dependent on
recognizing the goal for which they are an opportunity as the other way around. But however
it is accomplished, the recoguition of opportunities must contend with the fundamental problem
that they often seem to arise when they are not expected. Thus, recognizing potential
opportunities entails noticing that certain features of a situation are relevant to the pursuit of

goals other than those which govern the agent's current behavior in that situation.

Once those features of a situation which constitute an opportunity have been recognized,
and the goal for which they are an opportunity have somehow been "brought to attention,” an
agent must devote some effort to determining how good the opportunity is, whether, and if so,
how, it should be pursued, and so on. However, although the reasoning involved in such
decisions is complex and by no means well understood, the functional rationale for such
processing within an opportunistic planner depends first of all on being able to recognize
opportunities. Moreover, although an opportunistic approach will undoubtedly have an impact
on how and when such processing is carried out, in a more general form these are issues which
must be addressed in any theory of planning. The central and unique problem which must be
addressed by a theory of opportunistic behavior, therefore, is how to detect opportunitics, and
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"activate" the goals to which th.y pertain. That is what this chapter is about.

Several difficult issues arise in attempting to address the problem of recognizing
opportunities. First, there is simply the problem of recognizing the presence of those features
which constitute the opportunity. How much and what kind of processing is required in order
to recognize the presence of such features, and why is that effort expended in any given case?
If the features are simple enough or important enough, it may be the case that the agent can
carry out the processing necessary for their recognition at all times, regardless of context. In
general, however, this will not be possible: If a relevant feature is sufficiently complex, the
processing necessary to recognize it may be computationally too expensive to carry out unless
there is reason to believe that it would be useful to do so. In other words, in most cases there
must be some specific reason why such processing would be undertaken. There are two
possibilities: Either the processing necessary in order to recognize a feature has been
performed in the service of some orher goal which is currently being pursued by the agent, or
the goal for which the feature constitutes an opportunity irself plays some role in the
recognition of that feature. In any case, the greater the amount of effort required to recognize
the presence of some feature which constitutes an opportunity, the more pressing becomes the
question of why that effort has been expended. Moreover, even if the recognition of a feature
seems relatively unproblematic, it does not follow that it will be trivial to realize that the feature
in question actually does constitute an opportunity, and to activate the relevant goal. Again, the
greater the effort required to recognize that some feature constitutes an opportunity, the more

pressing the question of why that effort has been expended.

To some extent, the distinction drawn in apportioning the effort necessary to establish
that an opportunity exists between "feature detection” and "goal activation” is somewhat
artificial. Regardless of how the pic is cut, however, the more effort that is nccessary to detect
a given opportunity, the more important -- and more difficult -- it is to justify why that effort
was made. There is, in other words, a great deal of pressure to construct models for the

recognition of opportunities which minimize the cffort required. On the other hand, it seems

likely that the subtlety of the opportunities which can be detected will depend on the amount of

effort devoted to that task. In view of this trade-off, in this chapter I will present several
different architectures for recognizing opportunities, varying in the amount and kind of effort
devoted to the problem, and also varying, as a result, in the subtlety of the opportunities they
are capable of recognizing. Thus, to the extent that the reader believes that people are capable

of noticing opportunities of a given subtlety, that ability constitutes evidence for the necessity

and feasibility of an architecture capable of a similar level of performance.
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2. The "mental notes" model

Opportunistic behavior depends on the ability to activate goals under circumstances
which facilitate their pursuit. Thus, goals must be linked in memory to descriptions of
situations in which such opportunities might arise. They must, in other words, be indexed in
memory in terms of features which indicate opportunities for their achievement, so that they
can be activated upon the detection of such features. Thus, the question of where to store a
goal in memory depends on when it should be activated. When will an opportunity to pursue
an unsatisfied goal tend to arise? The most obvious answer is when the conditions that
prevented its immediate satisfaction -- usually, the absence of some necessary preconditions --
no longer hold. [t follows, then, that whenever a goal is formed, if it cannot be immediately
satisfied, it should be indexed in terms of the unmet preconditions that prevented its

satisfaction.

Suppose, for example, that you needed some item -- ¢.g., a technical book -- that you
didn't possess. In order to possess the item, you might need to go to a certain store, say the
Yale Co-op. in order to buy it. You might just go to the store immediately and purchase the
item. On the other hand, that might be impossible at the moment or else not worth the trouble.
Where then should the unsatisfied goal "buying a technical book at the Yale Co-op” be stored
in memory? On this approach, it would be indexed in terms of the missing precondition "agent
1s at the location of the Yale Co-op.” In other words, you would just make a "mental note” that

the next time you passed by the Co-op, you should go in and buy the item.

Opportunitics to pursue a pending goal may also exist whenever other, similar goals are
active, since the conditions under which they are likely to be pursued are, on account of their
similarity, likely to facilitate the pending goal as well. Thus, an unsatisfied goal should be
indexed with other, similar goals in the planner's memory, so that it can be casily brought to
mind when those other goals are contemplated or pursued. For example, the goal of buying a
technical book at the Co-op would, presumably, be represented in memory in terms of -- and
could therefore be indexed under -- more general goal/plan structures, such as “shopping at the
Co-op,”" or "buying a hard-to-find item.” which in turn would be represented in terms of a yet
more general “shopping” goal/plan structure. That is, the unsatisfied goal of buying a technical
book at the Yale Co-op should be stored with other. similar goals in a goal/plan hierarchy in the
planner's memory. Whenever the planner then happened to form the goal of buying something
else at the Co-op., or happened to be shopping at the Co-op, the goal/plan structures that deal
with this situation would presumably be retrieved or activated to guide his planning or

behavior.  And since the unsatisficd goal would be stored theve as well, it too could be
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activated.

One of the major strong points of the "mental notes” model is its simplicity, in that it
does not attribute very much processing power to the pending goals themselves. Rather, the
whole idea of this model is that goals are brought to the attention of some other process, a
central planner of some kind concerned with determining priorities among active goals and
constructing plans to pursue them. Even so, of course, some processing must be devoted to
the detection of opportunities. First, there is the processing that is required simply in order to
recognize the feature or cluster of features which constitute the opportunity, and in terms of
which the goal is therefore indexed. On this approach, however, the presence of the goal itself
plays no role in that processing: It must be a natural consequence of processine tha. is being
carried out for some other purpose. For example, recognition of the feature might be an
inevitable consequence of the processes used to perceive and understand in any situation. Or,
more generally, it might be that recognition is dependent on the coincidental influence of some
other goal which is also concerned with that feature, but for some other reason. In those cases
when a goal is activated because another, similar goal has been activated, almost all of the
relevant features of the situation -- e.g., buying something at the Co-op -- would be
recognized, and the right place in memory accessed, all in the service of that other, similar
goal. Whether due to context-independent processing or the influence of some other goal,
however, in the mental notes model the recognition of a feature which constitutes an
opportunity 1s entirely "bottom-up” with respect to the goal for which it constitutes an

opportunity

Although the mental notes model does not entail devoting any special effort to the
detection of features that might constitute opportunities, activating the goals for which they
constitute opportunitics does require a certain amount of special processing. Even if an
instance of the feature (or cluster of features) in terms of which a goal 1s indexed has been
detected, it does not automatically follow that the goal will be activated or retricved. There are
likely to be many other concepts, features, or structures indexed in terms of or somehow
associated with the given feature. However, an exhaustive investigation of all of these
structures seems unrealistic. Moreover, “spreading activation” or "marker passing” -- while
perhaps relevant to the general problem of opportunistic planning -- are not relevant here. Even
supposing that all concepts associated with a given feature are somchow "activated™ or
"marked,” they must still be investigated by some other process to determine whether or not

there is a pending goal among them.

Thus. some sort of special status must be bestowed upon the pending goals which are
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indexed in terms of a given feature or structure, so that if an instance of that feature is detected,
the pending goals in particular will be brought to the attention of the planner as a whole. There
are several ways in which this could be accomplished. For example, a special "pending goal”
link might be used to connect goals to those features which indicate an opportunity for their
pursuit. Whenever an instance of a feature were recognized, all of the "pending goal” links
attached to that feature, if any, could be investigated, and the pending goals to which they point
could then be activated and brought to the attention of some central planning process (unless
perhaps there were a crisis which demanded all of the planner's attention). Alternatively, a
pending goal might be able to call the central planner's attention to itself whenever the feature in

terms of which it is indexed were recognized, e.g., by placing itself on a queue of active goals.

These two methods are, essentially, equivalent. The first is a bit more "serial” in flavor
-- it is based on the notion of "polling" -- while the second seems a bit more "parallel” -- it is
based on the notions of "demon" and "interrupt." But in either case, pending goals are singled
out as special entities to which some extra processing is devoted simply by virtue of the fact
that they are pending goals. Thus, even in its simplest form, opportunistic behavior requires
attributing a certain amount of processing power to goals in order to recognize opportunities for
their pursuit. Sufficient attention must always be devoted to pending goals to enable their

activation upon the recognition of the features in terms of which they have been indexed.
3. Mental notes: Elaborate and index

The mental notes model which was presented in the last section is rather simple,
probably too simple to account for the opportunistic abilities of human beings without
substantial modification. Consider, in particular, the case in which some opportunity t¢ pursue
a goal presents itself other than the one that was originally planned for. For instance, to
continue with our example of buying a technical book at the Co-op. consider all of the other
ways in which the goal of gaining possession of the book might be accomplished: You might
happen to pass another store that might have the book that you need, in which case you could
buy it there. Or, someone might tell you that they plan to go to the Co-op. in which case you
could ask them to pick up the book for you. Or, you might run into a collcague who might
have a copy of the book, in which case you could borrow it from him. Or, indeed, you might
encounter someone who can tell you what you needed to know from the book, and by thus
satisfying the higher goal which gave rise to the intention to buy it in the first place, render its

purchase unnecessary.

The import of such examples is clear: If the conditions which constitute an opportunity
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to pursue some goal have been characterized too specifically -- if, in o her words, the goal has
been indexed in terms of overly specific features -- then there will be many cases in which it
will not be aroused even though an opportunity for its satisfaction is present. On the other
hand, characterizing the opportunity to pursue a goal too abstractly -- that is, indexing the goal
in terms of highly abstract features -- makes it much more difficult to retrieve the goal under
any circumstances: Such abstract features will tend to be more difficult and expensive to
recognize, and so it is less likely that the processing necessary to do so will be carried in any
given situation. For example, we can presume that if an agent is in close proximity to the Yale
Co-op, and it knows what the Yale Co-op is, then the Yale Co-op will be recognized -- i.e., the
feature "Yale Co-op™” will be recorded as present, or "activated.” But if the feature in terms of
which the goal is indexed is more abstract -- e.g., something like "source of technical books™ --
then we cannot assume that the agent will automatically generate such an abstract description
tor any given bookstore, library, or colleague which he happens to pass by. Unfortunately, if

he doces not, then the goal will not be aroused.

The dilemma then, 1s this: If a goal is indexed too specifically, opportunities for its
achicvement may be missed, since the specific feature in terms of which it is indexed will not,
in al! probability, be present in many cases in which an opportunity nevertheless exists. On the
other hand, under the mental notes model, a pending goal does not play any role in the
recognition of the feature which signifies an opportunity for its achievement. Thus, such
recognition is entirely dependent on processing that is carried out either automatically or
comncidentally in the service of some other goal.  But the more processing that is required, the
less Tikely 1t is that such processing will be carried out either automatically coincidentally.
Thus. 1t a pending goal 1s indexed too abstractly, the feature in terms of which it is indexed
will, in all likelihood, not be recognized even in many situations in which 1t happens to be

present. Once again, therefore, many opportunities are likely to be overlooked.

One solution to this dilemma within the framework of the mental notes model 1s to spend
some effort, when a goal is formed, to determine a number of situations in which it might be
casily satistied -- for example, by constructing several incomplete plans for the goal in order to

identify the relevant preconditions -- and then index the goal in terms of all of the features that

might arise in such situations (this idea is originally due to Dehn, in preparation). Thus, rather

than just thinking of one plan that might enable you to achicve some goal, you would think of

as many as you could, and then go ahout indexing the goal in terms of all the preconditions for
all of those plans -- or at least the problematic ones. For example. in addition to the Co-op.
yvou might also index the goal to get some technical book in terms of features representing

certain other bookstores, as well as the engineering library. Such additional work might also
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be done incrementally whenever the goal were active for any reason. By indexing a goal in
terms of several different opportunities in this way, the probability of actually recognizing an
opportunity for a given goal is improved, without depending on the derivation of complex,
abstract descriptions of situations in which the agent finds itself. On the other hand, even with
this elaboration the mental notes model has certain inherent limitations: It does not enable an
agent to recognize opportunities other than those which it has anticipated -- and which, a
fortiori, it is able to anticipate -- and for which it has prepared by appropriately picking the
features in terms of which to index its goals. In particular, therefore, it does not enable an
agent to recognize novel opportunities, which, by their very nature, cannot be anticipated. [
will return to this problem later in the chapter.

4. Structured features and the two-tier model

On any account of opportunistic behavior based on the mental notes model, a pending
goal cannot be indexed in terms of a particular instance of some feature which constitutes an
opportunity, since the agent cannot know in advance the particular situation in which the
opportunity will arise. Rather, it must be indexed in terms of the rype of the feature which
indicates an opportunity for its pursuit. If any instance of that type were detected, the goal
would then be brought to the attention of the planner as a whole. However, in the mental notes
model, no particular effort is expended to recognize an instance of such a feature, since the
pending goal itself plays no role in the recognition of the feature or features in terms of which it
is indexed. Under such conditions, the process of recognizing an instance of the feature -- in
other words, of establishing that it is an instance of the given type of feature -- cannot depend
on the application of sophisticated and expensive processing, since there is no guarantee that
such processing will in fact be carried out in any given case. Thus, the feasibility of the mental
notes model depends on being able to recognize, rather immediately, an instance of the feature

type in terms of which a goal is indexed.

In many cases this is not terribly difficult, because the description of the situation may
include an explicit representation of the type of the feature -- thatis, an instance of that feature
type is represented by directly invoking the name of the type itself. For example, if the
opportunity depends on the presence of an instance of the feature type "Red.” and if the
situation is described as containing an instance of that feature -- that is_ if red is present -- then
that description will entail the use of precisely the symbol which stands for the feature type
"Red." In other words, once a description of some situation has been assembled, the presence

of instances of the feature types which are explicitly and directly employed in the representation

of that description can be trivially determined by inspection.
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What if this is not the case, however? An instance of some feature type may implicitly
exist in the representation of some situation even though the symbol associated with the type
itself is not explicitly present in that representation. In such cases, determining that the
situation includes an instance of the feature type -- and explictly representing that fact -- will
require further inference, even though no additional information about the situation needs to be
included in the description in order to make that determination. The importance of this problem
for opportunistic planning is that such an explicit representation of a feature type seems
necessary if that feature is to be employed as an index in memory, and thus permit the
activation of pending goals for which the feature constitutes an opportunity (although see
Hopfield, 1982, and Ackley, Hinton, and Sejnowski, 1985, for some recent attempts to
construct memory models that do not depend on the use of explicit names in indexing). That
is, 1t is not enough in the mental notes model that some feature be implicitly present in the
description of the situation -- to be used as an index, its presence must be explicitly determined

and explicitly represented.

It may seem, at first, difficult to understand how the recognition of an instance of some
feature in some situation could be problematic when all of the information necessary to
determine its presence is already available in the representation, or even more, when all of the
components that make up the feature in question are already themselves explicitly represented.
But this is exactly the case when the feature in question is a complex structure of other features.
Let's consider once again our example in which the agent's goal is to buy a technical book at
the Yale Co-op. The actual feature of the world which constitutes an opportunity to satisfy this
goal i1s not simply "Yale Co-op.” but rather "Agent is near the Yale Co-op."” This feature is a

0o

complex combination of other features -- e.g., "agent,” "near,” and "Yale Co-op" -- and it is
not clear that such a combination of features would automatically be constructed even if the
Yale Co-op were recognized. That is, the representation of the situation might not even include
all of the information necessary in order to recognize such a complex feature. If it did not, then
the agent would not be able to recognize the opportunity. In this particular case, of course, it is
likely that such a description would in fact be constructed simply for navigational purposes,
because an agent trying to get around in the world would naturally be constructing such

descriptions about its location in order to plan and monitor its route.

However, even it all of the information necessary is present. and such a description is
constructed, it does not automatically follow that the feature types to which it corresponds, and
in terms of which the goal to buy the book is indexed. will in fact be called to mind. Even
leaving aside the recognition problems posed by such abstract features as "source of technical

books," it usually takes a fairly sophisticated form of pattern-matching -- indeed, it requires an
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inference -- simply to recognize that a given feature applies to a given situation. Such an effort :‘,:"
is necessary as soon as the features in question are not explicitly named in the description of the ::E}:a
situation, but rather comprise some structured combination of such features. A planner might d;'
describe a situation in terms of the complex representation "Agent is near the Yale Co-op,” and ,?:::-'
still not recognize that this description exactly matches a complex feature in its memory. For ;:',':._
unlike a feature like "Red,” or even "Yale Co-op,"” this instance of the feature need not use the {ff;‘ )
exact same symbol as the corresponding type indexed in memory. It is true that both ‘“'
descriptions use the same component symbols -- "Agent," “near," and "Yale Co-op” -- but this :-j:'.'-';
alone does not guarantee that the matching description in memory will be recognized and ,
retrieved. Morcover, the more abstract a feature is, the more likely it is that even its ',f::f:.'_'.
components are not explicitly represented in the input, even when all of the information
necessary to establish their presence, and its own, 1s in fact explicitly represented. :\
AR
To put this another way., any process that is capable of determining the presence of a ::::‘:‘:
L o

complex, structured feature, must be sensitive not only to the presence or absence of its
component features, but to the structural relations among those features. For example, merely

from the presence of the component features “agent,” "near,” and "Yale Co-op," one cannot

infer that the “agent is acar the Yule Co-op.” It might be, rather, that the agent is near his

televiston set, and watching & story about the Yale Co-op on the evening news. Even the

presence of the features "buy™ and "Yale Co-op” arc not themselves sufficient to indicate that ._-':L_‘:;
o
the goal/plan structure "buying something at the Yale Co-op” i1s applicable: One might be :“C"'
reading a story about the Yale Co-op buying a new building. Complex or abstract features are ‘:::’
not merely unstructured bundles of more primitive, component features -- rather, they are e
structured sets of such features. The component features out of which they are constructed ‘-'."'_t‘..",
must bear certain relationships to each other. In order to keep such relationships straight, an
inferential memory system must be able to manipulate vanables and variable bindings -- which : ‘:i::
15 to say, it must have the symbol-manipulation abilitics of such programming languages as _ ) -
Lisp or Prolog. The process of detecting complex or abstract features such as "agent is near S
the Yale Co-op.” or "place where technical books are available,” depends on having this ::,'“f:_
capability and employing it in the recognition of such features.
But the need to employ such sophisticated pattern-matching capabihities immediately E::’,:
poses a severe problem for any version of the mental notes model:  Why «hould such :E::i
processing be performed? Unless there is some active goal which is specifically concerned ,:*;;
with a given structured feature, it seems hard to justity expending such an etfort to detect its * ¢
.

presence and explicitly represent it. Indeed, it s to avoid exactly this sort of problem that

model was elaborated to include the muluple indexing of goals under features which wre not
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overly difficult to recognize.

To some extent, this problem can be sidestepped if the feature in question is of interest to
another, currently active goai, and this is a reasonable expectation if that goal is itself very
similar to the goal for which the feature might constitute an opportunity. Thus, there is no
particular difficulty in recognizing that the description "agent is at the Yale Co-op™" matches the
precondition for buying a technical book at the Yale Co-op if one is going to the Yale Co-op to
buy something else, because that feature is relevant as a precondition for the active goal. In
general, however, it cannot be expected that the feature which constitutes an opportunity for
one goal will also be of interest to another goal that happens to be active. For example, if the
agent simply passes the Co-op on the way to some other destination, he may fail to recognize
that the precondition for buying the book he wants has been satisfied. and that an opportunity

to pursue that pending goal therefore exists.

Probably the simplest solution to this problem is to index goals in terms of single,
specific features such as "Yale Co-op.” instances of which are likelyv to be easily detected in a
description of the situation, rather than in terms of complex. structured features such as “"agent
is near the Yale Co-op.” However, the use of simpler features in this way will, inevitably,
result in the goal being called to mind in many circumstances which do not actually constitute
an opportunity for its pursuit. For example, suppose one 1s reading about the Yale Co-op's
financial situation in the local newspaper. The feature "Yale Co-op” will be present in this
situation. Should the goal of buying a technical book at the Co-op then be called to mind?
Suppose one passes the Co-op late at night, or on Sunday, when it is closed. Should pending

coals be called to mind under such circumstances? Are they, in fact, in human beings?

It coals are indexed in terms of such relativeiy unstructured features -- which are more
casily detected -- then, as the examples above iilustrate. we can assume that there will be many
false alurms. Thus, the feasibility of this approach depends on how difticult it is for the
planner as a whole to determine whether or not 4 goal which, superficially, looks relevant in
the current situation. s in fact relevant. That is, this approach Teads to a partivon of the
detection problem into two phases. One s a simple noticing process which tends to overdo it

- that s, 1t ams tor completeness and thus gives many false alurms. The other is @ more
cautious and expensive mferential phase. which bas the task of determining whether or not a
hrota tide opportumty exists, Forexample, whenever the teature “Yale Co-op™ were present in
come perceptual mnut - or evenan some plan or thought of the agent’s -- the goal of buying
the techmical book would be aroused. Inferential processing would then be employed to

detwrmine whether or not the actual preconditon which invaolves this teature -- namely,
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proximity to the Yale Co-op -- in fact held, and therefore whether or not an opportunity actually
existed. If so, then the agent would recognize an opportunity, and decide whether or not it
should be pursued. If not, then the goal would be dismissed. (A goal might also be dismissed
as not sufficiently important given other currently active goals without even bothering to
determine whether an opportunity actually existed.) In effect, under this eiaboration of the
mental notes model, the problem of noticing an opportunity is approached using a generate and
test architecture. Goals are activated by the presence of instances of easily detectable teature
types in terms of which they are indexed. They are then brought to the attention of the planner
as a whole, which in turn determines whether or not an opportunity actua'ly exists using more
sophisticated inferential processing.

In sum, the mental notes model attempts to minimize the attribution ofinferential power
to the pending goals themselves, avoiding the problems and costs inherent m the recognition of
complex features by stipulating that such goals are indexed in terms of relutively ample
features that do not require the heavy use of inference in order to he detected and exphatiy
represented. However, in - to avoid missing many opportunities. the use of relatnvels
simple features in this way will result in 4 tendency to overestimate the presence oo
opportunities. Thus, once a goal 1s aroused on account of the presence of some simple featire
that might indicate an opportunity, more sophisticated nferential processing must be crmpios e
to determine whether or not the complex, structured feature that would actually Comstae o

opportunity is in fact present. This is arwo-rier model of opportunity recognition

5. Goal arousal and inferential processing

On the two-tier model sketched out in the Lust sectionsa pending goal cari be cre o
two possible states of arousal, distinguished by the computational resnurces dos ot oy
goal. If a goal is in the low state of arousal. no particalar eftort s here e
features that might constitute an opportunity for that goal  However satt oo
always devoted to a goal in this state so that. should one of those feat oy reer
recognized, the goal will be elevated to a high state of arousygl Thes bt v
distinguished by the fact that if a pending goal 1 i such g stares spes 0 e o

towards the recognition of complex features that constitire pose
pursuit. In other words, inferential resources are devored oo
just as they are to a goal under active plannine or pursaet Pedecs

attempt to determine whether or nota genuine ¢ portunits cvcs -
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accurately, to pursue the main goal without having to suffer one or more of its distasteful
aspects -- then it is important for the planner to recognize such an opportunity, and further, to
determine whether or not the conditions that led to that opportunity can be replicated in the
future. For example, you might throw something in the trash that turns out, unexpectedly, to
neutralize bad odors, and then perhaps realize that you can use this substance in the future
whenever the trash smells bad.

One of the most important aspects of the story sketched out above is that the opportunity
which 1y recognized to pursue the main goal while avoiding the unpleasant consequences is
novel  the planner did not, and could not, prepare for it ahead of time. No effort was spent
indexing the frustrated goal in terms of relevant preconditions, because the planner was no.
onginglly aware of any feasible plans by which it could be pursued. Rather, the recognition of
the opportunity in this case depends on two factors: The failure of the expectation that the
zarbage wiil sinell bad - or to put this another way, of the expectation that the goal of avoiding
had odors will be trustrated - and the recogmition that this failure resolves the conflict. In
other words, the apportunity arises because the situation presents us with an unexpected
resodution of the goal conthict between taking out the trash and avoiding bad odors. In a sense,
the goal tor which an opportumity exists 1y the goal to resolve this goal conflict. The
recoetahon that such g hehiv abstract goal has been or may be fortuitously satisfied, however,

ferends o the computstion of a highly abstract and structured representation of the situation,

ettt earhs requres o heay commutment of inferential processing.
Proe e cone miade Bere o that pending goals may be in ditterent states of arousal
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avoided, while an opportunity may be fleeting and similarly require split-second decisions to be
seized. Thus, given that many features of a situation may be relevant to the pursuit of many
goals, it is clearly necessary to devote effort to considering more important goals first. In the
simplest case, for example, more important goals might have a "louder voice” in calling

themselves to the attention of the planner as a whole.

Once the factor of importance is taken into account, the possibility is also raised that
some goals are so important that extra effort should always be devoted to recognizing
opportunities for their pursuit or threats to their satisfaction. That is, there 1s good reason to
believe that some goals may be so important that they should always be aroused and active.
For example, in an environment where lack of food is a constant problem, a person will
probably notice and attempt to pursue almost every opportunity to get food, even if he 1s not

hungry at the time the opportunity arises.

In sum, taking the mental notes approach, we start by assuming that goals are endowed
with the minimum capacity necessary to call attention to themselves when an opportunity seems
to exist. However, this leads to a model in which there will be many false alarms, which in
turn motivates the application of more sophisticated inferential processing to determine whether
an opportunity actually exists. Once we see that such interential capacity must be allocated to
goals which have been aroused because they are potentially relevant, the ways is open to
allocate such capacity for other reasons as well: Either because of their relation to other highly
aroused gouls, or simply because they are deemed very important.. This marks o step away
from the mental notes model - i which pending goals are conceived of as “actve™ only in the
sense that they can call attention to themiselves it the feature in terms of which they e indexed
iy Jearly present towards o model in wihich pending goals may sometimes or alwas s be
actve mthe much stronger sense that they are allocated imferential capaaity dedicated 1o the task
ot nohcmye apportnmities tor thes pursunt
and

6. Inference novel opportunities
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-- simply cannot be recognized.

For example, suppose that you need to know about something and decide to get hold of
some particular book to find out about it. You might form the plan of buying the book at the
Co-op. But, will you be able to recognize when another opportunity presents itself? What
about another bookstore? What about a library? What about a colleague's private collection of
books? What about a new plan altogether -- such as finding out what you need from &
knowledgeable colleague directly? In these cases, it seems clear that the goal cannot be indexed
directly in terms of the feature that constitutes the opportunity -- or else, if it is, that feature 1s

highly abstract and far removed from perceptual inputs.

Even though a novel opportunity for a goal cannot, by definition, be directly linked to
the feature that constitutes the opportunity, there must of course be some indirect link between
them, in the sense that there is a series of inference rules which connect the feature to the goal
in some way. Otherwise, the agent would never be able to recognize the opportunity at all.
This is just another way of saying that the agent must have the requisite causal knowledge to
understand how the feature facilitates the achievement of the goal if he is to recognize the

opportunity.

Once it s granted that some kind of path exists in memory between the feature und the
goal, however indirect, it is tempting to rely on something like "spreading activation,” or
“marker passing.” or some other sort of automatic memory search mechanism, to somehow
trigger the feature in terms of which the goal was originally indexed. Thus, for example, it the
feature were quite abstract -- “place where technical books can be found™ or “person who
knows about subject X' -- then we might simply assume that if we pass a place or that person
that hud such properties, those features would automatically be recognized, or at least aroused
m some way. Or,f the feature were quite specific -- e.g.. " Yale Co-op” -- then upon passing
another Targe bookstore, the features that it shares in common with the Yale Co-op would

“remimd” the agent of the Co op, and henee activate the goal.

There are several problems with such an approach, however. Frirstoitis always possible
for shetch out a story tor the recogniion of some opportumity ustg narker passig or spreading
AU ation, sompis by postulating that the appropriate hnks exast. and that too many ot the

mapproptate’” ks donot so that the goal iy question will be activated without activating
o miny other goals that the system hecomes hapelessly bageed down How well it could he
cxpected towork m o highly mterconnected memory with many goals s howeser. open te
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Second, these methods still depend on pre-existing connections between structured ::-C
. features and their components, so that activation or marking of a component or components ,\
leads to activation or marking of the structure in which they play a role. What I now want to .
show is that there are features instances of which cannor be recognized using marker passing or j:::.'_
spreading activation over pre-existing connections, because they are abstract features which Z:_:j
by have no pre-existing connections with their components in any given instance -- or at least, .'
N with any of the components which are likely to be themselves explicitly present in the ,_..
A representation. Inferential processing must therefore be devoted to the task of recognizing such ":
X features if at any time the agent wishes to determine their presence. Thus, an opportunistic
: planner which can recognize opportunities on the basis of such features must devote inferential \_‘_
! effort to detect the opportunity, either in the service of the goal for which the opportunity ,
. exists, or in the service of some other goal. .'_:f.
: X
‘e Let us see how to construct such features. They must be structured patterns of more '
primitive, component features, in which no single component feature can be expected to be [
N directly linked with the larger feature of which it s a component. Consider phenomena such as ’
. punning or doubles entendres -- the latter are simpler so we will stick to them. A dowble i’_'.:'-
\ entendre is an utterance with two meanings, one usually not quite socially acceptable. both ‘_:E:'.
, meanings of which are intended and significant in the context. A double entendre 1s usually .
. considered humorous, and the person who utters it witty. :i::
‘_ Frest of all, it should be clear that dewdbles enrendres are a good example of the sort of :'
v capability that opportumistic plannig s intended to account for - A speaker cannot and clearls
. does not,alwavs plan out such utterances m advance. Rathers what seems 1o be the case s that
X the speaker starts to say something, and then realizes that, 1t he completes the utterance :_ :
. appropriately, he will be able to conves two distnct but sabient meanmgs m a hamorous -

tashion The precondition tor a dowdble entendre thenois that some word o phrase n the

: prerance has two meaning s, both approproate i the contexts hut approsiate i somew by <
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. ditterent wass The speaber starts to plan ont the utterance of some thoge by deares thae s
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Figure 8-1: Precondition for a double entendre e
.}_‘,:v
o .F.'
. . . . .. . N
Now, the point here is that this precondition does not depend on the presence of any particular —
N
feature -- not the presence of the particular word or phrase, or the particular meanings, or the e
. : . R
particular context. Rather, its essence lies in the way that all of these elements are related to PASAY
one another. Thus, all possible instances of this pattern cannot possibly be connected to the ;:
A
general type of the concept. That would entail wiring up all possible combinations of words ";

and phrases -- an impossible task in and of itself, given that all phrases cannot possibly be
exphcitly represented in memory -- their meanings, and contexts in which they might be
relevant, such that if all the right primitive features were present -- this word, those meanings.

that context -- then, and only then, would a double entendre be present. This s simply absurd

on the face of 1it. Thus, the recogmuon of a double entendre, or of its precondition, s exactly

the sort of problem that “spreading activation™. "marker passing” -- and. at least as they are :“ !
. . - SN
currently formulated. connectionist models -- are not capable of dealing with. The recogmtion . t:’
'
_ ; o Y4
of such a feature requires inference -t requires tahing the genceral pattern, binding varnables, Pagthg.
: N
and cheching to see that the constramts hold in the given situation
B
[ ”o

Thus, the teature that indicates an opportunity to produce a dowble o vendre cannot be

capected to show up automaticatly i the description of the situation in which a speaker finds
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achievement.

Ultimately, a given goal may not be able to rely on the automatic recognition of features
that are relevant to its pursuit, or on their recognition in the service of some other goal. In such
cases, if opportunities to pursue the goal are tc be recognized, then the goal itself must play a
role in their discovery. The mental notes model is bottcm-up with respect to noticing
opportunities for goals, and this may not work in general: It may be necessary that a goal play
a top-down role in the identification of features relevant to its pursuit, even though it is not
currently under active pursuit itself. This, in turn, would entail attributing far more inferential
power to the goals themselves. The allocation of such resources need not be unvarying over
time, however. Some goals are more important than others, and the relative importance of a
goal may change depending on context. For example. the goal of being humorous -- and being
deemed so by others -- 18 hikely to be more important at a party than, sav. in g private
discussion of some technical issue. Tt seems entirely reasonable, then, that under such
crreumstances a speaker may be more sensitive to the presence of an opportunity to utter o

dowble entendre

Fets conmider another example of this sortt When an A rescarcher s renunded of some
sttudtion by some other situation, and then reahizes that the remidimg belongs to some
mteresting class ¢ g the renndimg has no low devel fedatures i common with the imput - 1t
cannot be that the reninding was previousdy classibred o that way - Atter alll the relation
hetween the renundime and the mputas a dynamic properts of the nund tdidnt even exast
hetore the renmding ocontred Thus, the researcher must hase had the goal of Tooking tor
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memory. Thus, even when those facts are recalled, it will require inference to explicitly notice
the contradiction. Noticing more subtle incongruities -- e.g., that a related fact does not
contradict a claim, but does in fact reduce its force as evidence for some other claim -- will

require even more work.

The point here is this: Features in the world that are relevant to the pursuit of goals are in
fact highly structured, often highly abstract, sets of features. They cannot be represented
simply as "feature vectors,” that is, as unstructured sets of features, because it is often the
relationships among the component features involved that are most crucial. Now, it might be
argued that such relationships can themselves can be counted as features, and, therefore, added
to the feature vector describing the situation at hand. This is true, but it misses the point. ftis
not merely the presence of these relationships that matters: It is the fact that they relate certain
other features of the situation in particular. Thus, simply saying that a situation involves not
only the feature "agent™ and " Yale Co-op,” but also the relationship "near” as a feature as well,
is not the same as saying that this relationship holds between the first two features. This fact
too must be represented to get a causally meaningful representation of the situation. Thus, the
relationships among features must be explicitly represented, and the scope of the relationships
-~ which features 1n particular they apply to -- must be explicitly represented as well. This, in
general, requires the ability to manipulate general symbolic structures: Unstructured "feature

vectors” will not suffice.

What does this say about opportunistic planning?  Since the features which indicate
opportunitics cannot, in general, be represented as single features or simple bundles of such
features, the processes which notice the presence of such features must be able to construct and
manipulate general symbolic expressions. This 1s not cheap: It cannot be done by such simple
processes as spreading activation or marker passing. Rather, it requires inferental processing
to construct such co nlex, structured features, The above examples, in which spreading
dctivation or murker passing cannot posstbly work because the hinks which are required to

spread activation o pass markers do not even exist, makes this pomnt quite clear.

Thus, structured features mast, g sense, be exphaitly looked for: No cheap.
automatic” process will deliver them to the anderstander. Thus, we have three alternatives as
to how the recogminon of such a feature might be accomphished. Frrsto it might be recognized
At all mes, recardless of context. Second. it might be recognized i the service of some goal
under current pursuit. Or third it might be recogmized i the service of the goal for which it

constitutes an opportanity - The firstalternative s highly implausible, since the need to employ

mference to recopnize such teatures means that they are expeasive to check tors Thus, m order
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to recognize opportunities that depend on complex and abstract features, such features must
either be of interest to some goal under current pursuit, or else the goal for which they
constitute an opportunity must play a role in their detection.

7. Conclusion

In this chapter, we have begun to explore some of the architectural requirements for
opportunistic planning. Starting with a simple mental notes model -- in which goals are
directly indexed in terms of the features that constitute opportunities for their pursuit -- we saw
that goals must be active agents to the extent that they can call attention to themselves whenever
the features in terms of which they are indexed are recognized. I then argued that, since the
features that actually constitute opportunities are often highly structured or abstract, it might not
be practical to assume that they would be recognized bottom-up. This led to the proposal that
goals should be indexed in terms of simple features that are relatively easy to recognize.
However, [ argued that this in turn would lead to a situation in which there would be false
alarms noticing opportunities. The solution was to postulate that, once 4 goal was aroused
because a simple feature that potentially indicated an opportunity had been recognized,
inferential resources would be allocated to checking whether or not an opportunity truly

existed.

Finally, we saw that certain kinds of features cannot even be recognized as potentially
present without the application of inference. If the opportunity to pursue some goal depends
on such features, there is no relatively simple feature in terms of which to index the goal so that
it can be opportunistically aroused. In such cases, if an opportunity is to be detected at all.
inferential resources must be allocated to the task. Either those resources must be allocated m
the service of some other goal, or else the goal for which they constitute an opportunity must
itself play an active role in their recognition. In the next chapter, we will see that this notion

has some surprising applications.
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CHAPTER 9

GOALS AS ACTIVE MENTAL AGENTS

1. Introduction

Throughout this thesis, we have seen that a commitment to mental determinism -- the
idea that our thought processes do not take arbitrary turns -- leads to the need for some way to
make decisions in a motivated fashion, in both planning and understanding. Such a position
has many historical antecedents. Within psychology, Freud was perhaps the chief proponent
of mental determinism, and of the use of intentional explanations in order to avoid arbitrariness
in psychological theory. The psychoanalytic explanation of errors is in many ways the most
striking example of his commitment to this principle, since here Freud attempted to show that
“accidents” in human behavior are anything but accidental. Consider his discussion of slips of
the tongue in the following passage (Freud, 1935):

...the question [must be| raised why just this particular slip is made and no other:
one can consider the nature of the mistake. You will see that so long as this
question remains unanswered, and the effecr of the mistake 1s not explained, the
phenomenon remains a pure accident on the psychological side, even it a
physiological explanation has been tound for it. When 1t happens that [ make a
mistake 1n @ word 1 could obviously do this inan infinite number of ways. in place
of the night word substitute any of a thousand others, or make innumerable
distortions of the night word. Now, 18 there anvthing which forces upon me i a
specttic instance qust this one spectal ship, out of all those which are possible. or
does that remain accrdentai and arbitrary . can nothing rational be tound m answer

to this question”? (p 31)
Freud' s answer,in the attirmatin e, depended crucally onan appedl 1o the speaker s ¢oads
2. Opportunistic planning and Freudian ships

Freud s study of the pavchology of errors isee, ¢p o brends 1935 nciadimg notabis

ships of the tongue. led hum to the conclusion that mans such errors are not merely the sesa
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of random malfunctions in mental processing, but rather are meaningful psychological acts.
That is, they are intentional actions in every sense of the word, reflecting and indeed carrying
out the goals, whether conscious or not, of the person who commits them. In particular, Freud
argues, such errors stem from attempts to carry out suppressed intentions, intentions which
have been formed but then in some sense withdrawn because they conflict with other, more
powerful intentions.

For example, in the simplest case a person may decide to say something, but then change
his mind and decide to say something else instead. Nevertheless, the original intention
somehow intrudes itself into his utterance. Freud (1935) discusses the example "Dann aber
sind Tatsachen zum Vorschwein gekommen." ("and then certain facts were
revealed/disgusting™), in which "Vorschwein” is a conflation of "Vorschein” (revealed) and
"Schweinereien” (disgusting). The speaker relates that he had originally intended to say that
the facts were disgusting, but controlled himself and decided to say something milder instead
In spite of this decision, however, the suppressed intention apparently exerted an influence on
his speech.

Examples of this sort show that goals, once formed. can influence subsequent behavion
despite intervening decisions to suppress them. Viewed from an informaton processing
perspective, however, there are two radically different interpretations ot thisy tact
corresponding to two distinct models of how the influence might be exerted. On ene accour:,
no further processing of the goal 1s undertaken after it suppression, and the imfiuence o~
simply a residue of the processing that took place prior to that suppression Inthe whove
example, for instance, 1t may simply be that the prior contemplation of the godd syt
precise word, schwemereien,” activated that word in memory and that thes residua! acrvarny
had an etfect on the process of choosing what words 1o sav o thus caanng the vy O ey

account, although the shp does in some sense retfecr the suppressed con’ m v ear o

darempt to carry out the goal

Howevero more complev examples show that s e ot e e oo o .

concra! s adespare Consader Frond s exarplie o e oo e

Micconeh o the bea™h ot ooy Cheet O P N N
sabhstented o the woed anzastossen b N
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word "hiccough:" There are hundreds of a priori more plausible words and phrases that can be
used to insult or ndicule someone. Thus, the word "hiccough™ can only have been chosen in
the course of attempting to retrieve the consciously intended word "drink.” to which it bears o
close similanty in German. Yet, if we accept Freud's analyais of the example. the word
“"hiccough™ was selected becuause 1t achieves the speaker's goal to ridicule his supern
Thus,we are forced to conclude that this goal was sull active during the attempt to retries e the

word "dnnk.” despite the fact that it was suppressed prior to that aitempt

The mere tuct that suppressed goals dre able o attect the overt hohavion of plarners s
enough to justify the assertion that they are active Howeverothe sense of aomv iy mphed
cxamples hhe the above transcends this abibiy alone There s nooway that oo plasees

have reasonably anticpated that the goal ot 0T crens T eg s wope e e n oy

satisticd by uttering the word hiccouch  BHlowmeuer o the noas e sas v oo e
opportunity an particular ther 1t mast have heon ook Tor e et e e
this Case. recogmizing the opportoeoy coveived realizimy s o L e e
ditfzustossen chiccongh tor the word ane vtosser bk aw T e e

toast o result i g ridicous annd oo e rrerae e Beci s The sttt e w ot

dt‘{\"\d\ on the contens . conaderah e cnterer e s nec e T ST T e T
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needed to explain Freudian slips functionally justifiable, or does it merely reflect an accidental

attnbute of human psychology? :

Fundamental to the above explianation of Freudian slips is the ability to recognize and

seize unforeseen opportunities to satisfy goals, an ability that I have already argued seems v
-
crucial tontelligent behavior. Moreover, we have also seen that the recognition of such et

opportunities often entatls significant inference. This is particularly true if we consider

peoples ability to serze novel opportunities. It is easy enough to suppose that some features of

situantons would point directly to goals that they satisfy. For example, it is arguable that,
rmdeved under the teature "money,” we have the goal of possessing money. Thus, it isn't hard

‘osee how the opportunity imphicit in seeing some money on the street would be recognized.

“ .
R
St
O the other hand. suppose a person goes to a hardware store and sees a gadget he did s
sobpres sy know exasted, e gL d router. People seem perfectly capable, at least sometimes, /
St oot e the mberennial chaim necessary to recognize how such a novel opportunity might .
Tac e e actevenent of a goal that they could not, ahead of time, have known that it would '.‘-.-j'.'.'
“ao e borenvampie, someone who had the goal of possessing bookshelves would seem ‘-j:}':’
Settesy capahie of reahizimg that @ router would be useful in building them. This seems B
oo cven o e had notimtended to build the bookcases, but rather had intended to buy )
o cases Be probabiv wouldn't have given much thought to how they might be built. ‘:-'.‘:_
oo s denends what arouter does, he may realize that it can be used to cut channels o
The s R e s o e bookaase. into which horizontal boards can be fitted as shelves. l
- S
W e e tor this hind o opportunistic processing provides us with a functional
' vt e wh iy ot g godd to recogmize the means for its own accomplishment when
Sovoeste oy svesent themselves, it remains to be explained why goals which have for
Coe e vepressed should be able to overcome their suppression when opportunities .
cortarse Thatis why should anintentional system lack the means to deny
Access o mechamismes for producing real behavior?
S
~ S oes o shat opportunisie processing even offers a functional o
vt oy uepradactive characteristic of anintentional system. Consider :::?_::
o tohe suppressed.” A goal would need to be suppressed if it :_:E_'f
S cnwath another goal i the svstem. There are two ways that a goal :;:'
o e e e the godds themselves are inherently mutually exclusive, or .
CoemproRien anses i atiempting to plan for both of them. That 15, 1t :'_.'_z:'.
S Cvare teoend o he mcontlict based on the planner’s judgment of the o
SN
~ Y _“‘f-_-Lo‘_._‘.L.:’L.-“.!___.._4A‘-,k-‘\_.A“LA..A e oy .A-.‘l-"“h._A'_‘\.‘..A_‘A\J'\.“.‘_‘._‘.A\-“‘.A.A.A'A
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resources and options available under the circumstances mabn e oy Cgee e -y :_‘_:.
(See Wilensky, 1983, for an analysiv of the considerdtion s oot o, _‘_ff
judgments.) For example, the goal of insulting one s hoss v pros s oo cw e e
it conflicts with more important social and politcdl goals  Howewer oo e e an ;;':,
goals 1s situation-dependent. Itis perfectly possible that there man ne woee 0 '_2"
which insulting the boss and achieving one's political ends would he o s b 55
Once a goal conflict is recognized, a planner must decide oo wapprose e o
pursue the other based on an assessment of which course of acnon i mros e n e .
of current or expected future circumstances. However 1ty guite posarhic thyr o o0 ’
circumstances will be different than originally foreseen. Thus an opportariatic piar ver - N
able to override previous decisions about which of its goals to pursue Decivior s oide w Z
formulating the plans currently being pursued should not be immutahic ...f:‘
o
Consider the following example: Suppose a person s out 1 the forest and oo e
hungry and thirsty. Given his knowledge about food sources und water sources. and wiie. o N
other pragmatic considerations pertain under the circumstances, he decides that these two o™ :;ijfi
conflict, and that he will suppress the thirst goal while he pursues the wm of saristvine v
hunger. While pursaing his plan to obtain food, however, he comes upon a stream which 1o
hadn't previously known about. This is precisely the kind of situation i which we would ‘
expect -- or, indeed, demand -- an opportunistic response, regardless of any previous decivion C
to suppress the thirst goal. ‘ y
- %
The implication here i= that the decision to suppress a goal is really just & decision to N
forgo pursuing that zoal for the time being, and that in an opportuiistic processor, no goal iy - -
ever really "suppressed.” Viewed ir. this light, the fact pointed to by Freudian slips, that goals -
which have putatively been suppressed can still take advantage of opportunities for their own .
achievement. can not only be understood, but can be scen to be a desirable and nossibly ._"
necessiry aspect of a planner. :_:E
\I.\'
e
What vet remains unexplained, however, is why opportunities would be acted upon even o
when turther reflection by the planner would presumably reaffirm the decision to suppress \:
‘tem. as 1y undoubtedly the case with Freudian slips. It would seem somewhat ::.::’.:'
~oer productive not to demand that the planner be allowed to reconsider the reasons why a E”E
Caoeosuppressed, in light of the sudden appearance of an opportunity to achicve that goal. ﬂ;' :
A st ewpedt, for example, that despite the opportunity to insult or ridicule one’s boss, this th,.'
v wou U not be taken, since it would still be impolitic to do so. We might, in fact, :":;
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3. The Zeigarnik effect

Tn the tast section, Tarcued that Fread s mtentional explanation of crrors entads are
architecture tor planning and plan exccution i which couls are constiued as active cogmitine
agents, endowed with the mterential resources necessary to recoznize opportuntties tor then
own pursutt, and I showed that such an architecture s compatible with - 1f notan tact
necessary for -~ real-time opportunistic planming. This view seems 1o pomnt towards u
conception of goals as being mherently distinet from other sorts of mental entities, such as
beliefs, rather than simply being data structures on a planner’s goal stack, as they are generally
conceived to be in Al planning theories. That is, whereas beliefs may well simply be
representational structures, goals do not merely represent, they act. Such a conception of gouls
scems attractive in that it does concretely differentiate between two sorts of mental entities

which intuitively seem quite different.
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cpwes s e rner Then g passe wondid oocur and wath some b houdty the subjede

Aot e meae Sk s Zervarik cantined her analysis tathose tasks which were

seperredaw s no appareat ittioning that s betore the pause Only about halt of the tasks,

aeraaere ecaned wathontdittioniny The man poant of the expeniment, howesver, was the
oo recant rates of the unfinshed tashs as opposed 1o the himshed ones Zegarmhk

At b antioshed tasks were over Bitts per cent more hikely to be recalled than himished

Now, this resattm and of iselt should not reatly be very surprising. Toas clearly useful
tor plannine espeaally opportunistic planning -+ that memory facthitate the recall of
unsatistied goals in companison with satistied ones, since, presumably, an agent's unsatistied
gaals should be of more concern to him in the future than his satisfied goals. Indeed, Hilgard
(1956, p. 283) reports that from subsequent experiments, similar in spirit to Zeigarmik's, "t 1s
evident ... that correlated with the memory for the task 1s a tendency to resume 1t when the
opportunity next arises.” Thus, on both functional and empirical grounds, the increased
memorability of pending goals is intimately related to the ability to recognize opportunitics for

their achievement.

The question is, how can a memory accomplish this? Is it a result of clever indexing at
the time a goal is formed or frustrated, or is it due to some inherent property of unsatisfied
goals? On the indexing account, the difference in the memorability of satisfied goals and

unsatisfied goals is simply due to the fact that unsatisfied goals are more richly indexed in
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memaory upon the realization that they wall not be satistied. and are thus casier to recall
Unsatunstied goals need not be viewed as imberently antterent from other sorts of mental enuities
mothis case o however, the imoreased memorability of unsatistied goals 18 not due to
ndeving at the tme of formation o ay g result of trustration, but rather to some mherent
property  toan ncreased level of aroasdl or activity compared wath satistied godlscas it were

then we must conclude that unsatishied goals are quite difterent from other sorts of mental

cnlines

In tact, Zegarmk went on o pertorm additional experiments which distinguish these twa
alternatives, although she did not frame the ssue i exactly this way . I unsatishied goals are
more memorable simply because they are more richly indexed upon bemng trustrated, then it
must he the case that such addinonal indexing occurs as a result of bemng interrupted. Thus.
interrupted tasks - whether or not stll pending - would presumably be more richly indexed
than uninterrupted tasks, simply because of the interruption. However, Zergarnik found that 1t
a subject was interrupted 1n the performance of some task, but then subsequently allowed to
complete the task after several intervening tasks, that task was no more memorable than any

other completed task, re., than those which were completed without interruption.

These results seem to indicate that the enhanced memorability of unsatistied goals does
not stem, at least entirely, from richer indexing when they are formed or interrupted. Ruther,
the processes of retrieval from memory, or of maintenance in memory, must somehow be
sensitive to the fact that an unsatisfied goal 1s unsatisfied. That is, the increased memorability
of pending goals reflects some extra effort that is expended on their behalf simply by virtue of
the fact that they are pending goals -- it reflects, in other words, an inherent property of
pending goals. It might be, for example, that the indices to pending goals are maintained better
in memory, while those to satisfied goals are allowed to fade. Although this explanation
involves indexing, it is not based on indexing alone: Particular effort must be devoted to
maintaining unsatisfied goals in memory. Alternatively, it may be that retrieval is sensitive to
the degree of "arousal” of a goal, and that pending goals are more highly aroused. On either
account, pending goals are allocated special resources, and they are allocated those resources

on a continuing basis.

Now, it might in fact still seem possible to maintain that the greater memorability of
pending as opposed to satisfied goals does not entail devoting special effort to pending goals.
Rather, it could be argued that the difference is due to special effort devoted upon the
satisfaction of a goal -- namely, in the removal of indices that point to the satisfied goal.

However, all of the indices to a satisfied goal cannot be removed, since otherwise we would
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not be able to remember them at all. Thus, such an approach raises the question of exactly
which indices are to be removed. The most obvious answer to this question 1s to postulate the
existence of "pending goal” lists in memory that contain indices to pending goals, so that 1t s
the removal of such indices upon the satisfaction of a goal that explains ity decreased
memorability as compared to pending goals. What I now want to argue 1s that this explanation
for the Zeigamik effect 1s not an alternative to an explanation based on the devotion of specidl
cfforts to pending goals, but is rather one way in which such special eftforts could be

implemented.

First of all, it should be clear that the sort of pending goal list which 1y capable of
accounting for Zeigarnik's results cannot simply be a goal agenda of the sort employed in
standard planning models -- that 1s, a list of the goals and subgoals governing a planner’s
current behavior -+ since many or even most unsatisfied goals are not in fact governming a
planner’s current behavior. Thus, it must include unsatistied goals which are not currently
being pursued by the agent. The question that then arises, however, is what the purpose of
such a pending goal list would be. For, after all, it cannot simply exist so that subjects can
more easily report their unsatisfied gouals to an experimenter: It must somchow play a role in
carrying out the functions that motivate the increased memorability of such goals in the first
place. It must, in other words, play & role in facilitating the recognition of opportunitics to
pursue unsatisfied goals. Thus, for example, the inclusion of some goal on a pending goal list
in memory cannot simply be for the purpose of indicating that it is pending, for that could be
accomplished simply by individually marking the goal. In other words, it makes no sense that
such a list merely be used to determine whether or not a goal is unsatisfied after it has been
retrieved by other means: Such a scheme neither fulfills the functional requirements of

opportunistic planning, nor accounts for Zeigarnik's results.

Thus, the presence of some goal on a pending goal list must actually facilitate the
activation or retrieval of the goal when an opportunity arises. That could be accomplished, for
example, by using the list itself to index to unsatisfied goals. On such an account of goal
activation in opportunistic planning, a certain amount of effort would always be devoted to
checking the goals on a pending goal list. Or, it might be that goals on such a list would be
maintained in a heightened state of arousal. The point here is that any account of the Zeigarnik
effect that relates it to the requirements of opportunistic planning will be functionally
indistinguishable from the notion that pending goals are inherently endowed with certain
capacities -- that pending goals have memory processing devoted to their retrieval under

appropriate circumstances beyond what is devoted to other mental entities, and in particular, to

goals that have already been satisficd. Whether the locus of this processing capacity lies in the
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goals themselves or in some central processor whether m other words memenry s hest
viewed as a multi processor or as g timie shared svstem s subsidiany guestion The fat
that two goals can interfere with cach others pertormance. however, resulting o bunpled
actions or conflations, seems to indicate that some kind of pacallel processinge s amvoived m

mtentional behavior in humans (see Norman, 19X
4. How much processing power?

Having examined both tuncnonal arguments and empioacal evidence i favor of
endowing goals with inherent processing power, we now turn to the thorns issae of how much
power they actually need. I, ultimately, we asenbe too much abilis oo much mtelbivence 1o
goaly in the service of recogmizing and deabing with opportuntties for and threats to then
achievement, then we will have committed the homuncular fallacy - explaming mtelhigence
in terms of intelhigent components. We cannot explain planning, o this case, by postulating
that goals can plan -- unless the kind of planning that goals do s simpler than the plannimg ot

the agent as a whole.

Thus, any theory which attempts to view the mind in terms of component agents must
take the threat posed by the homuncular fallacy very seriously.  As a result, there s great
pressure to minimize the capabilities of the agents in terms of such a theory attempts to explam
the mental abilities of an organism as a whole. In Minsky and Papert’s "society” theory of the
mind (Minsky, 1979 and 1980), for example, the individual agents appear to be quite simple.
They do not communicate with each other via complex representations, for that requires the
ability to interpret such representations, which in turn requires that cach agent itself be a fairly
sophisticated computational device. Instead, Minsky and Papert propose that the individual
cognitive agents communicate with each other via direct links, and possess only a limited

capacity to construct and interpret symbolic representations.

This is, it seems to me, an inadequate conception of menta! agents for the purposes of
opportunistic goal processing. We have seen that goals, construed as active mental agents,
must be able to infer opportunities for their achievement from features of the situation in which
the agent as a whole finds itself, and that, further, whether or not those features actually signify
an opportunity is dependent on the context. This context-dependence is a key problem, for it

seems to require fairly sophisticated inferential processing to determine whether or not an

opportunity exists. For example, consider again Freud's example in which a speaker’s goal to
insult or ridicule his boss gives rise to the utterance "Gentlemen, I call upon you to hiccough to
the health of our chief,” in which the word "hiccough” has been substituted for "drink.” Recall

S
XYY

LAy

24
» NS

AR RIR)

s

;\.

\..
XX

RV
[N )

:’s'_-."
farafasels,

by

EARIP AR
YA NA

L d
s
o’
P4
-~

'y
‘e ‘v
’
Sy

’lv’.:‘-
¥
4 % %Y

-~ ,"
A




[ TS
S
_\'\
RS
that g onge vapiariation ob thio ST we areaed T the o aeedd e e i ahy .:&
- P
. ‘ AN
dunie the attempt tooretneve e wondd drand e oo e e 1 "
) A
[ A
Cacrian Al zistossen s "l““"\" Lo 7 et Moo e e ey o
VRN
substratior wohd vy serv e s n T o e e thie B ey s ! e e ¢ vy : ;‘o
AAS
N
Cact g the anteranc e was antended v o toner b ribcemiong by ctrer s e e o y PN
NN
st bt om che micarane of e mater g U s becnmde g athee Yo ottt O .‘:’ )
[N \\'\'” \\IP;‘H\(' Al zustosse s IARTUN R AN MR 'J""LY g to o, by .
Cocnilemmer Lo addl apom v v o e b et HIRTARN - ' A )
ETA LR R TS SIS TRITENER VI SN T TR AIITRUFIN .
.. 'l\
Thos ot thos ship really CONTITUIC L O T st g e e e
L 4
Doyt et v oy ed o i \u‘\hy\!u e o ot o s T e e e et
substitation wouid be ey alnation that depended o ot e potcnr afy wibee e wend e :
the contextm which the substitation would oo Bven swarthout speihee o o dern the e e
ol
of knowledue that wentimto this pudement hnowicdee of what consttates ansant or ndic g
teseems ciear that 1t rather highiy developed and quite detarded The applo anon o < RO
Ao dedee certamndy invalves quite a it otanterence, and at that knowtedye oan all renery!
re b out udgment of what constitutes anansult s not merely o lint ol special cases then thyye
interence mvolsves the apphcation of gencrad rales, rales with varrables i tem The se o
such rules requires, then, the abihity 1o mampulate varable bindimges winch means that undes -
some arcamstances at least pending poals we allocated o substantial capaots for genera: .
e
purpose interence e
Morcover, consider the nature of this particular opportunits Iowas inherently o a
symbolic structure - the meaning of a sentence 1 German - that required interpretation by the
goal to msult or ndicule the boss. Thus, i order to explam ships of this complexaty as the
result of opportunistic plannimg, we must aceept that goals, construed as active cognitive .
agents, can in fact interpret sy mbohe representations and employ general inference rules. This RN
is not to say that such a conception of goals cannot, in turn, be implemented m terms ot simpler L

agents which do not require such abilines. But the goals themselves must be more complex
entities.

S. Unanswered questions as active goals

I have argued above that goals are active cognitive agents, active in the sense that they
ask questions about the world, questions about the presence of features that might threaten or
facilitate their achievement.

Indeed, questions themselves are goals of a sort, and hke
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unsatisticd goals, unanswered questons seem to remain porsed in memory, searching for an
answer - One s otten reminded of an unanswered question when a situation which seems to
prosvide an answer presents itselt Morcover, just as with the recogmtion of an opportunity,
the reahzation that a situation presents such an answer may not be immediately obvious  that

vt mas require inferenge

Consuder the tollowing personal experience  Years ago, while at summer camp, |
recenved o letter trom my parents, quite ordimary except that it was postmarked in New York
Catswhilde my parents hived in Marsland - This would have made sense it my parents had been
visting New York L have many relatives there but the letter atself made no mention of this.
It seemed odd to me that my parents would send me o letter while svisiting New York and not

sy so i the letter, and this led me 1o doubt that they were in New York at all.

I then tormed all sorts of sifly hypotheses to explain the postmark. For example, |
thought that pethaps my parents might have mairled the letter to my relatives in New York, and
that they i turn marled it to me at camp - but what was the point of that? 1 also thought that
mas be the post oftice had fatled to postmark it properly at its onigin, and that this had been
noteed 10 New York, where a postmark had then been affixed. For some reason, I don't recall
having formed more sensible explanations -- ¢.g., that my parents had written the letter in
Mars land. but hadn't had a chance to mail it before travelling to New York. In the end, then,
several questions remained outstanding in my mind. Had my parents been in New York? If
so. why hadn't they said so in the letter? 1f not, how else could it have been postmarked as it
was? Because 1 eould not find an adequate explanation for the anomalous postmark, questions

persisted.

A few weeks later, | saw one of my cousins from Brooklyn at a neighboring summer
camp. and he told me that his father had died the previous month. Immediately, I was
reminded of the letter my parents had mailed me. Obviously, they had been in New York for
my uncle’s funeral, and had mailed the letter to me while there for that reason. Of course, the
question then arose of why my parents had not told me about my uncle's death. But what 1s of
interest here is that 1 was immediately reminded of the heretofore unexplained, and still
therefore outstanding, question of how the letter came to be postmarked in New York -- and in
particular of the question of whether my parents had been there -- upon finding myself in a

situation which seemed to present an answer. How did this take place?

Let's first simply sketch out the inferences that were required to answer the question

without making any commitment as to how they were made. Knowing that my uncle had died,
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coupled with general knowledge about deaths, led me to infer that he had had a funeral.
Knowledge of funerals told me that relatives could be expected to attend, and that it could be
cxpected to occur near the residence of the deceased. Since my parents were relatives of my
uncle, and since he lived in New York City, it could be concluded that my parents attended a
funeral in or ncar New York City. Thus, one could finally conclude that they were in New
York.

Now, as I have laid out this chain of inferences, [ have portrayed it as simple forward
chaining from the input. In the case of some of these inferences, such a bottom-up approach
scems reasonably plausible. For example, one could imagine that the instantiation of a funeral
script was bottom-up, a normal part of understanding the episode of my uncle's death:
Hearing that he had died led me to think about his funeral. Perhaps it is even possible that such
bottom-up inference extended to filling in such details as the facts that my parents would
attend, and that it would be in New York, although I don't recollect thinking about the other

relatives who must have attended.

However, it seems to me rather farfetched that all of the crucial inferences in this chain of
reasoning were produced by forward chaining in a bottom-up fashion. For example, it seems
difficult to motivate the inference that, since my parents were most likely at the funeral, and
since the funeral was most likely in New York, my parents must have been in New York,
because many other questions and inferences about my uncle's death seem intrinsically more
significant. When did my uncle die? What caused his death? How should I comfort my
cousin? How was my aunt? All of these questions and their answers were far more
significant, really, than the issue of whether or not my parents had been in New York. Yet
these questions did not immediately come to mind. Instead, 1 focussed on my parents’
presence in New York, something which is a priori much less significant, and which only
gained significance because of its relation to the unexplained mystery of the postmark. The
problem is, there could be no way of coming to see its significance until after some connection

with this unanswered question had been grasped.

It is this precisely this issue -- that the significance of a feature can only be determined by
its relation to a goal -- that led us to question the coherence of purely bottom-up approaches to
understanding in earlier chapters. In this case, clearly, it seems far more likely that the
inference that my parents had been in New York involved the top-down influence of the
unanswered, and still pending, question of whether or not they had been there. In other
words, some cognitive and inferential capacity must have been allocated to this unanswered

question, just as to an unsatisfied goal. How much inferential capacity must we attribute to the
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unanswered question in order to construct the appropriate inference chain in this case? First of
all, notice that it requires the ability to apply general implication rules, that is, rules with
variables in them. We must be able to connect up the question, "Were my parents in New
York?" with the assertions "My parents attended my uncle's funeral,” and "My uncle’s funeral
was in New York." This entails the use of a general rule, something like "If someone takes
part in some script which occurs in a given location, then they must be at the given Jocation.”
Thus, the unanswered question must be provided with the inferential resources necessary to
examine and interpret representations, and to draw inferences using general rules.

To sum up so far, I have argued that the inference that my parents must have been in
New York was actually of relatively little importance in the events surrounding my uncle’s
death, and that whatever importance it had was due to the questions raised by the letter that |
received from them. Thus, any metric of importance based solely on bottom-up considerations
would count this inference as rather minor, and any inference scheme which allocated
inferential resources in conformance with such a measure of importance would be unlikely to
draw this particular inference. The fact that I nevertheless drew this inference suggests,
therefore, that the allocation of inferential resources must be based on other considerations, in
particular the relationship between this inference and the pending question. That is, the
allocation of inferential resources, as we have already argued, must be due to the unsatisfied
goals which reside in memory. Now we come to the crux of the matter: How can the
allocation of inferential resources to the features of a situation be made sensitive to the goals
which must determine that allocation?

One answer -- the most direct -- is simply to allocate sophisticated computational
resources to every goal in memory and use back-chaining as the preferred method of inference.
In such a "brute force" top-down approach, the detection, representation, and evaluation of
significant features of a situation would all be accomplished by means of checking from the
goals themselves. This seems incredibly expensive, and hence implausible -- but no more so
than equally "brute force” bottom-up approaches. If anything, I suspect that the latter is more
expensive -- that more inferences can bc drawn from inputs on average than from an agent’s
goals, or to put this another way, that the branching factor is much worse bottom-up than
top-down. Think of all of the potentially significant inferences that might be drawn from a

single visual scene -- for example, the relative distances between any two pairs of points.

Still, a more integrated approach to the allocation of inferential resources -- one that takes
into account both the agent's pending goals and the situation in which he finds himself --

would be preferable. For example, the two-tier model of opportunity recognition proposed in
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sttudabion wath respect o pending poals Suchae approach nocht be apphed tooie pron oo _
unanswered gquestions as well ‘;
.
Y
Lets see how that might be accomplished i this case One of the unanswered queies )
concerned my parents presence i New York o Hothe bottom up instantiation ot the tuac s .:
sernpt would immdeed have imvolved assoigming my parents and New York as values of s -
Mourners and Location roles respeciivedy s then s possible that a paradlel mdexing method .
such as spreading activation or marker passing would have aronsed this query . simce 1t tos ‘
mentions both my parents and New York - Perhaps evenareterence tomy parenis alone wou'ld "
have done the ek Theno upon the arousal of the query. imterential ettort coutd have beer e
allocated to ascertaming whether the situation actually contamed any evidence relesant o s -
answer. Inother words. inference would only be emploved o there were evidence that it mayh: .
be usctul. :.
s
tHowever, it must be emphasized agam that even under the two-tier model goals must be :f‘
construed as active entities. Many memories could be retrieved even using both "my parents’ ]
and "New York™ as indices: my parents grew up in New York, they met in New York, they 5
were married in New York, and they often visited New York. Even more detailed knowledge :
was available to me concerning trips we took to New York together, things that we did there, ;f‘ X
cte. Thus, something else 1s needed to account for my ability to specifically pick out the querny
"Were my parents in New York recently?” :
This brings us to one of the most interesting aspects of this example. The original .
mystery of the postmark posed several questions, one of which was the following: Why .
wouldn't my parents tell me if they had been in New York”  As 1 pointed out above, my .
cousin’s report of his father’s death posed a similar riddle: Why didn't I already know that my
uncle was dead? Why hadn't my parents told me? Thus, both of these situations raised similar _ ’
questions about why my parents wouldn't have told me something that 1 would have expected ‘.
them to tell me. Assuming then that [ had considered the question of why 1 didn't already :
know about my uncle's death, it seems plausible that I would have been reminded of the carlier
mystery.
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Purther empincal evidence for the view that goals are active mental agents can be tound
in Zergarnik's expernimental resultn, which show that pending goals are more memaorahle than
satistied goals. Talso presented anecdotal evidence that unanswered questions, Tike pending
codls, seem to remain active i memors s awarting situattons which might provide an answer
Our analysis of one such example seemed to mdicate the need tor highly sophisticated
inferential processing, including in particular the abihity to use general rules and manipulate
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and the program has the follow g ampressive ninput output behavio
But an Al program docs not. in most cases, completels implement the theory that s S

proposed -- indeed, in most cases, the theory itselt s seriously mcomplete. The metaphor that

I think apphies best s that of a building under construction without complete plans Some of

e

the walls are up, some of the foundation has been laid. but a lot of scaffolding surrounds the Ry
project and many temporary load-bearing beams are helping to hold the incomplete structure \r
together. The scaffolding and temporary beams are the inescapable hacks that are necessary o ’
get the program to work on even one or two examples. There 1s no way of knowing, really. E'T'-
what is responsible for the behavior of the program. Is it due, mostly, to the structure that is ;'*‘::"
under construction, to the designer's incomplete conception -- i.e., to those elements of the o
program that implement, in part, the partial theory -- or is it due to the scaffolding and X
temporary beams that surround and support the program -- i.c., to the hacks? ;:','.:'-"
R
wat
There is only one way in which this uncertainty could be overcome, and that would be to j\ ?

argue, for each behavior or ability of interest, that the program's performance followed from
the theory, not from the temporary scaffolding. Such arguments are difficult to find in the
literature, and they are difficult to construct. The behavior of a complex program and the
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“Clanonat o ot the program's structure to that behavior are notoriously difficult to uncerstund.
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R here s nochoce In the absence of such arguments, there 1s simply no reason to beheve
St aovocramos pertormance inoany way retlects the theory that it purports to implement.
Tedeet fthe programoatself constitutes the bulk of the work that is being reported. then in the

nenee of sach an argument, there may well be no explanation of the behavior or ability at all.

We have seen many examples of such problems in earlier chapters. Let me give just one .
~ore hyvnaothetical example here. one that I hope suggests how we might overcome this
sethodotogical qaagmire. Consider the following “process model” of Freudian slips: We start .
mcathening alarge corpus of slips. Then, we analyze it to yield statistical patterns -- how o
~ten one word s substituted for another. We might, further, analyze the data for conditionul
srobahihities -- how often one word is substituted for another in the context of a third -- und
‘hus gain some statistical knowledge about the role of context. Alternatively, we might start by
conjectuning that word associations are causally implicated in slips, so that the probability that
one word will be substituted for another is dependent on the strength of the association
hetween them. In that case, rather than gathering a corpus of slips directly, we would gather \
information about word associations using a variety of experimental techniques. Again, we NE
might .!so gather data about the context-sensitivity of word associations, i.e., the strength of h
the association between two words in the context of a third. On the basis of our onginy’

hy pothesis, this data could be used to predict the likelihood that one word will be substutuied

XA

tor another in the context of a third.

Now, using this sort of statistical data -- based either on word associations or drrect'y
observed slips -- we construct a device which I will cail a "slipper.” The shipper corsisis ot
large table representing the probability that one word will be substituted for anothor
"confusion matrix” -- based either on word associations or direct observation It w.
cathered data about the conditional probability of a substitution dependimg on corren
represent that information in the table as weli. For any given word i the ten

probability entry is of course the word itselt.

We are now ready to construct our process model o Frondre < w
language generator, and direct its cutput  a perfectly well forme s

the "slipper.” For one or more words 1n the utteiance. o

randomly substitute another wor* according to the probah "o :
confusion matrix. Because the highest probabilisy v

the output of the slipper will almostalwass he e

another word will be substituted and the ourpat o
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have a "process model" which, in fact, produces behavior which appears to be exactly like
Freudian slips. Moreover, if our hypothesis that associations are implicated in the formation of
slips is correct, the model will even be predictive: It will produce slips which have not been
previously observed, but which will in fact be found to occur, and it will produce them in the
correct proportions. However, despite its brilliant success in producing the desired behavior
we cannot help be ask, does this model really explain Freudian slips?

b

The answer is clearly no. The model does not explain slips any more than the statistical
information upon which it is based. It simply encodes statistical facts about word associations
and slips in a rather complex form, as a program. The fact that this statistical description is
implemented in a computer program adds nothing to the description itself, because the
"Freudian slipper” is a ludicrous device: It serves no purpose. There is no reason why a
model of generation should include a device whose only purpose is to introduce errors into its
output. The point is, our intuition that this model fails to provide an adequate explanation of
Freudian slips is due to the fact that there is no functional justification for the rules and
processes it invokes in order to produce them,

What can be done to avoid this kind of situation? How can we construct a process
model which is capable of providing a genuine explanation of such a behavior as Freudian
slips? The answers to these questions depend on the notion of functionality. Behavior can
only be explained by a process theory if, first, it can be shown to arise as a result of the rules
and processes which constitute that theory, and second, if those rules and processes can be
justified for some reason other than simply to give rise to the behavior in question. The
necessity for this second requirement stems from the protean nature of computer programs:
Obviously, if a given output is specified for some input, or a specific output is to be avoided, a
program can always be written so that it produces or blocks the specified output. This is why
the notion of functionality is critical. Rules and processes in a process model of some
cognitive ability must be shown to be useful in performing that ability. If functional arguments
can be advanced as to why the rules and processes are as they are, then those arguments, and
the demonstration that those rules and processes give rise to some piece of behavior, constitute
an explanation of the behavior. But by themselves, without some functional justification, the
rules and processes that produce some behavior are simply an alternative description of that
behavior. In sum, if certain rules and processes are put into a theory or program simply to
cause it to exhibit some behavior, then, unless that behavior can itself be functionally justified,

no explanation of the behavior has been developed.

In this thesis, I have taken the position that a good theory in artificial intelligence is a
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functional theory. Thus, the process model of Freudian slips presented in chapter nine,
although by no means complete, contrasts sharply with the "slipper” theory concocted above:
The explanation of Freudian slips given there derives from processes that are functionally
justified by the need to perform real-time opportunistic planning. It seems hard to imagine an
alternative form of explanation in the cognitive sciences. Once functional considerations are
seen to be paramount in computational theories, it seems to me that the criteria by which such

theories are to be judged become much clearer.
2. Functional arguments and integrated processing

The methodological theme of this thesis might be phrased as follows: Programmers
should not make arbitrary decisions in the design of process models. The scientific theme is
quite similar: Neither should programs. A program that makes arbitrary decisions must,
inevitably, make most of them incorrectly, and must, as a result, rely on backtracking. One
way to avoid backtracking is simply to avoid presenting the program with any choices to make.
In a sense, the program still makes arbitrary choices, but those choices somehow always turn
out to be correct. This is the wishful control structure fallacy: What would have been an
arbitrary choice of the program is now an arbitrary choice of the programmer. There is, in
other words, a clear connection between the need to functionally justify the rules,
representations, and processes that make up a model, and the need for the model itse!f to make
justified decisions. Without the methodological constraint imposed by functional requirements,
arbitrary decisions by a program can always, in any given instance, be avoided if the
programmer simply restricts the options available to the program. But if this restriction is
based on nothing more than the need to get the program or model to exhibit the proper behavior
in the case at hand, then it is just as arbitrary. It is, indeed, clearly counter to the functional

requirements of the task in general.

Thus, in order to ensure that process models actually explain something, we must avoid
the wishful control structure fallacy. On the other hand, even if the model itself makes the
decisions, if it simply makes them arbitrarily -- if it relies inherently on non-determinsm -- then
again, it seems to lack any explanatory power. From the point of view of computational
explanation, models that rely crucially and centrally on arbitrary choice and backtracking are
just too general: They can be applied anywhere that a good descriptive theory has been
developed. On the more practical side, the inefficiency of non-determinism is well-known.
Indeed, if non-determinism were not such a problem, it could be argued that theorem-proving
methods would have proven far more widely applicable to Al problems than has in fact been

the case.
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So, if computational models are to have any explanatory force, we must search for some ::
middle ground: Programs must make their own decisions, but they must not make them ' :
arbitrarily if that can be avoided. As I argued in chapter one, the way to make rational ' ,
decisions -- as opposed to arbitrary ones -- is to make informed decisions. Integrated E’.'::
processing is motivated by this need to bring as much relevant information to bear as possible kﬁ :
to bear on decision-making. That is, once it is accepted that the need to make motivated N
decisions is a central explanatory requirement on any process model, the researcher's task must .
include an attempt to specify what sort of information is relevant to what sort of decision, and ,:‘:_:
to examine whether and how that information can be made available to the decision process, ::
and to show how it can be taken into account. 52
Once this task is undertaken, there are two possible outcomes: In the simplest cases, it E-:;E
may be possible to ascertain exactly what evidence can be expected to be present, and how it ;’,:
should weigh in the decision. Realistically, this case does not seem to arise very often. For j'._:,,..
example, it might be thought that the information necessary to correctly disambiguate a word ‘ _
would be clearly specifiable ahead of time, so that a decision rule could be indexed with the :::E.‘_
word to check for the presence or absence of certain features. As we have seen however, this “‘\ |
is not the case. Instead, we are confronted with an instance of the second possible outcome,
namely, that exactly what information will be relevant to making a decision cannot be specified v
in advance. That is, the decision process for lexical disambiguation must be capable of taking :.':‘-.i
into account diverse evidence, and for any given decision, exactly what that evidence will be ::::"
cannot be specified in advance. This is not to say that the situation is entirely hopeless: M:
Although we cannot hope to specify exactly what information will be required, we can still ‘
arrive at an understanding of what sort of information seems to influence the decision, and how “}:‘C'_.-
that information can be brought to bear. The fact remains, however, that the decision process E:»'
for this task must be capable of combining facts not specified in advance to yield a rational .Ej:
conclusion as to the best way -- given those facts -- to make the decision. L
SNy
This ability to combine evidence that has not been completely specified in advance secems ’:EE
to be a hallmark of inferential reasoning: It seems to defy representation in a simple table or (r‘::‘
static decision tree. For example, it is apparent that all attempts to perform lexical o
disambiguation using such non-inferential techniques are inherently inadequate. But inferential 5'.-_:;?::
processes seem expensive, and they are poorly understood. Thus, the objection may be raised "‘
that the cost of making rational decisions by means of inference may turn out to be higher than :j:;'\' '
simply plunging ahead and backtracking if mistaken. g
S
Although this objection to integrated processing may turn out to be a valid, we can only :-:.\E
C X
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hope that it is not -- for, if true, there will be little of interest to say about mental processing
beyond a description of the domain knowledge that is necessary in order to behave
intelligently. Moreover, I believe that this position reflects an unwarranted pessimism about
our ability to come to grips with the problems of inference. It cannot be denied that
sophisticated inferential processing must ultimately play a central role in any model of
intelligent behavior. Given that we know it will be necessary at some point, constantly
hobbling our theories of planning, understanding, and learning by attempting to avoid its use at
all costs reflects a misplaced sense of parsimony. It is rather as if one were designing some
system that one knew ahead of time required a computer to fulfill its primary functions, but
then, in all sorts of places where the computer might be useful or even essential, one struggled
to design solutions that did not make use of it. The point is that parsimony arguments cannot
be applied to arbitrarily isolated components of a goal-directed system: They must be applied

to the system as a whole.

I realize that the point of view I am criticizing here stems from a valid fear of falling into
the homuncular fallacy, whereby some unanalyzed subprocess -- in this case "inference" -- is
doing all the work, and the rest of the model is just window dressing. The way around this is
not to shun inference, however: That only raises the prospect that the entire model will turn out
to be window dressing. Rather, we must try and specify the inference processes that will be
required for the given task, and the sort of information that it must take into account. We must,
in other words, attempt to discover the functional constraints that apply to the problem. That is
what I have tried to do in this thesis.

3. Top-down and bottom-up

One issue that I think this work has shown to be misconceived is the controversy over
whether understanding is “top-down" or "bottom-up.” The real issue, it should now be clear,
is whether or not it is integrated. An integrated model of understanding is not purely
top-down, but it is relatively top-down compared with a non-integrated model. This follows
from the fact that in order to achieve the goal of avoiding backtracking, as much relevant
information as possible must be brought to bear on decisions that arise early in the process of
understanding. Such information includes, in particular, the goals and hypotheses of the
understander. Thus, the underlying functional motivations of integrated processing impose

strong pressure in favor of understanding models which are relatively top-down.

When the focus shifts to the issue of planning, the result of integration is entirely
different. An integrated mode! of planning will be, relative to a non-integrated model, rather
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"bottom-up." That is, decisions about which goals and plans to pursue will be based, in part, ;.:.-
on the situation in which the planner finds itself, rather than being governed solely by higher LA
level goals and plans. Moreover, as in the case of understanding, the sooner that these relevant B
contextual factors can be taken into account in planning, the better from the point of view of '_".E:
avoiding backtracking. Thus, the underlying functional motivations of integrated processing E..';E
impose strong pressure in favor of planning models which are relatively bottom-up. N
..'\. N
In a sense, this disparity in the implications that integrated processing has for planning, .'(‘:'1: )
on the one hand, and for understanding, on the other, should be obvious. After all, if one E:_:‘
takes a strictly top-down model of planning, and tums it around, one has a strictly bottom-up ooy
model of understanding. Such models, clearly, do not share a commitment to either top-down L
or bottom-up processing. Rather, what they have in common is a commitment to a strict j:
division of processing into separate modules, each defined solely in terms of its access to a :
single source of information, and arranged, logically and temporally, in a simple linear ';-.;-,
sequence. So the issue is not whether understanding should be top-down, or planning should R
be bottom-up. The issue is whether both planning and understanding should be integrated in \
order to avoid the need to make arbitrary decisions. R
R
Now, I make this point in part because I suspect that many cognitive scientists will be Sy
ready to accept as unproblematic the notion that planning should be integrated, and hence partly ::,’::f_v_
bottom-up -- including many who will be bothered by the idea that understanding should be ﬁf.
partly top-down. My challenge to them is: What is the difference? The functional arguments : f;
underlying a relatively bottom-up approach to planning -- the need for integrated processing to B
avoid arbitrary decisions -- seem to apply just as well to the case of understanding. And when f-:-_:::
applied to understanding, integrated processing leads to relatively top-down models. It seems :.:-:
to me, therefore, that those who believe that understanding is a strictly bottom-up process must f..::'C )
take one of two positions: Either they must argue that planning and understanding are so s
fundamentally different that, although the arguments in favor of integrated processing apply to ~_'_'._
one, they do not apply to the other, or else they must reject the view that planning should be an : L:"_
integrated process, and, in so doing, embrace the position that it is entirely top-down. Both _;;;:
propositions strike me as dubious. 2 _;.
4. Integrated understanding E:: '
Y
As I said above, an integrated approach to understanding leads to models which are -‘:.,
relatively top-down. In part [ of this thesis, I sketched out some of the consequences of this \':}‘
vicw, gave some of the evidence in favor of it, and criticized non-integrated theories. In this S.-I'E
ey
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section I would like to review, briefly, what I said there. :E
N
In chapter two, I started by investigating the implications of integrated processing for the -
relationship between syntax, semantics, and pragmatics in language understanding. I argued :: '
that, on an integrated view, although purely syntactic rules exist and play a role in language Eg’t )
understanding, there is no need to suppose that they are applied by an independent process, or
even that operate on independent, purely syntactic representations. Thus, on this view syntax A
plays no privileged role in language understanding. Syntactic evidence and syntactic 2
knowledge are used, to be sure, but so is other knowledge, and more to the point, other sorts Cj—".
of knowledge do not need to "wait their turn" while syntactic processing takes primacy. Nor, ;f-
as in such theories as those proposed by Fodor, Bever, and Garrett (1974), or Marcus (1980), "
or their intellectual heirs, is semantics to be viewed as a "subroutine” employed by syntax to f‘:
make the tough calls. This notion seems to represent, if anything, an inversion of priorities. '::-_
::5.'\
In this chapter, I also addressed one of the key problems facing an integrated approach to ool
understanding, namely, the need to flexibly combine knowledge from different sources in :;E:,
order to make a decision. In particular, I discussed how lexical and syntactic information, on ..
the one hand, and specific constraints arising from detailed memory structures, on the other, .j:E::
could be combined dynamically to create expectations that could brought to bear on the lexical an
level, and which could therefore be used for such tasks as lexical disambiguation. In the :j:::i
context of this problem, I also developed the distinction between vagueness and ambiguity, and ’:SE-:
showed that an integrated approach to understanding -- because it is not bound by the view that SN _
the meaning of a sentence is simply a combination of the meanings of the words that make it up '
-- leads to a simpler and more general treatment of the interpretation of vague words than do EEE
previous approaches. j',: 5
oY
In chapter three, [ developed a critique of the largest class of non-integrated theories of t'ﬁ
understanding, those concerned with modular syntactic analysis. My critique was based on the ﬁ:::::
failure of these theories to address the kinds of functional considerations that are the primary ::;{::
concern of artificial intelligence. I pointed out, first, that these theories fail to justify the form d':
of the output which they produce, and in fact often make no claims whatsoever about their _—
output. Ialso criticized the inherent reliance on non-determinism by ATNs and Prolog-based _"
parsers, and argued that such control mechanisms are totally lacking in empirical content. The _‘-':'.:'-’_
only claims made by such parsers, really, are embodied in the grammars which they employ -- :;"
typically taken directly from the linguistics literature. I also showed that Marcus’s more recent x _
deterministic theory of syntactic parsing, by its failure to address such problems as lexical :?_:'_:'_
AL
ambiguity and genuine structural ambiguity, also fails to assert or support an empirically :::E\'
RGN
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meaningful claim of syntactic modularity. By ignoring all of the problems in language analysis ‘Q‘,;: ‘
which seem to require the heavy use of semantics, this theory, it seems to me, is simply S
begging the question. & ‘_,
In chapter four, I turned to an analysis of the problem of lexical ambiguity from an .':EB‘
integrated point of view. Reviewing first the disambiguation methods employed by syntactic
analyzers, we saw that they either depend on backtracking, or else simply fail to address the o
issue. I then turned to a review of semantic and conceptual methods for lexical ::j::;::
disambiguation, primarily selectional restrictions and scriptal lexicons. We saw that such \j
methods cannot work in general, and cannot work because they attempt to avoid the need to Z‘:
bring inference to bear on the problem: Lexical disambiguation, as has been argued since o
Bar-Hillel (1960), requires plausible inference taking into account both context and arbitrarily -:j-f"
complex world knowledge -- in particular, it requires the ability to perform abduction, or El;,':-':’,’-
inference to the best explanation for an input. Since lexical ambiguity must be resolved quickly 5‘_;:
in order to avoid the need for non-determinism, the fact that its resolution requires ?;_‘_
context-based inference forms one of the chief functional arguments in favor of an integrated ::::;:_'*
approach to language analysis. Nevertheless, we saw that many putatively integrated models -'_;f '
of language understanding in fact fail to go beyond the traditional methods of selectional ':-;
restrictions and scriptal lexicons, and do not employ inference in the resolution of lexical .
ambiguity or other problems in language analysis. In other words, these models simply fail to :«
address the issues which motivate integrated processing in the first place. More positively, | IE;::E:
argued that the problem of lexical ambiguity imposes important requirements on the process of ’:.':
explanatory inference. In particular, we saw that explanatory inference rules cannot be ,; [
expected to attend to all of the features of a situation that might affect the applicability of the \.*::
explanations which they offer, and that more general criteria for judging the acceptability of an N"\
explanation are therefore necessary. \i'
In chapter five, we discussed the implications of an integrated approach for the _
inferential memory processing involved in explanation-based understanding, particularly in C-j:\‘::
light of the need to employ abstract thematic knowledge as proposed by Schank (1982) and \:-,,.h
Lehnert (1981). Integrated understanding entails the use of possible hypotheses about 4 ~ -9
situation to limit the inferences which are drawn from inputs in that situation. The utility ot :\ ;
such an approach is easily demonstrated by the advantages of a very simplc model, P:.,.:
bi-directional inference from both inputs and hypotheses. However, this model still entails a E\:"'
great deal of wasted inference, especially if a large number of inferences can be drawn from '_:F.‘,:-
any given proposition, as seems to be the case in highly familiar domains. In view of this '::..-:f
problem, I specified the relevant functional criteria for a more highly integrated theory ot :;: :
~ 4
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explanatory inference in understanding. We saw that there is one model which meets these
criteria, script/frame theory. However, the limitations of script/frame theory are well known.
The main problem is the utter inflexibility of script-based inference: Expectations are carefully
tuned to exactly and only a limited class of inputs. In other words, exactly the property which
makes these models highly integrated is also what makes them too inflexible. We thus sought
a model which would still be integrated, but less inflexible.

Whatever the solution, it seems clear that if an integrated approach is to be feasible -- that
is, if an hypothesized explanation is to play a useful role in directing the inference process
which attempts to explain an input -- then it must be because the knowledse associated with the
hypothesis can be employed to provide such direction. The problem is that this knowledge
may not be expressed in terms commensurate with the input, particularly if it is highly abstract,
as it is in the case of thematic knowledge. In script/frame theory, of course, this is guaranteed:
Expectations -- or, if one prefers, "active memory structures” -- are couched in exactly the
representational vocabulary that input is expected to be couched in. But this is exactly what
gives rise to the inflexibility which must be overcome in a more general theory. Thus, the
integrated use of hypotheses in directing inference will, in general, involve a "translation”
process whereby the input is represented in terms commensurate with the hypothesis. Our
problem, then, is to perform this translation process in a way which does not, itself, depend on
undirected inference. [ proposed a solution to this problem based on the use of simple
indexing techniques to guide the inference necessary to transform an input into terms

commensurate with an hypothesis.

It should be clear that my specific proposals are only a first step towards an integrated
theory of understanding: They are both overly simplistic and lacking in many details. What is
important, however, is that the motivations behind an integrated theory of understanding, and
the criteria which must be met by such a theory, have been worked out to the point where it is
possible to sce how previous proposals fall short, and to make new proposals that, whatever

their shortcomings, at least fall into the class of genuinely mtegrated theories.
S. Integrated planning

In part 11 of this thesis, I turned to the question of how integrated processing affects our
view of planning. I argued that the need to take external factors into account in planning as
early as possible -- which is motivated by the goal of making rational decisions and avoiding
blind search -- leads, ultimately, to a model of planning in which goals are often set on the

basis of opportunities provided by the situation in which the planner finds itself. In other
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words, an integrated model of planning will be an opportunistic planner.

In chapter seven, I pursued this argument within the context of conversational planning,
particularly in arguments. I showed that previous approaches to conversational planning are
too top-down, and must therefore rely on backup to produce workable plans. I then presented
several examples in which the memory and inference necessary in order to understand one's
interlocutor could be expected to uncover the seeds of a reasonable response. This led, then, to
a notion of planning in which such contextual features could play a role in the selection of a
conversational goal or plan to be pursued. More specifically, I argued that opportunistic
planning seems to account for a fundamental feature of conversational behavior, namely, that
conversations seem at one and the same time to be goal-directed and yet rather wandering and
disorganized.

After this initial foray into opportunistic planning in the domain of conversational

behavior, in chapter eight we turned to a discussion of the problems posed by the approach in

l. .

general. The chief problem of opportunistic planning is simply noticing that an opportunity

sl
r

exists. An opportunity exists when some feature of the situation in which the planner finds

X

vELS

itself facilitates the achievement of a goal not necessarily governing his immediate behavior in
thar situation. Thus, recognizing an opportunity will, in general, entail recognizing the
presence of features which are not necessarily related to the goals governing an agent's current

behavior.

Opportunistic goal activation entails indexing goals in terms of features which indicate
opportunities for their pursuit, generally unmet preconditions of plans for those goals. In the
simplest model -- the “mental notes” model -- there is a central planner of some sort, and goals
must be brought to the attention of this central planner when opportunities for their achievement
4 are detected. In the very simplest case, a goal plays no role in the perceptual and inferential
processes which are involved in detecting the feature which constitutes an opportunity for its
pursuit. Those processes must, therefore, be pursued for some other reason: The detection of
features which indicate an opportunity for a goal is entirely bottom-up as far as the goal itself is
q concerned  However, whether or not the detection of an opportunity involves the top-down
! influence of the goal itself, any model of opportunistic planning entails characterizing goals as

active mental entitiecs. At the very least, they must be able to call attention to themselves -- that

15, to place themselves before the consideration of the central planner -- when an opportunity is

detected.

Moreover, the features which might usefully indicate the presence of an opportunity to
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pursue some goal, but which could conceivably be noticed without the intervention of the goal
itself, are very likely to produce many "false alarms.” Establishing that an opportunity actually
exists will entail further inference in such cases. For example, if the planner's goal is to
purchase a particular book, and he forms the plan to buy it at the Yale Co-op, then "Yale
Co-op" is a feature which plausibly indicates an opportunity to achieve the goal. However,
even if this feature is present, an opportunity to achieve the goal only exists if the planner or
some agent of the planner's is actually in the vicinity of the Yale Co-op, if it is open, and if the
planner or his agent has sufficient funds. Seeing a story about the Yale Co-op on television,
for example, would not constitute an opportunity. We are thus led to a two-stage model of
opportunity recognition, in which goals are conceived as active mental entities, capable of
noticing the presence of features which indicate potential opportunities -- although not
necessarily of playing any role in the detection of those features -- and of calling on further
inferential processing when such features are detected in order to determine whether or not a

bona fide opportunity exists.

There is an additional problem however. Active processing often seems necessary
merely in order to detect the features which might indicate an opportunity. This raises two
separate but related issues: First, can simple, non-inferential methods be devised to detect the
likely presence of features which indicate opportunitiest? And second, if not -- that is, if
inference is required -- then is the goal for which those features constitute an opportunity itself

involved, in some top-down fashion, in their detection?

The answer to the first question is undoubtedly yes. I discussed several examples of
features -- for example, the kind of ambiguity that is the precondition for a double entendre, or
being reminded of something that shares no superficial features with the current situation --
which cannot be recognized without active, inferential processing. These are all, roughly
speaking, features the components of which cannot be enumerated ahead of time. To the extent
that an opportunity depends on this sort of feature, one must either argue that its detection is
motivated by some goalunder current pursuit, or that the goal for which it indicates an
opportunity is itself actively involved in its detection. To the extent that the first case holds, the
mental notes model will suffice. To the extent that it doesn't -- to the extent, in other words,

that a system is capable of detecting truly novel opportunities to achicve a goal -- it may not.

In chapter nine, I sketched out the conception of planning and plan execution which is
necessary in order to accept Freud's intentional explanations for errors, and argued that this

intentional architecture can be functionally justified on the grounds that it fulfills the

requirements of real-time opportunistic planning. In particular, we saw that in an opportunistic
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planner, no goal is ever really suppressed. Thus, I argued that an opportunistic planner will

quite naturally exhibit such behavior as Freudian slips. However, the opportunities seized
upon in Freudian slips cannot, in general, be precisely specified in advance. Slips, therefore,
reflect an ability to detect and seize novel opportunities -- opportunities which are not foreseen
or even foreseeable ahead of time. Such an ability seems to entail the allocation of inferential
power to the detection of opportunities for suppressed goals. Thus, we were led to the
possibility that under some circumstances goals are far more active mental entities than implied
even by the mental notes model of opportunistic planning. In this context, we reviewed
Zeigarnik's experimental results indicating that pending goals are more memorable than
satisfied goals -- results which constitute a converging line of evidence in favor of the

proposition that pending goals are active mental agents.
6. Conclusion

In this thesis, [ have tried to provide the functional motivations for integrated processing
in planning and understanding, to show why such an approach is necessary in order to solve
many real problems in artificial intelligence, to characterize some of the problems that arise in
attempting to construct integrated models, and to propose some solutions to these problems.
The need for an integrated approach to understanding has been argued many times before:
Here, I have tried to put together a more coherent account of this view, by articulating and
justifying the functional constraints that an integrated approach imposes on models of
understanding. Along the way, we have secen how many previous attempts have gone awry,
and have as a result gained a clearer view of the problems which must be addressed by a bona

fide integrated theory of understanding.

In planning, as in understanding, integrated processing is motivated initially by the need
to avoid arbitrary decisions and the backtracking that must inevitably follow in the wake of
such decisions. But it has larger consequences for our conception of intentional behavior as
well. An integrated approach to planning leads to models in which a planner’s goals are set in
part by the opportunities offered by the situation in which he finds himself -- in other words, to
opportunistic models of planning. This view raises a whole host of new issues in planning and
understanding, probably the most difficult being the problem of how to recognize opportunities
when they arise. [ have sketched out several possible solutions to this problem, and although
much work needs to be done, one thing is clear: This problem must change our conception of
what kind of mental construct a goal is. Although the degree of activity may vary. on any
account of opportunistic planning goals must be construed as active mental agents. We are led,

in other words, to a dynamic conception of goals quite similar to that found in psychoanalysis.
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